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ABSTRACT  
This PhD research investigates the electronic and photophysical properties of graphene and its 
derivatives, focusing on the relationship between these properties and structures of functionalised 
graphene materials for their potential application in phosphate sensors for agricultural soil analysis as 
part of the Signals in the Soils (SitS) project. Graphene-based materials were synthesised by our 
partners within the SitS project, and this study aimed to explore their structural and electronic 
characteristics which can influence their performance in sensors. Gaining an understanding of the 
relationship between functionalised graphene’s structure and properties helps address a critical gap 
in the field of nanomaterials to enable their application in sensor technologies.  

A combination of ultrafast spectroscopy and computational modelling techniques was employed to 
investigate functionalised graphenes’ structure-property relationship. Experimental methods, 
including ultraviolet-visible spectroscopy, infrared spectroscopy, and X-ray photoelectron 
spectroscopy (XPS), were used to investigate the structural and bonding characteristics of graphene-
based materials. Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) 
provided key insights into the morphology, particle shape, and particle size distribution of the 
materials. Transient absorption spectroscopy (TAS) enabled the study of electron dynamics on 
ultrafast timescales, revealing the impact of oxygen-induced trap states. Density Functional Theory 
(DFT) simulations using the SIESTA software were conducted to model the electronic and optical 
properties of these materials and the influence of multiple factors on these properties.  

This research showed that electron dynamics in functionalised graphene is a complex process 
involving multiple decay pathways on a range of timescales. Moreover, this research demonstrated 
presence of oxygen groups and morphological changes in functionalised graphene. Charge dynamics 
was found to be directly dependent on the functionalisation of graphene, in particular, on the amount 
of oxygen present in the samples. The study also showed that oxygen content affects the optical 
absorption and prolongs carrier lifetimes. Theoretical calculations revealed that oxygen 
functionalisation, particularly the introduction of hydroxyl and epoxide groups, has a significant 
impact on the electronic properties of graphene by opening bandgaps. This tunability enhances 
graphene’s optoelectronic properties, making it a promising candidate for sensor applications. 

Overall, this research advances the understanding of how oxygen functional groups alter the 
morphology, electronic structure, and optical properties of graphene, offering new avenues for 
tailoring its properties for next-generation electronic and sensing devices. The combination of 
experimental techniques and theoretical modelling provides valuable insights into the design and 
optimisation of graphene-based materials for technological applications.  
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Introduction 

OVERVIEW 

Graphene-Based Sensors for Real-Time Soil Analysis  
The Signals in the Soils (SITS)1 project is a collaboration between UK and US universities which aims to 
develop affordable, selective sensors for detecting soil phosphates by utilising graphene's unique 
properties as a sensor material. This project intends to enhance the monitoring of soil nutrient levels 
by concentrating on phosphates, an essential plant nutrient. The sensor technology holds the 
potential to transform the analysis and monitoring of soil health, thereby promoting more sustainable 
and environmentally friendly agricultural practices. These sensors will enable farmers to optimise the 
use of fertilisers, resulting in minimised waste, reduced water contamination, and a lower 
environmental impact. 

My doctoral research project employs ultrafast spectroscopy and computational tools to investigate 
the potential of graphene and its derivatives as materials for advanced electrochemical sensors 
designed for phosphate detection. Graphene's unique characteristics, such as its high surface area and 
adjustable electronic structure, position it as a promising candidate for sensor technology 
advancement. This PhD project showed that functionalised graphene with as little as 3% oxygen 
content can exhibit an open band gap, transforming it into a semiconductor suitable for sensor 
applications. 
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1.1. SMART FARMING 

1.1.1. What is Smart Farming? 
According to the United Nations, the global population is projected to reach 9.7 billion by 2050 and a 
staggering 11 billion by 2100,2  necessitating a substantial increase in food production. However, 
resource scarcity due to climate change and urbanisation further complicates the challenge, 
underscoring the urgent need for innovative solutions in the field of agriculture.   

Recent analyses have emphasised the imperative for enhanced and sustainable food production in 
order to cater to the needs of the global population. The correlation between population growth and 
food security is complex and multifaceted. It is also argued by some that current production levels are 
sufficient. However, it is vital to optimise distribution and minimise food waste in order to ensure fair 
access to the available food resources. Addressing these challenges demands a multi-pronged 
approach that encompasses the entire food supply chain.3 

The evolution of agriculture from traditional to smart farming has been made possible by 
implementing advanced technologies. In ancient times, agriculture was a means of survival, with 
humans cultivating the land using basic but essential tools. This era, known as ‘Agriculture 1.0’, gave 
way to ‘Agriculture 2.0’ in the 20th century.  ‘Agriculture 2.0’ focused on increased productivity and 
reduced labour costs through mechanisation. This era saw the introduction of machinery for 
harvesting, weeding, irrigation, sowing, and seed preparation. Farmers transitioned from manual 
labour to machines, leading to increased reliance on fossil fuels like gas and oil. Advancements in 
transportation also played a crucial role in establishing efficient food supply chains.4 

‘Agriculture 3.0’, which spanned from the late 20th to the early 21st century, introduced precision 
farming and data-driven decision-making. Communication technologies, software engineering, and 
the Internet of Things (IoT) were integrated with farm equipment during this era. Furthermore, 
farmers embraced renewable energy sources such as hydropower, solar photovoltaic, and wind 
power. They also adopted innovative and smart farming technologies such as crop prediction and 
recommendation, variable rate applications, optimising inputs based on field conditions, yield 
monitoring, and knowledge systems for farmers. ‘Agriculture 3.0’ represented a significant shift from 
purely mechanical techniques to a more data-driven approach.4  

Finally, ‘Agriculture 4.0’ emerged, focused on organic farming and utilising modern science to enhance 
agricultural activities. This fourth generation in the evolution of agriculture revolutionised the smart 
farming industry by incorporating specific technologies that cater to consumer needs or specific 
environmental needs. Thanks to novel scientific expertise, farmers have begun to improve agricultural 
practices sustainably through intelligent farming.4 

Smart farming also referred to as precision agriculture, is a sophisticated and continually progressing 
methodology that employs cutting-edge techniques and data-driven analyses to enhance crop 
production and resource allocation and management. Its overarching objective is to move away from 
traditional, ‘one-size-fits-all’ farming practices and instead make informed decisions based on precise 
data that caters to the specific needs of each field, crop, and individual plant. Smart farming offers 
unparalleled precision and efficiency in modern agriculture by leveraging innovative techniques such 
as precision planting, variable rate irrigation, and real-time crop monitoring.4   

This revolutionary approach to farming promises significant benefits to farmers and the environment. 
One of the primary benefits is the ability to achieve higher crop yields by smartly managing resources 
and applying targeted interventions. By minimising waste and optimising resource usage, such as 
fertilisers, farmers can save money on costs. Additionally, precision agriculture helps reduce chemical 
and water usage, leading to improved environmental sustainability and resource conservation. 
Farmers can also make informed decisions about their land and crops by leveraging data-driven 
insights, leading to better outcomes.  
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One of the applications of precision agriculture is using sensors to collect data on various field aspects, 
such as soil moisture, nutrient levels, temperature, and pest activity. Analysing this information with 
specialised software and algorithms can identify patterns, trends, and potential issues. This allows 
farmers to adjust inputs, such as fertiliser, in a highly precise manner tailored to the specific needs of 
each area within a field, promoting sustainability and efficiency.5 Precision irrigation systems are also 
employed to deliver water precisely to the areas and times when it is needed, thus minimising water 
waste and alleviating crop stress.6 To further enhance efficiency, advanced machinery equipped with 
sensors and GPS can navigate fields autonomously, performing tasks like planting and harvesting with 
greater accuracy.7 

1.1.2. Essential Nutrients in the Soil 
Certain essential nutrients, such as phosphorus and nitrogen, are critical for soil health and plant 
growth. They play a vital role in the soil-plant system and have a direct impact on crop production and 
yield. Specifically, phosphates (P) are required for various plant functions, including energy transfer, 
photosynthesis, and root development.8 Inadequate phosphorus levels in the soil can lead to reduced 
crop yields and have adverse effects on the sustainability of agricultural practices. Overreliance on 
outdated methods for estimating phosphorus needs leads to inefficient or excessive fertiliser use.9 

Measuring P levels accurately in the soil is crucial to optimise fertiliser application and ensure optimal 
crop growth. However, traditional methods for P analysis are time-consuming and expensive, delaying 
farmers' timely decision-making. Recent research has highlighted the importance and benefits of real-
time portable phosphorus and nitrogen monitoring devices, such as a chip-level colourimeter.10 This 
method allows farmers to promptly assess their fertiliser utilisation on their premises, enabling them 
to make well-informed decisions that lead to reduced costs and minimised environmental impact. 
Highly sensitive sensors are also being used and studied currently for real-time nutrient monitoring, 
which will help impact sustainable agriculture that has the potential to benefit future generations.9 

1.1.3. Sensors for Soil Monitoring  
Smart farming uses modern technology, equipment, and devices such as sensors, GPS, robots, and 
aerial imagery; it requires the integration of techniques such as real-time data collection. Rapid 
developments in machine learning techniques and sensor technologies have been found to be a cost-
effective solution in smart agriculture. Sensors are being used in smart agriculture to measure the 
status of plant leaves and soil as part of the fusion of information technologies that transform digital 
farming.11 

Recent advancements in research have led to the development of imaging technologies and plant 
biomarkers for intelligent fertiliser management, aiming to improve the efficiency of fertiliser usage 
and promote sustainability within the agricultural sector. Excessive fertilisation can have adverse 
effects on the environment and lead to resource wastage, underscoring the importance of precise 
fertiliser application. The adoption of smart fertiliser management, which integrates data, sensors, 
and imaging techniques, offers a viable solution for optimizing fertilizer application.12 

Challenges include developing efficient and affordable biomarker sampling and analysis methods, 
integrating various data sources for comprehensive nutrient management, and validating and 
implementing these technologies in field conditions for different crops and soil types. Quantitative 
nutrient biomarkers may allow for precise measurements of nutrients. Smart fertiliser management 
has the potential to enhance crop yield and make more efficient use of resources.13 

Examples discussed in this section show the important growing role of advanced technologies in 
agriculture, such as sensors for monitoring nutrients. The development of such technologies relies on 
advances in physics, chemistry, and materials science; for example, developing new sensor devices 
requires an in-depth understanding of the properties of materials used in these devices. This serves 
as the motivation for the Signal in the Soil (SitS) project, which this PhD project is part of.  
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1.2. SIGNALS IN THE SOIL  

1.2.1. SitS Motivation 
Signals in the Soils (SitS), a collaborative research program funded by the National Science Foundation 
(NSF) and NERC, brought together universities from the United States and the United Kingdom to 
develop technological solutions for agriculture. This interdisciplinary project, titled "Real-time and 
Continuous Monitoring of Phosphates in the Soil with Graphene-Based Printed Sensor Arrays", aims 
to develop a low-cost, in-situ, real-time sensor for monitoring soil phosphate levels.  To achieve this, 
the development process was divided into several work packages. The first work package focused on 
optimising and characterising graphene material for the sensor. Other work packages addressed 
designing the sensor itself, validating its suitability for real-world soil application, and designing the 
wireless data transfer setup to enable real-time monitoring capabilities.  

Combining expertise in engineering, agriculture, environmental science, and materials chemistry, SitS 
has the potential to significantly impact sustainable food production, fertiliser use regulation, 
economic security, and technological advancement. The SitS project aimed to facilitate 
interdisciplinary collaboration between the fields of science, technology, agriculture, and 
environmental science. This was achieved through the training of graduate students, undergraduate 
students, and postdoctoral scientists. 

1.2.2. SitS Overview 
The US teams worked on developing and producing printable graphene aerosol gels as the sensor 
material, conducting soil analysis, and developing wireless sensor technology. To complement this, 
the UK team studied the electronic properties of this novel printable graphene material using laser 
spectroscopy and computational modelling. The project aimed to develop a real-time phosphate 
sensor using printable graphene inks by integrating all aspects of sensor research, from fundamental 
physical properties of sensor materials to field testing and wireless data transmission. 

 

Figure 1.1. Signals in the Soils image, taken from NSF-USDA-UKRI Virtual SitS workshop – Principal Investigators 
Workshop – Dr Suprem Das (Kansas State University) 

 

The sensor technology has been designed to be portable and will be seamlessly integrated with a 
wireless system for continual in-field monitoring. This integrated system will enable the real-time 
transmission of electrochemical signals, allowing for the immediate mapping of soil phosphate levels 
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across varied agricultural terrains. The initial roll-out was scheduled for deployment in the US Midwest 
(specifically Kansas) and the UK East Midlands (including Derbyshire Dales and Peak District). 

1.2.3. SitS Project Methodology 
The core of the research methodology involved developing sensor arrays using 3D printing, also known 
as additive manufacturing, with tailored graphene materials. These materials were optimized for both 
high conductivity and efficient phosphate detection. Early research in the project, led by Dr. Suprem 
Das, demonstrated that graphene aerogel (GA)-based sensors exhibited superior performance 
compared to sensors made from pure graphene. This finding, while not yet published, significantly 
influenced the direction of the project. To further enhance phosphate detection, chemically 
functionalized GA and other graphene-based materials were explored. The project utilized ultrafast 
laser spectroscopy and computational modelling to understand the electronic properties of these 
materials and their interactions with phosphates. Finally, controlled environment testing in Kansas, 
the US, and the UK was set to take place to investigate sensor performance in various soil types, 
though initial field testing was limited due to time constraints. 

1.2.4. Limitations and Possibilities  
Using graphene-based sensors to test soil is technically feasible; however, it is the key technical 
challenge of the project, and questions remain regarding their cost-effectiveness, scalability, 
durability, and lifespan. Although one of the main aims of this SitS project is to create inexpensive 
sensors, it is unclear how much cheaper they are compared to existing soil testing methods. Additional 
investigation and research are necessary to estimate the production costs and to determine whether 
the sensor arrays can be manufactured and produced at a low cost for widespread adoption in 
agriculture. Besides this, the durability and lifespan of the sensors in field conditions need to be 
evaluated to ensure their effectiveness over time. 
Regarding practical applications, data transfer and user interface are two essential factors to consider. 
Agricultural farmers need to be able to easily and quickly access and interpret the sensor data to make 
informed decisions about fertiliser usage. Therefore, establishing efficient data transfer methods and 
providing a user-friendly interface is crucial. Additionally, it is vital to ensure that the sensors are 
compatible with existing farming practices. It could hinder their adoption if the sensors require 
significant changes to current agricultural workflows. 
The sensor technology is expected to have a long-term impact on agricultural practice, particularly the 
potential reduction in fertiliser use and water pollution resulting from precise phosphorus monitoring. 
These benefits could have significant environmental advantages, and it is essential to quantify them 
in the long run. Additionally, assessing the economic impact of the research, such as increased crop 
yields and improved farmer profitability, is equally important. An immediate next step is to explore 
broader applicability of the sensor technology to monitor other essential soil nutrients and 
environmental parameters. 

1.2.5. PhD Project Purpose  
This PhD project was a fundamental part of the SitS program and focused on studying graphene 
materials for use in sensor devices. The aim was to investigate the electronic and optical properties of 
graphene materials that were synthesised at Kansas State University and used in the sensors to 
understand the relationship between these materials’ structure and properties. The study utilised 
ultrafast laser spectroscopy at the University of Sheffield and various other characterisation 
techniques to investigate novel graphene-based materials' electronic and charge carrier dynamic 
properties. Computational modelling was also used to explore various graphene morphologies and 
chemical modifications and to identify the effects of oxygen functional groups and curvature on 
graphene's electronic and optical properties.  
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1.3. GRAPHENE  

1.3.1.  Carbon Allotropes and Discovery of Graphene 
To understand the atomic structure of graphene, it is helpful first to understand the atomic structure 
of elemental carbon and its 2D and 3D allotropes.14 Carbon exhibits an interesting ability to form 
unique structures by bonding in different ways (Figure 1.2). What makes these structures intriguing is 
the varied hybridisations that carbon atoms can adopt. In particular, when four valence electrons have 
equal energies, sp3 hybridised orbitals are formed, as discussed in more detail in the next section. 
Bonding of these sp3 carbons produces an isotopically strong diamond. Conversely, if only three 
electrons per carbon atom form covalent bonds in a plane, while the fourth electron delocalises above 
the plane of atoms, the resulting material is graphite. This sp2 hybridisation builds a layered structure 
with strong in-plane bonds and weak out-of-plane van der Waals bonding. Graphite is a ‘soft’ material 
due to its ability to slide along the planes.15 In 1985, a research team led by Smalley, Kroto, and 
colleagues discovered a novel form of carbon known as buckminsterfullerene C60, shown in Figure 
1.1.16 This molecule resembles a ‘football’ and is composed of pure carbon atoms bonded in hexagon 
and pentagon rings of sp2-bonded carbons. The discovery of C60 was so significant that it earned the 
Nobel Prize in Chemistry in 1996.17  

Graphite is an allotrope of carbon that conducts electricity and is used in various applications. Unlike 
diamonds, graphite is a semimetal.15 Novoselov and Geim from the University of Manchester made a 
groundbreaking discovery in 2004. They found that by using the Scotch Tape method, they could 
obtain graphite nanosheets that were only a few atoms thick, including single-layer graphene, which 
was an astonishing 0.335 nanometres thin. The method involved carefully polishing the surface of the 
graphite to remove incomplete layers and impurities. The researchers were surprised to find that the 
by-products on the tape were graphene, which they later studied and characterised. The researchers' 
goal was to explore the electronic properties of these materials to create innovative devices.18 

 

 

Figure 1.2. Some Allotropes of Carbon- This figure depicts the structure of diamond, the structures of graphite and 
single-layer graphene, a C60 buckyball, an amorphous carbon, a nanocone, a chiral carbon nanotube, and lonsdaleite - 

drawn using ‘Avogadro’.19 
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Graphene is an exceptional nanomaterial that combines a simple atomic structure with intriguingly 
intricate physics. It is a single layer of carbon atoms arranged in a honeycomb lattice pattern, creating 
densely packed six-membered rings. With its unique properties, graphene is a cornerstone for diverse 
carbon-based nanomaterials. All the carbon atoms in graphene are sp2 hybridised, making it an 
excellent conductor of heat and electricity.15 Graphene is optically transparent but structurally dense, 
impermeable even to gases.20 After its initial isolation, researchers have explored numerous potential 
applications for graphene, such as flexible electronics, supercapacitors or energy storage devices.21,22 

In particular, graphene that has been appropriately modified to exhibit semiconducting properties is 
considered a promising candidate for replacing silicon in electronic devices. 23  The discovery of 
graphene led to the discovery of other graphene-based nanomaterials.15  

Graphene's exceptional electronic properties, including its high electrical conductivity, coherent 
electron transport, tuneability, and exceptional mechanical strength and stability, have captured the 
attention of scientists and technologists alike. Mono-layer graphene possesses three electronic 
properties that have ignited interest in this material. These include the disappearance of carrier 
density at the Dirac points, pseudo-spin presence, and carriers' relativistic behaviour.14 

Besides the most well-known forms of carbon, such as graphene and diamond, there are also other 
interesting allotropes of carbon, such as lonsdaleite, amorphous or porous carbon, and carbon-based 
nanomaterials, such as nanotubes, nanoribbons, nanocones, and nanothreads. 24  Some of these 
structures are shown in Figure 1.2.  

1.3.2. Structure and Key Properties of Graphene 

1.3.2.1. Carbon Hybridisation and atomic orbitals 
Carbon, a tetravalent element, has the atomic number 6, and at its ground state, its electrons can 
occupy the 1s, 2s, and any two 2p, orbitals as depicted in Figure 1.3. Only the four outermost electrons 
of a carbon atom participate in the bond formation.14 

 

Figure 1.3. The Hybridisation of Carbon in Ground State and Hybridised States 

 

A carbon atom can undergo sp³ hybridisation, wherein one 2s electron is promoted to the vacant 2p 
orbital. This intermixing of one 2s and three 2p orbitals from the same shell generates four sp³ hybrid 
orbitals with equivalent energies and a tetrahedral arrangement. Consequently, the carbon atom can 
form four covalent bonds, and the resulting molecular geometry exhibits bond angles of 
approximately 109.5°.14 Carbon can adopt sp hybridisation, when one 2s and one 2p orbital are 
hybridised, forming two double bonds or one single and one triple bond, resulting in linear molecules 
with 180° bond angles.  In the context of trivalent bonding relevant to graphene, a carbon atom 
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exhibits sp² hybridisation (Figure 1.3). This involves the hybridisation of one 2s orbital with two 2p 
orbitals, forming three trigonally arranged planar sp² hybrid orbitals, and leaving one unhybridised 2p 
orbital. These orbitals form two σ bonds and one π bond with three neighbouring atoms, resulting in 
a triangular arrangement with bond angles of approximately 120°.14 

1.3.2.2. Atomic Structure of Graphene  
The sp² hybridisation of carbon atoms in Graphene results in a trigonal planar arrangement, as shown 
in Figure 1.4. This hybridisation forms strong σ-bonds within the plane, contributing significantly to 
graphene's structural robustness. Unique to graphene, these hybridised orbitals leave behind 
unhybridised p-orbitals perpendicular to the plane. These p-orbitals form π-bonds, generating a half-
filled π-band responsible for graphene’s electronic properties.  

 

Figure 1.4. The sp2 Hybridisation in Graphene. 

 

The in-plane covalent bonds cause the graphite and graphene's ‘honeycomb’ structure, resulting in a 
two-dimensional lattice. The electrons in the unhybridised 2p orbitals are delocalised. The 
delocalisation of electrons in a monolayer graphene sheet is shown in Figure 1.4, indicating that 
carbon atoms have a bond order of approximately 1.33 because of the delocalisation of the π -
electrons; each atom forms three σ bonds and one π bond. Within graphene layers, in-plane bonds 
surpass the strength of C-C bonds in sp³-hybridized diamond (615 kJ/mol vs. 345 kJ/mol). As predicted 
by Hearing in 1958, graphite possesses a lattice constant of a = √3 a₀, where a₀ ≈ 1.42 Å represents 

the nearest-neighbour interatomic distance.14  

 

Figure 1.5. The structure of graphene (a) Bravais lattice; (b) reciprocal lattice25 

 

The term "graphene" specifically refers to a single, isolated monolayer of carbon atoms arranged in a 
hexagonal lattice, which was first isolated by Novoselov in 2005. While electrons can flow effortlessly 

  
   

   

   

   

    

   

 a   ravais la ce

 

 

      
     

  

  

  

 

 

 

    

  

  

 

 

           

  

   
  

     

    

   

     
              

 b  eciprocal la ce



15 
 

in the graphene structure, leading to intriguing electrical properties, the electronic properties of few-
layer graphene are highly dependent on the number of constituent layers. Only single-layer graphene 
(SLG) exhibits true zero-gap semiconductivity. Bilayer graphene (BLG), however, has a small band gap 
due to the bending of the conduction and valence bands near graphene's Dirac point. Conversely, 
"few-layer graphene" (FLG, comprising 3 to <10 layers) experiences band overlap, leading to the 
emergence of multiple charge carriers. Graphene structures exceeding this thickness are more 
appropriately classified as thin graphite films.14 

 raphene does not have a ‘true’  ravais lattice; instead, it is made up of two triangular  ravais lattices, 
shown using blue dashed triangles in Figure 1.5(a). The Bravais lattice or the direct lattice, is a periodic 
array of points (atoms) connected with lattice vectors. Lattice vectors describe the direct lattice:  

𝑅 = 𝑡𝒂 + 𝑢𝒃 + 𝑣𝒄 (1.1) 
 

where 𝑡, 𝑢, 𝑣= integers and a, b, c = lattice vectors  

The volume of the unit cell  𝑉 is given by: 

𝑉 = 𝒂 ∙  (𝒃 × 𝒄) = 𝒃 ∙ (𝒄 × 𝒂) = 𝒄 ∙ (𝒂 × 𝒃) (1.2) 
 

The hexagonal graphene lattice's unit cell comprises two atoms separated by a distance of 1.42 Å.26 
The graphene lattice can also be described as two intermingled triangular sub-lattices; this is pictured 
in Figure 1.5(a) with black and white circles representing carbon atoms belonging to the two sub-
lattices; the sub-lattices are also commonly denoted A and B, where three B sub-lattice atoms 
surround each atom on the A sub-lattice and vice versa.  

1.3.2.3. The Reciprocal Lattice of Graphene 
The reciprocal lattice of graphene is a discrete set of points in reciprocal space that correspond to the 
periodicity of the real-space lattice. In simpler terms, each point in the reciprocal lattice generates a 
plane wave that perfectly diffracts from the periodic arrangement of atoms in graphene.27  

The hexagonal Brillouin zone (BZ) of graphene is the primitive cell of the reciprocal lattice and is the 
hub of electronic state information for this material. The Dirac points, which are at the boundaries of 
the BZ, are pivotal to graphene's electronic behaviour, giving rise to its exceptional traits such as high 
carrier mobility and Klein tunnelling. By comprehending the reciprocal lattice, we can examine 
electron diffraction patterns, calculate phonon dispersion curves, and delve into other significant 
physical phenomena in graphene.27 The reciprocal lattice in Figure 1.5(b) is used to describe the 
electronic properties of graphene. The reciprocal lattice is the Fourier transform of another lattice 
(direct lattice). The concept of the reciprocal lattice was proposed by Leon Brillouin (1889–1969).28 

The reciprocal lattice is valuable for visualising graphene’s electronic band structure by plotting the 
bands along specific directions within the Brillouin zone. For instance, graphene bands are usually 
plotted along paths connecting Γ  origin  to M or K points. Notably, the K and K′ points   irac points  
hold particular significance due to their unique properties. Their coordinates in reciprocal space can 
be expressed below, where a represents the direct lattice constant. 

𝐾 =  (
2𝜋/√3𝑎

2𝜋/3𝑎
)   𝑎𝑛𝑑 𝐾′ = (

2𝜋/√3𝑎

−2𝜋/3𝑎
) 

(1.3) 
 

In a reciprocal lattice, the basis vectors of the reciprocal lattice a*, b* and c* are defied as:  

𝒂∗ = 2𝜋
(𝒃 × 𝒄)

𝑉
     𝒃∗ = 2𝜋

(𝒄 × 𝒂)

𝑉
     𝒄∗ = 2𝜋

(𝒂 × 𝒃)

𝑉
 

(1.4) 
 

Where, 

𝑉 = 𝒄 ∙ (𝒂 × 𝒃) (1.5) 
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The reciprocal lattice is:  

𝐾𝑖 = ℎ𝒂∗ + 𝑘𝒃∗ + 𝑙𝒄∗ (1.6) 
 

where ℎ, 𝑘, 𝑙 = integers,  𝒂, 𝒃, 𝒄= lattice vectors, 𝒂∗, 𝒃∗, 𝒄∗  - reciprocal lattice vectors defined in 
equation (1.4). (This only applies to a rectangular lattice).  

The 2D hexagonal unit cell of graphene contains two carbon atoms. The valence atomic orbitals 
involved in the carbon atoms are the 2s, 2px, 2py, and 2pz orbitals. Therefore, in tight-binding models, 
the band structure of the graphene unit cell (excluding core orbitals) typically considers eight bands. 
However, it is important to note that there are potentially further unoccupied bands, as electrons can 
be promoted to higher orbitals like 3s, 3p, etc. The 2pz orbitals are orthogonal to the sp2 orbitals at all 
points of the  rillouin  one. This gives two π bands and six σ bands. At the Γ  gamma) point, the 2s 
orbital does not mix by symmetry with C 2px and 2py; sigma sub 1 (σ₁  is purely C 2s bonding at Γ, 
while sigma sub 2  σ₂  and sigma sub 3  σ₃  are antibonding 2p at Γ. σ₁, σ₂, σ₃ represent distinct 
subtypes of sigma bonds formed at the Γ point. σ₁ arises from direct 2s orbital overlap, leading to the 
strongest σ bond. In contrast, σ₂ and σ₃ stem from antibonding interactions of 2p orbitals, resulting in 
weaker σ bonds compared to σ₁.25,28  

1.3.2.5. Key Properties of Graphene 

Band Theory of Graphene  
Band theory is a key concept in condensed matter physics that explains the organization of electronic 
energy levels in materials like graphene. It helps classify materials as conductors, insulators, or 
semiconductors and reveals how electronic configurations and bonding strengths relate to conductive 
properties. 

Band theory describes the electron energies in solids through energy bands. The Fermi level indicates 
the chemical potential of electrons in semiconductors, typically positioned within the band gap 
between the occupied valence band and the unoccupied conduction band. This location is crucial for 
electrical conductivity. By doping, the Fermi level can be adjusted to create n-type semiconductors 
with electrons as charge carriers or p-type materials with holes that conduct electricity. Band theory 
allows us to predict and engineer the electrical properties of semiconductors, and a nearest neighbour 
tight-binding calculation can estimate the band structure of monolayer graphene.27 

The two most chemically important energy bands that determine the chemical and electronic 
properties of solids are the valence band and the conduction band (Figure 1.6). The valence band, the 
highest-filled band containing electrons responsible for bonding between atoms, consists of the 
highest energy orbitals occupied by electrons. In contrast, the conduction band, the empty band above 
the valence band where electrons are free to move and contribute to electrical conductivity, 
comprises the lowest unoccupied orbitals. The band gap is the region that separates these two bands. 
The Fermi level is located exactly in the middle of this gap for undoped defect-free semiconductors. 
In contrast, in graphene, which is a zero-gap semiconductor, the Fermi level lies at the merging point 
of the valence and conduction bands. 

The density of states measures the number of electronic states available at each energy level within 
the material. This distribution determines the fundamental electronic properties of graphene, which 
is known for its distinctive behaviour. In graphene, the density of states at the Fermi level is zero.  
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Figure 1.6. A Schematic Figure of the Valence (V) and Conduction (C) Bands of Metals, Semiconductors and Insulators. 

The width of a material's band gap influences its electrical conductivity. Materials with wide gaps are 
insulators, while those with narrow gaps are semiconductors, and overlapping bands indicate 
conductors. In semiconductors, doping creates additional energy levels in the forbidden gap, 
impacting conductivity. Understanding energy bands is crucial in electronics, materials science, and 
photovoltaic devices. 

Insulators have a wide band gap, typically 3 electron volts or more, that separates the valence and 
conduction bands, requiring significant energy for electrons to be excited into the conduction band. 
This results in minimal electrical conductivity due to the lack of free electrons. In contrast, metals 
feature overlapping or closely situated valence and conduction bands, allowing electrons from the 
filled valence band to easily move into the conduction band. This availability of free mobile charge 
carriers leads to high electrical conductivity in metals. Compared to insulators (Figure 1.6), 
semiconductors possess a smaller band gap, typically between 1-3 electron volts. This allows for the 
excitation of electrons from the valence band to the conduction band through thermal energy or light 
absorption, ultimately creating mobile charge carriers - electrons in the conduction band and holes in 
the valence band. Introducing impurities through doping increases the number of charge carriers, 
allowing for control of the semiconductor's conductivity. 

Unlike regular conductor or semiconductor materials, graphene has a distinct electronic band 
structure due to being a single-layered material made up of carbon atoms. While conventional 
semiconductors have a clear gap between the valence and conduction bands, graphene has a zero 
band gap. This means that the valence and conduction bands intersect at specific points in the Brillouin 
zone, known as Dirac points. The energy bands disperse linearly with momentum near the Dirac 
points, forming Dirac cones. This linear dispersion results in massless charge carriers, which behave 
like relativistic particles described by the Dirac equation.29  The electronic band structure of graphene 
can be effectively described using the tight-binding model.27 This model considers the interaction 
between electrons on neighbouring carbon atoms, forming bonding and anti-bonding states. In 
graphene, the bonding and anti-bonding π-orbitals of carbon atoms touch, resulting in the 
characteristic Dirac cones.   

Electrons in graphene are described as chiral a result of its honeycomb lattice structure. This 
distinctive attribute is due to the need for two-component wavefunctions for its quasiparticles, which 
is influenced by the sublattices A and B within the honeycomb lattice. In graphene, this sublattice 
dependence is known as "pseudospin"  σ . Chirality is a property related to the pseudospin and the 
direction of motion of an electron. It's positive for electrons and negative for holes, and it helps unify 
the description of these particles in graphene. In addition, the Dirac points in graphene exhibit valley 
degeneracy, meaning there are two distinct valleys in the Brillouin zone with identical electronic 
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properties but opposite chirality due to their sublattice origin. Depending on their spin direction, these 
electrons have different effective velocities, leading to intriguing phenomena like the anomalous Hall 
effect.30 

Graphene's honeycomb lattice structure results in a linear dispersion relation near the Fermi level, 
leading to its semi-metallic nature with exceptional electron mobility. 31  The dispersion relation 
exhibits Dirac cones, resulting in distinctive electronic properties such as Klein tunnelling and half-
integer quantum Hall effect.27 By introducing defects, and functionalisation like adding epoxides, 
doping the material, or inducing defects, the band gap of graphene can be opened, enabling its use in 
various electronic devices like photodetectors and sensors.32  

The Band Structure of Graphene  

At the Γ point, the π band is entirely bonding, and the π* band is antibonding, with the maximum 
separation between the two bands. Figure 1.7 illustrates the band structure of graphene. At  , the π 
band is weakly bonding, and the π* band is weakly antibonding.  ach carbon forms one π bonding and 
one π* antibonding orbital.  At K the π and the π* bands are both nonbonding and become degenerate 
so that the bands come into contact with each other, causing graphene to act as a semimetal.  At K, 
the phase of the orbitals changes once every three-unit cells.  The π bands are associated with the 
valence band, and the π* bands are associated with the conduction band. The valence and the 
conduction band near the K point show a linear relationship between the momentum and the electron 
energy. As mentioned, the valence and the conduction band meet at exactly the Fermi energy level. 

The 3D plot of the 2D band structure of graphene in Figure 1.7 show that at the high symmetry K’ and 
K points the π and the π* bands (the valence and conduction bands) touch and become degenerate. 
These points are called the Dirac points.  In intrinsic graphene, each carbon atom contributes one 
electron to the π band, completely filling the valence band and leaving the conduction band empty. 
The Fermi level is situated precisely at the energy where the conduction and valence bands meet 
(Dirac point), which is also referred to as the charge neutrality points. 

 
Figure 1.7.  om arison    w  n a ‘volum  ri   lo ’ and a ‘ and s ru  ur   lo ’ of gra h n  33 

 

 oving away from the  irac points  K , the energies on the π and π* band change linearly with the k 
vector. Looking at the 3D band structure plot, it is shown that graphene possesses a band gap of 
exactly zero, and the density of states for graphene is also zero at this point. Due to its two-
dimensional lattice structure, electrons in graphene primarily have momentum in two directions. 
Consequently, the Dirac points can be more precisely described as forming a Dirac cone, as illustrated 
in Figure 1.7. 

 a  olumetric plot  b   and  tructure
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Figure 1.8. The Density of States of Graphene calculated using SIESTA34 and plotted using OriginPro.35 

 

Figure 1.8 shows the density of states of graphene computed using density functional theory. This 
illustrates that the density of states (DOS) is zero at the Dirac point (at the energy of 0 eV), but there 
is no energy gap between the valence and conduction bands.  

Chemical Properties of Graphene 
Graphene is a material that has many exceptional physical and chemical properties. It is a conductor 
of electricity with a remarkably high electron mobility, making it an excellent choice for electronic 
applications. In addition, graphene exhibits exceptional heat conductivity, making it a suitable option 
for thermal management. It is exceptionally robust and has a high tensile strength, making it an ideal 
candidate for structural applications. Graphene is almost entirely translucent, allowing use in 
transparent conductive materials. Also, it is impervious to gases and liquids, making it a compelling 
option for various barrier applications. Graphene is highly malleable and can be twisted and stretched 
without compromising its structural integrity. Finally, it is exceptionally lightweight, with low density.14 

Graphene sheets can undergo chemical reactions at the edges or within the bulk lattice. The atoms at 
the sheet edges differ from those within the lattice because edge atoms lack neighbouring carbon 

atoms. Atoms within the bulk graphene lattice are chemically identical, forming a pure -conjugated 
system. A graphene sheet becomes a polycyclic aromatic hydrocarbon when reduced to the molecular 
level. Functionalising the bulk graphene sheet can be achieved via covalent or non-covalent methods. 
Covalent functionalisation requires breaking C-C bonds and utilises a broad range of reactions. Non-

covalent functionalisation relies on van der Waals forces, often due to - stacking between aromatic 
molecules and the graphene lattice, similar to how graphene sheets are held together in graphite.36 

By introducing functional groups, such as epoxides, doping the material, or inducing defects, the band 
gap of graphene can be opened, enabling its use in various electronic devices like photodetectors and 
sensors. Graphene can also be functionalized by adding hydroxyl and epoxide groups, forming 
graphene oxide and reduced graphene oxide. This is directly relevant to this thesis, which investigates 
oxygen-containing graphene, where oxygen is believed to be introduced during synthesis.32  

1.3.5. Methods for Graphene Synthesis 
The synthesis of graphene is critical to its function in practical applications. The most straightforward 
and common way to produce graphene is through graphite exfoliation, although there are other 
methods for synthesising graphene.37 Generally, two approaches exist for producing graphene: the 
top-down and the bottom-up approaches. The choice of technique depends on the desired quality 
and scale of production.  
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1.3.5.1. Top-Down Approaches 
Top-down approaches involve beginning with bulk material such as graphite and then separating it 
into individual graphene sheets. While this method generally results in lower yields, it can yield higher-
quality graphene flakes, depending on the specific techniques employed. 

Mechanical Exfoliation 
This method involves peeling off graphene sheets from graphite using adhesive tape. It is a simple and 
reliable way to produce high-quality graphene, but the yield is very low, making it impractical for large-
scale production. Geim and Novoselov used this method to prepare a single graphene sheet by peeling 
off a sheet of graphite using scotch tape.38 This method, called the scotch tape approach, involves 
repeatedly peeling highly oriented pyrolytic graphite using scotch tape. The process has been 
optimised to produce single-layer graphene       with high structural quality and more than 100 μm2 
in size.39,40 The mechanical exfoliation method is cost-effective and capable of generating high-quality 
single-layer graphene, although it is not feasible for large-scale graphene production due to limited 
scalability and the production of small flakes. 

Liquid-Phase Exfoliation 
Graphite is composed of 2D layers that are weakly stacked to form 3D structures. The process of 
exfoliating these layers results in nanosheets, effectively increasing the material's surface area. This 
enhancement positively impacts the material's chemical and physical reactivity, making it crucial for 
various applications, including catalytic materials, ion exchange, fillers in composites, and intumescent 
materials, which expand when exposed to heat. The liquid phase exfoliation (LPE) method involves 
dispersing graphite in a liquid solvent and then utilizing techniques such as sonication to break apart 
the layers. While this method can produce larger quantities of graphene compared to mechanical 
exfoliation, it is important to note that the quality of the graphene may be lower.41-42 The utilisation 
of LPE techniques is increasingly favoured due to their cost-efficiency, scalability for production, and 
ability to generate defect-free graphene. Nonetheless, these techniques frequently yield multi-layered 
graphene. 

Chemical Exfoliation or Reduction 
 Reduced graphene oxide represents another iteration of graphene achieved through chemical 
exfoliation, as detailed in section 1.5. The chemical reduction process involves subjecting graphite to 
potent oxidizing agents to disintegrate the layers and produce graphene oxide. Subsequently, the 
graphene oxide can be reintegrated into graphene through chemical or thermal means. While this 
approach can yield substantial quantities of graphene, the quality may not meet that of mechanically 
exfoliated graphene.43 

1.3.5.2. Bottom-Up Approaches 
Bottom-up methods involve constructing graphene from smaller carbon-containing molecules, 
essentially assembling it atom by atom or molecule by molecule. This approach generally results in 
higher yields but may introduce structural defects or variations depending on the specific method 
used. 

Chemical vapor deposition (CVD) 
This method involves depositing carbon atoms onto a substrate from a gas phase. The growth 
conditions can be carefully controlled to produce high-quality graphene films.14 This is a high-cost 
method that can require a temperature as high as 1000 °C, with a hydrocarbon gas flow as a 
precursor.44 CVD utilises high temperatures and hydrocarbon gas to grow graphene on transition 
metals (Fe, Co, Ni, Cu, Pd). This method involves saturating the metal surface with carbon atoms, 
resulting in well-ordered graphite films with thicknesses ranging from a few graphene layers to 1.5 
nm. This is the most promising method for large-scale production of graphene. In CVD, carbon-
containing gases are decomposed on a heated substrate, causing graphene layers to grow.37 While not 
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without drawbacks in terms of cost and complexity, this approach shows potential for the large-scale 
manufacture of high-quality graphene. 

Epitaxial growth 
This approach entails the growth of graphene on a single-crystal substrate, such as silicon carbide. It 
yields high-quality graphene with controlled properties, albeit it involves a complex process. 14 By 
annealing SiC at high temperatures under vacuum, silicon sublimates, leaving behind a graphitic 
surface ideal for graphene growth. This method produces high-quality graphene with excellent 
electronic properties, making it a potential candidate for high-end electronics with superior speed, 
feature size, and power consumption compared to silicon. However, achieving high production rates 
remains a challenge.37,45 

The unzipping of carbon nanotubes 
This method involves cutting open carbon nanotubes to produce graphene nanoribbons. This can be 
a good way to produce graphene with specific properties, but the yield is typically low. This highlights 
a promising approach for tailoring CNTs into versatile graphene nanoribbons.37 

Other methods for producing graphene include the electrochemical exfoliation and the arc discharge 
process.37 

1.3.5.3. Synthesis of Graphene and Graphene Aerogel Materials 
A collaborator involved in the SITS project has developed an innovative method for synthesizing 

graphene materials, utilizing a detonation-based process that differentiates it from conventional 

synthesis techniques. This method commences with the controlled detonation of carbon-containing 

precursors, such as hydrocarbons. The high-energy nature of this process yields crumpled and porous 

graphene structures with sub-100-nanometer particle sizes, which are essential for applications in 

printed electronics.46 

Subsequent to the synthesis, the graphene is subjected to liquid-phase exfoliation, which facilitates 

the production of a stable colloidal suspension. This enables the formulation of graphene inks suitable 

for various applications. For instance, the graphene aerosol gel ink produced through this method has 

been successfully employed to print interdigitated electrode micro-supercapacitors on flexible 

polyimide substrates. These printed devices exhibit excellent electrochemical stability and capacitive 

retention, thereby underscoring the potential of this synthesis method for scalable, high-performance 

graphene-based printed electronics and energy storage systems. 

Integrating detonation synthesis with liquid-phase exfoliation provides an efficient and scalable 

method for graphene production, making it a promising alternative to current synthesis techniques. 

1.3.6. Applications 
Graphene is a highly versatile material renowned for its remarkable properties, making it applicable 
in a wide range of fields including electronics, composite materials, energy storage, sensors, 
biomedical applications, optoelectronics, water filtration, and flexible electronics.37 

Currently, materials research is focused on the production and characterisation of thin carbon films, 
with the goal of developing successful applications for this promising material. Two decades of 
research have yielded a number of exciting possibilities, including long-lasting batteries for mobile 
devices, more efficient solar cells, corrosion prevention coatings, protein-friendly hair dye, water 
purification devices, display panels, and highly sensitive sensors.20 

One of the most promising applications for graphene is in high-speed electronics, where its 
exceptional conductivity makes it an ideal material. However, electronic devices require 
semiconductors with small yet significant band gaps, which graphene currently lacks. Despite this, in 
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recent years scientists have been working on creating graphene derivatives with a band gap for 
commercial purposes.20  

Another area of focus for graphene is electrochemical sensing, particularly electrochemical analysis. 
While graphene's exclusive 

 structure presents challenges with electron transfer kinetics, it has already been used to detect single 
gas molecules and biological agents in the body. Researchers are also exploring the use of graphene-
based sensors in the agriculture industry to improve efficiency and productivity.47 

1.3.6.1. Graphene as an Electrode 
In recent years, researchers have developed graphene-based nanosensors. These sensors can 
measure physical quantities and detect various gases, chemical species, viruses, and bacteria. 
Graphene's mechanical and electrochemical properties make it a promising material for building 
nano-electromechanical system devices.48 

Graphene and related materials offer new possibilities to electrochemical systems. Electrochemistry 
utilises energy in its cleanest form, electricity, to collect or inject electrons through electrodes. It is at 
the core of many chemical and biological sensors and energy storage and generation technologies. 
Doping graphene with heteroatoms is a popular method to enhance its electrochemical performance. 
Graphene-based materials have been used in various electrochemical sensors, including 
voltammetric, potentiometric, and electrochemical impedance spectroscopy. The recent literature 
indicates that the use of graphene in electrochemical applications is rising. In recent years, graphite 
and graphene materials have been utilised to create screen-printed electrodes for cyclic voltammetry 
analysis.49 

1.3.6.2. Energy Storage 
Graphene's versatility has enabled researchers to employ it in various ways in batteries, including as 
anodes and additives, to enhance performance.  Graphene exhibits remarkable potential in the field 
of batteries, resulting in numerous advantages, such as longer lifespan, faster charging, increased 
flexibility, and reduced weight compared with conventional batteries.50 

Graphene supercapacitors have the potential to transform energy storage for quick bursts of power. 
Ongoing research shows promise for the future due to graphene's exceptional conductivity, allowing 
it to charge and discharge at lightning-fast speeds. They can outperform traditional batteries in 
delivering an impressive amount of power in a short amount of time.50 

1.3.6.3. Graphene in Smart Farming Applications 
Research has been conducted on graphene-based sensors in precision agriculture. These sensors 
enable real-time monitoring of soil nutrients, moisture, and pathogens, which promotes the adoption 
of targeted fertilisation and irrigation techniques. Furthermore, graphene nanomaterials are being 
studied for their ability to enhance plant growth by stimulating nutrient uptake and boosting pest 
resistance.51-52 

Another exciting area of graphene's potential in agriculture is water purification and wastewater 
treatment. Ongoing research in this field is focused on exploring the use of graphene filters and 
purifiers to promote sustainability and resource efficiency by providing clean water for irrigation and 
treating agricultural wastewater.50 

Biocompatibility Issues of Graphene in Agriculture 
Studying the biocompatibility and potential risks associated with graphene in agriculture is important. 
One area of concern is toxicity, which can be assessed by studying the impact of different types and 
dosages of graphene on soil organisms and plant health. Another risk is bioaccumulation, which can 
lead to long-term harm. Therefore, it is vital to consider the potential for graphene nanomaterials to 
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accumulate in soil or plant tissues. Also, it is important to track the movement and degradation of 
graphene in agricultural environments to understand its potential impact on ecosystems.53 

Another aspect to consider is the degradation and lifecycle assessment of graphene. Factors such as 
temperature, microbial activity, and sunlight exposure can influence the degradation pathways of 
graphene in soil and water. Therefore, it is essential to identify these factors to gain a better 
understanding of the degradation process. Furthermore, assessing the environmental footprint of 
graphene production and use in agriculture is crucial. This can be done by conducting a lifecycle 
analysis that takes into account energy consumption, resource depletion, and waste generation.54 

Obstacles and Limitations for Applications of Graphene in Agriculture 
A key obstacle to utilising graphene in agriculture is its scalability and cost-effectiveness. To overcome 
this challenge, there is a demand for cost-efficient and scalable approaches to graphene synthesis, 
such as utilising biomass or agricultural waste as precursors. 

Another challenge is integrating graphene-based sensors into existing agricultural machinery and 
irrigation systems. Smaller, low-power sensors that can be seamlessly integrated into current 
infrastructure are required to tackle this issue. To ensure the successful implementation of graphene 
in agriculture, standardisation, and regulations are imperative. This includes establishing safety 
guidelines, engaging with the public, developing regulatory pathways, and implementing sustainable 
and environmentally friendly production methods for graphene in agriculture. 

While the focus of this thesis is on fundamental studies rather than applications, the insight into 
properties from this study will be useful in developing sensors for agricultural applications in the SitS 
project. 
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1.4. GRAPHENE OXIDE  
Graphene oxide is a chemically modified form of graphene. It comprises carbon atoms arranged in a 
graphene-like two-dimensional lattice structure with oxygen-containing functional groups (epoxides, 
hydroxyls, and carboxyls) on its basal plane and edges.  

1.4.1. Overview of Graphene Oxide (GO) and Reduced Graphene Oxide (rGO) 
Compared to mechanically exfoliated graphene, solution-based synthesis of Reduced graphene oxide 
(rGO) produces smaller and more irregular structures. rGO sheets are generally referred to as 
chemically reduced from Graphene oxide (GO). 55  Graphene oxide (GO) is produced by oxidising 
graphite powder with strong acids and oxidants. This process creates oxygen-containing groups on the 
material's surface. Reduced graphene oxide (rGO) is then derived from GO by removing some of these 
oxygen groups through a reduction process. This difference in oxygen content significantly affects the 
electrical properties of the materials.56 The chemical composition of fully oxidised graphite oxide is 
approximately C4O(OH).56 Graphite oxide is highly hydrophilic and can be easily exfoliated by 
sonication in water, producing stable dispersions consisting mostly of single-layer sheets, known as 
GO. GO has a C:O ratio of 2.0 to 2.9, a layered structure with a large spacing of 0.6-1.1 nm, it is highly 
hydrophilic, an insulator and consists mostly of single-layer sheets after exfoliation. On the other hand, 
rGO has reduced oxygen content compared to GO; it is conductive but with lower conductivity than 
graphene, and the electron transport occurs via hopping between non-oxidized graphene 
islands.14,57,58  

The atomic structures of GO and rGO are still debated due to a random distribution of functional 
groups in GO and rGO layers and compositional variations depending on the preparation method 
used14 Their representative structures are shown in Figure 1.9. AFM analysis has shown that the layer 
height of GO is approximately 1.1 ± 0.2 nm.57 

 

Figure 1.9. Representative Chemical Structures of (a) Reduced Graphene Oxide and (b) Graphene Oxide, Drawn Using 

Avogadro Software.19 

 

1.4.2. Synthesis of GO and rGO 
Graphene oxide (GO) can be produced by oxidising graphite and then exfoliating the resulting graphite 
oxide.59 Early methods of graphene oxide synthesis included Brodie's method (BR-GO), which used 
potassium chlorate and nitric acid to yield soluble GO with a C/O ratio of 2.2.57,60 Staudenmaier's 
method (ST-GO) was a modification of Brodie's method that used sulfuric acid, resulting in faster 
production but similar properties to BR-GO.61 Hofmann's method (HO-GO) used potassium chlorate 

 a   educed  raphene oxide  r    b   raphene oxide   
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and non-fuming nitric acid and produced GO with lower oxygen content, resulting in a higher C/O ratio 
of 2.5.59,62 

The most popular method is the Hummers Method (HU-GO), which uses potassium permanganate, 
sulfuric acid, and sodium nitrate. This method is fast and safe, but it is not eco-friendly due to the 
emission of NOx. There are several modified versions of the Hummers method, including nitrate-free, 
two-step, co-oxidant, and low-temperature methods.57,59 

A more modern GO synthesis method is the Tour's method, also known as TO-GO, which was 
developed in 2010 and uses permanganate and phosphoric acid. This method is considered safer than 
the Hummers method and produces a higher yield of GO with a regular structure and higher oxidation. 
However, chemical methods often damage the GO structure due to harsh conditions and impurities, 
which may make the resulting GO unsuitable for electronic applications due to poor electrical 
properties.57,63 

To overcome these limitations, modern trends focus on modifying existing methods, such as Tour's 
method, by reducing the reaction time. Additionally, researchers are exploring electrochemical 
synthesis as an eco-friendly alternative for better GO quality.57 

1.4.3. Properties 
Graphene oxide possesses several interesting properties, such as its ability to disperse easily in water 
and other polar solvents due to its hydrophilic nature. It also retains a layered structure that is similar 
to graphene, with interlayer spacing affected by oxygen groups. Additionally, oxygen groups enable 
easy modification and functionalisation of the material, thus allowing for tunable surface chemistry. 
Furthermore, graphene oxide can be reduced to produce rGO, which exhibits enhanced electrical 
conductivity. 

Graphene oxide contains a mixture of sp2 and sp3 hybridised carbon atoms that are functionalised with 
oxygen-containing groups. As mentioned, these functional groups include hydroxyl (C–OH) and 
epoxide (C–O–C) functional groups on the basal plane and carbonyl (C=O) and carboxyl (COOH) groups 
at the sheet edges, as depicted in Figure 1.9.64 These functional groups introduce sp3 defect sites to 
the nanosheets, distorting the intrinsic conjugated π system and lowering the overall strength and 
conductivity. The sp3 carbon atoms bonded to oxygen make GO an insulator. Graphene oxide is an 
electronically hybrid substance that displays both a large energy gap between the σ-states of its 
sp3 bonded carbons and conducting π-states from sp2 carbon sites.37 The properties of graphene oxide 
(GO) are significantly influenced by the synthesis techniques employed, which dictate the quantity 
and variety of oxygen-containing groups within the material. Unlike graphene, GO is hydrophilic, 
enabling it to easily form stable suspensions in water, a key feature that distinguishes it in various 
applications. GO materials with extensive oxidation are electrical insulators and possess a bandgap of 

 2.2 eV.57 rGO generally exhibits superior conductivity in comparison to GO owing to the elimination 
of oxygen-containing groups. Nevertheless, attaining a high degree of reduction while preserving an 
optimal structure poses a notable challenge.57 

1.4.4. Applications 
Graphene oxide is a versatile material with many potential applications, particularly in materials 
science, biomedicine, and environmental technology. Ongoing research and development in this area 
promise to expand its utility further and understand its environmental and health implications. 

Recent research indicates that GO is increasingly being utilised in electronic devices and sensors. With 
its transparency and moderate electrical conductivity, GO is suitable for use in transparent conductive 
films for applications such as touchscreens, solar cells, and flexible electronics. Additionally, GO's high 
surface area makes it well-suited for developing sensors capable of detecting gases and biomolecules. 
GO can also be incorporated into polymer composites to enhance their strength, conductivity, and 
barrier properties.57 
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The electrical conductivity lost during the formation of GO is partially recovered in rGO, giving it similar 
potential applications to graphene, such as in electronics, conductive inks, and composite materials. 
The performance of rGO in these applications is heavily influenced by its quality. Additionally, the high 
surface area of both GO and rGO makes them well-suited for use in energy storage devices, such as 
supercapacitors and lithium-ion batteries.57,65 

Graphene materials analysed experimentally in this thesis contain oxygen, and therefore can be 
classified as reduced graphene oxide. Computational studies in this work investigated a wide range of 
oxygen concentrations, from reduced graphene oxide to graphene oxide, to find out the effect of the 
oxygen concentration on electronic properties. 
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1.5. GRAPHENE NANORIBBONS  
In order to effectively incorporate graphene into semiconducting nanoelectronics, it is crucial to create 
graphene nanoribbons (GNRs) with a width of less than 10 nm. This increased confinement leads to 
the emergence of a significant band gap, typically ranging from 0.5 eV to 3.0 eV, depending on the 
ribbon's width and edge structure.66 The size of the band gap is heavily influenced by the widths of 
the nanoribbons and their atomic edge structures. For instance, GNRs terminated with armchair edges 
can be either metallic or semiconducting, depending on the width of the ribbon.14  Figure 1.10 
illustrates the structures of armchair and zigzag GNRs. The width of each ribbon is defined by the 
number of carbon atoms (NA or NZ) along its edge. 

 

Figure 1.10. Structures of Graphene Nanoribbons (GNRs) are Shown: (a) Armchair GNR and (b) Zigzag GNR. 

 

1.5.1. Synthesis 
Various techniques have been developed to create graphene nanoribbons by "unzipping" carbon 
nanotubes (CNTs). These techniques involve processes such as plasma etching of partly embedded 
CNTs, solution-phase oxidative processes, and catalytic cutting of CNTs. In one method, multiwalled 
CNTs were partly embedded in a polymer film and then subjected to Ar plasma etching.67 This process 
removed the unprotected side walls of the CNTs, leaving behind single-, bi-, and multi-layer GNRs, 
depending on the number of walls of the original CNTs and the etching time. The resulting GNRs had 
smooth edges and widths between 10 and 50 nm, but some disorder was detected at the edges. 
Aligned GNR arrays can be obtained by using Ar-plasma etching to "unzip" partially embedded and 
horizontally aligned CNTs. This method can produce narrower GNRs with a width distribution of 2–8 
nm. 14,68  

1.5.2. Properties of nanoribbons 
The development of graphene electronics poses a significant challenge, as graphene lacks a band gap 
and electrons cannot be confined through Klein tunnelling. However, by patterning graphene into thin 
nanoribbons, it is possible to engineer a band gap. Reducing the lateral dimensions of a graphene 
material can open a band gap, with the size determined by the state of the edge and the nanoribbon's 
width. According to tight-binding calculations, GNRs with 'armchair' edges can be metallic or semi-
conducting, with the size of the band gap inversely proportional to the width of the ribbon, while those 
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with 'zigzag' edges are always metallic.14 Tuning the width of armchair nanoribbons can help achieve 
band gaps similar to commonly used semiconducting materials. 

Hypothetically, ordered arrangements of oxygen atoms can cut graphene into nanoribbons. In this 
thesis, we investigated some examples of graphene nanoribbons generated by specific positions of 
epoxide groups.  



29 
 

1.6. GRAPHENE WITH DEFECTS  
In the realm of graphene's electrical and optical properties, defects - or deviations from the ideal 
lattice structure - are extremely important. These defects can take various forms, including point 
defects, line defects, and planar defects. Point defects, for instance, involve individual atoms or small 
groups within the lattice, with vacancies (absent carbon atoms, Figure 1.11 (a)) acting as electron 
scattering centres and reducing conductivity, and interstitials (additional atoms wedged within the 
lattice) potentially enhancing or hindering conductivity depending on their type. Line defects, 
meanwhile, disrupt the lattice along a line, with grain boundaries (interfaces between regions with 
different crystal orientations) causing electron scattering and altering mechanical properties and 
dislocations (missing or extra atomic planes), introducing strain and weakening the material. Lastly, 
planar defects affect larger areas of the lattice, with wrinkles and ripples (out-of-plane undulations) 
modifying electronic properties and introducing strain, and folds and tears significantly impacting 
mechanical strength.69-70 -71 

 

Figure 1.11. Point Defects in Graphene: (a) Vacancy, (b) Stone-Wales (5775) defect, (c) Oxygen Substitution 

 

1.6.1. Stone–Wales defects  
A Stone-Wales (SW) defect is a type of crystallographic defect that occurs in graphene when two 
carbon atoms rotate 90 degrees, resulting in a change in connectivity between the atoms (Figure 1.11 
(b)), generating pentagons and heptagons from some of the hexagons in graphene.72-73-74 The SW 
defects behave as preferential adsorption centres for hydrogen and other chemical elements, which 
is important for several applications 75  Stone-Wales defect has a formation energy (Ef) of 
approximately 5 eV, according to a review from 2011.73 

1.6.2. Single vacancy defects  
A vacancy in graphene is created when one carbon atom is missing, resulting in a single vacancy (SV), 
Figure 1.11 (a). This creates three dangling bonds (or undercoordinated atoms) around the vacancy. 
Two of the three undercoordinated atoms link to each other, while the third atom remains 
undercoordinated due to geometric constraints. The formation of this defect demands more energy 
than the Stone-Wales defect since it includes a dangling bond. According to computations, the 
formation energy, Ef, is approximately 7.5 eV.73 ,76 

1.6.3. Multiple vacancy defects.  
Double vacancy (DV) means the coalescence of two single vacancies (SVs) or the removal of two 
neighbouring carbon atoms. Theoretical calculations estimate the formation energy of a DV defect to 
be around 8 eV, which is lower than the energy required for two SVs. Interestingly, despite this lower 
energy cost, experimental observations suggest that DVs might be more prevalent than SVs.73 
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1.6.4. Oxygen substitution  
Oxygen-containing carbon nanomaterials such as graphene oxide and oxidised carbon nanotubes can 
be used in the next generation of nanoelectronics. However, the structure and properties of O defects 
in graphene are poorly understood. Both recent and earlier studies have shown different 
configurations of substitutional oxygen in the hexagonal lattice.77,78 Substitutional oxygen acts as an 
n-type dopant in graphene, which creates asymmetric conduction in the material. Holes are scattered 
more strongly than electrons, making the behaviour of these impurities different from the out-of-
plane oxygen-containing functional groups bonded to graphene. This demonstrates how different 
types of C and O bonds can affect the electronic properties of sp2 carbon allotropes, as demonstrated 
in numerous previous works.78-79 

The synthesis procedure used by our collaborators is likely to produce defects. Therefore, as part of 
the theoretical investigation, we modelled graphene with vacancies and oxygen-filled vacancies 
(substitutional oxygen).  
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1.7. GRAPHENE AEROGELS 
To fully exploit the properties of graphene, it is crucial to develop methodologies for converting the 
2D material into 3D structures. Therefore, preparing and analysing graphene materials with three-
dimensional (3D) structures, including aerogels, hydrogels, and macro-porous films, is necessary.80 
Carbon aerogels are a class of porous nanomaterials with various applications. Among them, graphene 
aerogels (GA) are particularly intriguing materials composed primarily of graphene sheets with 
exceptional properties that hold significant promise for a wide range of applications. 

1.7.1. Structure and Properties 
GA are porous nanomaterials composed of aggregates of graphene sheets with a 3D structure that 
exhibit high surface area, tunable porosity, large pore volumes, and low density. GA boast impressive 
mechanical strength despite their low density. This is attributed to the strong covalent bonds within 
the graphene sheets and the reinforcing network of carbon nanotubes.81 These aerogels are porous, 
and the size and shape of the precursor nanoparticles determine their porosity. Micropores are 
related to the intra-particle structure, while meso- and macropores are related to the inter-particle 
structure.82 The exact arrangement of graphene sheets in this 3D network remains an active area of 
research. The structure is likely disordered, with varying pore sizes and sheet connections.  

1.7.2. Synthesis 

Hydrothermal reduction 
The hydrothermal reduction of GO is commonly used to produce graphene hydrogels. The method 
involves self-assembly of graphene sheets, and after supercritical drying or freeze drying, a GA is 
obtained which leads to the formation of 3D graphene structures. High temperature and pressure 
conditions are required, and the gel rate is controlled to maintain gel integrality.83 

Chemical reduction 
One of the most conventional and cost-effective methods for restoring the sp2 network in GO is 
chemical reduction. This approach uses mild reduction agents and is generally considered superior to 
hydrothermal reduction, which relies on high temperatures, high pressures, and chemical cross-linkers. 
However, the chemical reduction method can result in smaller surface areas due to graphene layers 
restacking through a π–π interaction. Additionally, the use of toxic chemicals, such as hydra ine, 
contradicts the goal of preserving the environment and can have negative effects in bio-related 
applications. Therefore, researchers have been exploring milder and more eco-friendly alternative 
methods.83 

Cross-linking methods such as Hydrogen bonds 
GO dissolves well in water but not in strong acidic aqueous media. If the pH of the GO solution is 
decreased, it forms a stable gel. Cross-linking agents help this process by strengthening the bonding 
between the GO sheets. Common cross-linkers are hydroxyl and oxygen-containing groups.83 

There are various other approaches to producing GA, including polymerisation, where monomers are 
polymerised in the presence of graphene oxide to form a composite aerogel. Another method is 
template-directed reduction, where graphene oxide is deposited onto a sacrificial template that is 
then removed, resulting in the desired aerogel structure. Additionally, modern techniques like direct 
ink writing and stereolithography enable the creation of intricate 3D structures using graphene 
aerogel inks.83 

Printing of Graphene Aerogels  
According to a recent review, two methods for 3D printing GA are used: Direct ink writing (DIW) and 
Stereolithography (SLA). Both of these techniques involve building the structure layer-by-layer.83 3D 
Printing of Graphene Aerogels offers many advantages, such as design freedom, complexity, and high 
durability.  
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Direct Ink Writing (DIW) 
DIW is a method that involves the extrusion of liquid ink, which solidifies rapidly. To ensure good shape 
retention, high-viscosity inks are needed. DIW offers the flexibility to use various ink compositions, 
including multiple materials. Some examples of DIW applications include ultralight graphene aerogel 
micro-lattices with Ca2+ ions for gelation, graphene-ethanol ink with (ethylene glycol butyl ether) EGB 
dispersant and DBP/PVB thickening agent, and graphene-biopolymer aerogels for water 
decontamination. EGB dispersant is a material that helps prevent the graphene particles from 
clumping together in the ink and, DBP/PVB thickening agent is a combination of two chemicals (dibutyl 
phthalate and polyvinyl butyral) that increase the viscosity of the ink, making it suitable for DIW. 83,84 

This method is unfortunately not very accurate for dimensional control of complex patterns and 
requires the availability of small nozzles for nano-inks. 

Stereolithography (SLA) 
 SLA uses laser light to cure photopolymer resin layer by layer. This process requires a fast-solidifying 
resin with low viscosity to create high-resolution models. A complex micro-architected graphene 
(MAG) aerogel using XGO (crosslinked graphene oxide) resin is an example of what can be made using 
this technology.  SLA has many advantages. It can produce intricate and high-resolution structures 
with nearly arbitrary shapes. However, compared to DIW, it has a slower printing speed. SLA is a great 
option for creating highly detailed and complex 3D models, but it may not be the best option if you 
need to develop models quickly. 83,85 

1.7.3. Applications and Potential 
Graphene aerogels have a wide range of applications, including energy storage, where they can act as 
electrodes in both supercapacitors and batteries due to their high surface area and conductivity. 
Supercapacitors are particularly useful for quickly storing and releasing energy, making them ideal for 
electric vehicles and portable electronics. GAs can be used as electrodes in various electrochemical 
devices, such as fuel cells and solar cells. Graphene aerogels also have the ability to absorb large 
amounts of oil, making them an effective tool for cleaning up oil spills. Additionally, their high 
adsorption capacity for contaminants makes them an ideal choice for water purification and 
desalination. 83,86,87,88 

Graphene-based materials analysed experimentally in this thesis are composed of curved graphene 
sheets and, therefore, can be classified as graphene aerogels. Computational studies in this work 
looked at a range of curvatures to determine how the curvature of graphene sheets affects their 
electronic properties and the interplay of curvature with oxygen functionalisation.  
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1.8. NANOTUBES  
Carbon nanotubes are cylindrical structures of rolled graphite sheets that form a seamless tube. There 
are two main types of carbon nanotubes: single-walled carbon nanotubes (SWCNTs), which are made 
up of a single graphene sheet rolled into a cylinder, and multi-walled carbon nanotubes (MWCNTs), 
which consist of multiple concentric graphene cylinders with an interlayer spacing of 3.4 Å and a 
diameter typically ranging from 10 to 20 nm. Both types of nanotubes can be several hundred microns 
or even centimetres long.14 SWCNTs can exhibit semiconducting or metallic behaviour depending on 
their structure, while MWCNTs are generally metallic conductors. These properties make both types 
of carbon nanotubes highly promising materials for various applications, including electronics, 
composites, energy storage, and sensors. Carbon nanotubes were first discovered by Iijima in 1991.89 
Since then, researchers have explored their fascinating properties and potential applications in various 
fields.  

1.8.1. Structure of Carbon Nanotubes: 
As mentioned above, carbon nanotubes are cylindrical structures of graphene sheets rolled up into 
tubes with nanometre-scale diameters. They are composed of carbon atoms covalently bonded in a 
sp2 hybridised configuration. The structure of a specific nanotube is represented by the (n,m) notation, 
which specifies the direction and axis along which a piece of graphene is rolled up to form the 
corresponding tube. CNTs can have different chiralities depending on the combination of n and m, 
resulting in various structural configurations. Two prominent configurations are zigzag and armchair 
nanotubes, as illustrated in Figure 1.12.  

 

Figure 1.12. Single-Walled Carbon Nanotubes (a) Zigzag (b) Armchair (c) Chiral. 

 

1.8.1.1. Zigzag Nanotubes 
Zigzag nanotubes have a carbon lattice arrangement resembling a zigzag pattern along the tube's 
diameter and can be described with notations in the form (n,0). Zigzag CNTs have a bang gap that 
suggests semiconducting behaviour. 

1.8.1.2. Armchair Nanotubes 
 Armchair nanotubes are named for their resemblance to chair armrests when viewed along their 
diameter.  They are described by the (n,n) notation, where both n values are equal.  Crucially, armchair 
nanotubes are inherently metallic due to their specific atomic arrangement. This metallic property, 
characterised by the absence of a band gap and free-flowing electrons, makes them attractive for 
applications in electronics, optoelectronics, and even structural materials. 
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1.8.1.3. Chiral Nanotubes 
Chiral nanotubes are described with the notation (n,m) where n and m are of different magnitudes. 
Chiral CNTs are semiconductors, meaning they can conduct electricity under certain conditions but 
not freely like metals. This semiconducting behaviour is directly related to their chirality, which affects 
their electronic band structure. The specific band gap of a chiral CNT depends on its (n,m) values.  

1.8.2. Properties 
Carbon nanotubes possess exceptional properties such as unparalleled mechanical strength, high 
electrical and thermal conductivity, and a large surface area. Unlike their bulk counterparts, such as 
graphite and diamond, CNTs have exceptional electronic properties that depend on their chirality and 
diameter, making them ideal for a wide range of potential applications. Some of the most notable 
properties of CNTs include their exceptional strength, with a tensile strength greater than that of steel, 
and their excellent electrical conductivity, making armchair nanotubes one-dimensional metals. 
Furthermore, carbon nanotubes demonstrate exceptional thermal conductivity, rendering them 
incredibly versatile materials with boundless potential.90 

1.8.3. Applications of CNTs 
Carbon nanotubes have a broad spectrum of uses, such as in electronics for transistors, interconnects, 
and conductive films. They are also utilised in nanocomposites to improve mechanical, electrical, and 
thermal properties. Additionally, CNTs are employed in various sensors due to their sensitivity to 
chemical and physical changes. Moreover, they are utilised in energy storage applications such as 
supercapacitors, batteries, and fuel cells. In biomedicine, CNTs have potential uses in drug delivery, 
imaging, and tissue engineering. Lastly, CNTs are used in nanoelectromechanical systems.91 

Nanotubes are of interest as examples of curved graphene-based systems, with the curvature 
determined by the diameter of the nanotube. 
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1.9. SENSORS  

1.9.1. Phosphate Sensors 
Soil health is the foundation for healthy ecosystems and sustainable food production. Monitoring its 
key parameters is crucial for effective agricultural management and environmental protection. As 
previously mentioned, one crucial aspect of soil health is its nutrient content, in particular phosphate, 
a mineral vital for plant growth. As critical as soil health is, phosphate pollution in water also poses a 
significant environmental challenge. Regulations mandate the monitoring of phosphate levels in both 
wastewater and natural water bodies. The conventional approach to phosphate measurement 
involves a colourimetric technique, which is labour-intensive and reliant on consumables. However, 
sensors present a promising alternative for phosphate detection, offering the potential for continuous, 
real-time monitoring. Synthetic receptors and Molecularly Imprinted Polymers (MIPs) were explored 
for phosphate detection in water.92  

Synthetic receptors refer to molecules designed to imitate natural receptors for phosphate ions. These 
receptors are engineered to bind specifically to phosphate, with the aim of excluding other ions. One 
advantage is selectivity, as they can be tailored to preferentially target phosphate ions over other ions 
in the surrounding environment, thereby enabling more precise detection. Another benefit is the 
potential for miniaturisation, given their controllable size and structure, allowing for potential 
integration into compact sensor devices for field applications. However, there are limitations to 
consider. One challenge is the integration with transducers, as many synthetic receptors have not 
been combined with devices capable of converting the binding event into a measurable signal, such 
as an electrical or optical signal, which is essential for practical sensor applications. Additionally, there 
are selectivity challenges, as while these receptors can be designed for phosphate, similarly sized 
anions, like sulphate, can still interfere with phosphate detection, consequently reducing accuracy.92,93 

MIPs are another sensing method that have been studied. These polymers are synthesised to contain 
cavities that are imprinted by a target molecule, such as phosphate. Even after the target molecule is 
removed, these cavities retain their specific shape and binding sites, allowing them to bind to the 
target molecule multiple times. The advantages of MIPs include high specificity, as the imprinted 
cavities make them highly specific to phosphate, and potential durability, as they can be more robust 
than some natural receptors, potentially offering longer sensor lifetimes compared to biological 
components. However, there are some limitations. For instance, many MIPs, such as synthetic 
receptors, have not been integrated with transducers for practical use. Additionally, while some MIPs 
for phosphate detection have been developed, many are still in the research phase, requiring further 
refinement before widespread use. 92,94 

1.9.2. Graphene-Based Sensors  
Graphene is gaining rapid traction in sensor development due to its many advantages. This material 
shows promise for highly sensitive and versatile sensors. Researchers are exploring the use of 
graphene in a variety of applications, including the quantitative detection of biomolecules, antigens, 
antibodies, antibiotics, chemicals, narcotics, toxins, DNA, whole-cell viruses, bacteria, environmental 
monitoring, and gas detection.95-96  

Graphene-based electrochemical sensors have garnered significant attention due to their ability to 
detect changes in current or voltage when specific molecules or ions interact with the electrode 
surface. These sensors are highly valued for their specificity, sensitivity, stability, affordability, and low 
detection limits. When a target molecule binds to the sensor surface, the interaction is converted into 
an electrical signal. Ongoing research focuses on developing new types of graphene electrochemical 
biosensors with ultra-high sensitivity, as graphene's exceptional conductivity and biocompatibility 
make it ideal for easy conjugation with biological molecules.97 Graphene's incorporation significantly 
improves the sensitivity of electrochemical sensors. 
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This enhancement can be observed in various applications, as demonstrated by Suprem et al. in 
developing an electrochemical sensor for phosphate detection. They utilized a high-quality graphene 
nano-ink to fabricate printed sensors with a microplotter, overcoming challenges related to detecting 
phosphate ions. Their sensors showed a sensitivity of 0.3223 ± 0.02  μA μ –1 cm–2 and a low limit 
of detection of 2.2 μ . Additionally, they exhibited high selectivity for phosphates, even with 
interfering ions like NO3–, CO3–, Cl–, and SO42–. This work underscores the potential of graphene-
based sensors in environmental monitoring, particularly for phosphate detection.98 
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1.10. RESEARCH AIMS  

1.10.1. PhD Project Aim: 
This PhD employs ultrafast spectroscopy and computational modelling to explore the properties of 
graphene and its derivatives. In particular, this research aimed to investigate the properties of 
graphene materials synthesised by our partners within the SitS project for use in phosphate sensors 
to understand how the properties of these graphene-based materials are related to their structure 
and how these fundamental properties may affect these materials’ performance in sensors. 

1.10.2. Research Techniques  

Experimental Techniques 
This research employed a range of experimental techniques to investigate the structural and 
functional properties of graphene-based materials. Spectroscopic methods, including ultraviolet-
visible and infrared spectroscopy, provided detailed insights into its structural characteristics, bonding 
configuration, and absorption behaviour. X-ray photoelectron spectroscopy provided evidence 
regarding elemental composition and the presence of oxygen functionals present in the graphene-
based film samples. Electron microscopy techniques offered a comprehensive understanding of the 
morphology and surface topography. Finally, transient absorption spectroscopy enabled the study of 
electron dynamics on ultrafast timescales. 

Theoretical Methods 
This research employed molecular modelling using Density Functional Theory. Software packages 
SIESTA and Gaussian were utilised in these simulations to explore graphene derivatives structures and 
their electronic and optical properties. 

Through combining experimental data and theoretical models, this research reveals the significance 
of graphene materials for novel applications and demonstrates the added value of multidisciplinary 
exploration. 
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Photochemistry, Spectroscopy and 
Experimental Techniques  

2.1. PHOTOCHEMISTRY  
Light is a form of energy that travels in waves. Different wavelengths of light have different energies. 
Photochemistry is the study of light-matter interaction. It has various applications, from 
understanding photosynthesis to developing new materials and technologies. Electromagnetic 
radiation is characterised by its wavelength, frequency, intensity, and direction.1 Many spectroscopy 
techniques have been developed to study the effects of electromagnetic radiation on matter, further 
discussed in section 2.2.  

Light absorption is the transfer of energy from light to matter, resulting in a reduction or weakening 
of the incident beam's intensity when passed through the matter. This absorbed energy excites 
electrons in the material, causing them to jump to higher energy levels. The pattern of wavelengths 
absorbed by the material creates a distinctive fingerprint called an absorption spectrum. Both 
absorption and emission spectra provide complementary information about the energy level 
separations within the molecule. The extent of absorption depends on the specific atomic structure 
of the matter. Light absorption can lead to re-emission of light, referred to as fluorescence or 
phosphorescence, depending on the spin of the excited state, each characterised by different emission 
lifetimes and yields. If light absorption produces chemically reactive substances, the process is called 
photo-activation, and a photochemical reaction occurs.  

Though light is known for travelling in straight lines through a vacuum, its interaction with matter 
results in complex behaviours. Reflection, for instance, refers to where light bounces back upon 
encountering a surface. This principle is harnessed in the creation of mirrors, where the entire light 
wavefront is reflected. Light can also refract or bend as it travels from one medium to another with 
differing densities. Additionally, light can be influenced by its passage through narrow openings or 
around edges, resulting in a phenomenon known as diffraction. This causes the light to spread out and 
bend slightly.  Certain materials possess the remarkable property of double refraction, where a single 
incoming light beam is split into two separate beams with distinct polarisations. Another critical 
interaction involves scattering, where light interacts with particles or uneven surfaces, causing its 
direction to change. Scattered light can maintain its original frequency, a phenomenon known as 
Rayleigh scattering. Alternatively, it can gain or lose energy, resulting in a shift in its frequency, known 
as the Raman effect. Light's interaction with matter extends beyond changes in direction. When 
certain materials are excited by external energy, such as electricity, they can emit light themselves. 
This principle forms the foundation for light-emitting diodes (LEDs), which convert electrical energy 
into visible light. Additionally, some materials have the ability to rotate the plane of polarised light, a 
property measured by a polarimeter. This interaction provides valuable insights into the structure and 
composition of materials.2 

2.1.1.     History 
Prior to Maxwell, light was understood as a wave phenomenon, but its exact nature remained unclear. 
In 1865, Maxwell proposed that light is electromagnetic radiation.3 Building on Maxwell's theory, 
Hertz's experiments in 1887 provided strong evidence for light as electromagnetic radiation by 
generating and detecting radio waves. He also observed the photoelectric effect during these 
experiments, which would later be explained by Einstein using the concept of light quanta.4 The 
understanding of the hydrogen atom's emission spectrum saw significant progress. In 1885, Balmer 
devised a formula to predict the wavelength of lines in atomic hydrogen in the visible range.5 Three 
years later, Rydberg generalised this formula to determine the wavelengths of any lines in the 
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hydrogen emission spectrum.6 Lyman's discovery, in 1906, of ultraviolet spectral lines in hydrogen 
further refined the observed spectrum, prompting a theoretical explanation.7 In 1913, Bohr addressed 
this need by proposing the quantisation of angular momentum in the hydrogen atom's orbiting 
electron. This groundbreaking concept, a foundation of the Bohr model, paved the way for the 
development of quantum mechanics by Heisenberg and Schrödinger, which is discussed further in 
Chapter 3. 

2.1.2.     Planck’s constant 
Planck proposed that oscillating dipoles emit or absorb electromagnetic radiation. He introduced the 
concept of a quantum, ℎ𝑣, representing discrete energy differences Δ𝐸 between two levels. Quanta 
can only be whole number multiples of ℎ𝑣. To calculate the value of ℎ, Planck used the experimental 
value of cavity spectra (black-body radiation) in the radiant energy-frequency equation. Equation (2.1) 
is fundamental to spectroscopy and has laid the groundwork for future developments in the field. 

Δ𝐸 = ℎ𝑣 (2.1) 

The Planck constant, ℎ, is a cornerstone of quantum mechanics, which governs the behaviour of 
matter and energy at the atomic and subatomic levels. It relates energy and frequency, revealing the 
amount of energy a photon carries based on its frequency. Here, Planck's constant (h) acts as the 
crucial link, connecting the classically defined momentum of a particle to its wavelength, a 
characteristic property of waves. This relationship is expressed in Equation (2.2). 8-9 

𝜆 =  ℎ/𝑝 (2.2) 
 

Δ𝐸 = ℎ𝑣 =
ℎ𝑐

𝜆
= ℎ𝑐𝑣̅ 

(2.3) 

Where ℎ = 6.626176 𝑥 10−34 (𝐽𝑠), 𝑐 =  2.998𝑥 108 (𝑠) , 𝜆 = wavelength (m) and 𝑣̅ is the reciprocal 
of  𝜆.  

2.1.3.     The Photoelectric Effect  
Electrons can be ejected from a material upon absorption of electromagnetic radiation. In the 19th 
century, experiments showed that light shining on certain metals causes electrons to be ejected from 
those surfaces, known as the photoelectric effect.  Classical physics predicted that increasing light 
intensity would increase the rate of electron emission regardless of the light's frequency. However, 
eventually, some experiments revealed several fundamental differences from classical predictions.  
The photoelectric effect experiments showed that each material has a minimum frequency, below 
which no photoelectrons are emitted, regardless of light intensity. The maximum kinetic energy 
(𝐾𝑚𝑎𝑥) of photoelectrons depends only on the incident light's frequency, and increasing light intensity 
only affects the number of emitted photoelectrons, not their individual energies. Eventually, Einstein 
proposed that light energy exists as discrete packets called photons (the quantisation of light energy). 
These photons have individual energies, as stated in Equation (2.1). Einstein added to Planck's theory 
that light, in addition to behaving like a wave, also exhibits particle-like behaviour.8,10 

According to Einstein's model of the photoelectric effect, the interaction between light and matter 
occurs in a quantised fashion. Electromagnetic energy is transmitted in small packets known as 
photons, which transfer their entire energy to a single electron in a single interaction. This type of 
discontinuous absorption process means that the electron can either fully absorb the photon's energy 
and become ejected from the metal, resulting in photoelectric emission, or not absorb any energy at 
all. The ejected electrons possess kinetic energy (𝐾𝐸).  

ℎ𝑣 =
1

2
𝑚𝑣2 + 𝑉 

(2.4) 
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Where 𝑉 = minimum energy needed for the electron to escape a metal surface and 
1

2
𝑚𝑣2 = 𝐾𝐸 = 

kinetic energy the electron possesses after it escapes the surface. 

However, not all of the photon's energy contributes to propelling the electron. A portion of the energy 
is utilised to overcome the binding forces holding the electron within the metal atom. This 
characteristic energy, denoted by the symbol 𝜙, and the 𝑉 in equation (2.4).  is known as the work 
function of the metal. The work function represents the minimum energy required to remove an 
electron from the metal and varies depending on the specific element with values on average ranging 
from a few electron volts eV. The remaining energy after overcoming the work function appears as 
the kinetic energy of the ejected photoelectron, which determines its speed upon leaving the metal 
surface. Equations (2.4) , (2.5) and (2.6), all convey the same energy conservation principle in different 
ways. Equation (2.4) as mentioned, is the most general form, illustrating the total energy balance. 
Equation (2.5) specifically addresses the kinetic energy of the ejected electron, while Equation (2.6) 
emphasises the relationship between the kinetic energy and the work function.8 

𝐾𝑚𝑎𝑥 = ℎ𝑣 − 𝜙  (2.5) 

𝐾𝑚𝑎𝑥 + 𝜙 = ℎ𝑣 (2.6) 

where ℎ𝑣 is the energy of a photon of the incident light.  

2.1.4.     Photochemical laws 
Comprehending the principles governing the interaction between light and matter plays a pivotal role 
in spectroscopy. The Grotthus-Draper and Stark-Einstein laws offer crucial insight into the mechanisms 
of light absorption by molecules and the consequent chemical transformations, processes central to 
spectroscopic studies. These laws establish the fundamental concepts elucidating the effectiveness 
and selectivity of photochemical reactions upon exposure to light. 

2.1.4.1. The Principle of Photochemical Activation, Grotthus-Draper law 
The Grotthus-Draper law suggests that only the light absorbed by a molecule can cause a 
photochemical change in that molecule. However, this law has a limitation as it has been found that 
only a specific wavelength of light is responsible for the photochemical change, which is known as the 
effective light of the photochemical change.11 

2.1.4.2. Stark-Einstein law 
According to this law, in the primary process, each molecule involved in a reaction is activated by one 
unit of effective light. This means that there is a direct one-to-one relationship between the number 
of reacting molecules and the number of quanta of light absorbed. However, it only applies to the 
primary process. This law suggests that if a species absorbs radiation, then one particle is excited for 
each quantum of radiation absorbed.11 

2.1.5.     Electromagnetic radiation  
Electromagnetic waves contain two components: electric and magnetic fields that oscillate 
perpendicular to each other and to the direction of propagation (Figure 2.1). The energy of these 
waves varies with their frequency and wavelength, which are exclusive to each wave. Despite their 
varying energies, they all obey the same fundamental principles. These waves are valuable tools to 
explore everything from the smallest molecules to the largest celestial bodies. Electromagnetic waves 
are a form of energy that travel at the speed of light in a vacuum and have no mass. 
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Figure 2.1.  Diagram of the Electric and Magnetic Fields in the Electromagnetic Radiation. 

Light interacts with molecules through a process called electronic excitation. When the energy of the 
absorbed light matches the energy gap between two electronic states in a molecule, an electron is 
promoted to a higher energy level. 

2.1.5.1. Visible light  
Human vision is confined to the visible portion of the electromagnetic spectrum, ranging from 400 to 
700 nm. This sensitivity arises from electronic transitions within atoms and molecules, where 
absorbed energy excites electrons to higher energy levels. The subsequent relaxation emits photons 
with specific wavelengths, perceived as colours. Our peak sensitivity lies around 550 nm, 
corresponding to green light.8 

2.1.5.2. Ultraviolet light  
Ultraviolet (UV) radiation occupies a higher energy region of the electromagnetic spectrum compared 
to visible light. Its wavelengths range from 100 to 400 nm, rendering it invisible to the human eye. 
However, solar UV radiation, particularly the UVB band (280-315 nm), exhibits significant biological 
effects. Exposure to UVB radiation is a known contributor to skin damage and cataracts. The energy 
difference between electronic states within molecules dictates whether light falls into the UV or visible 
range.  
Crucially, UV radiation possesses higher energy per photon compared to visible light. This property 
enables UV radiation to induce electronic transitions in molecules that require a larger energy input.8 

2.1.5.3. X-rays  
X-rays occupy a particular region of the electromagnetic spectrum with wavelengths ranging from 0.01 
nm to 10 nm. The mechanism behind X-ray production and spectra involves electron deceleration or 
complete stoppage, which converts the electrons’ kinetic energy to X-ray photons. This results in a 
continuous spectrum that represents electron deceleration with intensity decreasing with energy, as 
well as discrete peaks that represent electron transitions within target atoms' inner orbitals. These 
peaks are designated 𝐾𝑎/𝐾𝛽 and 𝐿𝑎/𝐿𝛽 based on specific transitions in different shells.8  

Moseley's Law plays an important role in understanding X-rays. Moseley's Law states that the 𝐾𝑎 X-
ray frequency is proportional to the square of the atomic number of the element emitting the X-ray. 
X-rays are used in crystallography, since X-ray wavelength is comparable to interatomic distances. 
Bragg's equation relates X-ray diffraction to interatomic spacing and angle, enabling determination of 
crystal structures by analysing diffracted X-ray patterns.8 
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2.1.6.     Beer-Lambert’s Law 
While the Stark-Einstein and Grotthus-Draper laws are photochemical laws, the Beer-Lambert law is 
photophysical. The Beer-Lambert law describes the relationship between the intensity of light 
transmitted through a sample, the concentration of the absorbing species within the sample, and the 
path length of the light through the sample. The Beer-Lambert law describes the relationship between 
absorbance and the nature of the absorbing matter, quantified by its extinction coefficient, written as 
equations (2.7) and (2.8). 11-12 

𝐴 = 𝜀𝑙𝑐  (2.7) 
 

Where 𝐴= absorbance, 𝜀= molar absorptivity (the distance light travels through samples), 𝑐= sample 
concentration  
Absorbance is measured by comparing the intensity of the beam of light as it enters the sample and 
the intensity as it leaves the sample. 𝐼0= intensity of light before it is absorbed by the sample and 𝐼= 
intensity of light after absorption.  

𝐼0 → 𝐼 (2.8) 

The exponential relation between the variables in Formula (2.8) can easily be measured:  

𝐴 =  − log
𝐼

𝐼0
 or  ∓ log

𝐼0

𝐼
=  𝜀𝑙𝑐  or 𝐼 =  𝐼0 𝑒−𝜀𝑙𝑐 (2.9) 

 

2.1.7.     Absorption and Emission  
Absorption, caused by electronic transitions, is a phenomenon in which atoms or molecules absorb 
electromagnetic radiation when photons match the energy difference between their ground and 
excited electronic states. The absorption wavelength and energy levels have a relationship that is 
governed by the Planck formula ∆𝐸 = ℎ. Both molecular vibrations and rotations also affect the 
absorption spectra, leading to vibrational and rotational energy quantisation and corresponding fine 
structures in the spectra. Absorption of different types of radiation (UV, visible, infrared) can lead to 
various processes like electronic transitions, dissociation, and vibrational excitation.12 

Emission, also caused by electronic transitions, refers to the different relaxation pathways from 
excited states, including fluorescence (prompt emission) and phosphorescence (delayed emission). 
This explains the difference in mechanisms and lifetimes due to spin multiplicity changes. The term 
photoluminescence refers to light emission following absorption, which includes fluorescence, 
phosphorescence, and chemiluminescence.12  

2.1.7.1. Absorption and Emission Spectrometers 
Absorption and emission spectrophotometers typically consist of a light source, a monochromator, a 
sample cell, a detector, and a display device. The key difference between absorption and emission 
spectrophotometers is that in the former, all components - source, monochromator, sample cell, and 
detector - are in line with the beam of light, while in the latter, a second monochromator and an 
emission detector align with a slit opening in the sample compartment perpendicular to the light 
beam. As a result, in an emission spectrophotometer, the sample acts as a secondary source of 
radiation, and the only light the detector receives is emitted by the sample itself. The schematics and 
simplified versions of both spectrometers (single beam) are shown in Figure 2.2.  
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Figure 2.2. Simplified Schematic of (a) Absorption and (b) Emission Spectrometers.  

 

Absorption spectroscopy describes the interaction between light and matter. As mentioned, when 
matter absorbs radiation, it causes electronic, vibrational, and rotational transitions (excitations). 
Light is absorbed only if the energy of the absorbed photon matches the difference between two 
quantised energy levels. This leads to dark lines in the spectrum known as an absorption spectrum, 
which is exclusive to the atomic and molecular makeup of the material being examined. After 
excitation, atoms and molecules can return to their ground state via two main pathways. Radiative 
relaxation occurs when the excited species emits a photon whose energy matches the energy 
difference between the excited state and the final state after relaxation. The wavelength of the 
emitted radiation is characteristic of the energy difference involved. Non-radiative relaxation involves 
the dissipation of excess energy through collisions with surrounding molecules, ultimately converting 
it into thermal energy. This mechanism is particularly relevant for vibrational relaxation, where the 
energy difference between vibrational states is typically smaller compared to electronic transitions.  

2.1.8.    Photophysical Processes 
Molecules are usually in their lowest energy state, which is called the ground state, until they absorb 
energy, usually in the form of light. When this happens, an electron is excited, and it moves to a higher 
energy orbital. This results in the formation of an excited state. Even though these excited states 
usually exist for a very short time (10−6 seconds), they play important roles in various phenomena 
such as photochemistry and electronics.11  There are several mechanisms by which excited states can 
arise. In the case of atoms and molecules, such states can be triggered by the absorption of light, 
which prompts electrons to transition to higher energy orbitals. In solids, exciting vibrational or 
electronic modes can also generate excited states. Additionally, collisions with other particles can 
transfer energy to a system, facilitating its transition to an excited state. During chemical reactions, 
molecules frequently undergo intermediate excited states as they reconfigure their atoms and bonds. 

Molecules in an excited state can be classified into two primary types: singlet and triplet states. The 
classification is based on the electron spin configuration. In singlet states, electrons have opposite 
spins, resulting in lower energy and a spin multiplicity of 1. Triplet states, on the other hand, possess 
electrons with parallel spins, which leads to higher energy due to spin-spin repulsion and a spin 
multiplicity of 3. These electron spin states are critical in understanding the reactivity of molecules 
and their interactions with other molecules. 
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2.1.8.1. Decay of Excited States 
When an atom or molecule in an excited state moves to a lower energy state, it undergoes a process 
known as decay. The type of excited state and system determine the various forms of radiation or 
other processes through which energy is released during the transitions depicted in Figure 2.3. 

Excited states can follow different pathways to decay, depending on their type and the system. The 
most common type of decay is radiation emission, where the system releases energy as 
electromagnetic radiation, such as photons. The frequency or wavelength of the emitted radiation 
corresponds to the energy difference between the initial and final states. Examples of radiation 
emission include fluorescence, phosphorescence, and blackbody radiation.  

 

Figure 2.3.  Simplified Jablonski Diagram of Photophysical Processes. 

 

Non-radiative decay is another pathway for excited states to decay, where energy is lost through 
internal conversion, intermolecular quenching, or chemical reactions. The excited state can trigger 
chemical reactions, releasing energy as thermal energy or forming new chemical bonds.  

Several factors, such as energy difference, selection rules, the nature of the excited state, and the 
environment, impact the rate of decay of an excited state. A larger energy difference leads to a faster 
decay rate. Excited states with different lifetimes exist, with short-lived states often decaying through 
non-radiative pathways and long-lived states having more radiative decay options.  

2.1.8.2. Fluorescence 
Fluorescence is a well-known optical phenomenon in which an atom or molecule is excited by 
absorbing light of a certain wavelength and subsequently emits radiation of the same or lower 
frequency within a brief duration of approximately 10−8  seconds. This emission is a result of a 
transition from a singlet excited state to the ground state of the atom or molecule. Fluorescent 
substances exhibit this phenomenon under sunlight containing ultraviolet photons (Figure 2.3).  

𝑆1 ⎯⎯→ 𝑆0 

2.1.8.3. Phosphorescence  
Phosphorescence is a phenomenon that occurs when a molecule or atom absorbs high-frequency 
radiation, leading to the excitation of electrons. Unlike fluorescence, where the emission of radiation 
happens almost immediately, phosphorescence involves a delayed emission. This delay occurs 
because the excited electrons transition from the triplet excited state (T1) to the ground state (S0), a 
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process that is less probable and thus slower. As a result, the material continues to emit radiation 
even after the incident radiation has stopped. This characteristic of phosphorescence finds 
applications in various fields, such as in glow-in-the-dark materials and in the study of molecular 
structures and dynamics. This transition is considered a forbidden transition and occurs at a slow rate; 
this is shown in Figure 2.3.  

 𝑇1 ⎯⎯→ 𝑆0 

The substance that displays this phenomenon is referred to as a phosphorescent substance. 
Phosphorescent materials have practical applications in objects such as luminous clock dials, as they 
can glow in the dark. 

2.1.9.    Stimulated and spontaneous processes 

2.1.9.1. Spontaneous Absorption 
Stimulated absorption is a process where an external electromagnetic field with the exact energy 
matching the energy difference between two energy levels in a material stimulates a constituent 
already in the lower energy state to absorb another photon and reach the higher energy level. This 
applies to atoms, molecules, or any entities within the material that possess quantised energy states. 
The absorption rate is proportional to both the intensity of the light and the concentration of 
molecules in the ground state. The equation provided, however, does not explicitly include these 
factors.8,13 

𝑤 =  𝐵𝜌 (2.10) 
Where 𝐵  is the Einstein coefficient for stimulated absorption, which quantifies the probability of 
stimulated absorption, In Equation (2.10) 𝜌 is the Planck distribution and 𝑤 represents the rate of 
change of the probability of finding a molecule in the upper energy state after a stimulated absorption 
event. The Planck distribution also referred to as the Planck radiation law, defines the spectral density 
of electromagnetic radiation emitted by a black body in thermal equilibrium at a specific temperature. 
It depicts the energy distribution of photons emitted at different wavelengths or frequencies based 
on the body's temperature.13 

2.1.9.2. Stimulated emission 
The phenomenon of stimulated emission involves an excited molecule that interacts with a photon of 
light, which leads to the molecule emitting another photon. Two important features characterise this 
process. Firstly, the incident photon functions as a trigger, prompting the excited molecule to release 
its surplus energy as a new photon. However, the incident photon itself does not get consumed in the 
process. Secondly, the emitted photon has the same frequency and phase as the stimulating photon, 
resulting in highly coherent light. This principle underpins the functioning of lasers. The rate of 
stimulated emission can be attributed to two factors: the intensity of light and the concentration of 
excited molecules. A higher intensity of light, meaning more photons, can increase the probability of 
stimulating excited molecules to emit photons. Moreover, the likelihood of incident photons 
interacting with excited molecules and triggering stimulated emission is directly proportional to the 
concentration of excited molecules present.8,13  

𝑤′ =  𝐵′𝜌  (2.11) 
Where 𝐵′ is the Einstein coefficient of stimulated emission (𝐵 and 𝐵’ turn out to be the same for a 2-
level system).  

Lasers utilise stimulated emission to generate light with a precise frequency and phase. 

2.1.9.3. Spontaneous emission 
Spontaneous emission is a phenomenon where an excited atom or molecule releases a photon 
without any external influence. This process is independent of the intensity of the surrounding 
radiation. Einstein developed the Einstein 𝐴 coefficient to describe the rate of spontaneous emission, 
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which represents the probability of this emission occurring per unit time. The overall emission rate 
from an excited state is the sum of both stimulated and spontaneous emission rates.  

During spontaneous emission, the emitted photon has an energy equal to the energy difference 
between the excited and ground states, resulting in a specific frequency of light. The rate of 
spontaneous emission is proportional to the concentration of molecules in the excited state, meaning 
more excited molecules lead to a higher emission rate.8,13 

𝑤′ =  (𝐴 +  𝐵′)𝜌  (2.12) 
where 𝐴 is the Einstein coefficient of spontaneous emission.  

2.1.10.     Lasers: Light Amplification by Stimulated Emission of Radiation 
Lasers have had a significant impact on both the field of chemistry and our daily lives. The operation 
of lasers depends on various optics and solid-state processes. Driven by stimulated emission, lasers 
operate when more than two electronic energy levels are involved, and an excited state emits a 
photon through radiation of the same frequency and phase as the stimulating photon.  While the 
probability of a single atom emitting a photon at a specific frequency remains constant for a particular 
material, the overall emission rate increases with the number of photons present. This is because 
more photons present at the appropriate frequency translate to a higher chance of them triggering 
stimulated emission in excited atoms. This sets the stage for the crucial aspect of lasers - positive 
feedback.13  

Lasers are categorised into four classes: Class I, Class II, Class III, and Class IV, based on the number of 
energy levels involved in achieving population inversion. Each class has different configurations and 
efficiency levels for various applications. Class I lasers operate with particles transitioning between 
two energy levels. However, achieving population inversion in a two-level system is particularly 
challenging, which limits the practicality of these lasers for most applications. Class II lasers, which 
involve a third energy level for population inversion, present a significant challenge. Particles are 
initially pumped to an excited state and then decay to an intermediate state, from which the laser 
transition occurs. Achieving population inversion in three-level lasers is difficult due to the substantial 
number of particles required to be in the excited state. Class III lasers facilitate population inversion 
by stimulating particles from the ground state to an excited state, followed by a transition to a 
metastable state. Population inversion occurs in this metastable state, making maintenance easier. 
Class IV lasers, which involve more than four energy levels, are utilised in complex laser systems to 
provide greater control over the laser transition and optimise performance.14 

In a system, particles naturally move toward a state of minimum energy, where the number of 
particles in the lowest energy state is maximised (thermal equilibrium). However, in lasers, this 
tendency is counteracted; atoms usually tend to move towards the lower energy state due to thermal 
energy. Laser action necessitates the existence of a long-lived excited state, with a sufficiently long 
lifetime to participate in stimulated emission. Additionally, a crucial condition is that this long-lived 
state must have a greater population than the lower energy state where the transition terminates. 
This population difference facilitates net radiation emission. However, under thermal equilibrium, the 
situation is reversed. To achieve population inversion, i.e., to have more particles in the upper state 
than in the lower state, the matter is excited to an intermediate state 𝐼, which then changes into a 
lower state 𝐴 by giving up some of its energy. The laser transition is the return of 𝐴 to the ground 
state 𝑋 (Figure 2.4). This arrangement leads to a three-level laser because three energy levels are 
involved overall. The process of pumping is when the 𝑋 →  𝐼 transition is stimulated with an intense 
flash of light or achieved with an electric discharge.13 

The process of converting from 𝐼 to 𝐴 must occur fast, while the transition from 𝐴 to 𝑋 should be 
relatively gradual or just longer than 𝐼 → 𝐴. However, achieving population inversion with a three-
level laser is difficult due to the high number of ground-state molecules that need to be converted to 
the excited state through pumping, suggesting that population inversion only happens after a 
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threshold is reached.  To facilitate this process, a four-level laser configuration is utilised in which the 

laser transition culminates in a distinctive state 𝐴′ that differs from the ground state (Figure 2.4 (b)).  

In a four-level laser system, achieving population inversion is easier compared to a three-level system. 
The lower energy state of the laser transition in a four-level system is not the ground state but a higher 
energy level. This results in a rapid decay of particles to the ground state after the laser transition, 
eliminating the need to pump a significant number of particles from the ground state as required in a 
three-level system. This characteristic simplifies the maintenance of population inversion in a four-
level configuration.  

 

Figure 2.4. Schematic of the Transitions Occurring in (a) Class III and (b) Class IV Lasers 

 

As A' is initially unoccupied, any occupancy in 𝐴 results in a population inversion between A and A'. A 
crucial factor for achieving lasing in a four-level laser system hinges on the properties of state 𝐴. This 
state needs to be metastable, meaning it has a longer lifetime compared to the relaxation time from 

the upper excited state to 𝐴′. Furthermore, this population inversion can only be sustained if the 𝐴′
 →  𝑋 transitions occur rapidly. Solid-state lasers typically use rare-earth element-doped crystals or 
glasses as their gain medium, and gas lasers utilise gases, such as helium-neon lasers or CO2 lasers.13 

 

2.1.12.     Pi (π) and sigma (σ) orbitals 
Electronic excitations or transitions can involve different types of orbitals, such as n, 𝜎 or 𝜋 electrons. 
N (𝑛) orbitals refer to nonbonding orbitals, or unshared electrons that reside in lone pair orbitals. 
Sigma (𝜎) orbitals are formed by overlap of s orbitals or sp, sp2 or sp3 hybridised orbitals head-to-head 
along the bond a is,  orming single bonds.  lectron densit   or σ bonds e hibits circular s mmetr  
around the bond axis. Pi (𝜋) orbitals arise from the overlap of p atomic orbitals above and below the 
σ bond a is,  orming double and triple bonds. 

In addition to bonding orbitals, there are also anti-bonding orbitals. These orbitals have higher energy 
than bonding orbitals and can lead to molecular instability. For example, in a 𝜋  bond, there is a 
bonding pi orbital and an anti-bonding 𝜋∗orbital. When an electron is promoted from the bonding pi 
orbital to the anti-bonding 𝜋∗orbital, it weakens the pi bond. The orbital involved in an electronic 
transition can affect the energy required for the transition and the properties of the excited state. For 
example, transitions involving n orbitals typically require lower energy than transitions in ol ing σ or 
π orbitals. Transitions in ol ing π orbitals o ten lead to the  ormation o  coloured compounds. 
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 onjugation e tends π s stems across multiple bonds, lowering the energ  gap between the highest 
occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). This 
reduced energy gap makes the excitation of electrons in conjugated double bonds easier (lower 
energy required) compared to isolated double bonds, as evident in their UV/VIS spectra.  

 

Figure 2.5. Generic Energy Level Diagram of a Molecule, Showing Bonding, Non-Bonding and Anti-Bonding Orbitals. 

 

𝜋 →  𝜋∗involve the promotion of an electron from a bonding 𝜋 orbital to an antibonding 𝜋∗ orbital, 
typically resulting in the absorption of light in the ultraviolet or visible region of the spectrum. 
Transitions involving electrons moving from non-bonding n orbitals to antibonding 𝜋 ∗ orbitals (𝑛 →
 𝜋∗) have lower energies than 𝑛 →  𝜎∗ transitions due to the lower energy of 𝜋∗ orbitals compared 
to 𝜎∗ orbitals. Transitions from 𝑛 →  𝜋∗ or 𝑛 →  𝜎∗ are significantly less intense (molar absorptivity) 
compared to 𝜋 →  𝜋∗ or 𝜎 →  𝜎∗ transitions. This is because n orbitals have spatial orientations that 
violate selection rules, making these transitions forbidden or less probable. 

2.1.13.    Photoinduced Processes in Semimetals, Metals and Semiconductors   

2.1.13.1. Metals 
In Chapter 1, it was mentioned that metals can conduct electricity well because of their overlapping 
valence and conduction bands. This allows for many delocalised electrons to move easily and carry 
current. Metals also have a high carrier density, meaning they have many free electrons that respond 
to light and participate in photochemical processes. When light excites electrons from the valence 
band, they can move to higher energy levels within the conduction band or escape the metal 
altogether. This process, known as intra-band and inter-band transitions, can result in "hot electrons" 
with high kinetic energy capable of breaking bonds or driving reactions. Nanostructured metals can 
also support surface plasmon resonance, similar to semimetals, which can lead to localised energy 
concentrations for plasmon-driven chemistry. However, the high density of free electrons and fast 
relaxation processes can make it challenging to control and utilise photogenerated carriers effectively 
for specific reactions. As temperature increases, the conductivity of metals generally decreases slightly 
due to increased resistance caused by electron-phonon scattering. 

Interestingly, all zigzag graphene nanoribbons, regardless of width, exhibit metallic behaviour due to 
their unique electronic structure at the edges, which leads to delocalised states along the ribbon.15 

2.1.13.2. Semimetals 
Semimetals are a remarkable class of materials with distinct characteristics that set them apart from 
semiconductors. Their valence and conduction bands overlap, meaning that free carriers are present 
even without light excitation, which affects their response to light. Semimetals can be excited by light 
in various ways, including direct band-to-band transitions, intra-band transitions, and surface plasmon 
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resonance. As a result, semimetals exhibit complex carrier dynamics compared to semiconductors. 
Photogenerated carriers participate in various reactions, including direct bond breaking and charge 
transfer, depending on the material and environment. 

Semimetals also have notable electrical conductivity values due to an extremely small or even no band 
gap, leading to the conductivities between those of metals and semiconductors. At room temperature, 
they exhibit metallic behaviour, but they can display semiconductor-like properties at lower 
temperatures. Examples of semimetals include bismuth, antimony, and graphene. Their conduction 
and valence bands have minimal or no separation, resulting in a partially filled conduction band at 
room temperature. Semimetals have an intermediate concentration of free electrons compared to 
metals and intrinsic semiconductors. 

2.1.13.3. Semiconductors 
The gap between the filled valence band and empty conduction band of semiconductors limits the 
movement of electrons and results in a low concentration of free electrons in their natural state. 
However, by introducing heat, light, or impurities, known as doping, electrons can be excited across 
the band gap, enabling conductivity. 

The band gap plays a vital role in photochemistry, dictating the necessary light energy to excite 
electrons and enable conductivity. When light with energy equal to or exceeding the band gap 
interacts with the semiconductor, it promotes electrons from the valence band to the conduction 
band, forming electron-hole pairs. The wavelength of the light impacts the number and energy of the 
excited carriers, influencing the reaction pathways. Efficiency in separating and transporting these 
electron-hole pairs to reaction sites is critical for effective photochemical conversion. 

Functionalised Graphene is a form of graphene-based semiconductor that involves attaching specific 
functional groups to graphene to modify its electronic properties and induce semiconducting 
behaviour. The addition of different functional groups can create bandgaps with diverse 
characteristics, such as graphene oxide. Additionally, armchair graphene nanoribbons fall under the 
category of semiconductors. These materials are widely utilised in electronic applications, such as 
transistors and solar cells, where their controllable conductivity is leveraged.16 

2.1.13.4. Processes in Solids 

Phonons 
Phonons are quasiparticles representing the quantisation of lattice vibrations. Depending on the 
specific vibration patterns, phonons can be categorised into two types, such as acoustic phonons and 
optical phonons. Although not fundamental particles, phonons exhibit behaviour similar to massless 
bosons, meaning they can be created or destroyed with minimal energy input. Additionally, their 
energy distribution resembles that of a blackbody, with their peak energy aligning with the material's 
temperature. 

Electron-phonon scattering  
When electrons move freely within a vibrating lattice, their interactions with phonons can lead to 
electron-phonon scattering. This scattering process significantly impacts various material properties. 
The scattering can be either elastic or inelastic. Elastic scattering refers to the scenario where the 
electron bounces off a phonon, conserving its total energy. In inelastic scattering, the electron absorbs 
or emits a phonon, resulting in a change in the electron's energy. Electron-phonon scattering disrupts 
the flow of electrons, causing increased electrical resistance. It also reduces thermal conductivity. 
However, under specific conditions at very low temperatures, electron-phonon coupling can facilitate 
superconductivity, where electrical resistance vanishes entirely.17 
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Electron-electron scattering  
The phenomenon of electron-electron scattering applies to electrons interacting directly with each 
other, which occurs due to their inherent Coulombic repulsion. Electron-electron scattering is 
classified into two types, intra-band scattering, where electrons scatter within the same energy band, 
and inter-band scattering, where electrons scatter between different energy bands. 

Several factors influence electron-electron scattering, including electron density, which leads to more 
frequent collisions and stronger scattering with higher electron density. Electrons with higher energy 
experience a stronger repulsive force, resulting in more pronounced scattering.  

Charge Transfer  
Charge transfer is the process by which electrons move between atoms, molecules, or solids. This 
movement can involve a complete transfer of an electron from one entity to another or a partial 
transfer, resulting in the sharing or delocalisation of electron density across multiple atoms. 
Delocalisation creates a material with a more spread-out electron cloud, influencing its chemical 
properties.   

When a molecule absorbs light, it can excite an electron from a π orbital into an antibonding 𝜋∗ 

orbital. As mentioned before, this is known as a 𝜋∗  ←  𝜋 transition.  The energy of this transition is 
approximately 7 eV for an unconjugated double bond, corresponding to an absorption at 180 nm in 
the ultraviolet. If the double bond is part of a conjugated chain, the molecular orbitals lie closer 
together, causing the 𝜋∗  ←  𝜋 transition to move to longer wavelengths. In some cases, it may even 
lie in the visible region if the conjugated system is big enough.  
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2.2. SPECTROSCOPY  
Spectroscopy is a scientific discipline that explores the interactions between light and other forms of 
radiation with matter, providing insights into its composition and structure. By utilising a combination 
of spectroscopic techniques, including emission and absorption spectroscopy, a thorough and 
comprehensive characterisation of graphene-based films can be achieved. This integrated approach 
provides a multifaceted investigation, revealing the elemental composition, chemical functionalities, 
bandgaps, and carrier processes of the samples. 

Within this field, photoemission spectroscopy involves measuring the kinetic energy and the number 
of electrons released from a material when exposed to light or X-rays. On the other hand, absorption 
spectroscopy examines the extent to which a material absorbs radiation as a function of its wavelength. 
Absorption spectroscopy involves studying the radiation spectrum to uncover important details about 
the properties of the matter under investigation, employing light as a tool to probe matter. The 
relationship between absorbance (𝐴) and transmittance (𝑇) is inversely proportional and logarithmic.  

  𝐴 =  −𝑙𝑜𝑔(𝑇) (2.13) 

Transmittance is the fraction of light that passes through a sample at a specific frequency. The Beer-
Lambert law (Equation (2.7)) relates transmittance to sample length (𝑙)  and concentration of 
absorbing species (𝑐), through the molar absorption coefficient (𝜀)The Beer-Lambert law can also be 
written as:  

𝐼 =  𝐼₀ ×  10(−𝜀[𝑐]𝑙) (2.14) 

Where 𝐼=Transmitted intensity and 𝐼₀= Incident intensity 

2.2.1. Atomic Spectroscopy  
When electromagnetic radiation interacts with atoms, phenomena investigated by atomic 
spectroscopy emerge. Analysis of the radiation emitted or absorbed by atoms reveals valuable insights 
into their unique structure and energy levels; each element possesses distinct energy levels for its 
electrons, which become observable during the interaction with radiation. When photons with 
sufficient energy are absorbed, the atom jumps to a higher energy level, creating a specific atomic 
absorption spectrum. Similarly, when an excited atom returns to its ground state, it emits energy in 
the form of a photon with a specific wavelength, producing an atomic emission spectrum that reveals 
details about the atom's transitions and excited states. The lines in the spectrum occur when the atom 
undergoes a transition with a change of energy (∆𝐸) and emits or absorbs a photon of frequency 𝜈 =
(∆𝐸 )/ℎ  and 𝑣̅ = (∆𝐸 )/ℎ𝑐 , however, electron-electron interactions and additional energy 
contributions complicate direct translation of the spectrum into individual orbital energies.13  

Atomic spectroscopy has a variety of applications, such as identifying and quantifying elements in a 
sample, understanding the energy levels and electronic configurations of elements, and 
understanding the excited states involved in chemical processes. 

2.2.2. Molecular Spectroscopy  
Molecular spectroscopy is the study of molecules with various vibrational and rotational modes, in 
addition to electronic transitions like in atoms. When electromagnetic radiation interacts with 
molecules, they absorb radiation and get excited from the ground state energy level to another level 
(electronic, vibrationally, or rotationally excited). The origin of spectral lines in molecular spectroscopy 
is the absorption, emission, or scattering of a photon when the energy of a molecule changes; these 
complex molecular spectra can reveal useful information about the molecular structure, stability, and 
other characteristics, such as bond lengths, angles, functional groups, and vibrational frequencies that 
aid in identification. Furthermore, studying how molecules vibrate, rotate, and undergo transitions 
provides insights into their chemical dynamics and behaviour.13 
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Applications of molecular spectroscopy include identifying unknown compounds by matching 
measured spectra with reference databases and studying chemical reactions by monitoring changes. 

2.3. SPECTROSCOPY TECHNIQUES  

2.3.1. Ultraviolet-Visible Spectroscopy  
UV-visible (UV-vis) spectroscopy is an incredibly versatile analytical technique that has been utilised 
in a variety of contexts for both qualitative and quantitative analysis, online reaction monitoring, and 
structure determination across a diverse range of environments. Its applications are extensive, 
covering a broad scope of materials and compounds. UV-vis spectroscopy can provide a wealth of 
information, including structural and electronic details, depending on the structure of the compound 
being studied. As a result, researchers frequently rely on UV-vis spectroscopy to analyse various 
materials and compounds.18 

UV-Vis spectrophotometers use a light source to illuminate a sample with light in the UV to visible 
wavelength range, typically from 200 to 800 nm. These spectrophotometers measure the amount of 
light absorbed, transmitted, or reflected by the sample at each wavelength. Some 
spectrophotometers have an extended wavelength range that goes into the near-infrared (NIR) range, 
from 800 to 3200 nm. 

U   is spectrophotometers rel  on the monochromator to  ilter and direct light precisel  onto the 
sample being studied. The monochromator acts as a wa elength  ilter, allowing onl  a speci ic range 
o  wa elengths to interact with the sample. B  scanning di  erent wa elengths, a complete spectrum 
will be obtained, that re eals how the sample interacts with light at  arious energ  le els. The prism 
monochromator uses the re raction properties o  a prism to isolate and direct the desired wa elength 
through a slit. The grating monochromator uses a di  raction grating to di  ract light based on its 
wa elength and  ocus it through the slit. 

The resolution o  the monochromator determines the narrowness o  the selected wa elength range. 
The higher the resolution, the more precise measurements and di  erentiation between closel  spaced 
peaks. The width o  the slit can control the amount o  light passing through the monochromator; a 
narrower slit pro ides higher resolution but less intensit . The monochromator is depicted in Figure 
2.6, showing the schematic diagram o  a U   is spectrophotometer.  

 

Figure 2.6. Schematic Diagram of a UV-Vis Spectrophotometer. 
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UV-Vis spectroscopy has proven to be a valuable technique for studying graphene films. UV-Vis spectra 
can detect the presence of defects or impurities in the graphene film. These imperfections are 
characterised by a difference in the absorption peak as compared to pure graphene. Moreover, the 
absorption profile can be altered by the presence of functional groups such as those found in aerogel 
graphene.19 

2.3.2. Fourier Transform Infrared and Attenuated Total Reflectance 
Fourier transforms are mathematical tools that enable the analysis of physical processes by converting 
between their serial (time/space) and spectral (frequency/energy) representations. They are 
particularly useful in spectroscopy as they offer a key advantage in that they enable faster 
measurements. In certain spectroscopic techniques, Fourier transforms can significantly accelerate 
data acquisition compared to traditional methods, and they are used to interpret data, improve 
resolution, and mimic natural processes like diffraction.20 

The concept behind Fourier transforms is that many physical phenomena can be described as 
combinations of simple periodic waves. It can be used to analyse both periodic and non-periodic 
signals. The availability of computers and efficient algorithms like the Fast Fourier Transform (FFT) has 
made them widely accessible. Fourier transforms offer significant advantages in terms of sensitivity, 
speed, and resolution compared to traditional methods and can also extract the true spectrum from 
data affected by limitations like slow detector response.20 

Fourier transform infrared (FTIR) is an analytical spectroscopic technique that uses the infrared (IR) 
range of the electromagnetic spectrum to assess the chemical composition of a sample. When IR 
radiation interacts with matter specific frequencies are absorbed, decreasing the intensity of the 
incident radiation. By analysing this absorption pattern, an IR spectrum is created, which acts as a 
distinctive identification of the sample. Infrared radiation includes wavelengths ranging from roughly 
780 nm to 100 μm, corresponding to  requencies o  12,800 cm⁻¹ to 100 cm⁻¹. Each vibrational or ro-
vibrational mode of a molecule possesses a distinct energy level, which corresponds to a specific 
frequency in the infrared region of the electromagnetic spectrum.21 

The FTIR instrument measures the intensity of the IR radiation at different frequencies to create a 
spectrum that shows absorption bands at frequencies corresponding to the vibrational modes of the 
molecules in the sample. The positions and intensities and of these bands depend on the specific 
bonds present and the sample concentrations. 

Attenuated Total Reflectance (ATR) is the preferred sampling technique used with FTIR spectroscopy 
to analyse solids and films, without any preparation. An ATR crystal with a high refractive index is used 
to generate an evanescent wave that interacts with the molecules in the sample, leading to the 
absorption of IR radiation at their characteristic frequencies. ATR is non-destructive and can analyse 
various materials, including layered samples.21  

FTIR and ATR are two of the spectroscopy techniques used to study the properties of graphene and 
aerogel graphene films. FTIR can identify the specific chemical bonds or functional groups present in 
the film, while ATR is particularly useful for studying thin films or surfaces. By analysing the surface 
layer of the graphene film, ATR can provide insights into potential contaminants or the presence of 
different functional groups. 

2.3.4. Transient Absorption 
Time-resolved spectroscopy is a pulsed-laser-based technique used to study ultrafast processes, 

meaning those occurring on incredibly short timescales, often ranging from femtoseconds (10−15 
seconds) to picoseconds (10−12  seconds). It uses pulses of light as a probe to understand how 
materials change over time after being excited by another light source. Lasers, since their invention in 
1960, have offered unparalleled ability to tailor light parameters, including intensity, wavelength, 
direction, pulse duration (measured in femtoseconds), polarisation, and phase. 



65 
 

Transient absorption spectroscopy (TAS) offers a powerful tool for unravelling the complex world of 
ultrafast electron dynamics in matter on femtosecond timescales. This technique relies on the 
interaction of a pump pulse and a probe pulse from two laser beams. 

With its short duration and high intensity, the pump pulse excites a fraction of the sample from the 
ground state to the excited state. This initial excitation disrupts the equilibrium, prompting a flow of 
photophysical and photochemical responses within the system. The probe pulse arrives at a controlled 
time delay (𝜏)  after the pump pulse, and its low intensity is low enough to ensure minimal 
perturbation and avoid undesired multiphoton processes. By measuring the change in absorbance 
(𝛥𝐴) at different wavelengths and time delays (𝛥𝐴(𝜆, 𝜏)), TAS unveils the evolution of the excited 
state population and associated dynamics.22 

The 𝛥𝐴(𝜆, 𝜏) profile is a useful source of information about a system's dynamics, as it provides insights 
into various processes, such as electron and/or proton transfer processes, excited-state energy 
migration, which refers to the transfer of excitation energy between various molecules or sites within 
a system, and intersystem crossing, which is the transition between singlet and triplet excited states. 

Compared to time-resolved fluorescence, TAS offers a distinct advantage. By probing changes in 
absorption, it can reveal the evolution of non-emissive and dark states, which are often crucial in 
complex systems, such as photosystems where non-emissive carotenoid states play vital roles. 
Advanced global analysis techniques are often employed to fully extract the rich information encoded 
in 𝛥𝐴(𝜆, 𝜏). These methods allow for the simultaneous fitting of the entire dataset, leading to a deeper 
understanding of the underlying dynamics, extraction of kinetic constants and mechanistic insights.22  

During transient absorption experiments, a ground state absorption spectrum acquired via the  probe 
(ℎ𝑣𝑝𝑟𝑜𝑏𝑒) , is compared to the absorption after excitation by a pump (ℎ𝑣𝑝𝑢𝑚𝑝) , leading to a 

differential absorption spectrum, 𝛥𝐴 . Data are typically reported either in terms of changes in 
absorbance or in transmittance. Absorbance is on a logarithmic scale, while transmittance is on a 
linear scale. For example, an absorbance of 1 equals a transmittance of 10%. 

𝑇 =
𝑃

𝑃0
 

(2.15) 
 

𝐴 =  − 𝑙𝑜𝑔
𝑃

𝑃0
 

(2.16) 

where 𝑇− transmittance (how much light passed through), 𝑃− power out (the amount of power sent 

to the sample),  𝑃0 − power in and  𝐴− absorbance.   

𝛥𝑇 is converted into 𝛥𝐴 using the following equation (2.17):  
𝛥𝐴 =  − 𝑙𝑜𝑔(𝛥𝑇 +  1) (2.17) 

 
𝐴(𝑡) − 𝐴(0) = ∆𝐴 (2.18) 

where 𝐴(𝑡) = absorbance at time t after laser pulse and 𝐴(0) = absorbance without laser pulse. 

∆𝐴 = ∆𝐴(𝑡, 𝜆) (2.19) 

To record the probe's transmission, it needs to be measured both with and without the initial 
excitation. This can be achieved by modulating the pump's repetition rate through a chopper, either 
mechanical or optical. The change in transmission can then be calculated. 

∆𝑇 =
(𝑇∗ − 𝑇)

𝑇
 

(2.20) 

𝑇∗ = transmission of the probe through the pumped sample and 𝑇 = transmission of the probe through 
the un-pumped sample 
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2.3.4.1. Analysis of Pump-Probe Data  
In TA, the change in absorbance of the sample is collected as a function of pump-probe delay (𝑡) and 
probe wavelength (𝜆). The data obtained by the spectroscopy technique, ΔA(𝑡, 𝜆), is presented as a 
matrix,  where a column of the table is the differential spectrum at a given delay time (known as a 
time-gated spectrum) and a row is the kinetic trace at a given wavelength (change in Δ𝐴 as a function 
of 𝑡).   

2.3.4.2. ΔA Spectrum 
The primar   ocus o  in ormation gained  rom the ΔA spectrum is on ke  signals such as ground state 
bleaching, stimulated emission, and excited state absorption. While other phenomena, like 
multiphoton processes, molecular reactions, and ionisation, can contribute to the ΔA spectrum, the  
are not focused on here as they are considered background noise for most applications. 

Figures 2.7 and 2.8 illustrate the various processes occurring during transient absorption spectroscopy 
and their contributions to the transient signal for solid-state materials and molecules, respectively.   

 

Figure 2.7. Schematic of the Various Photoinduced Processes in a Solid and their Contribution to the Transient Signal: 
electron and hole absorption (EA, HA), ground state bleach (GSB), and stimulated emission (SE). 

 

Figure 2.8. (a) Simplified Energy Level Scheme Depicting the Various Electronic Transitions of a Molecular System, (b) 
Transient Absorption Difference Spectrum Decomposed into GSB, ESA and SE contributions. The dashed line is the sum 
of these contributions. 𝑬𝑺𝑨= Excited state absorption, 𝑮𝑺𝑩= Ground state bleach, 𝑺𝑬= simulated emission, 𝑺𝟎= ground 

electronic state, 𝑺𝒏= excited and 𝑺𝒏+𝟏= transient state.  
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Ground-State Bleach (GSB) 
GSB reflects the depopulation of the ground state due to excitation by the pump pulse. In TA, 
molecules in the ground state absorb light at specific wavelengths, creating the "ground state 
absorption" spectrum. When these molecules get excited, they can no longer absorb light at those 
same wavelengths, leading to a decrease in absorption compared to the original ground state. This 
decrease appears as a negative signal in the TA spectrum, shown in Figure 2.7.  

Stimulated Emission (SE) 
Stimulated Emission arises in solid-state materials and molecules when the probe pulse interacts with 
an excited state created by the pump pulse. This interaction "stimulates" the excited state to emit 
light at the same wavelength as the incoming probe pulse. The emitted light contributes to the TA 
signal, resulting in a negative peak similar to fluorescence. However, unlike fluorescence, SE exhibits 
a red shift with a longer wavelength compared to the GSB peak. This phenomenon (known as a Stokes 
shift, when considering molecules) occurs because the excited electronic state undergoes vibrational 
relaxation after absorbing the pump pulse. This relaxation lowers the energy level of the excited state 
before it emits light via SE, leading to emission from a slightly lower energy level and a consequent 
red shift. 

Excited-State Absorption 
Excited state absorption contributes positively to the TA spectrum, arising when already excited 
molecules absorb the probing photon. This additional absorption propels these molecules to even 
higher energy states. The ESA peak location in the TA spectrum corresponds directly to the energy gap 
between the initially occupied excited state and the higher excited state reached after absorbing the 
probe photon. 

Femtosecond pulsed lasers provide significant advantages for Pump-Probe spectroscopy when 
compared to other light sources. Femtosecond lasers achieve much narrower bandwidths compared 
to continuous wave (CW) lasers. This is because their energy is concentrated into incredibly short 
pulses, a principle governed by the Heisenberg uncertainty principle. A narrow bandwidth translates 
to high spectral selectivity. These lasers possess a wide range of usable wavelengths, typically infrared 
to ultraviolet.  Femtosecond lasers have pulse durations in the femtosecond range, which can capture 
ultrafast dynamics occurring within molecules and materials. This feature is crucial for studying 
chemical reactions, electron transfer, and phonon interactions. Rapid data acquisition is ensured by 
high repetition rates, allowing researchers to collect data and build up signal-to-noise ratios even 
when studying low-probability events. 
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Transient Absorption Instrumental Set-Up 

 

Figure 2.9. A simplified Schematic of a Pump-Probe Experiment 

 
Figure 2.9 shows a simplified schematic of the pump-probe experiment, which is set up in the Lord 
Porter laser lab at the University of Sheffield. A Ti: sapphire regenerative amplifier generates 800 nm 
femtosecond pulses. A beam splitter separates the amplified output into pump and probe beams. The 
probe beam traverses a computer-controlled delay stage to adjust its arrival time at the sample 
relative to the pump beam. 
The pump beam enters an optical parametric amplifier (OPA) (not shown in the scheme in Figure 2.9) 
enabling selective tuning of its frequency. A chopper (mechanical or optical) modulates the pump's 
pulse repetition rate, allowing probing of both pumped and unpumped samples.  The 800 nm probe 
is focused into a crystal, as depicted, generating a single-point white light continuum. After passing 
through the sample, the light experiences spectral dispersion and is then coupled into an optical fibre 
cable for detection. This technique, often referred to as UV-Vis TA, relies on tuning both pump and 
probe beams to the system's electronic transition energies. By adjusting the probe's delay and the 
pump's frequency, researchers can probe ultrafast dynamics occurring in the sample upon 
photoexcitation.  
Conventional spectroscopic techniques for material characterisation often lack the necessary 
temporal resolution to probe the ultrafast phenomena that govern material behaviour at the atomic 
level. Ultrafast transient absorption spectroscopy overcomes the limitations of traditional methods. 
Analysing the decay of excited states in graphene films with ultrafast laser spectroscopy allows for the 
extraction of key information about various material processes. Fitting the decay traces with 
exponential functions determines the rates and lifetimes of specific excited state processes relevant 
to graphene, including charge transfer, carrier-carrier scattering, carrier-phonon scattering, charge 
recombination, and trapped states due to doping or defects. 

2.3.5. X-ray Photoelectron Spectroscopy 
X-ray Photoelectron Spectroscopy (XPS) is a spectroscopic technique used to examine a sample's 
chemical composition by probing its electronic structure. This surface characterisation technique can 
analyse a sample to a depth of 2 to 5 nanometres. XPS is based on the photoelectric effect, discovered 
by Heinrich Hertz in 1887 and explained by Albert Einstein in 1905. While the technique's roots lie in 
earlier work, Physics Nobel Prize winner Kai Siegbahn's significant advancements in instrumentation 
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and interpretation in the 1950s and 1960s are credited with establishing XPS as a widely used 
analytical tool.4.23.24 

The procedure begins by irradiating a sample with an X-ray beam and quantifying the kinetic energy 
and the number of electrons ejected from the sample. X-rays or hard ultraviolet ionising radiation of 
energy in the range 5-40 eV can be used, giving rise to the XPS and UPS techniques, respectively. When 
the incident photon's energy is high enough, electrons are ejected from the inner cores of atoms, 
providing information about ionisation energies. Core ionisation energies are characteristic of the 
individual atom, but they can also be shifted slightly depending on the chemical state of the atom, a 
phenomenon known as chemical shift. Chemical shifts can reveal information about the types of 
bonds that are present in a sample. XPS enables the determination of the chemical composition of 
various materials. This technique is able to reveal what chemical elements are present on the surface, 
as well as give information about the nature of the bonds among the surface elements.  

XPS is typically considered a non-destructive surface-sensitive method, which is useful for elemental 
mapping of unknown and known solids, and it provides quantitative measurements. As well as being 
a particularly effective and useful technique, it is, unfortunately, quite an expensive and time-
consuming process that requires a high vacuum. One significant disadvantage of this method is that it 
cannot detect hydrogen or helium in a sample, as it can only detect any element with an atomic 
number higher than 3. Hydrogen has no inner shell electrons, so core−electron XPS is impossible. The 
H 1s electrons are valence electrons and participate in chemical bonding. Any signal present from 
hydrogen would overlap with signals from the excitation of valence electrons from other surface 
atoms.25 

During the XPS experiment, X-rays are fired onto the sample surface, resulting in electrons being 
emitted. The energy of the emitted electrons is used to calculate the composition of the sample. Auger 
electrons are detected during this process, and the kinetic energy of the electrons is represented on 
a screen, providing data on the sample's elements. Peaks in the spectrum appear from atoms emitting 
electrons of a particular energy, and the peak areas quantify the concentration of the present 
elements.26  

In this study, XPS was used to investigate the core electron binding energies of carbon and oxygen in 
the samples of graphene and AG. The study aimed to explore the differences in binding energies 
among the samples with single, bi, and tri-layers of graphene and AG. Additionally, the effect of 
increasing the oxygen content in the AG ink-printed films was observed and studied. 

2.3.6. Raman Spectroscopy 
Raman spectroscopy is a technique used to analyse vibrational energy levels of matter. It achieves this 
by investigating the frequencies of scattered light.  It involves the use of several types of scattered 
light, each of which helps to provide a more complete understanding of the material properties. About 
one in 107 incident photons collide with matter, give up some of their energy, and emerge with lower 
energy. These scattered photons are known as the lower-frequency Stokes radiation. Other photons 
may collect energy from the excited molecules and emerge as higher-frequency anti-Stokes radiation. 
The component of radiation scattered without a change in frequency is known as Rayleigh radiation. 
Raman spectroscopy focuses on the energy differences between the ground state and vibrational 
energy levels in molecules.13 

Raman and FTIR are two analytical techniques that analyse the vibrational energies of samples. While 
Raman provides a unique and detailed characterisation of specific molecules, FTIR offers a broader 
view of functional groups. In this study, Raman spectroscopy was used to identify the differences 
between graphene and aerogel graphene film samples and to compare the reproducibility and 
consistency of AG samples made at different times. 
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2.4. OTHER CHARACTERISATION TECHNIQUES 
In addition to utilising several spectroscopic techniques, this research also employed other techniques, 
such as electron microscopy, for a more detailed investigation of the morphology, particle size, layer 
arrangement, and thickness of the graphene-based printed ink samples.  

2.4.1 Electron Microscopy  
Electron microscopes were first developed in the 1930s and 40s. They provide a resolution 1000 times 
better than light microscopy and can magnify specimens up to 1,000,000 times. Electron microscopes 
use beams of electrons that can interact with the sample as the beam is transmitted through the 
sample. This immense magnification capability stems from the use of electrons instead of light.13 

According to de Broglie’s theor , particles, such as electrons, demonstrate wave-like characteristics. 
In comparison to visible light, electrons exhibit a significantly smaller de Broglie wavelength (around 
0.01 nanometres). The shorter the wavelength, the more precise the instrument's resolution abilities 
become, enabling electron microscopes to visualise features that are thousands of times smaller than 
those visible through light microscopes.27  

2.4.2. Scanning Electron Microscopy 
The scanning electron microscope (SEM) is a high-magnification imaging tool that utilises a focused 
electron beam to examine sample surfaces. As the beam interacts with the sample, it generates signals 
that reveal valuable information about the topography and composition of the surface. Similar to 
transmission electron microscopes, SEMs also relies on an electron beam. However, the imaging and 
visualisation of SEMs is based on secondary electron emission. When the beam scans the surface of 
the sample, it causes the ejection of secondary electrons. SEMs have two detection systems: the 
secondary electron detector and the backscatter electron detector. While the backscatter detector 
provides results for the magnetic fields and crystallography of the sample, the secondary electron 
detector enables visualisation of the topography. The electron signal is then converted into a light 
signal and amplified via a photomultiplier, resulting in an image projected onto a computer screen; 
SEMs can also provide 3D images.28 A simple schematic of SEM is displayed in Figure 2.10. SEM was 
used in this research, to visualise the variations in particle size of graphene aerogel with varying 
oxygen content. 
 

 

Figure 2.10. Schematic of SEM drawn using PowerPoint.  
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2.4.3. Transmission Electron Microscopy 
The Transmission Electron Microscope (TEM) was developed as a solution to the limited image 
resolutions offered by light microscopes, which were restricted by the wavelength of visible light. After 
the de Broglie wavelength discovery in 1927, Davisson and Germer conducted their electron-
diffraction experiments, which displayed the wave nature of electrons.29 These findings allowed Ruska 
to take the first-ever electron microscope images in 1932. He later suggested the theory for electron 
microscopes, for which he won a Nobel prize in 1986.30 

In TEM, samples are fixed onto a supported grid, either after being stained using compounds such as 
uranyl acetate or put into place as they are. Accelerated electrons then pass through the specimen, 
and regions on the sample can be dense or sparse based on how many electrons they scatter. When 
an area on the sample scatters more electrons, it is called an electron-dense region. If electrons pass 
through the electron-dense regions, they will lose more energy compared to the sparse regions. TEM 
uses this procedure to visualise the sample at a high level of resolution and magnification. Samples for 
TEM are cut into ultra-thin slices using a diamond knife so that the electrons are able to pass through 
them.31 

Once the sample is set up in a TEM arrangement, the electron gun shoots an electron beam through 
the anode. The electron beam passes through the sample and loses energy in the electron dense 
region. Then it goes into the objective lens, which can magnify the image. The electrons pass through 
the projector, or ocular lens, which can magnify it further. Finally, the beam is transmitted to the 
fluorescent screen, where it is interpreted as an image that is recorded and displayed. A simple 
schematic of the TEM set up is shown in Figure 2.11.  

TEM can display various characteristics of the sample, such as morphology, crystallisation, stress, and 
even magnetic domains. Its resolution can be below 0.05 nanometres. TEM was utilised in this PhD 
project to investigate the arrangement of graphene-based structures in the film samples and to 
distinguish the morphology differences between pure graphene films and aerogel graphene films. 

 

Figure 2.11. Schematic of TEM drawn using PowerPoint  
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2.4.4. Atomic Force Microscopy 
Atomic force microscopy (AFM) uses a very small probe to measure forces between the probe and the 
sample surface at high resolution. This technique offers information about surface topography and 
adhesion forces. In AFM, a sharpened tip attached to a cantilever is scanned across the surface. The 
force exerted by the surface and any bound species attracts or repels the tip, which in turn deflects 
the cantilever. The deflection is monitored either by interferometry or by using a laser beam. This 
study employed AFM to determine the thickness of some of the graphene-based films. The 
investigation involved evaluating the thickness of films generated using varying numbers of printed 
passes and varying oxygen content. The study aimed to explore the correlation between these 
parameters and the graphene film thickness. 

2.4.5. Scanning Near-Field Optical Microscopy 
Scanning Near-Field Optical Microscopy (SNOM) is an advanced optical technique that surpasses the 
diffraction limit, enabling high-resolution imaging and spectroscopy on the nanoscale. This method 
combines the principles of AFM with optical measurements to acquire topographical and optical 
information from the sample. Typically, a sharp metallic tip is illuminated with incident light, which is 
then scattered by the tip as it interacts with the sample surface. The scattered light contains near-field 
contributions that provide optical data with resolutions below 20 nm.32,33 

In SNOM, the polarizability of the metallic tip, which is influenced by the sample's local dielectric 
environment, plays a crucial role. The electronic, vibrational, or phonon resonances of the tip and the 
sample can affect their interaction. These interactions alter the scattered light, enabling SNOM to 
detect changes in optical absorption with high spatial precision. 

This study employed a combined SNOM and AFM approach to investigate the presence of carbon-
oxygen functional groups within the AG films through vibrational spectroscopy. 

2.4.6. Profilometry: Optical Surface Analysis 
Profilometry is a method employed for the analysis of surface microtopography. The optical profiler 
utilised for this purpose is the Bruker ContourGT-I,34 which employs light to generate highly detailed 
maps of surface features. Equipped with a fully motorised XY stage and tip/tilt head, this system 
facilitates precise surface measurements. Importantly, profilometry is a non-destructive technique, 
ensuring the integrity of the samples during analysis. 

The Bruker ContourGT-I is an extremely versatile instrument capable of analysing a wide variety of 
materials and surface types. Its high precision makes it well-suited for measuring even the most 
minute surface details. With a vertical resolution of up to 0.01 nm, the instrument's capabilities are 
comparable to those of advanced microscopy techniques such as TEM. To ensure accurate 
measurements, it is essential to minimise external vibrations and noise, as these factors can 
significantly impact the quality of the surface maps. 

In this study, a profilometer was employed to investigate the thickness of specimens that were too 
large to be accommodated in the available AFM setup. Additionally, it was utilised to examine the 
evenness of the printed passes of graphene-based ink on the quartz surface of the specimens. 
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Computational chemistry, Quantum Mechanics, 
and Theoretical Methods.  

Computational modelling has become an indispensable tool in modern chemical research, driving 
advancements across various fields, particularly for understanding the properties of novel materials 
like graphene. It is extensively used to predict and explain a vast array of phenomena at the molecular 
and material level. These applications include, but are not limited to, predicting features in electronic 
absorption spectra, calculating band structures, and comprehending the mechanisms of reactions. 
Performing these simulations often requires specialised software and significant computational power. 
This is especially true for theoretical chemists who leverage the principles of quantum mechanics to 
predict how molecules and materials will behave in experiments, based on the interactions between 
atomic nuclei and electrons.1 
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3.3. QUANTUM MECHANICS 
“For those who are not shaken when they first come across quantum theory cannot possibly have 
understood it” -Neil Bohr 2 

3.3.1. History of Quantum Mechanics 
Thomas Young, in 1803, gave convincing evidence for the wave nature of light: he demonstrated 
diffraction and interference of light, confirming its wave-like behaviour. 3 , 4  In 1864, James Clerk 
Maxwell unified electricity and magnetism, therefore predicting light as an electromagnetic wave 
travelling at a constant speed (𝒄), described by the Maxwell equations.5  In 1888, Heinrich Hertz 
detected radio waves produced by accelerated electric charges in a spark,6 as predicted by Maxwell’s 
equations. This convinced physicists that light is indeed an electromagnetic wave.7 

In the 1890s, measurements of light emitted by heated objects, known as blackbody radiation, did not 
match predictions from classical physics, particularly at low frequencies. In the 1900s Planck started 
the quantum mechanics ‘revolution’, when he discovered the equation for the distribution of radiation 
emitted by a blackbody.7 Max Planck proposed that energy emitted by blackbodies comes in discrete 
packets called quanta, each with energy proportional to frequency as described in section 2.1.2.8 

“Briefly summarised, what I did can be simply an act of desperation”-Max Planck 9 

In 1905 Albert Einstein explained the photoelectric effect using light quanta (photons).10 He showed 
that the energy of ejected electrons depended on the light's frequency, not its intensity, contradicting 
classical wave theory.11 

𝜆𝜈 =  𝑐 (3.1) 
 

𝐸𝑝ℎ𝑜𝑡𝑜𝑛 = ℎ𝑣 (3.2) 

Ernest Rutherford's experiments in 1911 revealed the nucleus-electron model of the atom, with a 
tiny, dense nucleus containing most of the mass and electrons orbiting around it, and in 1913 Niels 
Bohr applied quantisation to electron energy levels in the hydrogen atom, explaining its discrete 
spectral lines. He proposed that electrons occupied specific allowed orbits, and transitions between 
them emitted or absorbed photons with energies matching the difference in the orbits’ energies.12,13 

𝐸𝑢𝑝𝑝𝑒𝑟 − 𝐸𝑙𝑜𝑤𝑒𝑟 = ℎ𝑣 (3.3) 

Prince Louis de Broglie in 1923 proposed that electrons, like photons, could exhibit wave-like 
behaviour with a wavelength related to their momentum (represented in Equation (3.4)), and in 1927 
Clinton Davisson and Lester Germer verified de Broglie's hypothesis by observing electron 
diffraction, demonstrating the wave-particle duality of matter.14,15 

𝜆 =
ℎ

𝑝
 

(3.4) 

𝜆 = the de Broglie wavelength (m), ℎ = Planck's constant16 (6.63 × 10−34 J  s), 𝑝 = momentum of a 
particle (kg  m/s) (𝑝 =  𝑚𝑣) 

In 1926, Erwin Schrödinger developed a wave equation (Schrödinger equation) to describe the wave 
function of a quantum particle, providing a more complete framework for understanding quantum 
mechanics.7,8,17 

After these foundational studies, it was established that energy and other physical properties can only 
exist in discrete values, not continuously. Matter and light can exhibit wave-like or particle-like 
behaviour depending on the experimental setup.  
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3.3.1.1. Heisenberg Uncertainty Principle 
As previously discussed, electromagnetic fields and oscillating electrons have quantised energies. The 
particle character of electromagnetic radiation explains that light can possess discrete energies 
(ℎ𝜈, 2ℎ𝜈, . . . ) meaning that light comes in packets called photons, each with energy ℎ𝜈. 

The photoelectric effect demonstrates that when the light above a threshold frequency is directed at 

a metal, it causes electrons to be ejected with kinetic energy KE proportional to the frequency  (𝐾𝐸 =
ℎ𝜈 −  𝛷). This implies that light interacts with electrons as particles (photons).  

Experiments aimed at studying electrons led to the discovery of a connection between a particle's 
momentum and its associated wavelength. This relationship, expressed as in equation (3.4), explains 
why larger objects with high momentum don't exhibit this wave-like behaviour. Their wavelengths are 
incredibly small, making their wave nature undetectable in our everyday world. Wave-particle duality 
refers to the idea that light and matter exhibit both particle and wave characteristics, defying classical 
categorisation, and that both light and matter exhibit discrete energy levels, contradicting the 
continuous properties in classical mechanics. Equation (3.2) expresses the quantisation of energy.  

The Heisenberg uncertainty principle is a fundamental concept in quantum mechanics that states that 
a quantum particle's position and momentum cannot be known with perfect accuracy simultaneously. 
Prior to measurement, the particle can exist in a superposition of multiple states. However, the act of 
measurement collapses this superposition, forcing the particle into a single definite state. It is 
explained mathematically through the commutation relation between operators representing 
conjugate pairs of properties.11 

[𝑥, 𝑝]  =  𝑖ℏ (3.5) 
Where 𝑖  is the imaginary unit,  ℏ = reduced Planck constant = ℎ/2𝜋 , 𝑥  = position and 𝑝  is the 
momentum. 

The minimum achievable product of the uncertainties in simultaneously measuring two uncertainties 
is governed by a fundamental limit, meaning that for position and momentum measurements, the 
uncertainty principle dictates that their product cannot be smaller than ℏ/2. This uncertainty relation 
states that attempting to measure one property more precisely essentially increases the uncertainty 
of the other. This constraint originates from the wave-particle duality of matter. A narrower packet 
(smaller 𝛥𝑥) implies a more localised position but also requires a wider spread of frequencies (larger 
𝛥𝑝) within the packet. On the other hand, a wider packet (larger 𝛥𝑥) has a narrower frequency range 
(smaller 𝛥𝑝). This link between the spread in position and momentum reflects the wave-particle 
duality. 11 

𝛥𝑥 ×  𝛥𝑝 ≥  
ℏ

2
 

(3.6) 

This can also be written as:  

𝛥𝑥 ×  𝛥𝑝 ≥
ℎ

4𝜋
 

(3.7) 

Where 𝛥𝑥 is the uncertainty in position and 𝛥𝑝 is the uncertainty in momentum.  

3.3.1.2. The Wavefunction  
In the realm of quantum mechanics, the wave function is a mathematical expression that captures the 
wave-like characteristics of a system or particle. It serves as a comprehensive representation of all the 
information available about the physical state of said system or particle. To effectively describe a 
system's state in quantum mechanics, a function denoted as Ψ must be utilised. This function, also 
known as the state function or wavefunction, encapsulates the coordinates of the particles in question.  
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3.3.2. Terminology of Quantum Mechanics: Operators and Eigenvalues 

3.3.2.1. Operators  
An operator (𝑂̂ ) is a set of instructions for creating a function from another function, while a 
superoperator is a set of instructions for creating an operator from another operator. The concept of 
operator algebra is similar to matrix algebra, since matrices can be viewed as representations of 
operators within a particular set of functions or coordinate system. It is worth noting that most 
operators used in computational chemistry are linear and that operators are associative but not 
necessarily commutative. An operator qualifies as linear if it follows the two principles of homogeneity 
(also known as scaling) and additivity.  Homogeneity involves scaling both the wave function and the 
output by the same constant, while additivity means that applying the operator to a sum of 
wavefunctions yields the same result as applying it to each wavefunction individually and then 
summing the results. Associativity, in terms of operators, states that the order of grouping operators 
does not influence the final outcome.  However, some operators, such as momentum and position, 
are non-commutative, which means that the order to apply them can significantly impact the 
outcome.18 

Eigenfunctions and Eigenvalues  
Eigen is a German word meaning “characteristic”. Eigenfunctions and eigenvalues play a critical role 
in various fields of quantum mechanics and signal processing.  An eigenvalue is a specific value linked 
to a linear transformation (operator). If applied to an eigenvector, the operator scales the eigenvector 
by the eigenvalue while keeping the direction constant.18 

3.3.3. Schrödinger’s Equation 
De Broglie's wave-particle duality inspired Schrödinger to develop a wave-based explanation of 
quantum systems. He recognised that classical waves follow wave equations and, therefore, sought 
to derive an equation for the "quantum wave" associated with a particle. He translated classical 
concepts such as momentum and energy into quantum operators using matrices and integrated them 
into a wave equation. Building on insights from Hamilton's mechanics and de Broglie's research, 
Schrödinger ultimately formulated the notable Schrödinger equation in 1926.8 

3.3.3.1. Time Independent Schrödinger’s Equation 
The time-independent Schrödinger's equation (Equation (3.8))is applicable when the system's energy 
is independent of time.  

𝐻̂𝛹 = 𝐸𝛹 (3.8) 

Where 𝛹 = wavefunction, 𝐻̂ = Hamiltonian operator and 𝐸 = energy  

While the Schrödinger equation allows us to calculate the wavefunction, it doesn't directly reveal its 
physical significance. Max Born theorised that the wavefunction represents a probability amplitude 
and that the squared magnitude of the wavefunction describes the probability of an electron existing 
in a specific location. Solving the time-independent Schrödinger equation yields the wave function or 
state function of a quantum-mechanical system, which governs the motion of nuclei and electrons 
through their wavefunction. This equation is crucial for determining the allowed energy levels in 
quantum mechanical systems.19 In this case, the wave function (𝛹(𝑥)) only depends on the position 
(𝑥). Solving the time independent Schrödinger’s equation (TISE) provides the energy eigenstates of 
the system, which are stationary states with constant energy. The general form of the TI-SE, denoted 
as Equation (3.8), governs the behaviour of quantum systems with constant total energy. This 
equation applies to systems with any number of particles and spatial dimensions. Equation (3.9) 
represents a specific case of the TISE, tailored for systems with only one particle confined to a one-
dimensional space. 

−
ℏ2

2𝑚
  

𝑑2 𝛹(𝑥)

𝑑𝑥2
+ 𝑉(𝑥)𝛹(𝑥) = 𝐸𝛹(𝑥) 

(3.9) 
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Where 𝑉(𝑥)  represents the potential energy of the system in the Schrödinger Equation, which 
depends on the position (𝑥), and 𝑚 is the mass of the particle.  

Solving the time-independent Schrödinger’s equation allows the determination of ground state 
energy E of the system or molecule.  

3.3.3.2. Time Dependent Schrödinger’s Equation 
Time-dependent Schrödinger’s equation (TDSE) is the most general form of the equation and 
describes how a quantum system evolves over time. The wave function depends on both position and 
time (𝛹(𝑥, 𝑡)). The Schrödinger's equation with time-dependence is a crucial formula in quantum 
mechanics that describes a wide range of problems. These problems encompass the computation of 
energy levels of atoms and molecules, modelling the movement of electrons, analysing the dynamics 
of chemical reactions, and comprehending phenomena such as quantum tunnelling. 

𝐻̂𝛹 = 𝑖ℏ
𝜕𝛹

𝜕𝑡
 

(3.10) 

The time dependent equation for the one-particle, one-dimensional scenario can also be stated as:  

ℏ

𝑖

𝜕𝛹(𝑥, 𝑡)

𝜕𝑡
= −

ℏ2

2𝑚

𝜕2𝛹(𝑥, 𝑡)

𝜕𝑥2
+ 𝑉(𝑥, 𝑡)𝛹(𝑥, 𝑡) 

(3.11) 

3.3.3.3. The Three-Dimensional, Many-Particle Schrödinger Equation 
Both TDSE and TISE can be used to describe systems with multiple particles. In three dimensions, the 
equations involve the positions of all particles simultaneously.  Equations (3.8) and (3.10) both use a 
single wave function, 𝛹, to describe all particles in the system simultaneously. The wave function 
depends on the spatial coordinates (x₁, x₂, ..., xₙ) of all particles in the three-dimensional space. 

𝛹(𝑥1, 𝑥2, . . . , 𝑥𝑛, 𝑡) in the TDSE represents the wave function as a function of the positions and times 
of all particles, while in the TISE 𝛹(𝑥1, 𝑥2, . . . , 𝑥𝑛) represents the wave function as a function of only 
the positions of all particles. 

Classically, the total energy of a system can be written as equation (3.25).  

𝐸 =  𝑇 + 𝑉 (3.12) 
Where 𝐸 = energy, 𝑇 = kinetic energy and  𝑉 = potential energy 

As mentioned before, the Hamiltonian can be used to find the total energy of a system. According to 
the equation above, the Hamiltonian operator can be separated into two parts or two operators that 
correspond to the potential and kinetic energies.  

𝐻̂  =  𝑇̂ + 𝑉̂ (3.13) 

Where 𝐻̂ is the Hamiltonian, 𝑇̂ is the kinetic energy operator and 𝑉̂ is the potential energy operator.  

The kinetic energy operator for a particle is: 

𝑇̂ =  −
ℏ2

2𝑚
∇2 

(3.14) 

∇2 = the Laplacian (second derivative),  
∇2=

𝑑2

𝑑𝑥2
+

𝑑2

𝑑𝑦2
+

𝑑2

𝑑𝑧2
 

𝑉̂  can be written using Coulomb’s law, it is a multiplicative operator. For interactions between two 
electrons, it has the form: 

𝑉̂ (𝑥) =  + 
𝑒2

4𝜋𝜀₀

1

𝑟
 

(3.15) 
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The kinetic energy of electrons i is written as: 
−

ℏ2

2me
 ∑  ∇𝑖

2

𝑛

𝑖

 

The kinetic energy of nuclei A is stated as:  
 

−
ℏ2

2
∑

1

MA
∇

2

A
A

 

  
The potential energy includes the following energies:  

The nuclei-nuclei interactions:  
 

e2

4π𝜀0 
∑

𝑍A𝑍B

𝑅AB
A>B

 

The nuclei- electrons interactions:  
 

e2

4π𝜀0 
(− ∑

𝑍A

𝑟A,i
A,i

) 

The electrons- electrons interactions: e2

4π𝜀0 
∑

1

𝑟ij
i>j

 

The overall potential energy is 
 

e2

4π𝜀0 
(∑

𝑍A𝑍B

𝑅AB
A>B

− ∑
𝑍A

𝑟A,i
+ ∑

1

𝑟ij
i>jA,i

 ) 

Consequently, the Hamiltonian operator for a n-particle, three-dimensional system of electrons and 
nuclei is: 

𝐻̂  = − 
ℏ2

2me
∑ ∇

2

i
i

−
ℏ2

2
∑

1

MA
∇

2

A
A

+
e2

4π𝜀0 
(∑

𝑍A𝑍B

𝑅AB
A>B

− ∑
𝑍A

𝑟A,i
+ ∑

1

𝑟ij
i>jA,i

 ) 
(3.16) 

Where, ∇2 i = Laplacian operator for electrons, ∇2 
A = Laplacian operator for the nuclei, 𝜀₀ = permittivity 

of free space, me = mass of an electron, MA = mass of the nucleus, RAB = nuclear-nuclear distance, rA,I = 
nuclear-electron distance, ri,j = electron-electron distance and ZA,B = nuclear charges. 

3.3.4. Born-Oppenheimer Approximation Method for Polyatomic Molecules 
Dealing with molecules that possess multiple electrons and nuclei can be a complex process, as the 
Schrödinger equation involves many variables. Even relatively small molecules present a 
computational impossibility when solving the equation exactly. To surmount this obstacle, the Born-
Oppenheimer approximation is introduced. Max Born and J. Robert Oppenheimer proposed in 1927 
that the motion of electrons and nuclei can be approximated to be separable due to the mass and 
speed of electrons and nuclei being different. By leveraging the disparity in mass between electrons 
and nuclei, the approximation assumes that electronic motion occurs significantly faster than nuclear 
motion. This division of electronic and nuclear movements simplifies the problem at hand.20 The 
molecular wavefunction 𝛹𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 is a function of electron positions 𝑟𝑖 and nuclear positions 𝑅𝑗.  

𝛹𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒(𝑟𝑖, 𝑅𝑗) = 𝜓𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛(𝑟𝑖, 𝑅𝑗)𝜓𝑛𝑢𝑐𝑙𝑒𝑖(𝑅𝑗) (3.17) 

 

The nuclei, being much heavier than electrons, move much more slowly. They can be treated as point 
charges with very narrow wave packets. In the Born-Oppenheimer approximation, the Schrödinger 
equation is solved for the electrons while the nuclei are assumed to be stationary. The fixed positions 
of the nuclei determine the distribution of the electrons due to the electrostatic forces exerted by the 
nuclei. While it is true that electrostatic forces from the electrons influence the nuclei, in this 
approximation, the nuclei are considered fixed, and their positions dictate the arrangement of the 
electrons rather than the reverse. This approximation allows for the separation of the motions of the 
electrons and nuclei, with the electrons moving quickly within the field and the nuclei assumed to be 
stationary. This decoupling of the motions of electrons and nuclei simplifies the Hamiltonian operator 
only to consider the movement of electrons. The Born-Oppenheimer approximation considers the 
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nuclei to move on a potential energy surface, which is a solution to the electronic Schrödinger 
equation.18 

𝐻̂𝑒𝑙 = 𝑇̂𝑒 +  V̂𝑒𝑒 + V̂𝑛𝑛 + V̂𝑛𝑒 (3.18) 

Where 𝐻̂𝑒𝑙 = the electronic Hamiltonian, 𝑉̂𝑛𝑒 = attractive potential energy between the nuclei and 

electron, 𝑉̂𝑒𝑒= the repulsive potential energy for the electron-electron interactions and 𝑇𝑒̂= kinetic 

energy of electrons. In this approximation V̂𝑛𝑛 is constant.  

𝐻̂𝑒𝑙  𝜓𝑒𝑙 = 𝐸𝑒𝑙  𝜓𝑒𝑙 (3.19) 

Where 𝛹̂𝑒𝑙= the electronic wave function and 𝐸𝑒𝑙= electronic energy.  

The Born- Oppenheimer (BO) approximation is widely applied and forms the basis of many quantum-
chemical methods; however, it has some limitations, i.e. it is applicable only to non-adiabatic 
processes.  

In the Born-Oppenheimer approximation, an adiabatic process occurs when the nuclei in a molecule 
move slowly enough compared to the changes in the electronic structure. The adiabatic 
approximation supposes that the lighter electrons adjust adiabatically to the motion of the heavier 
nuclei, remaining at any time in their instantaneous ground state.21  This allows the electronic motion 
to be treated as nearly instantaneous, following the nuclei as they move. As a result, the electrons are 
assumed to be in their ground electronic state for any given nuclear configuration. This simplification 
significantly reduces the complexity of calculations. 

On the other hand, a nonadiabatic process occurs when the nuclei move too rapidly relative to the 
electronic response. In such cases, the electrons cannot adjust instantaneously to the changing 
nuclear positions, making them excited to higher electronic states. This coupling between the nuclear 
and electronic motion results in additional effects not captured by the Born-Oppenheimer 
approximation.18  

The BO approximation is valid only when the changes in the system occur slowly enough to be 
considered adiabatic. If the system undergoes fast changes or strong interactions between electronic 
states, nonadiabatic effects become significant, and the Born-Oppenheimer approximation breaks 
down, for example, in certain excited states of polyatomic molecules and for certain ground states of 
cations. In such cases, more advanced methods that account for these interactions are required to 
accurately describe the system's behaviour. 

3.3.5. Hartree-Fock Theory 
The Hartree-Fock method is a quantum mechanical approach that utilises the Born Oppenheimer 
approximation and assumes that the electronic wave function can be expressed as a single Slater 
determinant, which enforces an antisymmetric wave function complying with the Pauli exclusion 
principle. The exclusion principle states that no two electrons in the same atom or molecule can have 
identical quantum number values. In this context, antisymmetry refers to the requirement that the 
wave function changes sign when any two electrons are interchanged. This condition ensures that the 
likelihood of locating two electrons with matching quantum states in the same position is zero, as 
dictated by the Pauli exclusion principle. Antisymmetry is a fundamental aspect of fermion behaviour, 
particularly for electrons, and it forms the basis for the structure and characteristics of atoms and 
molecules.22,23 

3.3.5.1. The Slater Determinant 
To fulfil the antisymmetry requirement, the HF method constructs the wave function using Slater 
determinants, where 𝜒 represents a spin-orbital24,25 
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Slater determinant can be written in the shorthand notation as follows: 

𝜓=|𝜒𝑖𝜒𝑖 … 𝜒𝑁⟩ 𝑜𝑟 |𝑖 𝑗 … 𝑁⟩  (3.20) 

3.3.5.2. Hartree-Fock Method 
The Hartree-Fock molecular orbital theory aims to solve the electronic Schrödinger equation 
approximately while neglecting the relativistic effects, assuming electron velocities are significantly 
lower than the speed of light which is often valid for most chemical systems.18  Equation (3.21) provides 
a more detailed representation of the electronic Hamiltonian compared to equation (3.19) by 
including the coordinates of the electrons and nuclei. 

𝐻̂𝑒𝑙(𝑟; 𝑅)𝜓(𝑟; 𝑅) = 𝐸𝑒𝑙(𝑅)𝜓 (𝑟; 𝑅) (3.21) 
Where 𝑟= coordinates of electrons and 𝑅= coordinates of the nuclei, which in this approximation are 
frozen in space. 

According to the Hartree-Fock's theory, each electron interacts only with the average charge cloud of 
other electrons.18 The Hamiltonian can be represented as a sum of one-electron and two-electron 
operators. The one-electron operator incorporates both the kinetic energy of the electron and its 
potential energy of interaction with all the nuclei in the molecule. The one-electron operator for 
electron 𝑖 is:  

ℎ̂(𝑖) =  −
1

2
𝛻𝑖

2 − ∑
𝑍𝐴

𝑟𝑖𝑗
𝐴

 
(3.22) 

Where 𝑍𝐴= the charge on the nucleus, 𝑟𝑖𝑗= the distance between electron and nucleus and 𝐴= the 

nucleus. ℎ̂ includes the kinetic energy of an electron and its potential energy of attraction to all the 
nuclei. 

The two-electron operator for electrons 𝑖 and 𝑗 describes their Coulomb repulsion:  

𝑣(𝑖𝑗) =
1

𝑟𝑖𝑗
 

(3.23) 

As the nuclei are considered to be motionless, the electronic Hamiltonian is expressed as: 

𝐻̂𝑒𝑙 =  ∑ ℎ̂(𝑖)

𝑖

+ ∑ 𝑣(𝑖, 𝑗)

𝑖<𝑗

+  𝑉𝑁𝑁 (3.24) 

Where, ∑ ℎ̂(𝑖)𝑖 = the sum of one-electron operators, ∑ 𝑣(𝑖, 𝑗)𝑖<𝑗 = the sum of repulsion of all unique 

pairs of electrons and 𝑉𝑁𝑁= constant nuclear-nuclear repulsion term.  

Following from this separation of the Hamiltonian into the one-electron and two-electron terms, the 
electronic energy E in the Hartree-Fock approximation can be represented as: 

𝐸𝐻𝐹 =  ∑⟨𝑖|ℎ̂|𝑖⟩

𝑒𝑙𝑒𝑐

𝑖

+  ∑[𝑖𝑖|𝑗𝑗]

𝑒𝑙𝑒𝑐

𝑖>𝑗

− [𝑖𝑗|𝑗𝑖] 
(3.25) 

Where ∑ ⟨𝑖|ℎ̂|𝑖⟩𝑒𝑙𝑒𝑐
𝑖  is the one-electron term representing electron-nuclear attraction and electron 

kinetic energy, ∑ [𝑖𝑖|𝑗𝑗]𝑒𝑙𝑒𝑐
𝑖>𝑗 − [𝑖𝑗|𝑗𝑖]  is the two-electron term, representing electron-electron 

repulsion and the anti-symmetry of electrons. In the two-electron term, [𝑖𝑖|𝑗𝑗] is the Coulomb integral 
which describes repulsion for each pair of electrons in 𝑖 and 𝑗, and [𝑖𝑗|𝑗𝑖] is the exchange integral 
which describes the antisymmetry required by the Pauli principle. 
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This gives a Hartee-Fock expression for the energy of: 

  𝐸𝐻𝐹 = ∑ 𝐻𝑖

𝑛

𝑖=1

+  
1

2
 ∑ ∑ (Ji,j-Ki,j)    

𝑛

𝑗=1

𝑛

𝑖=1

 
(3.26) 

Where 𝐻𝑖 = one electron Hamiltonian which represents the electron-nuclear attraction and kinetic 
energy of an electron in a spin-orbital; the Coulomb term, 𝐽𝑖,𝑗, represents the electrostatic repulsion 

between two electrons i and j; 𝐾𝑖,𝑗 is the exchange term, which accounts for the Pauli Antisymmetry 

principle. Jij and Kij are two-electron matrix element terms dependent on the wavefunction. 

The key approximation in HF theory assumes that each electron moves independently in an average 
potential energy field created by the other electrons. The self-consistent field (SCF) method is used in 
Hartree-Fock theory to solve a set of coupled equations for the n electrons, iteratively updating the 
MOs and the Hamiltonian until self-consistency is achieved to determine molecular orbitals which 
minimise the electronic energy. 18 

The Restricted Hartree-Fock (RHF) method is most suitable for closed-shell molecules, which have 
equal numbers of electrons with opposite spins. It requires that the two electrons in each spatial 
orbital have opposite spins, resulting in each MO being doubly occupied by an α and a β electron. RHF 
calculations are generally faster and less complex than Unrestricted Hartree-Fock (UHF) calculations 
due to this spin restriction. However, they are not suitable for open-shell molecules, which have 
unpaired electrons that make the spin constraint unrealistic.1 

On the other hand, the UHF method is designed for open-shell molecules with unpaired electrons. It 
allows for different spatial orbitals for α and β electrons, providing more flexibility in describing the 
electronic structure of such systems. However, UHF calculations involve solving a larger set of 
equations due to the relaxed spin constraint, leading to increased computational cost. Although UHF 
offers more flexibility, it may sometimes suffer from spin contamination. This happens when the wave 
function is not purely a single determinant and includes contributions from excited states, resulting in 
inaccuracies in certain properties.1 

3.3.5.3. Limitations of the Hartree-Fock theory 
While the Hartree-Fock method has been successful in many areas, it does have some limitations and 
lacks computational efficiency. For instance, it doesn't account for the instantaneous repulsion 
between individual electrons, which leads to an underestimation of the electronic energy compared 
to the true value. The mean-field approach averages the electron interactions and therefore ignores 
dynamic electron correlation: it assumes that each electron moves in an average field created by the 
other electrons, but this average field is not entirely accurate due to the fluctuating positions of other 
electrons caused by their quantum nature. 

Furthermore, the Hartree-Fock method struggles with open-shell systems since the single 
determinant used cannot fully capture the complex interactions between unpaired electrons. It's also 
worth noting that Hartree-Fock calculations cannot account for dispersion forces that arise from 
instantaneous fluctuations in electron density.18 

In this research, the Hartree–Fock method was implemented using Gaussian software for the 
calculations that are later mentioned in Chapter 9. Its primary significance lies in introducing 
fundamental concepts that form the foundation for more advanced methods, such as Density 
Functional Theory. 

3.3.6. Basis Sets 
When carrying out Hartree-Fock or other quantum chemical calculations, basis functions are used, 
referred to as basis sets. A basis set is a collection of mathematical functions used to approximate the 
electronic wave function, which describes the behaviour of electrons in a molecule.18 A molecular 
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orbital can be described by an infinite number of basis functions in a complete basis set. However, 
when using a finite basis set, only a portion of the molecular orbital can be represented. As a result, 
smaller basis sets can result in faster calculations but less accuracy. To choose the most appropriate 
basis set, two conflicting requirements need to be considered. Firstly, the basis set must contain as 
many different functions as possible so that the molecular orbitals created from the combination of 
the different basis functions closely resemble the true molecular orbitals. Secondly, the basis sets 
should be kept as small as possible to ensure computational efficiency for a given level of accuracy.1  

3.3.6.1. The Linear Combination of Atomic Orbitals 
Since an infinite number of functions in a complete basis set is impractical, finite basis sets are 
employed, resulting in approximate molecular wavefunctions. The Linear Combination of Atomic 
Orbitals (LCAO) basis sets method combines multiple atomic orbitals from individual atoms in a 
molecule. These orbitals are localised around atoms and are represented as products of a radial 
function and a spherical harmonic. Additional basis functions with increasing values of the quantum 
numbers can be used, allowing for systematic improvement of accuracy. The SIESTA calculations done 
in this work involve the use of numerically localised atomic orbitals. 

The two common types of basis functions are Slater-type orbitals (STOs) and Gaussian-type orbitals 
(GTOs), with combinations of GTOs being more computationally efficient and commonly used in 
modern calculations.18,23 GTOs are mathematical functions that approximate the behaviour of 
electrons in atoms and molecules in a simplified form. Unlike Slater-type orbitals, which are more 
accurate but have a more complex mathematical form, GTOs have a smooth bell-curve shape and a 
simple exponential form that makes them easier to use in computations. This computational efficiency 
makes GTOs the preferred choice in most electronic structure calculations, where they are combined 
to represent the complex shapes of real electron orbitals. Although single GTOs do not perfectly model 
electron behaviour near the nucleus and in the outer regions, use of combinations of GTOs improved 
on their accuracy, so that their computational advantages outweigh this slight loss of accuracy for 
most applications.18 The Gaussian calculations mentioned in Chapter 9 in this work used Gaussian-type 
orbitals.  
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3.4. DENSITY FUNCTIONAL THEORY (DFT) 
Density functional theory (DFT) has become a very popular method in chemistry, physics, and 
materials science for studying the behaviour of systems with many electrons. It offers significant 
advantages, particularly in terms of reduced computational cost compared to traditional 
wavefunction-based methods. However, the accuracy of agreement with experimental data depends 
on the specific method used in both DFT and wavefunction approaches. Unlike wavefunction-based 
methods, DFT relies on the electron density (𝜌), which is a function that represents the probability of 
finding an electron at a particular location. The success of modern DFT methods is based on the 
suggestion by Kohn and Sham in 1965 that the electron kinetic energy should be calculated from an 
auxiliary set of orbitals used for representing the electron density.18 Density Functional Theory is a 
well-established method, and its computational efficiency compared to wavefunction-based methods 
makes it a popular choice for large-scale calculations involving complex systems with many electrons.  

3.4.1. Hohenberg-Kohn Theorem 
The Hohenberg-Kohn (HK) Theorems are a set of fundamental principles that serve as the foundation 
of modern Density Functional Theory. These theorems establish a fundamental connection between 
the electron density (𝜌(𝑟)) of a system and its ground-state properties, which is critical for 
understanding the behaviour of complex systems and predicting their properties.18,26 

3.4.1.1. The First Hohenberg-Kohn Theorem 
The initial hypothesis of the HK theory posits a distinct correlation between the electron density 
(𝜌(𝑟)) and the fundamental characteristics of a system's ground state. It establishes that different 
external potentials cannot produce identical ground-state densities, thereby indicating that the 
density is unequivocally related to the external potential and, by extension, the Hamiltonian and 
ground-state properties of the entire system. This theorem serves as the cornerstone of DFT by 
demonstrating that the electron density, which is computationally less complex than the wave 
function, can encapsulate all the pertinent information about a system.18  

3.4.1.2. The Second Hohenberg-Kohn Theorem 
The second Hohenberg-Kohn theorem introduces a variational principle as applied to DFT. According 
to this principle, the functional that determines the ground-state energy (𝐸[𝜌])  only attains its 
minimum value when the input density (ρ(r)) corresponds to the true ground-state density (𝜌0). This 
principle is useful for evaluating the accuracy of a trial density by comparing its energy with the true 
ground-state energy. However, it is important to note that the second theorem has its limitations, as 
it applies strictly to the ground state and not directly to excited states.18 

3.4.2. Kohn-Sham Theory 
The main challenge in DFT is to accurately determine the electron kinetic and potential energy terms 
as a function of electron density, which involves dealing with complex interactions among electrons. 
The Kohn-Sham (KS) equations provide a solution by introducing a system of non-interacting electrons 
and formulating a set of single-electron equations. These equations are much simpler to solve 
computationally compared to the full many-electron problem. The solutions, referred to as the Kohn-
Sham orbitals, are then used to calculate the electron density. 

In this approach, the total energy E[ρ] determined in DFT calculations can be divided into several 
components as follows: 

𝐸[𝜌] =  𝑇𝑛𝑖[𝜌] + 𝑉𝑛𝑒[𝜌] +  𝑉𝑒𝑒[𝜌] + 𝛥𝑇 + 𝛥𝑉𝑒𝑒[𝜌] (3.27) 
Where 𝜌 =  ground state electron density for a system, 𝑇𝑛𝑖  = kinetic energy of non-interacting 
electrons, 𝑉𝑛𝑒  = nuclear-electron interaction,  𝑉𝑒𝑒 = classical electron-electron repulsion, 𝛥𝑇 = 
correction to the kinetic energy for an interacting system, 𝛥𝑉𝑒𝑒 = non-classical correction to the 
potential energy of electron-electron interaction, 𝐸𝑥𝑐 = 𝛥𝑇 + 𝛥𝑉𝑒𝑒 and 𝐸𝑥𝑐= exchange-correlation 
functional.  
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The exchange-correlation functional 𝐸𝑥𝑐, is key in Kohn-Sham DFT, as it captures the complex many-
body effects of electron exchange and correlation that are otherwise difficult to model directly. 

This approach effectively bridges the gap between a simplified non-interacting system and the real 
interacting system by introducing corrections that account for the complexities of electron 
interactions while still allowing for computational efficiency. 

The effective potential is defined as a combination of the classical electrostatic potentials produced 
by the nuclei and the electrons, followed by adding the exchange-correlation potential.  

𝑉𝑒𝑓𝑓 = {𝑉𝑛𝑒(𝑟) + 𝑉𝑒𝑒[𝜌(𝑟)] + 𝑉𝑋𝐶[𝜌(𝑟)]} (3.28) 

After calculating the effective potential, the Schrödinger equation is solved by expanding the wave 
function in a basis set. This reduces the Schrödinger equation to a matrix eigenvalue problem:  

[− (
1

2
) 𝛻2 + 𝑉𝑒𝑓𝑓(𝑟)] 𝜓𝑖(𝑟) =  𝐸𝑖𝜓𝑖(𝑟) 

ψ𝑖(𝑟) =  Σμ𝐶𝑖μΦμ(𝑟) 

↓ 

Σ𝑣𝐻μv𝐶𝑖𝑣 = 𝐸𝑖𝐶𝑖μ 

A new density is found as the square of the electron wavefunctions.  

𝜌 (𝑟) =  𝛴𝑖|𝜓𝑖(𝑟)|2 (3.29) 
This self-consistent cycle of calculation is repeated until the density no longer changes.  

3.4.2.1. Kohn-Sham Orbitals 
As mentioned above, Kohn-Sham orbitals are a theoretical construct utilised in DFT calculations to 
simplify the complex issue of electron interaction in molecules. They do not directly represent real 
physical orbitals, but instead serve as a tool to compute electron density, a crucial factor in DFT. While 
they are not physically real, they bear a resemblance to Hartree-Fock molecular orbitals and can be 
used to qualitatively understand molecular properties and reactivity.7 

Generally, KS orbital energies do not match the energy needed to extract an electron from a molecule, 
unlike Hartree-Fock orbitals. The one exception is the highest occupied Kohn-Sham orbital, which can 
be linked to the first ionisation energy. Therefore, the current approximations used in DFT calculations 
frequently result in imprecise predictions of molecular properties related to orbital energies, 
particularly ionisation energies.  

Ideally, DFT equations would be solved directly with the electron density without involving orbitals. 
However, since the precise functional relationship between energy and density is unknown, the Kohn-
Sham method is utilised as a practical compromise. Various approximate functionals are used in DFT 
calculations. To evaluate the accuracy of a functional, one can use it in DFT calculations and compare 
the calculated molecular properties with experimental ones. A major drawback of DFT is that there is 
no systematic approach to improving the accuracy of these approximations.7 As defined in Equation 
(30), the exchange-correlation functional includes both the non-classical electron-electron 
interactions and the correction to the kinetic energy of a fictitious non-interacting system. 

𝐸𝑥𝑐 = 𝛥𝑇 +  𝛥𝑉𝑒𝑒 (3.30) 

3.4.3. DFT Functionals  
A function is a recipe for producing a scalar from another set of scalars, and a functional is a recipe for 
producing a scalar from a function. 18  In DFT, a functional is a mathematical object that maps a 
function such as the electron density, 𝜌(𝑟), to a single scalar value. This value represents a specific 
property of the system, such as its total energy, kinetic energy, or exchange-correlation energy.  
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3.4.3.1. The Exchange-Correlation Functional 
Kohn-Sham theory relies heavily on the exchange correlation (𝑥𝑐) functional to accurately capture 
the intricacies of interacting electrons. While the theory simplifies the problem by treating electrons 
as non-interacting, this simplification introduces an error compared to the true interacting system. 
The exchange-correlation energy (𝐸𝑥𝑐)  in DFT accounts for various effects, including static and 
dynamic correlation, exchange interactions, and kinetic correlation (the interaction correction to the 
kinetic energy). 

In this context, correlation refers to the tendency of electrons to avoid each other due to their mutual 
repulsion, not just because of the Pauli exclusion principle. This avoidance applies to both electrons 
with the same spin and those with opposite spins. Dynamic correlation, particularly relevant for DFT, 
describes how electrons avoid each other in response to their instantaneous positions, while static 
correlation deals with systems where electrons are partially localised due to strong interactions.7 

The (𝑥𝑐)  functional is specifically designed to account for complex correlation effects, ensuring that 
the behaviour of the non-interacting electrons in the Kohn-Sham system mirrors that of real 
interacting electrons. By doing so, it encompasses both the exchange interactions (where same-spin 
electrons avoid each other due to the Pauli exclusion principle) and the broader correlation effects 
arising from electron-electron repulsion. This functional plays a crucial role in obtaining accurate 
results in DFT, addressing the simplifications made in treating electrons as non-interacting while 
maintaining computational efficiency. 

Kinetic correlation considers the difference in kinetic energy between the real system of interacting 
electrons and a hypothetical system of non-interacting electrons with the same electron density. In 
the real system, electrons encounter an average field from other electrons, which alters their motion 
compared to non-interacting particles. This difference contributes to the total energy.7  

Exchange interaction arises from the Pauli exclusion principle, which states that electrons with the 
same spin cannot occupy the same quantum state. This principle results in a repulsive force between 
electrons with the same spin, which is captured by the exchange term in 𝐸𝑥𝑐, beyond the Coulomb 
repulsion caused by electrons carrying the same electrical charge. This exchange interaction influences 
the way electrons distribute themselves in space. The (𝑥𝑐)  functional incorporates this exchange 
interaction, ensuring that the non-interacting electrons in the Kohn-Sham system experience a similar 
repulsive force as the real interacting electrons. 

Electron exchange and correlation are important concepts in physics and chemistry that ensure 
physical accuracy by considering the Fermi and Coulomb holes. These holes represent the depletion 
of probability around an electron caused by the Pauli Exclusion Principle and electrostatic repulsion 
between electrons, respectively. The Fermi and Coulomb holes must integrate to the required values 
of −1 and 0 to ensure accuracy.18 

3.4.3.2. Classes of DFT Functionals 
There are different levels of approximation for calculating the electronic structure of materials, which 
are classified based on the hierarchy of accuracy and complexity of various exchange-correlation 
functionals, also known as the Jacob’s ladder metaphor. These classes or orders represent different 
levels of approximation for the exchange-correlation energy. First-order functionals exclusively rely 
on the electron density (𝜌), they are the simplest and most computationally efficient type. These 
functionals are based on the local density approximation (LDA), which assumes that the exchange-
correlation energy at each point in space depends only on the local electron density at that point. 
Second-order functionals take a step further by incorporating the both the electron density and its 
gradient (𝛻𝜌), with the exchange functional (𝑋[𝜌, 𝛻𝜌]) being the most critical example, as it accounts 
for the exchange interaction between electrons. Generalised Gradient Approximation (GGA) 
functionals are example of a second-order functional. 
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3.4.3.3. Local Density Approximation 
 
The LDA within Density Functional Theory offers a simplified approach to approximating the complex 
interactions between electrons in a system. This method hinges on a fundamental assumption that 
the electron density at any given point in space can be treated as if it were part of a homogeneous 
electron gas.18 

This simplification allows the application of pre-calculated values for the exchange-correlation energy 
of a uniform electron gas, obtained through highly accurate techniques like quantum Monte Carlo 
simulations. These pre-calculated values are subsequently employed to approximate the exchange-
correlation potential and energy within the actual system, even though the real density may exhibit 
deviations from perfect uniformity.  

As described above, the exchange-correlation potential has two principal underlying interactions that 
give rise to it. First, the exchange effect states that fermions with identical spin cannot occupy the 
same quantum state, suggesting that, if the positions of two electrons are swapped, the wavefunction 
describing them must change sign. Secondly, the correlation effect, which arises from the mutual 
repulsion between electrons. When one electron is present, it affects the distribution of other 
electrons, which prevents them from occupying the same region in space.  

In the LDA, the exchange-correlation energy depends only on the electron density 𝜌 at the particular 
coordinate where the functional is being calculated. The LDA exchange-correlation functional is given 
in Equation (3.31). 

𝐸𝑥𝑐
𝐿𝐷𝐴 [𝜌] = ∫(𝑟) ɛ𝑥𝑐 (𝜌(𝑟))𝑑𝑟 

(3.31) 

Where, EXC
LDA[ρ]= total exchange-correlation energy, ρ(r⃗) = local electron density and  𝜀𝑥𝑐  (𝜌(r⃗)) = 

exchange-correlation energy per electron. 

While LDA offers a computationally efficient approach, it is crucial to acknowledge its inherent 
limitations as an approximation. The assumption of a uniform local density can lead to inaccuracies, 
particularly in systems characterised by rapidly varying densities or strong electron correlations. As a 
result, LDA underestimates energetic barriers and overestimates binding energies, but it provides 
sufficiently accurate results for vibrational frequencies and molecular structures. More advanced 
methods, such as the Generalized Gradient Approximation (GGA), have been developed to address 
these limitations and provide a more nuanced description of electron interactions.7  

3.4.3.4. Generalised Gradient Approximation (GGA) 
The Generalized Gradient Approximation (GGA) is an improved improvement on the Local Density 
Approximation, both of which aim to estimate the exchange-correlation energy of a system, taking 
into account interactions between electrons that go beyond classical electrostatic considerations. 
While LDA assumes a locally uniform electron density at each point in space, GGA considers the spatial 
variations in electron density and incorporates the gradient of the electron density as an additional 
variable, which allows for a more accurate representation of the non-homogeneity present in real 
electron densities. The GGA assumes that the exchange-correlation potential depends on the density 
at point r and on the gradient of the density.18 

𝑽𝑿𝑪 = [𝝆 (𝒓), 𝜵𝝆(𝒓)] (3.32) 
Compared to LDA (Local Density Approximation), GGA methods provide better accuracy by accounting 
for density gradients, especially in systems where the electron density exhibits significant variations. 
This makes GGA suitable for broader applications in chemistry and materials science. 
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3.4.3.5. Non-Local Functionals 
Nonlocal van der Waals (vdW) exchange-correlation functionals depend on the electron density at two 
separate points, 𝑟 and 𝑟′, in space, capturing the nonlocal nature of vdW interactions. Additionally, 
some functionals may incorporate the gradients of the electron density. 

𝑉𝑋𝐶 = [𝜌 (𝑟), 𝛻𝜌(𝑟), 𝜌 (𝑟1), 𝛻𝜌 (𝑟1)] (3.33) 
Non-local functionals account for the correlation of electron density at multiple points in space, 
making them accurate for long-range interactions like van der Waals forces. They are more challenging 
to compute than local functionals, which only consider electron density at one point, but are more 
accurate in describing weak interactions. The LMKLL vdW-DF functional used in this study in SIESTA 
calculations is an example of a non-local functional that incorporates van der Waals interactions. In 
this work, other implemented functionals include both LDA and GGA types, which are suitable for 
varying levels of approximation. The LMKLL (vdW-DF2) functional was specifically chosen based on 
validation tests conducted by a group member, Dr J. Flitcroft, to ensure its reliability for the systems 
studied.27-28 
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3.5. BLOCH’S THEOREM 
According to Bloch's theorem, the potential energy felt by an electron in a material undergoes periodic 
changes with the periodicity known as the lattice constant. The wavefunctions that describe the 
electron in such a periodic potential can be expressed as a product of a plane wave and a periodic 
function that has the same periodicity as the lattice. Essentially, this theory states that the solutions 
to the Schrödinger equation for a periodic potential can be expressed as plane waves that are 
modulated by periodic functions. In other words, the wave function can be thought of as a 
combination of a travelling wave and a function that repeats with the same period as the crystal 
lattice.29 

The theorem is expressed in equation (3.34). 

𝜓𝑘(𝑥)  =  𝑒𝑖𝑘.𝑥  𝑢𝑘(𝑥) (3.34) 

Where, 𝜓𝑘(𝑥) is the wavefunction for a specific wavenumber k, 𝑒𝑖𝑘.𝑥 is the plane wave factor, 𝑘 is the 
wavenumber and 𝑢𝑘(𝑥)is a periodic function with the same periodicity as the crystal lattice. 

The Bloch theorem has several implications, including the presence of itinerant wavefunctions, which 
means that electrons in periodic crystals exhibit wave-like behaviour and are not localised to specific 
atoms. Another consequence is the formation of band structures, where the allowed energy states for 
electrons form bands separated by energy gaps. Additionally, the energy of an electron depends on 
its wavenumber within the first Brillouin zone, which is a specific range of k-values. 
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3.4. COMPUTATIONAL METHODS 

3.4.1. SIESTA  
SIESTA, or the Spanish Initiative for Electronic Simulations with Thousands of Atoms, is a 
computational software package that empowers researchers to conduct precise and efficient 
electronic structure calculations and simulations of molecules, solids, and surfaces. Leveraging Density 
Functional Theory, SIESTA is capable of performing electronic structure calculations for large numbers 
of atoms. Thanks to its use of order-N algorithms, SIESTA's computational cost scales linearly with 
system size.30 

SIESTA is a state-of-the-art computational tool that offers a plethora of features to its users.31  It 
employs flexible-size basis sets, using numerical atomic orbitals that allow for fast calculations with 
minimal basis sets and highly converged results with larger ones. The use of norm-conserving 
pseudopotentials ensures an accurate description of electron-ion interactions while reducing 
computational complexity. SIESTA also employs efficient integral evaluation methods, allowing for the 
calculation of two-centre integrals crucial for DFT calculations. The real-space grid approach used for 
evaluating potentials and matrix elements on a grid enables efficient linear scaling. Additionally, 
SIESTA minimises the energy functional using Wannier-like orbitals, eliminating the need for explicit 
wavefunction orthogonalisation and further enhancing efficiency. Lastly, SIESTA provides a non-self-
consistent but fast method for initial relaxations and exploratory simulations through the Harris 
functional.  It enables the execution of large-scale simulations that were previously impractical due to 
computational limitations. Additionally, it offers a diverse range of accuracy and speed options, 
catering to the varying needs of simulation requirements. The framework incorporates k-point 
sampling, a method used to discretise the Brillouin zone and accurately capture the periodic nature 
of the electronic wavefunction, especially in materials like graphene. It also accounts for finite-
temperature effects. Notably, SIESTA is an open-source code that is freely available for use and 
modification with continuous development and improvement are ongoing, with new functionalities 
and capabilities being added regularly.31,32 For this study, SIESTA is applied to obtain information 
regarding the electronic properties, band structures, and optical properties of graphene-based 
materials.  

3.4.1.1. Optical Properties 
SIESTA employs a two-step process to determine the optical properties of materials. Initially, a 
standard electronic structure calculation is conducted to ascertain the electronic ground state of the 
system. Next, it uses the electronic structure data to evaluate the imaginary component of the 
dielectric function, which characterises the material's reaction to light. This entails computing 
transition probabilities between energy levels and applying broadening and a scissor correction, if 
required. The number of energy levels included and the granularity of the calculation k-point grid 
influence both accuracy and computational expenditure. SIESTA provides valuable insights into the 
optical properties of materials via these computations.31 

3.4.1.2. Density of States (DOS) 
SIESTA can calculate the Projected Density of States (PDOS) alongside the total DOS. First, it performs 
a self-consistent calculation to determine the electronic ground state and obtain the Kohn-Sham 
eigenvalues. Then, SIESTA projects the Kohn-Sham wavefunctions onto atomic orbitals within the 
simulation cell, for a defined range of energies. The weight of each projected wavefunction is squared 
and added across all occupied states. This sum represents the contribution of the specific atomic 
orbitals to the total DOS at that energy point. This information is helpful in understanding the 
contribution of individual orbitals to the electronic structure of the material being studied. 31 

3.4.1.3. Band Structures 
SIESTA is able to calculate band structures by using specified k-points in the Brillouin zone 
using defined lines/paths for calculating the band structure (BandLines) or specified individual k-
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points for calculation (BandPoints). SIESTA performs the computation of the Kohn-Sham equations at 
each k-point to obtain the eigenvalues (energy levels) of electronic states. The results are stored in a 
dedicated file containing the k-point coordinates, corresponding band energies, and the Fermi level.31 

3.4.2. Gaussian  
The Gaussian software suite is a formidable tool for conducting electronic structure calculations on a 
molecular level. It includes a range of DFT and wavefunction-based methods at different levels of 
complexity, allowing for accurate modelling of electronic structures in a variety of contexts. It offers a 
range of functionalities including geometry optimisation, vibrational frequency calculations, electronic 
properties calculations, and thermodynamic property calculations.33,34 
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3.5. OTHER SOFTWARE USED  

3.5.1. VESTA  
VESTA is a specialised 3D visualisation software that is primarily used for the analysis of crystal 
structures, particularly in the field of crystallography.35 The figures of the graphene-based structures 
in this thesis are produced using VESTA. 

3.5.2. Avogadro  
Avogadro is a sophisticated molecular editing and visualising program that is available for free and is 
open source. It has been designed to enable molecular editing and visualization and provides users 
with the ability to construct, view, and manipulate structures in three-dimensional space. Additionally, 
Avogadro has a range of features that allow for basic computational chemistry tasks, including 
molecular mechanics geometry optimisation. 36  This program has been instrumental in the 
construction of many of the structures calculated in this thesis. 

3.5.3. Nanotube Modeler  
Nanotube Modeler is a software tool designed for creating and visualising models of nanotubes, 
nanocones, and fullerenes.37,38 It was used in this study to build the mentioned 1D and 0D structures. 
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Optoelectronic Properties and Characterisation 
of Graphene and Aerosol Gel Graphene Films 

OVERVIEW 
Graphene films were produced at Kansas State University (KSU) for sensor devices, and four sample 
sets were analysed in this PhD project. Sample set 1 comprised graphene and oxygen-containing 
aerosol gel graphene films with varying numbers of printed layers. Sample set 2 included aerogel 
graphene films with different oxygen contents printed on Kapton tape substrates. Sample set 3 
involved diluted graphene and aerogel graphene films with varying oxygen contents, printed on quartz 
substrates. Sample set 4 focused on films with higher oxygen content to study its effects on film 
properties. The group of Prof. Suprem Das at KSU produced the graphene films as part of this 
collaborative research.  

 

 

 

 

 

 

 

 

 

  



111 
 

4.1. SAMPLE SET 1: GRAPHENE AND OXYGEN-CONTAINING AEROSOL 
GEL GRAPHENE FILMS WITH DIFFERENT THICKNESS  
The overall aim of studying these samples was to understand the optoelectronic properties and 
surface characteristics of the graphene materials. Specifically, the printed aerogel graphene ink was 
compared to standard graphene ink films, and the effects of the increasing number of layers were 
observed in this section.  

The primary goal was to measure the transient change in light transmission of the various graphene 
samples when exposed to light pulses with wavelengths ranging from 400 to 800 nm to follow the 
charge carriers’ dynamics near the bandgap. Charge carriers’ dynamics was investigated by varying 
the pump pulse energy, fluence (intensity), and probe pulse energy used in the measurements. X-ray 
photoelectron spectroscopy, electron microscopy and Raman spectroscopy were also employed to 
obtain complementary data about the graphene and aerosol gel graphene samples' surface 
composition and chemical bonding. 

Disclaimer 
The results presented in this section were published in J. Phys. Chem. C 2022, 126, 18, 7949–7955 
"Ultrafast Transient Absorption Spectroscopy of Inkjet-Printed Graphene and Aerosol Gel Graphene 
Films: Effect of Oxygen and Morphology on Carrier Relaxation Dynamics" by A. J. Auty, N. 
Mansouriboroujeni, T. Nagaraja, D. Chekulaev, C. M. Sorensen, S. R. Das, N. Martsinovich, A. A. P. 
Chauvet.1  

4.1.1. Sample Description   

4.1.1.1. Preparation of the Graphene and Oxygen-Containing Aerosol Gel 
Graphene Films 
All the graphene-based material films analysed in this chapter were prepared by the team of Prof. 
Suprem Das at the Department of Industrial and Manufacturing Systems Engineering at Kansas State 
University.2 Two types of inks, graphene ink (G) and aerosol gel graphene (AG) ink, were synthesized 
by the group of S. Das, Kansas State University, using a high-shear force process.3 

For the graphene ink, commercially available graphene powder from Millipore Sigma was used as the 
starting material. In the case of AG ink, the precursor material was generated through a gas-phase co-
detonation process involving hydrocarbons and oxygen. The large-scale production of graphene 
aerosol gel was achieved via a controlled detonation method using acetylene (C2H2) and oxygen (O2) 
in a multiliter chamber.3,4  

The graphene aerosol gel samples (in powder form) consisted of pristine graphene nanosheet 
aggregates loosely bound together to form a macroscopic gel. To prepare the aerosol gel ink, the 
graphene aerosol gel powder (250 mg) was dispersed in 50 mL of ethanol and mixed with 1 w/v% ethyl 
cellulose (EC, Sigma-Aldrich, 4 cP grade measured in 80:20 toluene: ethanol at 5 wt %, 48% ethoxy) as 
an emulsifier. The suspension was filtered through a 5-μm glass fibre syringe filter to remove larger 
particles. To flocculate the suspension, NaCl aqueous solution (0.04 g/mL in deionized water) was 
added, followed by vacuum filtration using a 0.45-μm nylon filter. A high-shear force was applied for 
30 minutes using an ultrasonic probe (500 W, 20 kHz, Q500 sonicate, USA), kept within an ice bath. 
The obtained graphene aerosol gel/ethyl cellulose paste was dried on a hot plate at 70 °C for several 
hours. The graphene aerosol gel ink was prepared finally by suspending the graphene aerosol gel/ethyl 
cellulose powder homogeneously in cyclohexanone and terpineol (volume ratio of 85:15) through 
bath sonication at a concentration of 70 mg/mL.4 

For the graphene-ethyl cellulose ink, a rigorous 3-hour mixing process was followed, producing an ink 
with a composition of 50% weight fraction of ethyl cellulose at a concentration of 5 mg/mL in an 
organic solvent. Similarly, the aerosol-ethyl cellulose ink was prepared following the same protocol, 
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with a 3-hour mixing time and a 50% weight fraction of ethyl cellulose. A key difference between the 
inks was the oxygen-to-carbon (O/C) ratio of 0.5 in the precursor materials of the aerosol gel ink.4 

Following synthesis, both inks underwent a heat treatment known as annealing. The annealing 
conditions, including temperature and time, were not explicitly provided in the received data. If this 
information was withheld due to intellectual property restrictions, it must be noted that related 
samples in the literature from the same group were treated comparably, typically involving drying at 
70 °C for several hours.3,4 

The inks were inkjet-printed onto quartz substrate films in square-shaped printed patterns (0.5 cm × 
0.5 cm). Each ink type was used to create three samples with varying thicknesses, achieved by 
controlling the number of printing passes. The samples were labelled as G I, G II, and G III for graphene 
and AG I, AG II, and AG III for aerosol gel/aerogel, respectively. The numbering system corresponds to 
the number of printing passes, with higher numbers indicating increased film thickness from one to 
three printed layers. The printed samples on quartz substrates were sent for analysis to Sheffield from 
Kansas State University.1,2 

4.1.2. Characterisation Methods 

4.1.2.3. X-ray photoelectron spectroscopy (XPS)   
The XPS experiments were conducted at the Sheffield Surface Analysis Centre.5 The sample analysed 
was G III, consisting of three layers of pristine graphene flakes printed on quartz crystals. The decision 
to analyse only G III was based on its thickness, which minimises substrate interference, and the 
assumption of consistent composition among the graphene layers GI, GII, and GIII. The analysis areas 
were chosen based on the homogeneity of the graphene film. The expected elements to be identified 
were carbon (C), the primary element of graphene, silicon (Si) from the underlying quartz crystal (SiO2), 
and oxygen (O) potentially present in the sample and originating from the substrate, contamination 
or surface oxides. Data collection involved a survey scan, high-resolution C 1s peak analysis, high-
resolution O 1s peak analysis, and a high-resolution Si 1s peak analysis for completeness.  

4.1.2.4. Scanning Electron Microscopy (SEM) 
Scanning electron microscope imaging was performed at Kansas State University to examine printed 
graphene and graphene aerosol gel films. The microscope was a KU 8230, and the accelerating voltage 
was 5.0 kV.6 

4.1.2.1. Steady State Spectroscopy (UV-Vis)  
Steady-state UV-visible absorption measurements were taken using an Agilent Cary 60 UV–vis 
spectrometer.7 

4.1.2.2. Ultrafast Transient Absorption (TA) Spectroscopy (Pump-Probe Spectroscopy) 
The experiments were conducted at the Lord Porter Ultrafast Laser Laboratory (ULS) using a Helios 
system (HE-VIS-NIR-3200) from Ultrafast Systems for spectroscopy in the ultraviolet-visible region.8 

A Ti:sapphire regenerative amplifier (Spitfire Ace PA-40) provided the foundation of the laser source. 
It generated 800 nm pulses with a duration of 40 femtoseconds (fs) at a repetition rate of 10 kHz and 
an energy of 1.2 microjoules (μJ).  The 400 nm pump pulses were obtained by frequency doubling the 
amplifier's fundamental output via a BBO crystal. These pulses had a repetition rate of 2.5 kHz and an 
energy of 0.2 μJ. The pump pulse was focused onto the sample film, creating a beam diameter of 
about 275 micrometres (μm). For the fluency-dependent experiments, the energy of the pump ranged 
from 0.02 to ~0.3 μJ.  A white light probe continuum spanning 440-710 nm was generated using a 
crystal and a portion of the amplifier's fundamental pulse; for short-term experiments, a CaF2 crystal 
was employed, while a sapphire crystal was utilised for long-term measurements. Although both 
crystals are capable of conducting thermal analysis experiments for both short and long durations, 
they emit slightly different spectra of white light. A CMOS camera measured the intensity of the probe 
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light transmitted through the sample with a resolution of 1.5 nm. Before generating the white light, 
the 800 nm pulses were directed through a computer-controlled optical delay line (DDS300, Thorlabs). 
The instrument response function was estimated to be around 100 fs based on the transient signal 
from the quartz substrate. 

Data Analysis 
All steady-state and time-resolved data were processed using OriginPro software. OriginPro 2019 and 
OriginPro 2023b were utilised for the data analysis.9 The pump-probe data were pre-processed using 
Surface Xplorer Version 4.210 provided by Ultrafast Systems. Kinetic traces from the pump-probe data 
were fitted in OriginPro using a combination of decaying exponential functions and a Gaussian 
function. The Gaussian function accounted for the instrument response's influence on the rise time of 
the transient signal. The kinetic fitting function is given in the appendix. 

4.1.2.5. Atomic force microscopy (AFM) 
AFM was employed to acquire high-resolution images and measure the height profiles of the G III 
sample surface. The Bruker Multimode 5 AFM operated in soft tapping mode, utilising Bruker OTESPA-
R3 cantilevers for data collection.11 Gwyddion12 software was then used to process the obtained data. 

4.1.3. Results 

4.1.3.1. XPS 
XPS was used to characterise the composition of the samples. In Figure 4.1, the left side shows the 
total XPS survey of the G III film, providing a broad spectrum of all elements present in the sample. On 
the right side, a high-resolution XPS spectrum focuses on the carbon (C 1s) peak, where the fitting 
distinguishes between different carbon bonding configurations. The high carbon content indicates the 
presence of carbon-to-carbon single and double bonds, characteristic of graphene, with binding 
energies around 285 eV. Additionally, a weaker oxygen (O 1s) peak suggests the presence of oxygen 
atoms on the surface of the graphene film. This presence of oxygen may also be attributed to surface 
contamination, potentially due to environmental exposure. It is also possible that the oxygen 
originates from the SiO2 substrate, as the graphene film is printed on quartz. 

The XPS spectra of all graphene samples showed remarkably similar carbon fittings, indicating a 
consistent composition across the samples. Therefore, only the XPS of the thickest sample is shown 
here. In section 4.2, the XPS of G films and AG films are compared. 

 

Figure 4.1. XPS Characterisation of G III, Survey Spectrum (left) and C 1s Peak Fitting (right), note: ‘Data ‘refers to the 
overall extracted raw data. 

G III

(b)(a)



114 
 

4.1.3.2. SEM 
Figure 4.2 displays Scanning Electron Microscopy images of the graphene and aerogel graphene inks. 
The SEM image of the graphene film shows a predominantly smooth and uniform surface, indicating 
a quasi-continuous and two-dimensional (2D) structure. This smooth morphology is a characteristic of 
pristine graphene films, where individual graphene flakes merge to form a large, uninterrupted 
structure. 

In contrast, the aerogel graphene (AG) film exhibits a notably different morphology. The SEM image 
reveals the presence of numerous smaller, three-dimensional particles. These particles appear packed, 
indicating a more heterogeneous structure than the graphene film. The introduction of oxygen during 
the production of the aerogel graphene ink may disrupt the stacking and alignment of individual 
graphene flakes, resulting in a more folded or crumpled structure. It can be concluded that the 
presence of oxygen causes the formation of smaller flakes and particles in the ink. 

 

Figure 4.2. SEM Images of G I and AG I Films (X35.0k, 5.0kV) 

4.1.3.3. UV-VIS Steady State 
This study examined the optical transmission properties of graphene and aerogel graphene films 
prepared through inkjet printing. The influence of film thickness on transmission spectra was analysed 
for samples prepared using 1, 2, and 3 printing passes, as shown in Figure 4.3. Both graphene and AG 
films exhibit broad light absorption across the 200-800 nm spectral range. Graphene films display a 
distinct minimum in their transmission spectra at approximately 267 nm. This minimum is attributed 
to the recognised π → π* electronic transition within the graphene lattice, as documented by previous 
literature. 13  AG films also exhibit broad absorption within the same spectral region. However, 
compared to graphene, the minimum in the AG film transmission spectra is broadened and exhibits a 
blue shift, with the peak position located around 247 nm. This blue shift is consistent with observations 
reported for graphene oxide compared to reduced graphene oxide, suggesting the presence of oxygen 
functional groups in the AG films.14 The broadening of the absorption peak in AG films may be due to 
a combination of factors. One possible factor is the presence of oxygen functionalities, which is 
indicated by the blue shift. Another contributing factor may be the unique 3D structure of AG films, 
which is different from the flatter and more planar structure of graphene.  

Graphene Aerogel Graphene
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Figure 4.3. The UV-Vis Transmission Spectra of Graphene (left) and Aerogel (right) I, II and III on Quartz, in the Range 200 
- 800 nm. The spectrum of the quartz substrate only is also shown (black and purple), at room temperature. 

Prior research suggests that a single graphene layer absorbs approximately 2.3% of incident white 
light.15 Table 4.1 also presents the estimated number of graphene and AG layers within the printed 
films. Table 4.1 demonstrates a positive correlation between the estimated number of printing passes 
and film thickness. As the table shows, this translates to a decreasing trend in overall light transmission 
as film thickness increases. This observation aligns perfectly with the expected behaviour for 
increasingly dense materials. As the film thickness increases, a more significant portion of the incident 
light is absorbed due to the increased material volume. 

It is important to acknowledge that the number of layers is estimated based on absorption data, which 
itself is influenced by film thickness. However, the observed positive correlation between printing 
passes and the estimated number of layers is consistent with the observation of decreasing light 
transmission with thicker films. This finding reinforces the notion that increasing the number of 
printing passes leads to greater film thickness and, consequently, a higher degree of light absorption. 

Table 4.1 Optical Properties of Graphene and AG Films 

Sample λmax %T (λmax) %T (800 nm) 
Number of estimated 

graphene layers 

G I 267 54 84.4 7 
G II 265 37 75.6 12 
G III 264 31 71.6 14 
AG I 256 60 85.9 7 
AG II 247 28 62.6 20 
GA III 244 9.3 52.4 28 

 

4.1.3.4. Transient Absorption Spectroscopy  
Transient absorption spectroscopy investigated the ultrafast dynamics of photoexcited states in 
graphene (G) and (AG) films. Exciting the samples with a 400nm laser generated a high density of 
charge-separated states, allowing for a detailed study of their electronic properties. 
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The heatmaps in Figure 4.4 illustrate the changes in transmission for G and AG films following 400nm 
excitation. The x-axis represents the wavelength of light, while the y-axis represents the time delay 
after excitation. The colour scale indicates the magnitude and sign of the transmission change. Positive 
values indicate increased transmission, suggesting that electrons have transitioned to higher energy 
states and are less likely to absorb light at specific wavelengths. Conversely, negative values indicate 
a decrease in transmission, possibly due to the formation of transient species or excited states that 
absorb light. 

The results indicate a general increase in transmission (positive ΔT/T) for both G and AG samples 
across most of the measured spectrum. This is likely attributed to the laser pulse exciting electrons in 
the materials to higher energy states, making them less likely to transmit light at specific wavelengths. 
Additionally, all G and AG samples exhibit some recovery in transmission over time. 

 

 

Figure 4.4. Change in Transmission (ΔT/T) of all G (top row) and all AG (bottom row) Samples, Following Excitation at 400 
nm, in the Spectral Range 440–680 nm, from −100 to 750 fs. 

Graphene I, II and III 
In Figure 4.5, the ΔT/T spectra for three samples of graphene, labelled G I, II, and III, are presented. 
These spectra were obtained following excitation at a wavelength of 400 nm and are accompanied by 
kinetic traces illustrating the change in normalised transmittance over time, measured in 
femtoseconds, for various probe wavelengths. Additionally, the extracted lifetimes for these 
measurements are provided in Table 4.2.  

Upon excitation at 400 nm, all three graphene samples exhibited a positive ΔT/T signal within the 430-
680 nm spectral range. This signal reached a peak at approximately 40 femtoseconds (fs) and 
subsequently decayed monoexponentially throughout the entire spectral range, resulting in a 
negative ΔT/T signal. Due to the instrument's temporal resolution of approximately 150 fs, the initial 
peak's exact timing is unreliable. However, the rapid rise suggests a fast-occurring process upon 
excitation. The negative ΔT/T signal remained relatively constant over the time span shown (-22 to 
800 fs), indicating minimal fluctuation in its intensity. The lifetime of the negative signal was observed 
to be dependent on probe wavelength. Signals with longer probe wavelengths (lower energy) decayed 
slower than those with shorter wavelengths. The extracted lifetimes ranged from approximately 39 fs 
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to 136 fs for probe wavelengths between 475 nm and 650 nm, consistent with carrier-carrier 
scattering in graphene, as reported in recent literature.16  

 

Figure 4.5. (top) Transient Change in Transmission of One, Two and Three-Pass Printed Graphene on Quartz, Following 
Excitation at 400 nm, from 40 fs to 1200 fs (data cropped to ~800fs), at Room Temperature, (bottom) Kinetic Analysis of 

All Graphene Samples. 

The overall charge dynamics in the three graphene samples were similar, suggesting that sample 
thickness has a minimal influence. However, the initial positive signal was slightly stronger in thicker 
graphene samples (II and III), potentially indicating a correlation between thickness and the excitation 
process. The observed phenomena suggest that the initial positive signal is likely due to the rapid 
excitation of electrons in the graphene lattice, followed by a carrier-carrier scattering relaxation 
process. The dependence of the initial positive signal and lifetimes on probe wavelength highlights the 
importance of energy-dependent processes in graphene's ultrafast dynamics. While sample thickness 
has a limited influence on the overall charge dynamics, the slightly stronger initial positive signal in 
thicker samples warrants further investigation to understand the underlying mechanisms. 

Table 4.2 Lifetimes of Graphene samples (from 40 fs to 1200 fs) 

Sample G I G II G III 

Wavelength λ 
(nm) 

Decay 
Lifetime τ (fs) 

± τ error 
Decay 

Lifetime τ (fs) 
± τ error 

Decay 
Lifetime τ (fs) 

± τ error 

475 39 ±1 53 ±5 56 ±4 

500 66 ±5 83 ±5 74 ±3 

525 95 ±7 93 ±4 96 ±3 

550 108 ±3 118 ±3 113 ±3 

575 115 ±3 120 ±3 123 ±2 

600 120 ±4 125 ±4 126 ±3 

625 128 ±3 133 ±2 130 ±3 

650 134 ±6 135 ±3 136 ±6 

 

Figure 4.6 focuses on the decay kinetics of the transient change in transmission (ΔT/T) for G I after 
excitation with a 400 nm laser pulse. The graph illustrates a clear relationship between the decay rate 
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and the probe wavelength. It shows that shorter probe wavelengths, which have higher maximum 
ΔT/T values, exhibit faster decay, while longer wavelengths, with lower maximum ΔT/T values, decay 
more slowly. This behaviour is consistent with findings in related studies where shorter wavelengths 
promote more rapid carrier relaxation through electron-electron scattering due to their higher energy. 
In contrast, longer wavelengths result in slower decay, likely due to a dominance of phonon-related 
processes that govern relaxation dynamics at lower energies. This suggests that relaxation rates in 
graphene are energy dependent: with higher-energy states relaxing faster through electronic 
interactions, and lower-energy states being more prone to relaxation via phonon coupling. The probe 
itself only measures the relaxation dynamics, without inducing any noticeable relaxation processes. 

 

Figure 4.6. Transient Change in Transmission Kinetics of One-Pass Printed Graphene on Quartz, Following Excitation at 
400 nm.  

The optoelectronic response of graphene upon excitation with 400 nm light 
Following exposure to 400 nm light, the graphene lattice creates an out-of-equilibrium distribution of 
photogenerated carriers, specifically electrons (e⁻) and holes (h⁺). This excitation results in 
photogenerated electrons positioned above the Dirac point and holes below it, separated by the 
absorbed energy of the excitation photon (E = hc/λ_pump).17 This effect, consistently observed across 
all graphene samples tested, leads to a positive change in transmission (ΔT/T) throughout the spectral 
range, indicating enhanced transparency of the graphene when exposed to 400 nm light. 

Immediately after excitation, bleaching occurs at probe photon energies lower than the pump photon, 
a phenomenon observed in the literature in similar graphene samples.18 This effect aligns with reports 
of bleaching in both non-degenerate and degenerate pump-probe experiments, where probe light at 
lower energies than the pump shows reduced absorption. These observations suggest that the 
photogenerated carriers contribute to this bleaching effect, with carrier relaxation dynamics being 
influenced by the energy and symmetry of the excited states relative to the Dirac point.14,18,19,20 

The consistent placement of electrons and holes relative to the Dirac point implies a symmetrical 
distribution of excited states. However, studies on similar systems suggest that the exact energy levels 
of these states would depend on factors like the photon energy and the intrinsic properties of the 
graphene.17 

The transient ΔT/T signal decays with lifetimes ranging from approximately 40 fs to 140 fs, which are 
attributed to the cooling of carriers via interactions between the excited carriers and optical phonons 
within the graphene lattice. These time constants align with those reported for graphene films on 
quartz substrates, supporting that carrier-phonon interactions play a central role in this decay process. 
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A comparison of decay lifetimes across different probe wavelengths reveals an important distinction. 
In the 2009 study by Dawlaty et al.,20 a linear correlation between decay lifetime and probe 
wavelength was observed across 450 nm to 600 nm. However, the current study has identified a 
significant deviation from linearity for probe wavelengths below 500 nm. This deviation could be 
attributed to the different pump wavelengths used in the experiments, 400 nm in the present study 
compared to 350 nm in the previously published research. The difference in excitation energy likely 
influences the relaxation pathways of the excited carriers, leading to the observed variation in decay 
behaviour for shorter probe wavelengths.20 

When the probe wavelength approached the pump wavelength, larger coherent artefact signals arose 
due to the quartz substrate. These artefacts complicated the fitting of kinetic data, potentially leading 
to less reliable extracted lifetimes. This is evident from the increased error associated with the 
lifetimes measured in this study. 

The literature has previously documented the emergence of a negative ΔT/T signal during later stages 
of excitation.20 This behaviour has been linked to two potential factors, which include the doping levels 
and thermal effects. The presence of dopants within the graphene layers can influence its electronic 
properties and contribute to the observed negative ΔT/T signal. Additionally, the excitation process 
can induce thermal heating of the graphene, potentially altering its band gap and affecting light 
transmission. Previous studies have reported time constants for the decay of the negative ΔT/T signal 
of up to 60 ps.21  However, in the current study, attempts to acquire reliable decay data for the 
negative ΔT/T signal were disadvantaged by increased noise levels during the experiments. To 
overcome this limitation and thoroughly explore longer-term dynamics, further experiments with an 
improved signal-to-noise (S/N) ratio with an extended time window were carried out.  

Extended Time Window 

 

Figure 4.7. Kinetics Traces at 475 nm (black), 525 nm (red) and 575 nm (blue) for Graphene I, II and III Following 
Excitation at 400 nm. The solid traces overlaid are analytic fits using a sum of three exponential decays convolved with a 

Gaussian function.  

The initial investigations using shorter time windows suggested a monoexponential decay for the 
remaining negative ΔT/T signal. However, further investigations employing extended time windows 
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revealed more complex decay characteristics for the remaining negative signal as shown in Figure 4.7. 
These graphs demonstrate that the negative signal, in fact, exhibits triexponential decay behaviour. 

As shown in Figure 4.7, kinetic traces were measured at 475 nm, 525 nm, and 575 nm for G I, G II, and 
G III. Analytical fits were then applied to these traces to capture the observed behaviour. Table 4.3 
summarises the extracted lifetimes (τ1, τ2, and τ3) and their associated errors for each sample at the 
three wavelengths; the corresponding lifetimes are also depicted in Figure 4.8. 

 

 

Figure 4.8. Plots of the Lifetimes of the ‘Fast’ and ‘Slow’ Decays of Graphene I, II and III Against Probe Photon 
Wavelength. Associated errors are shown as error bars.  

 

The ultrafast component (τ1) has lifetimes ranging from approximately 0.06 to 0.1 ps as shown in 
Table 4.3. Given the extremely short duration of this component, its precise determination might be 
constrained by the resolution of the experimental instruments. This ultrafast timescale is consistent 
with mechanisms such as electron-phonon coupling, where electrons interact with lattice vibrations 
in the material. This coupling could facilitate the rapid dissipation of energy immediately after 
excitation. Additionally, this ultrafast component may be associated with the swift relaxation of hot 
carriers following excitation by 400 nm light. Upon light absorption, electrons in the graphene are 
promoted to higher energy states. The observed ultrafast decay could reflect these hot carriers' initial 
scattering or relaxation as they interact with phonons, leading to a rapid redistribution of energy 
within the graphene lattice.22 
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Table 4.3 Lifetimes extracted from triexponential fits of ΔT/T Spectra at 475 nm, 525 nm, and 575 nm for graphene 
samples. 

 fitting at 475 nm 
sample τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error 

G I 0.061 0.004 2.406 0.330 61.573 11.134 
G II 0.053 0.005 2.869 0.397 50.466 9.459 
G III 0.079 0.003 2.739 0.321 54.904 7.726 
       

 fitting at 525 nm 
 τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error 

G I 0.102 0.002 4.355 0.622 73.627 18.262 
G II 0.106 0.004 4.160 1.059 36.326 17.715 
G III 0.100 0.002 5.289 0.888 60.953 21.803 
       
 fitting at 575 nm 
 τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error 

G I 0.122 0.004 6.299 1.669 15.576 4.553 
G II 0.126 0.003 3.596 1.352 31.736 8.868 
G III 0.123 0.002 6.440 1.562 40.565 19.368 

 

The fast component (τ₂) exhibits a dependence on probe photon wavelength similar to the trend seen 
in the decay of the initial positive ΔT/T signal. As detailed in Table 4.3, a consistent increase in τ₂ 
lifetimes was observed for all three graphene samples as the probe wavelength increased from 475 
nm to 575 nm. The extracted lifetimes ranged from 2.4 to 6.4 ps, with graphene sample G I showing 
the longest lifetimes at each wavelength. One possible explanation for this behaviour is intraband 
relaxation, where excited electrons relax within the same energy band. The wavelength dependence 
of τ₂ could be related to the specific energy transitions probed by the incident light. Another possible 
mechanism is carrier trapping and de-trapping, where electrons are temporarily trapped in localised 
states and released. However, it's important to note that the error margins suggest that the lifetimes 
for each wavelength might be statistically equivalent. Trapping typically results in longer-lived states 
than those observed here, making this a less likely explanation for the τ₂ lifetimes. In comparison, 
longer-lived trap states have been observed in graphene oxide (GO). Kaniyankandy et al. reported 
multiexponential decay dynamics in GO with lifetimes ranging from 0.8 ps to over 400 ps, primarily 
due to electron trapping in oxygen-related defects. This suggests that while fast relaxation processes 
may influence τ₂ lifetimes here, trapping effects could still play a role, especially at longer timescales, 
similar to those observed in graphene oxide studies.23 

As indicated in Table 4.3, the slow component (τ3) did not show a clear correlation with the probe 
photon wavelength, as shown in Figure 4.8. Each component's contribution to the overall decay profile 
is likely to vary depending on the specific wavelength and sample. However, the data still suggest the 
presence of a dominant fast component. The slow component, with lifetimes ranging from 36 to 74 
ps, appears to be independent of the probe wavelength, indicating a relaxation process that is not 
directly linked to the electronic band structure but most likely related to the material’s structure, such 
as defects. Since pure graphene is not expected to exhibit resistance or trapped states, these longer 
lifetimes may arise from imperfections or oxygen-related trap states in the material. 

The extended time window analysis shows a more intricate decay pattern for the negative ΔT/T signal 
compared to the original findings. The presence of three distinct decay components with varying 
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dependence on the probe photon wavelength suggests a complex relaxation process within the 
graphene samples.  

Power Dependence Study  
This study investigated the behaviour of kinetic traces under varying excitation powers. The analysis 
showed a consistent increase in both ultrafast (sub-200 fs) and fast recovery (τ2) lifetimes across all 
samples (G I, G II, G III) as the excitation power rose from 0.1 mW to 1.8 mW. However, the trend for 
the longest lifetime was not as clear. 

Fitting the early-time dynamics, particularly around the turning point, for samples G I and G II became 
more challenging at higher powers (1.4 mW and 1.8 mW). A triexponential function was insufficient 
for accurately modelling the data at these power levels. The coherent artefact significantly impacted 
the instrument response function (IRF) for sample G I, especially at shorter wavelengths and higher 
powers. Masking data points at early times was necessary to minimise this impact on fitting. Analysis 
of errors and residuals indicated that wavelengths 540 nm and 560 nm provided the most reliable data 
for G I (Figure 4.9, left) and G II (Figure 4.9, right) when studying sub-200 fs and fast recovery lifetimes. 
The lifetimes of GI and GII are given in Table 4.4 and Table 4.5, respectively.  

Despite encountering challenges in fitting at high powers, the tail fits of the data provided reasonable 
estimates of the recovery dynamics' lifetimes, indicating that the observed trends are reliable. Further 
investigation using methods that enable global fitting analysis or deconvolution techniques will be 
essential to enhance the modelling of the intricate kinetic traces observed at high powers (1.4 mW 
and 1.8 mW) for all samples. 

 

 

Figure 4.9. (left) Power Dependence Kinetic Fitting at 540 nm for the G I Sample, and (right) Power Dependence Kinetic 
Fitting at 560 nm for the G II Sample. 

Table 4.4 Tabulated data for the power dependence kinetic fitting at 540 nm for G I 

Power  GI fitting at 540 nm     

(μJ) (mW) τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error 
0.02 0.1 0.056 0.009 1.102 0.270 68.619 21.849 
0.1 0.5 0.063 0.004 2.751 0.302 53.051 12.291 

0.18 0.9 0.080 0.003 3.446 0.606 36.697 13.251 
0.28 1.4 0.101 0.003 6.953 1.963 99.226 47.212 
0.36 1.8 0.121 0.004 7.449 5.182 69.248 44.835 
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Table 4.5 Tabulated data for the power dependence kinetic fitting at 560 nm for G II sample. 

Power  GII fitting at 560 nm     

(μJ) (mW) τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error 
0.02 0.1 0.064 0.006 2.662 0.272 n/a n/a 
0.1 0.5 0.085 0.010 2.569 0.281 186.685 221.501 

0.18 0.9 0.061 0.004 3.571 0.350 63.693 14.907 
0.28 1.4 0.078 0.004 4.228 1.230 59.899 27.286 
0.36 1.8 0.070 0.001 6.209 1.726 80.370 23.520 

 

Figure 4.10 illustrates the decay of the transient change in transmission (ΔT/T) for G III film sample at 
different probe wavelengths and laser powers. The decay curves are analysed using multiple 
exponential functions, specifically a sum of three or four exponentials, to determine the decay time 
constants (τ(ps)) as shown in Table 4.6. 

 

Figure 4.10. Power-Dependent Lifetime Analysis of Graphene III Film at Different Wavelengths 

Observations from the data in Table 4.6 reveal distinct patterns in the decay time constants (τ1, τ2, τ3, 
and τ4) for graphene under varied laser powers and probe wavelengths. Regardless of laser power, τ2 
tends to rise with increasing probe wavelength, implying a delayed relaxation process in graphene for 
lower-energy probe light. This implies that lower energy photons may infiltrate deeper into the 
electronic band structure, resulting in more prolonged relaxation pathways. 
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Table 4.6 Tabulated data of the impact of excitation power on relaxation processes in Graphene III Film 

G III 
 0.1mW (0.02 μJ ) 

wavelength 
(nm) 

τ1 (ps) err τ2 (ps) err τ3 (ps) err τ4 (ps) err 

525 0.043 0.013 1.090 0.338 64.976 24.485 0.000  
550 0.051 0.007 1.885 0.279 41.691 15.437 0.000  
575 0.048 0.005 0.973 0.189 7.391 1.359 0.000  

         
 0.5 nmW (0.10 μJ) 

wavelength 
(nm) 

τ1 (ps) err τ2 (ps) err τ3 (ps) err τ4 (ps) err 

500 0.107 0.009 1.897 0.488 30.020 11.951 n/a  
525 0.099 0.005 2.185 0.468 30.495 10.16 n/a  
550 0.100 0.002 2.089 0.369 16.511 3.457 n/a  
575 0.103 0.002 2.615 0.264 24.817 4.375 n/a  

         
 0.9 mW (0.18 μJ) 

wavelength 
(nm) 

τ1 (ps) err τ2 (ps) err τ3 (ps) err τ4 (ps) err 

500 0.081 0.006 3.337 1.044 61.209 24.306 n/a  
525 0.105 0.004 5.219 1.457 83.965 57.609 n/a  
550 0.114 0.003 6.093 1.758 66.202 42.081 n/a  
575 0.081 0.006 3.337 1.044 61.209 24.306 n/a  

         
 1.4 mW (0.28 μJ) 

wavelength 
(nm) 

τ1 (ps) err τ2 (ps) err τ3 (ps) err τ4 (ps) err 

500 0.097 0.009 8.745 4.241 233.585 786.870 n/a  
525 0.101 0.008 0.767 0.751 5.688 3.603 77.640 59.708 

550 0.125 0.003 2.282 54.936 2.204 39.941 45.672 12.710 

575 0.131 0.005 1.456 2.049 41.946 28.707 3.683 5.717 
         

 1.8 mW (0.38 μJ) 
wavelength 

(nm) 
τ1 (ps) err τ2 (ps) err τ3 (ps) err τ4 (ps) err 

500 0.085 0.008 0.366 0.216 5.042 2.625 63.698 23.77 

525 0.131 0.005 1.627 2.976 3.966 6.916 66.106 43.5 

550 0.138 0.004 1.734 4.471 2.431 7.077 52.310 22.715 

575 0.137 0.003 0.889 0.255 4.111 2.414 47.799 16.889 

 

The impact of laser power on decay times demonstrates diverse patterns depending on the 
wavelength. At shorter wavelengths, particularly around 500 nm and 525 nm, decay times such as τ1 
generally increase with increasing laser power, indicating faster relaxation. For example, at 525 nm, 
τ1 increases from 0.043 ps at 0.1 mW to 0.099 ps at 0.5 mW and then stabilises around 0.105-0.131 
ps as power increases further. However, the trend is less consistent at longer wavelengths such as 625 
nm and 675 nm. At these longer wavelengths, decay times either remain constant or exhibit a slight 
increase with laser power. 

It is likely that higher laser power results in the excitation of a greater number of electrons in graphene. 
The decay time constants reflect these excited states' relaxation pathways. The multiple exponential 
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fits suggest the presence of multiple relaxation processes in graphene. The relative contributions of 
these processes may vary depending on the probe wavelength and laser power. The relaxation 
mechanisms in graphene could inherently rely on the probe photon energy, which is related to the 
wavelength. Lower energy photons might have the ability to probe deeper into the electronic band 
structure, resulting in slower relaxation.  

The power dependence studies of τ1 for all three graphene samples are illustrated in Figure 4.11. A 
reasonable trend for all the samples, as discussed before, indicates that as wavelength increases, the 
lifetime also increases. The power dependence study for G I exhibits a steeper slope compared to the 
other two graphs, suggesting that the lifetime is more sensitive to changes in power in this study. G II 
and G III also show positive trends. Still, their slopes are shallower compared to G I. This suggests that 
the lifetimes in G II and G III increase with power but at a slower rate than G I. The large error bars for 
G III indicate that the data points in that plot might be less reliable.  

 

Figure 4.11. Lifetime vs Beam Power (Fluence) Plots of GI, GII, GIII. 

Aerogel Graphene (AG) I, II and III 
Aerogel graphene (AG) samples with different thicknesses (AG I, II and III) were subjected to the same 
analysis. The measurements were conducted at room temperature. In Figure 4.12, the top panel 
illustrates the transient change in transmittance (ΔT/T) over time following a 400 nm light pulse. This 
time evolution occurs within a remarkably short timeframe, ranging from 20-40 femtoseconds (fs) to 
a slightly longer window of 1080-1200 fs. However, due to technical limitations, it is not possible to 
reliably monitor processes that occur under 100 fs. To obtain a deeper understanding of the observed 
dynamics, the bottom panel of Figure 4.12, presents a kinetic analysis for all AG samples. 
Complementing the information in Figure 4.12, Table 4.7 provides the decay lifetimes extracted from 
the transient transmission measurements. The table focuses on three specific AG samples and 
analyses their behaviour at different wavelengths of light. The decay lifetime τ₂ was consistently found 
to be non-decaying (∞) for all samples and wavelengths investigated. 

Table 4.7 Lifetimes of initial AG experiments from 20-40 fs to 1080-1200 fs  

Sample AG I AG II AG III 

Wavelength 
λ (nm) 

Decay 
Lifetimes 

τ1 (fs) errors 

Decay 
Lifetimes 

τ2 (fs) 

Decay 
Lifetimes 

τ (fs) errors 

Decay 
Lifetimes 

τ2 (fs) 

Decay 
Lifetimes 

τ (fs) errors 

Decay 
Lifetimes 

τ2 (fs) 

475 58 ±5 ∞ 89 ±2 ∞ 88 ±3 ∞ 

525 87 ±4 ∞ 113 ±2 ∞ 110 ±3 ∞ 

575 99 ±6 ∞ 135 ±2 ∞ 121 ±2 ∞ 

625 94 ±3 ∞ 147 ±3 ∞ 124 ±2 ∞ 

 

Note: 'Infinite' indicates non-decaying within the experimental time window 
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Figure 4.12. (top) Transient Change in Transmission of One-Pass Printed Aerogel Graphene on Quartz, Following 
Excitation at 400 nm, from 20-40 fs to 1080-1200 fs, at Room Temperature, (bottom) Kinetic Analysis of all AG Samples. 

All AG samples displayed a positive ΔT/T signal across the measured spectral range (430 nm to 680 
nm) upon excitation with a 400 nm light pulse. This initial transmittance increase likely originates from 
the excitation of electrons within the AG. The observed positive ΔT/T signal decayed bi-exponentially 
across the entire spectral range, indicating two main processes governing the relaxation of excited 
electrons back to their ground state. The decay lifetimes of the ΔT/T signal varied with the probe 
wavelength, with longer wavelengths resulting in a slower decay rate compared to shorter ones. Table 
4.7 provides the two decay lifetimes (τ₁ and τ₂) for each sample-wavelength combination, offering a 
more detailed description of the relaxation dynamics for the short time window of these experiments. 
The initial increase in transmittance (ΔT/T) and the fast decay process (τ₁) likely reflect carrier–carrier 
scattering and electron-phonon scattering, where the excited electron loses energy by interacting with 
the vibrations of the graphene lattice.17,20 This process may be faster at shorter wavelengths because 
higher energy electrons typically scatter more readily. The three-dimensional structure of the aerogel 
graphene may introduce a more intricate pathway for electron relaxation compared to flatter two-
dimensional graphene films, potentially contributing to the observed bi-exponential decay. 
Additionally, the presence of small amounts of oxygen within the AG can introduce defect states that 
serve as traps for excited electrons. The second, non-decaying component (τ₂=∞) could be attributed 
to electrons getting trapped in defect states introduced by oxygen within the AG. These traps can 
create deep energy levels, potentially leading to a much slower relaxation process that might not be 
captured within the timeframe of this experiment. 

Longer Time Window Experiments 
Building upon the investigations presented in Figure 4.12, Figure 4.13 explores the photoexcitation 
dynamics of aerogel graphene samples at a longer time window of 400 ps, to investigate the non-
decaying component further. The excitation source remains a 400 nm light pulse, and the analysis 
focuses on a wavelength range of 500 nm to 600 nm. 
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Figure 4.13. Kinetics Traces at Wavelengths Ranging from 500 nm to 600 nm for AG I, II and III Following Excitations at 
400 nm. The solid traces overlaid are analytic fits using a sum of three or four exponential decays convolved with a 

Gaussian function. 

Table 4.8 Extracted decay timescales from AG photoexcitation kinetics (λ = 500-600 nm, 400 ps) 

 AG I 
Wavelength λ 

(nm) τ1 (ps) errors τ2 (ps) errors τ3 (ps) errors τ4 (ps) 

520 0.016 0.010 0.164 0.016 0.002 4.814 ∞ 
560 0.125 0.004 0.621 0.199 8.242 16.148 ∞ 
600 0.138 0.003 0.919 0.339 11.591 15.892 ∞ 
 AG II 

Wavelength λ 
(nm) τ1 (ps) errors τ2 (ps) errors τ3 (ps) errors τ4 (ps) 

520 0.126 0.002 1.777 0.672 21.944 8.274 ∞ 
560 0.140 0.002 2.324 1.713 24.668 17.603 ∞ 
600 0.138 0.002 2.528 2.625 30.097 30.897 ∞ 
 AG III 

Wavelength λ 
(nm) τ1 (ps) errors τ2 (ps) errors τ3 (ps) errors τ4 (ps) 

520 0.132 0.003 1.700 0.931 29.712 13.199 ∞ 
560 0.127 0.002 0.753 0.138 36.259 11.626 ∞ 
600 0.143 0.001 1.215 0.257 34.995 11.474 ∞ 

 

The solid lines overlaid on Figure 4.13 depict analytic fits to the measured kinetics traces. These fits 
involve a combination of three or four exponential decays to capture the complex relaxation 
behaviour observed, indicating the contribution of multiple relaxation processes to the overall decay 
of the excited state population. The timescales associated with these pathways vary, with some 
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relaxation processes occurring on ultrafast timescales (tens of femtoseconds) and others on 
picosecond timescales. Carrier–phonon scattering, phonon–phonon scattering, electron-hole 
recombination, and potential trapping at defect states induced by the presence of oxygen could all 
contribute to the observed behaviour.24 Table 4.8 and Table 4.9 provide a summary of the extracted 
decay lifetimes (τ) for each AG sample and wavelength combination. Table 4.8 displays the initial fit 
results, while Table 4.9 demonstrates the refined fit for AG I due to the excessively large errors in the 
initial attempt. 

Table 4.9 Repeated and revised decay timescales for AG I photoexcitation kinetics (λ = 500-600 nm, 400 ps) 

AG I (fitted again) 
Wavelength λ (nm) τ1 (ps) errors τ2 (ps) errors τ3 (ps) 

520 0.108 0.011 0.511 0.011 ∞ 
560 0.129 0.006 0.786 0.006 ∞ 
600 0.136 0.003 0.632 0.131 ∞ 

 

As seen in Table 4.8 and Table 4.9, the decay lifetimes (τ) are derived from fitting the measured data 
with exponential decay functions. These lifetimes characterise the timescales for various relaxation 
processes occurring within the aerogel graphene samples. The analysis reveals a range of timescales, 
from ultrafast (fs) to picoseconds. The rapid decay (τ₁) is likely a result of carrier-phonon scattering, in 
which excited electrons dissipate energy through interactions with the vibrations of the graphene 
lattice, consistent with the findings in Huang et al.'s study.24 The slower decay components may be 
linked to processes such as phonon-phonon scattering, lattice vibration interactions, or electron-hole 
recombination. It is worth noting that all samples show a non-decaying component (τ₄), indicating a 
long-lasting population of excited electrons persisting beyond the 400 ps timeframe of the experiment, 
possibly due to electron trapping at defect states introduced by oxygen within the aerogel structure.  

Comparison of Graphene and Aerogel Samples 

Initial Lifetimes  

 

Figure 4.14. Comparing the Initial Decay Lifetimes of G vs AG After Photoexcitation Dynamics Across Wavelengths Taken 
from the Short Time Window Experiments. 

The decay lifetimes of excited states vary noticeably but non-systematically between AG and G 

samples at different wavelengths (Figure 4.14), suggesting distinct relaxation behaviours for excited 

electrons in these materials. The distinctive structural characteristics of aerogel and graphene can 

influence the relaxation pathways for excited electrons. The 3D porous-like structure of aerogel may 

lead to more intricate relaxation mechanisms compared to the flatter, layered structure of graphene. 

Furthermore, the presence of defects or dopants, such as oxygen groups, within the materials could 

create traps for excited electrons, potentially extending the lifetime of the excited state and impacting 
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the observed decay times. Overall, the pure graphene film samples show a stronger positive 

correlation between their initial decay lifetimes and the wavelengths, although the trend is also 

noticed for the AG films.  

Power dependence comparison of AG III and G III  
In Figure 4.15, Table 4.10 and Table 4.11, the power dependence of samples G III and AG III is 
compared. The study involved excitation at a 400 nm laser pulse with a wavelength of 550 nm. The 
data is presented as a plot of ∆T/T vs. time delay, where ∆T represents the change in transmission and 
T is the initial absorbance. G III at lower Ep was fitted using a bi-exponential function; at powers of 0.5 
mW and 0.9 mW, it was fitted predominantly using triexponential functions.  

 

Figure 4.15.  Power Dependence of Excited State Lifetimes in G III and AG III 

Table 4.10 Tabulated data for the power dependence kinetic fitting at 550 nm for G III sample. 

Pump energy 
(Ep) G III fitting at 550 nm 

(mW) τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error τ4 (ps) ± τ4 error 
0.2 0.047 0.007 2.67 0.264 n/a n/a   

0.5 0.1 0.002 2.089 0.369 16.511 3.457 n/a  
0.9 0.114 0.003 6.093 1.758 66.202 42.081 n/a  
1.4 0.125 0.003 2.204 39.936 2.282 54.928 45.672 12.709 
1.8 0.138 0.004 1.734 4.471 2.431 7.077 52.31 22.715 

 

Table 4.11 Tabulated data for the power dependence kinetic fitting at 550 nm for AG III sample. 

Pump 
energy (Ep) AG III fitting at 550 nm 

(mW) τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error τ4 (ps) ± τ4 error 
0.2 0.092 0.002 2.67 0.264 39.32 13.528 n/a  
0.5 0.117 0.002 0.523 0.092 60.679 13.114 ∞ 0 
0.9 0.143 0.002 0.78 0.171 42.445 11.982 ∞ 0 
1.4 0.129 0.003 0.572 0.089 50.744 12.851 ∞ 0 
1.8 0.144 0.003 0.648 0.091 59.283 11.286 ∞ 0 
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At higher power, G III was fitted using four exponential functions. This signal dependence implies that 
the nature of the initial carrier relaxation mechanism changes as Ep increases. This behaviour may be 
due to a hot optical phonon bottleneck at higher pump energies. After being excited, the hot carriers 
can lose most of their energy by forming hot optical phonons through successive carrier optical 
phonon scattering events.  On the other hand, AG III was primarily fitted using a four-exponential fit 
function (except for the lowest Ep (0.2 mW), where AG III was fitted using a tri-exponential fitting 
function) exhibiting a non-decaying lifetime at beam powers equal to or greater than 0.5 mW. The 
pump-probe time delay at which the maximum negative signal is reached in AG3 is independent of Ep. 
It was observed that G III displays a faster-excited state relaxation compared to AG III, particularly at 
higher excitation powers. 

AG III is expected to have more defects and oxygen vacancies, likely creating trapped states that could 
affect the relaxation dynamics. The number of layers in AG was not expected to influence these 
dynamics significantly. Furthermore, the excitation energy was expected to play a crucial role in 
determining the relaxation pathways in these graphene-based samples.  

Summary and Discussion of Pump-Probe Results 
In summary, the pump-probe measurements revealed distinct relaxation dynamics for both graphene 
and aerogel graphene samples upon photoexcitation. Graphene films exhibited a predominantly 
mono-exponential decay at shorter time scales, which aligns with carrier-carrier scattering and 
electron-phonon interactions. In contrast, aerogel graphene consistently displayed a bi-exponential 
decay, indicating more complex relaxation pathways likely influenced by its 3D porous structure and 
the presence of oxygen-related defects.  

The studies on power dependence indicated that the relaxation dynamics of both materials are 
affected by the excitation power. In graphene, higher power levels resulted in increased decay times, 
potentially due to the formation of a hot electron-phonon distribution. On the other hand, in aerogel 
graphene, higher power often led to the emergence of longer-lived components, likely related to 
electron trapping at defect sites. The observed differences in relaxation dynamics underscore the 
significant impact of material structure and defect density on the behaviour of excited states in these 
materials.  

4.1.4. Discussion   
The properties, such as the photo-induced carrier dynamics of graphene (G) compared to silver (AG) 
injection films, were investigated using ultrafast transient absorption spectroscopy. Ultrafast 
spectroscopy is well-suited for examining the photoinduced carrier dynamics relevant to graphene's 
performance. These studies are crucial for sensor applications and for understanding the carrier 
dynamics that impact the performance of ultrafast electronic devices, such as carrier-carrier or 
phonon scattering. Furthermore, charge transfer is influenced by the transient conductivity of hot 
carriers above the Fermi level in certain devices, such as gas sensors. Graphene-based gas sensors 
work by detecting changes in electrical resistance when gas molecules interact with the graphene 
surface, leading to charge transfer that alters its conductivity.25,26 

The AG samples are expected to contain a higher oxygen content compared to G, due to the synthesis 
procedure, leading to the development of a more intricate 3D structure in the films, as revealed by 
SEM images. No XPS data for AG is presented in this section, but a comparison between XPS data of 
AG and G will be made in the subsequent sections. Similarities in the transient absorption spectra in 
the 55-140 fs range suggested a similar lattice defect density in both AG and G. While G demonstrated 
a complete recovery of the transient signal, AG exhibited only partial recovery in the 400 picoseconds 
experiment, indicating the possible presence of trapped electronic states, likely attributed to the 
oxygen content. 

The ΔT/T spectra obtained from exciting the graphene samples at 400 nm exhibit similarities among 
all three samples. The signal initially shows a positive ΔT/T trend, followed by decreases, resulting in 
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negative ΔT/T signals. The lifetime of the signal depends on the probe wavelength, with thicker 
samples and longer wavelengths yielding a more pronounced initial positive signal.  

It is well-established in current scientific understanding that graphene exhibits various decay 
components, namely ultrafast, fast, and slow, and their potential origins in the electronic structure. 
Specific relaxation mechanisms, such as electron-phonon coupling for ultrafast decay, are tentatively 
assigned to the observed decay components, based on established scientific knowledge. However, it's 
worth noting that these are potential mechanisms, and further experimental or theoretical work may 
be needed for definitive identification. The ultrafast timescale of the first component poses a 
challenge for definitive resolution due to instrumental limitations.16,19 

Both G and AG films exhibited similar timescales, with carrier-optical phonon (C-OP) scattering 
occurring within 74-136 fs for G and 110-126 fs for AG. This similarity suggests that the density of 
defects in the crystal lattice, which can scatter hot carriers, is comparable between the two types of 
films. Moreover, the rate of C-OP scattering increased with the energy of the probe light used in the 
experiment, indicating that carriers with higher initial energy lose their energy faster through 
interactions with lattice vibrations. Upon excitation with a laser pulse, both films demonstrated a 
positive change in transmission (ΔT/T) signal. This is attributed to the excited electrons blocking 
transitions from the valence to the conduction band, resulting in reduced overall light absorption. 
However, the recovery of this signal varied between the films. The negative ΔT/T signal decayed in 
two stages (τ1 = 6.1 ps and τ2 = 64 ps), which were attributed to carrier recombination and subsequent 
lattice cooling. The recovery was slower, and an additional time constant was needed to describe the 
initial growth of the negative signal, indicating a new process occurring in AG films. 

As discussed in this section, the presence of oxygen in Aerogel Graphene inks introduces a critical 
distinction in carrier dynamics compared to pure graphene samples. The incorporation of oxygen 
creates trap states within the electronic structure of AG films. These trap states function as energy 
wells, capturing electrons excited by laser pulses. Electrons trapped within these states struggle to 
recombine with holes, resulting in a significantly slower recovery of the negative ΔT/T signal observed. 
The persistent signal at later time delays (>400 ps) is associated with the slow recombination of 
electrons trapped in the oxygen-induced states.19 The 3D structure of AG films may be influenced by 
their oxygen content, which could also account for the observed differences. Further research is 
needed to fully understand the impact of oxygen.  

The substrate is expected to have minimal to no effect on relaxation dynamics, as the data is chirp-
corrected and coherent artifacts are removed, effectively eliminating any influence from the quartz 
substrate. Transient absorption data is consistently chirp-corrected to ensure accuracy, and the details 
of the chirp correction procedure are provided in the Appendix. However, it is important to consider 
that the refractive index of the substrate can still play a role in transient absorption spectroscopy (TAS) 
measurements. As discussed by Pasanen et al, variations in the refractive index at the film-substrate 
interface can influence reflectance and transmittance, potentially affecting the measured TAS 
signals. 27  These effects are particularly relevant for thin films, where the optical path length is 
comparable to the wavelength of light, leading to differences in TAS results between thin films and 
bulk materials. 

The next section will delve into the analysis of films with different oxygen contents to gain deeper 
insights into the role of oxygen. Moreover, the current study only explored pump energies up to 0.38 
µJ. At higher excitation levels, phenomena like hot phonon bottlenecks could lead to further 
discrepancies in the behaviour of AG films compared to G. 
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4.2. SAMPLE SET 2: AEROGEL GRAPHENE FILMS WITH VARYING 
OXYGEN CONTENT PRINTED ON KAPTON TAPE SUBSTRATE 

4.2.1. Sample Description   
Batch two consisted of 42 film samples, of which three were diluted graphene samples with 1, 2 and 
3 printed layers (similar to batch 1), along with AG samples with varying oxygen content; all samples 
were printed via inkjet printing technique, the same as batch 1 samples, on a yellow flexible tape 
substrate called Kapton. A table describing each sample is given in the appendix, along with a picture 
of the samples.  

The Kapton substrate AG samples had four variations with different oxygen content in the ink named 
0.3, 0.4, 0.5, and 0.75. The number indicates the oxygen-to-carbon ratio of the inks before printing 
and not the concentration of oxygen in the final films. Half of the samples underwent an additional 
heat treatment process called annealing. Each variant had samples with 1, 2, and 3 printed layers; in 
addition, there were two versions of each sample, a diluted and an undiluted ink sample. Most of the 
undiluted films were too thick and dark to perform UV-Vis Steady state and transmission TA on. 
Therefore, reflectance mode TA was attempted.  

4.2.2. Characterisation Methods 

4.2.2.3. Pump-Probe Spectroscopy 
The experiments for this section largely mirrored section 4.1.2.2, employing the same setup and 
procedures for UV-Vis pump-probe spectroscopy. However, unlike section 4.1.2.2, which explored the 
effects of varying pump pulse energy, this section focused on a fixed pump pulse energy and only the 
sapphire crystal was used for the generation of the white light. Additionally, some measurements in 
this section employed reflectance mode instead of the transmission mode.8 

4.2.2.1. FTIR 
An analysis using FTIR and ATR was performed at the Chemistry Department of the University of 
Sheffield using a cutting-edge FTIR spectrometer with an ATR accessory. The instrument operates 
within a wavenumber range of 400 to 4000 cm⁻¹, delivering a thorough analysis of the sample's 
infrared absorption spectrum.28 

4.2.2.2. XPS  
The XPS experiments were carried out at the Sheffield Surface Analysis Centre, like the experiments 
in section 4.1.2.3. However, instead of surveying the silicon present in SiO2, nitrogen was additionally 
surveyed in these samples, as the Kapton tape substrate contains nitrogen. The Kapton tape was also 
analysed using XPS for comparison with the AG film samples.5 

4.2.2.4. AFM 
AFM, with the same setup as in section 4.1.2.5, was used to capture the height profiles of the sample 
0.5 AG with 3 printed passes and 0.75 AG with 3 printed passes (both diluted inks).11 

4.2.3. Results 

4.2.3.1. Transient Absorption Results 

Transient Absorption in Transmittance Mode 
Transient absorption measurements were carried out for two AG films: AG 0.3 and AG 0.75 with low 
and high oxygen content, respectively. 

Lower Oxygen Content AG Film 0.3 on Kapton Tape 
This section investigates the relaxation processes of the AG diluted ink thin film with a low oxygen 
content of 0.3 deposited on a Kapton tape substrate. The results are presented in Figure 4.16 a, Table 
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4.12 and Table 4.13. Similar to the previous investigation in section 4.1, the AG film on Kapton initially 
shows a positive ΔT/T signal, suggesting increased transmission after excitation and indicating that the 
material enters an excited state. The signal then decays over time across all measured wavelengths, 
indicating relaxation back to the ground state. The decay is faster for shorter probe wavelengths 
(higher energy) and slower for longer wavelengths (lower energy), a behaviour commonly observed 
in materials where relaxation is influenced by the energy levels involved. 

 

Figure 4.16. Transient Absorption Study of (lowest oxygen content) AG 0.3 Film Printed on Kapton Tape After 400 nm 
Excitation (1.0 mW). Top graphs show the transient change in transmission in a short time window of 35 to 670 fs (left) 

and its kinetic analysis at different wavelength (right), bottom graphs show the transient change in transmission in a 
longer time window of 0.6 to 400 ps (left) and its kinetic analysis at different wavelength (right) 

Table 4.16 illustrates the transient change in transmission (ΔT/T) for early and late time window 
experiments of AG 0.3, as well as the corresponding kinetic analysis at various wavelengths. Table 4.12 
Early Time Kinetics of AG 0.3 on Kapton (35-670 fs) presents the kinetic lifetimes extracted from the 
early time (up to 670 fs) experiments. The lifetimes extracted from fitting the ΔT/T spectra in the short 
time window (35-670 fs) show two components: τ1, an ultrafast lifetime, and τ2, an infinite lifetime, 
indicating the presence of non-decaying factors. Table 4.13, on the other hand, displays the lifetimes 
extracted from the late-time experiments, including additional exponential factors. These lifetimes 
were derived from fitting the ΔT/T spectra in the long-time window (0.6 ps - 400 ps), revealing multiple 
decay components (τ1 to τ4) for all wavelengths, again with the non-decaying factor (∞) for some. 
The presence of these non-decaying factors in the tables suggests the potential existence of long-lived 
excited state populations or other unresolved decay processes contributing to the signal, which could 
be due to the electrons trapped in the oxygen-induced states.19 The presence of multiple decay 
components in the long time window indicates the involvement of various relaxation pathways. These 
may include electron-phonon coupling and the interaction between excited electrons and vibrations 
within the AG film lattice, as well as vibrational relaxation and energy transfer to the Kapton substrate. 
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Table 4.12 Early Time Kinetics of AG 0.3 on Kapton (35-670 fs) 

AG 0.3 on Kapton early time lifetimes 
Wavelength (nm) τ1 (fs) ± τ1 error τ2 (fs) ± τ2 error 

450 81.0 4.0 ∞ 0.0 
500 87.0 3.0 ∞ 0.0 
550 105.0 2.0 ∞ 0.0 
600 119.7 3.0 ∞ 0.0 
650 123.1 6.5 ∞ 0.0 

 

Table 4.13 Late Time Kinetics of AG 0.3 on Kapton (0.6 ps - 400 ps) 

AG 0.3 on Kapton late time lifetimes 
Wavelength 

(nm) τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error τ4 (ps) ± τ4 error 

450 0.078 0.003 34.771 19.426 ∞ 0.0 n/a  
500 0.083 0.001 12.852 427.855 13.699 527.757 ∞ 0.0 
550 0.100 0.001 2.589 1.288 16.469 12.123 ∞ 0.0 
600 0.112 0.002 1.480 0.441 ∞ 0.0 n/a  
650 0.109 0.003 0.908 0.337 n/a  n/a  

 

A Higher Oxygen Content, 0.75 AG, on Kapton Tape 
Similar to the investigation of the lower oxygen content AG film (0.3 AG), processes in a thin film of 
AG with the highest oxygen content (0.75 AG) deposited on a Kapton tape substrate were also 
investigated. Figure 4.17 shows the transient absorption study of the AG 0.75 film. The top graphs 
display the transient change in transmission for a short time window after excitation with 400 nm light, 
along with the corresponding kinetic analysis at different wavelengths. The bottom graphs show the 
transient change in transmission for a longer time window and the corresponding kinetic analysis at 
different wavelengths. The lifetime data extracted from the ΔT/T spectra fitting is summarised in 
Tables 4.14 and 4.15 for the short and long-time windows, respectively. The presence of non-decaying 
factors (∞) in both tables indicates the potential existence of long-lived excited state populations or 
unresolved decay processes contributing to the signal, comparable to what was observed for the lower 
oxygen content AG film. Additionally, the observation of multiple decay components in the long time 
window of 0.7 ps - 400 ps (Table 4.15) suggests the presence of several relaxation mechanisms with 
different timescales, as was also seen in the case of lower oxygen content.  
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Figure 4.17. Transient Absorption Study of AG 0.75 Film with the Highest Oxygen Content Printed on Kapton Tape After 
400 nm Excitation (1.0 mW). Top graphs show the transient change in transmission in a short time window of 45 to 750 
fs (left) and its kinetic analysis at different wavelength (right), bottom graphs show the transient change in transmission 

in a longer time window of 0.7 to 400 ps (left) and its kinetic analysis at different wavelength (right) 

Table 4.14 Early Time Kinetics of AG 0.75 on Kapton (45-750 fs) 

AG 0.75 on Kapton early time lifetimes 
Wavelength (nm) τ1 (fs) ± τ1 error τ2 (fs) ± τ2 error 

500 76.3 2.5 ∞ 0.0 
550 91.0 2.0 ∞ 0.0 
600 103.5 1.8 ∞ 0.0 
650 111.8 2.6 ∞ 0.0 

 

Table 4.15 Late Time Kinetics of AG 0.75 on Kapton (0.7 ps - 400 ps) 

AG 0.75 on Kapton late time lifetimes 
Wavelength (nm) τ1 (ps) ± τ1 error τ2 (ps) ± τ2 error τ3 (ps) ± τ3 error 

500 0.076 0.004 7.037 2.022 ∞ 0.000 
550 0.099 0.004 10.777 2.849 ∞ 0.000 
600 0.109 0.003 18.807 4.441 ∞ 0.000 
650 0.110 0.003 41.591 17.584 ∞ 0.000 
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Influence of Oxygen Content on Carrier Decay in AG 0.3 and AG 0.75 on Kapton 
Both films show a similar initial rise in τ1 values, with AG 0.3 consistently having a higher τ1 compared 
to AG 0.75 at all measured wavelengths. This indicates faster carrier cooling (shorter lifetime) in the 
film sample with higher oxygen content (AG 0.75). Both samples exhibit an increase in the faster decay 
component (τ1) as the wavelength (λ) increases, indicating a slower decay and a longer lifetime at 
longer wavelengths. This trend is observed in both AG 0.3 and AG 0.75, but it appears to be more 
pronounced for AG 0.3. 

The number of decay components differs between the films. AG 0.75 shows mostly three components 
across all wavelengths, while AG 0.3 exhibits three to four components (τ1 to τ4) depending on the 
wavelength. This suggests potentially more complex decay processes in the sample with lower oxygen 
content. The overall lifetimes for AG 0.75 are generally longer than those of AG 0.3 across most 
wavelengths, particularly for τ2 and onwards. This again suggests faster decay processes in the 
material with lower oxygen content. 

In general, both samples show similar trends in how decay times are affected by probe wavelength 
for the initial, faster component (τ1). However, the presence and number of additional decay 
components differ, indicating more intricate relaxation processes in the material with lower oxygen 
content. Higher oxygen content tends to result in longer decay times across the measured range, 
suggesting slower carrier cooling and relaxation processes. Further investigation may be necessary to 
determine the cause of the observed differences in decay times resulting from variations in oxygen 
content. 

The tables of the early and late lifetime of AG 0.4 and AG 0.5 are shown in the Appendix alongside 
their associated graphs.  

Kinetics Lifetimes of all Diluted AG on Kapton Samples  
 

 

Figure 4.18. Initial Ultrafast Recovery Lifetime vs Wavelength for AG/Kapton Samples 
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The early lifetimes for AG samples printed on Kapton tape are plotted with their associated error bars 
in Figure 4.18. The graphs show a consistent increase in the initial ultrafast recovery lifetimes for all 
diluted AG samples as the wavelength of the excitation light increases. This suggests that during the 
initial stages of relaxation, it takes longer for the lower energy excited state to return to the ground 
state. 

The data in Figure 4.19 illustrates the combined kinetics of all AG on Kapton samples at 550 nm after 
being excited with a 400 nm light pulse. The early-time experiments show a positive ΔT/T signal, 
indicating the excitation of carriers in the AG sample, leading to increased transmission (bleaching). 
As for the decay of the positive ΔT/T signal in the early response, it suggests the relaxation of excited 
carriers, possibly through phonon scattering. In the late-time experiments, the negative ΔT/T signal 
suggests the presence of long-lived processes that affect the material's transmission, potentially 
related to carrier trapping or possible thermal effects. Since recombination would result in a return to 
normal transmission, this is unlikely to be the dominant mechanism. Instead, thermal effects such as 
changes in the material’s refractive index could influence the negative ΔT/T signal, as localised heating 
or lattice distortions can impact the optical properties.19 

 

 

Figure 4.19. Combined Kinetics of Early and Late Lifetimes of AG Printed on Kapton Samples: (left) Early Time Study, 
(right) Cropped Late Time Study, Both at 550 nm, with the Full Data given in the Inset. 

Transient Absorption in Reflectance Mode 
In pump-probe spectroscopy, the combination of reflectance (R) and transmittance (T) measurements 
allows for a comprehensive investigation of a material's reaction to photoexcitation. This approach 
leverages the exclusive strengths of each technique to provide complementary insights into the 
dynamics of the excited state. Reflectance primarily probes the material's near-surface region, while 
transmittance examines the entire sample volume. The two measurements also have different 
sensitivities to changes induced by the pump pulse. Reflectance reveals the photo response near the 
surface, while transmittance offers information about the overall response throughout the bulk 
material. Additionally, interference effects can impact the reflectance signal in materials with specific 
optical properties and thicknesses. By using the same sample for both types of measurements, the 
consistency of observed trends can be verified.  
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Figure 4.20. Kinetics Fittings of Early Time and Late Time Reflectance Experiments Against Transmittance Experiments of 
Samples AG 0.3 (left) AG 0.4 (right), the Black Lines are all T and the Coloured Lines Represent R. 

In Figure 4.20, the results of kinetic fittings from pump-probe spectroscopy experiments conducted 
on samples AG 0.3 and AG 0.4 are presented. The data compares the reflectance (R), depicted by 
coloured lines, and the transmittance (T), represented by black lines. The fittings analyse the response 
at early times, shortly after the pump pulse and late times, after the initial response. R measures the 
portion of light reflected by the sample, while T measures the fraction of light that passes through it. 
The observed trends in the R and T data for both samples exhibit a high degree of similarity, specifically 
in the early time window. The consistency observed between the R and T data implies that both 
reflection and transmission modes provide complementary and accurate insights into the 
photoexcitation dynamics occurring within the AG samples, as seen for early-time dynamics.  However, 
in the long-time window graphs, the R results show a positive signal after ~ 90 ps, while the T data 
show a negative signal throughout.  
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Figure 4.21. Transient Change in Transmission of Sample AG 0.4 Following Excitation at 400 nm. The graphs on the left 
side show the trace over time in reflectance mode compared to the graphs on the right side that show transmittance 

mode ((top) early time experiments (bottom) long time experiments). 

In Figure 4.21, the interaction between reflected and transmitted light (R and T) in the diluted film AG 
0.4 when stimulated by 400 nm light are depicted. In the early time experiments (top graphs), both 
the R and T graphs depict a sudden change in their values shortly after the 400 nm excitation pulse. 
The transmittance (T) graph shows a distinct decrease, indicating reduced light transmission through 
the sample initially. In contrast, the reflectance (R) graph shows a corresponding increase, signalling 
an initial increase in light reflection. In the longer time experiments (bottom graphs), the changes in R 
and T occur over a much longer period compared to the top graphs. The R data window is 0.8 to 250 
ps, while the T data ranges from 0.6 to 400 ps. Both the R and T graphs show a gradual decline in their 
values over time. The transmittance gradually returns to its original value, suggesting increased light 
transmission as time progresses, despite the longer experimental window. The reflectance also slowly 
decreases back to its baseline value, indicative of reduced light reflection over time. 

Figure 4.22 shows the transient transmittance (right) and reflectance (left) kinetics at 550 nm for early 
time window experiments of AG 0.3 to AG 0.5 samples. The reflectance graph shows a rapid decrease 
in reflectance following the pump pulse, which could be due to a number of factors, such as the 
excitation of electrons from the ground state to an excited state, or a change in the material’s surface 
morphology. The initial trends in both graphs are similar, which is expected because reflectance and 
transmittance are interconnected. A decrease in reflectance often leads to an increase in 
transmittance, and vice versa.  
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Figure 4.22. Kinetic Fitting at 550 nm for the Early time Window Experiments for Samples AG 0.3, 0.4 and 0.5 in Both 
Reflectance and Transmittance Mode Following Excitation at 400 nm at Room Temperature. 

The lifetimes of the reflectance (ΔR/R) and transmittance (ΔT/T) for the late-time window experiments 
were extracted and presented in Table 4.16. The values show some similarities and some differences 
in terms of the relaxation processes at 550 nm.  Both ΔR/R and ΔT/T data show multiple time constants 
for all samples. This suggests that the relaxation processes after excitation involve multiple steps with 
different characteristic timescales in both the surface region probed by reflectance and the bulk 
probed by transmittance. The first time constant (τ1) for ΔR/R and ΔT/T is relatively similar across all 
samples. This might indicate that the initial relaxation process has a comparable timescale at the 
surface and throughout the sample thickness. 

Table 4.16 Comparison of Reflectance and Transmittance (Late Time) Lifetimes for AG 0.3 to 0.5  samples at 550 nm 

Kinetics Summary Comparison of Reflectance and Transmittance (Late Time) at 550 nm 
Sample Condition τ1 (ps) τ2 (ps) τ3 (ps) τ4 (ps) 

AG 0.3 
ΔR/R 0.15 0.16 59.94 ∞ 
ΔT/T 0.10 2.59 16.47 ∞ 

AG 0.4 
ΔR/R 0.14 0.16 49.42 ∞ 
ΔT/T 0.12 3.03 2.83 ∞ 

AG 0.5 
ΔR/R 0.13 3.13 60.57 ∞ 
ΔT/T 0.11 0.47 55.26 0.00 

 

The subsequent time constants (τ2 and τ3) show more variation, especially for samples AG 0.3 and AG 
0.4. This suggests that the later relaxation processes might occur at different rates depending on the 
probed region (surface vs. bulk) and the sample condition. The ΔR/R lifetime values are generally 
shorter compared to ΔT/T values, indicating faster relaxation at the surface than in the bulk of the 
sample. 

While both ΔR/R and ΔT/T data exhibit some similarities, particularly in the early time window, the 
differences in time constants and the magnitude of changes suggest distinct relaxation dynamics 
between the bulk and surface regions of the samples in the late time window. The early-time 
relaxation processes are more similar, as seen in Figure 4.22.  However, for long-time dynamics, ΔR/R 
exhibits a positive signal after ~90 ps, while ΔT/T remains negative throughout, indicating differing 
relaxation behaviour between the surface and bulk regions. 
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Disclaimer 
Dr A. Auty conducted most of the reflectance mode pump-probe spectroscopy experiments in this 
section.  

4.2.3.2. FTIR 
Figure 4.23 presents FTIR spectra of Kapton alongside AG samples labelled 0.5 and 0.75. The spectra 
were acquired for both the annealed and unannealed versions of these films. The prominent peaks 
within the Kapton tape substrate were identified using Table 4.17.  

 

Figure 4.23. FTIR Spectra of Kapton, AG 0.5 (Annealed and Unannealed), and AG 0.75 (Annealed and Unannealed) 
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Table 4.17 Table of IR absorption. 29 

Functional Group Frequency (cm-1) Comments 

O-H stretching (free) 3700-3580 Broad peak due to hydrogen bonding. 
O-H stretching 

(bonded) 3200-2700 
A narrower peak is seen in carboxylic acids 

and phenols. 

C-H stretching 2830-2695 
Stretching vibrations of C-H bonds in 

alkanes. 
C=O stretching 

(aldehyde) 1740-1720 
Characteristics of aldehydes also overlap 

with esters. 
C=O stretching 

(ketone) 1745-1715 
Typical for ketones, slightly different from 

aldehydes. 

C=O stretching (ester) 1750-1720 
Found in esters, slightly higher than 

aldehydes. 
C=O stretching 

(amide) 1690-1630 
Lower frequency due to resonance effects in 

amides. 

C=C aromatic 1600-1400 
Typical of aromatic rings, multiple bands are 

present. 
CH2 bending 1480-1440 Associated with CH2 groups in alkanes. 

CH3 bending 1465-1440, 1390-1365 
Characteristics of CH3 groups involve both 

symmetric and asymmetric bending. 

C-O-C stretching 1250-1050 
Found in ethers and esters, may show 

multiple peaks. 

C-OH stretching 1200-1020 
Seen in alcohols and phenols; may overlap 

with C-O stretching. 

C-O stretching 1124-1087 
Specific for alcohols and phenols; overlaps 

with C-OH stretching. 
 

 

Figure 4.24. The Chemical Structures of Kapton (1)30, Ethylcellulose (2)31, Terpineol (3)32 and Cyclohexanol (4) (drawn 
using ChemDraw)33 

1. Kapton 2. Ethylcellulose

3. Terpineol 4. Cyclohexanol
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The chemical structures of Kapton, Ethylcellulose, Terpineol, and Cyclohexanol are shown in Figure 
4.24. Kapton is a polyimide film composed of repeating units of pyromellitic dianhydride and 4,4'-
oxydiphenylamine, with aromatic rings connected by imide linkages. Ethylcellulose is a carbohydrate 
polymer consisting of glucose units functionalized with ethyl groups. Terpineol is an alcohol-based 
solvent containing a hydroxyl group, while Cyclohexanol is a solvent with a hydroxyl group attached 
to a cyclohexane ring. 

The peak at 1711 cm-1 is consistent with the C=O (carbonyl) stretch of amide groups, falling within the 
typical range of 1700-1750 cm-1. Kapton, being a polyimide, contains aromatic imide rings with 
carbonyl groups in its chemical structure. The peak at 1498 cm^-1 aligns closely with the 1480-1440 
cm-1 range associated with C=C vibrations. The aromatic C-C stretching vibrations can also occur in this 
range due to the presence of aromatic rings in Kapton. The peaks at 1377 cm-1 and 1244 cm-1 are less 
definitive in pinpointing specific functional groups and may be attributed to aromatic C-C stretching, 
C-N stretching (around 1375 cm-1), or C-O-C stretching (around 1250-1050 cm-1). The 1114 cm-1 peak 
falls within the range (1124-1087 cm-1) associated with C-O-C stretching vibrations.  

The small peaks observed at 3096 cm-1, 3660 cm-1, and 2775 cm-1 align with the typical ranges 
associated with O-H stretching vibrations. These findings suggest the possible presence of hydroxyl 
(OH) groups, likely attributed to either moisture adsorbed on the Kapton surface or trace impurities 
containing OH groups. 

In Figure 4.23, similar peaks were observed in both the Kapton and AG samples, as expected due to 
the likely presence of similar chemical bonds and functional groups in both materials. The reduced 
intensity of the peaks in the AG samples, especially in the unannealed ones, suggests that the AG film 
is partly obscuring the Kapton signals, indicating a lower concentration of AG on the Kapton substrate 
compared to the Kapton itself.  

It is probable that the concentration of C-O functionalities in the oxygenated 3D graphene is lower 
than the functionalities in Kapton. Therefore, no additional peaks due to functional groups in graphene 
are seen. The decrease in peak intensity in annealed AG samples may indicate gasification, i.e. species 
lost from the sample as CO, CO2, H2O, etc. Thermogravimetric analysis (TGA) was not performed to 
confirm this further. 

It can be concluded that the distinct infrared (IR) signatures of the oxygen functionalities potentially 
present in the AG samples are challenging to distinguish. These signals are often masked by the more 
intense signals arising from the abundant functional groups within the Kapton substrate. This difficulty 
in differentiation underscores the need for alternative techniques with higher sensitivity towards 
these groups to gain a clearer picture of the oxygen functionalities in AG. 

In an attempt to isolate the AG samples, flakes of the sample were extracted from the surface of the 
Kapton tape. Attenuated Total Reflectance (ATR) spectroscopy was then performed on the isolated 
materials. The resulting spectra are depicted in Figure 4.25. 

The absence of Kapton film facilitates more explicit observation of the functional groups present in 
the AG flakes. The AG flakes were carefully removed from the surface by gently scraping the tape with 
a plastic spatula. It is important to consider that this method has the potential to introduce 
contaminants. 

The spectra depicted in Figure 4.25 indicate the presence of oxygen functionalities, likely hydroxyl 
groups in graphene, hydroxyl groups of ethyl cellulose, or co-adsorbed water groups, as evidenced by 
a broad peak around ~3400 cm⁻¹. Additionally, a prominent peak at 1704 cm⁻¹ suggests the presence 
of carbonyl groups, which is worth highlighting. Moreover, the signals in the 2862-2933 cm⁻¹ range 
are sharp, indicating they are more likely associated with C-H stretching vibrations rather than O-H. 
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The spectra also confirm the presence of aromatic C-C stretching at 1448 cm⁻¹, confirming the 
existence of a graphene structure within the AG flakes. A peak at 1219 cm⁻¹ may suggest C-O stretching, 
although isolating specific oxygen-containing functional groups in the AG can be challenging due to 
the presence of multiple peaks and potential overlap with C-C stretching.  

Similar observations have been made in recent studies. For example, graphene oxide (GO) and 
reduced graphene oxide (rGO) are reported to exhibit a broad O-H stretching vibration band, a 
carboxyl C=O stretching band, O-H deformation vibration, and C-O stretching vibrations.34 

 

 

Figure 4.25. The FTIR Spectrum of AG 0.5 and AG 0.75 Flakes Were Removed from Kapton and Analysed Using ATR. 

XPS of AG samples on Kapton  
XPS analysis was conducted on AG films with different levels of oxygen content (AG 0.3 - AG 0.75) that 
were printed on Kapton substrates. The purpose of the analysis was to characterise the elemental 
composition, with a specific focus on fitting the carbon (1s C), oxygen (1s O), and nitrogen (1s N) signals. 
It was determined that the nitrogen signal, originating from the nitrogen atoms in the Kapton 
substrate, comprised approximately 0.04 to 0.16% of the total chemical composition in each sample. 
Figure 4.27 shows the results for the annealed samples while Figure 4.28 displays the data for the 
unannealed samples.  
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Figure 4.26. XPS Analysis of Carbon Bonding of Kapton Tape, note: ‘Data ‘refers to the overall extracted raw data. 

 

Figure 4.27. XPS Analysis of Bonding C 1s Peaks in AG Films With Varying Oxygen Content of All the Annealed Samples 

The XPS analysis of the Kapton substrate in Figure 4.26 shows the material's characteristic bonding 
environment. The presence of peaks at approximately 284.6 to 284.8 eV (C-C/C=C) and 286 to 286.6 
eV (C=O) confirms the existence of aromatic and carbonyl groups in the Kapton structure, which aligns 
with its chemical composition, including pyromellitic dianhydride (PMDA), biphenyl tetracarboxylic 
dianhydride (BPDA), oxydianiline (ODA), and p-phenylenediamine (PPD), as illustrated in Figure 4.24. 
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Figure 4.28. XPS Analysis of Bonding 1s Peaks in AG Films with Varying Oxygen Content (Unannealed) 

 

Table 4.18 XPS fitting of the % Carbon according to C 1s binding energies (eV) of all AG samples and Kapton. 

% Carbon 

Condition Sample 

C type 

C-C C=C C-OH, C-
O-C C=O O-C-OH π-π* 

Binding Energies (eV) 

~284.6 to 284.8 ~284.9 
to285.9 

~286 to 
286.6 

~286.4 to 
288.9 ~290 

Annealed AG 0.3 49.65 27.87 11.97 _ 10.50 
Unannealed AG 0.3 40.24 24.86 24.87 6.84 3.19 

Annealed AG 0.4 34.99 30.93 19.91 _ 14.17 
Unannealed AG 0.4 39.02 24.27 17.70 15.72 3.39 

Annealed AG 0.5 50.27 23.91 17.39 _ 8.43 
Unannealed AG 0.5 19.55 24.58 47.01 8.87 _ 

Annealed AG 0.75 31.45 38.23 21.11 _ 9.21 
Unannealed AG 0.75 30.59 45.89 23.52 _ _ 

n/a Kapton Substrate 48.25 40.37 _ 11.37 _ 



147 
 

Based on the XPS analysis of all AG samples that were annealed and unannealed, as well as the clean 
substrate Kapton, as shown in Table 4.18, some noticeable trends can be observed with increasing 
oxygen content. Specifically, there is a decrease in the percentage of C-C and C=C bonds (284.6 to 
284.8 eV and 284.9 to 285.9 eV, respectively) with increasing oxygen content. Conversely, an increase 
in the percentage of C-OH and C-O-C bonds (284.9 to 285.9 eV) is observed. Additionally, there is a 
decrease in the percentage of C=O bonds (286 to 286.6 eV) with increasing oxygen content, while an 
increase in the percentage of O-C-OH bonds (290 eV) is also observed. 

Unannealed samples exhibit a wider range of bonding configurations, as shown in Figure 4.28, with 
broader or more complex C 1s peaks compared to the annealed samples. This can be attributed to the 
presence of the surfactant. The unannealed samples contain surfactants, which were not removed 
prior to the printing of the films. The presence of these surfactants suggests that there are likely to be 
more oxygen species present. In this case, ethylcellulose served as the surfactant, and the solvents 
used were cyclohexanol and terpineol. The chemical structures of ethylcellulose, cyclohexanol, and 
terpineol are shown in Figure 4.24. Ethylcellulose surfactant is a carbohydrate consisting of polymeric 
chains of glucose units functionalized with ethyl groups. Therefore, it contains sp³ carbons and C-O 
bonds, which may contribute to the intense peaks in the XPS spectra corresponding to C(sp³), C-O, and 
C-OH. 

The XPS measurements were performed twice for a few samples, but not all samples, to ensure 
reproducibility, and the results showed consistent trends with some variation in the unannealed 
samples. The increased variation in unannealed samples may be attributed to the presence of co-
adsorbed ethylcellulose, which is removed upon annealing. This could explain the prominent C-O peak 
in AG 0.5 and the broad C-C peak in AG 0.75. Since AG 0.5 and AG 0.75 are more highly oxygenated 
than AG 0.3 and AG 0.4, they are expected to bind ethylcellulose more strongly, which may indicate 
that these spectra contain signals of ethylcellulose. 

Oxygen can bond to the edges or basal plane of the graphene sheet, introducing functional groups like 
C-OH, C-O-C, and O-C-OH. These groups significantly impact the electronic properties of graphene by 
introducing new electronic states and potentially introducing band gaps and shifting the Fermi level. 
The presence of oxygen functional groups can break the symmetry of the graphene lattice and 
introduce energy levels within the conduction and valence bands. This would disrupt the free 
movement of electrons. 

As the concentration of oxygen rises, there is an increased ability for oxygen to form bonds with the 
carbon atoms in the graphene lattice, leading to the formation of defects. These defects have the 
effect of disrupting the carbon network, thereby modifying the overall quality of the film. In Raman 
spectra, the presence of defects is often associated with the intensity of the D peak, where a higher 
D/G peak ratio is indicative of greater defect densities in graphene.35 

The observed changes in percentages of different carbon environments as a function of oxygen 
content indicate that all AG samples contain a relatively low proportion of sp²-bonded carbon atoms 
compared to the 100% expected in pure graphene. This suggests the presence of a significant amount 
of oxygen in the samples. Furthermore, the data confirm that the percentage of oxygen increases from 
AG 0.3 to AG 0.75, as expected. However, it is important to address the anomaly seen in AG 0.5, which 
does not follow the expected trend. In the literature, it is well-documented that XPS measurements 
of oxygen in carbon-rich materials can be challenging and often unreliable due to surface 
contamination and measurement sensitivities.36 Additionally, we do not anticipate more than 1% 
oxygen content from doping alone. In short, while XPS data broadly suggest a trend (with AG 0.5 being 
an outlier), the absolute oxygen proportions are likely exaggerated. 
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4.2.3.4. AFM 
The utilisation of AFM allowed for the measurement of sample thickness, facilitating an examination 
of the correlation between film thickness and its absorption spectrum. By precisely quantifying 
thickness, we can gain insights into how the number of printed passes impacts the final film thickness 
as well as its optical and electronic properties. This comprehension is vital for optimising the efficiency 
and performance of these films in various applications. 

For sample 0.7 (3 printed passes), the average thickness was determined to be 1.65 µm (σ = 0.07 µm), 
whereas sample 0.5 (3 printed passes) exhibited an average thickness of 0.9 µm (σ = 0.08 µm). Despite 
the same number of printing passes, the variance in thickness implies that factors beyond the number 
of layers, such as material concentration, deposition technique, or the presence of surfactants, 
significantly influence the final film morphology. The unexpectedly large thickness, far exceeding the 
anticipated range of 3-6 nm for an estimated ~20-layer graphene film, suggests the presence of a 
substantial surfactant layer within the samples or possible presence of contaminants. 

4.2.4. Discussion   
XPS and FTIR analysis provided evidence for the incorporation of oxygen into the AG films. 
Furthermore, a direct correlation was established between increasing oxygen content and a decrease 
in C-C bonds. Conversely, the presence of oxygen-containing functional groups (C-OH, C-O-C, O-C-OH) 
increased with higher oxygen content. These functional groups are known to introduce defects and 
significantly impact the electronic properties of the AG films.37 

A clear correlation emerged between oxygen content and relaxation timescales. Films with lower 
oxygen content (AG 0.3) exhibited longer decay times compared to their higher oxygen content 
counterparts (AG 0.75). This suggests a process of slower carrier cooling within the films containing 
less oxygen. The presence of multiple decay components in the relaxation profiles indicated the 
existence of complex relaxation processes occurring within the AG films. Notably, the number of these 
components varied depending on the oxygen content and the experimental time window.  Reflectance 
measurements provided information about the surface region of the films, while transmittance 
probed the entire film volume.  

While both techniques revealed similar trends in relaxation behaviour at early times, some differences 
were observed in the later stages. For example, AG 0.3 exhibited a longer τ3 in reflectance compared 
to transmittance, highlighting variations between surface and bulk relaxation processes. AG 0.5 also 
showed a notable difference with a longer τ3 in transmittance versus reflectance. These differences 
suggest distinct dynamics at the surface and within the bulk of the films. 

This study effectively demonstrates the influence of oxygen content on the electronic properties of 
AG films deposited on Kapton substrates. By carefully controlling the oxygen content during the 
fabrication process, it becomes possible to tune the relaxation behaviour and electronic 
characteristics of these graphene films, that could possibly be used for sensing devices.  

The most optimal samples for analysis were the annealed and diluted ones, which had fewer printed 
layers. These samples exhibited greater transparency and uniformity. Despite the numerous variations 
in this batch, the Kapton tape substrate proved to be highly flexible and potentially valuable for device 
applications. However, the printed G and AG films showed poor adhesion to the tape, with some 
flaking or rubbing off in certain cases. This presented challenges for longer experiments such as TA, 
but was useful for performing FTIR analysis as the AG flakes could be extracted. Furthermore, the 
weak adhesive property of the substrate tape made it challenging to place it on sample holders. The 
films also appeared excessively dark on the Kapton surface due to its dark yellowish colour, 
complicating most measurements. In light of the observed challenges, the research team opted to 
revert to utilising quartz substrates for sample printing throughout the remaining duration of the 
project. Although Kapton was initially considered a suitable substrate due to its flexibility and ultra-
thin nature, its yellow colour could have interfered with spectroscopic investigations. 
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4.3. SAMPLE SET 3: DILUTED GRAPHENE AND AEROGEL GRAPHENE 
WITH VARYING OXYGEN CONTENT PRINTED ON QUARTZ 

4.3.1 Sample Description 
The third set of samples comprised four diluted aerosol gels and one graphene film, represented as 
AG and G, respectively, printed on quartz substrates. These films contained varying oxygen-to-carbon 
ratios (O/C). The samples were prepared using the same technique as batch 1. 

4.3.2 Characterisation Methods 
A wide range of characterisation methods were utilised to examine the properties of the printed films 
comprehensively. 

4.3.2.1. Scanning Electron Microscopy (SEM) 
SEM imaging was conducted at Kansas State University to analyse printed graphene and graphene 
aerosol gel films. The SEM imaging parameters used were a 5.0kV accelerating voltage and a 4.9mm x 
50.0k magnification.6 

4.3.2.2. Transmission Electron Microscopy (TEM) 
Five samples, one pristine graphene and four AG containing varying oxygen levels (0.3, 0.4, 0.5, and 
0.75), were analysed using TEM at the Henry Royce Institute. The analysis employed a JEOL JEM-2100 
microscope equipped with a LaB6 filament source, an Oxford Instruments EDS detector for elemental 
analysis, and a Gatan Orius CCD camera for image capture. The imaging was performed with an 
accelerating voltage of 80 kV.38 

4.3.2.3. UV-Vis Spectroscopy 
Measurements were taken using an Agilent Cary 60 UV–vis spectrometer using the same method and 
apparatus as other batches.7 

4.3.2.4. Pump-Probe Spectroscopy (UV and NIR) 
The pump-probe spectroscopy experiments were conducted at the Lord Porter Ultrafast Laser 
Laboratory, employing the Helios system, similar to the experiments for batch 1 samples. The laser 
source and initial pulse generation were consistent. Frequency doubling resulted in 400 nm pump 
pulses (2.5 kHz, 0.2 µJ) focused onto the sample with a smaller diameter of approximately 150 µm. 

A notable difference in this experiment was the probe; in addition to the UV-Vis white light continuum, 
a sapphire crystal generated an NIR probe continuum of 850-1600 nm. A CMOS camera with a 1.5 nm 
resolution measured the intensity of both transmitted probe signals. The remaining setup mirrored 
experiments for batch 1, and data were analysed using the same fitting procedure as previously stated. 

4.3.2.5. Surface and Depth Analysis: X-ray Photoelectron Spectroscopy (XPS) 
The methodology employed for the analysis of batch 3 samples closely followed the procedure 
outlined in section 4.1.2.3. Notably, this batch underwent a high-resolution scan for the carbon (1s) 
peak, which facilitated comprehensive surface and depth analysis, yielding a more detailed insight 
compared to previous analyses. 

4.3.2.6. Surface Analysis: Profilometry 
Surface profiles of the samples were measured at the Henry Royce Institute at the University of 
Sheffield, Department of Materials, using a Bruker Contour GT-I Optical Microscope (Model 831-775) 
equipped with an OpticalProfiler.39 
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4.3.2.7. Material Characterisation: Scanning Near-Field Infrared Microscopy (SNOM) with 
Atomic Force Microscopy (AFM) 
The samples labelled AG and G underwent high-resolution imaging and scanning using both Scanning 
Near-field Optical Microscopy (SNOM) and Atomic Force Microscopy (AFM). AFM accurately mapped 
surface features and provided detailed profiles of the thickness of the samples. SNOM, which utilised 
infrared light, probed the samples and identified unique vibrational signatures. This experiment was 
carried out at the specialised facility of the University of Sheffield under the guidance of Dr. Alex Knight. 
The study leveraged Fourier Scan mode, a mid-infrared laser source, and high-resolution scanning 
capabilities.40 

4.3.2.8. Raman Spectroscopy 
Raman analysis was conducted after the fabrication of the printed samples at Kansas State 
University.41 

4.3.3. Results 

4.3.3.1. SEM 
The surface morphology of the G and AG films was examined through scanning electron microscopy 
(SEM), a high-resolution imaging technique providing an in-depth understanding of surface texture, 
features, and potential compositional or structural variations. The analysis demonstrates a clear 
relationship between oxygen content and particle size. Compared to pure graphene, the AG samples 
exhibited noticeable changes in particle size. Pure graphene displayed a flatter appearance, suggesting 
a more uniform and well-defined structure, while the AG samples showcased smaller and more 
diverse particle sizes. The particle size range for the AG samples shown in Figure 4.29 ranges from 0.1 
µm for AG 0.3 to 0.4 µm for AG 0.75. 

 

Figure 4.29. SEM Images of G and AG Samples. All Images have the same magnification and resolution for clear comparison.  

The observations provided in Figure 4.29 offer compelling experimental evidence regarding the 
influence of oxygen on the morphology of graphene. The introduction of oxygen is likely to disrupt the 
ordered structure of pure graphene, thereby resulting in the formation of more irregular particles and 
flakes within the AG films. This analysis aligns with concepts discussed in past research papers.  A study 
by Hummer in 1958 describes the exfoliation process caused by oxygen functional groups. This 
separation created individual sheets or flakes of graphene oxide.42 A more recent study from 2021 
highlights how oxygen disrupts the strong sp2 bonds within pristine graphene. This disruption weakens 
the forces holding the graphene layers together, ultimately leading to the formation of individual 
flakes.43 Further investigation, explicitly focusing on detailed height measurements, could yield a more 
comprehensive understanding of the AG films' surface topography and three-dimensional structure.  

Graphene AG 0.3 AG 0.4 AG 0.5 AG 0.75
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4.3.3.2. TEM 
TEM analysis obtained high-resolution microstructural information about the films at the atomic scale. 
In addition, Electron Energy-Loss Spectroscopy (EELS) was also attempted. However, the experiment 
did not produce the desired results due to a malfunction in the EELS equipment. 

EELS is a highly effective technique for obtaining detailed information about the chemical composition, 
electronic structure, and bonding environment of materials at the nanoscale. By examining the energy 
lost by electrons as they traverse a sample, EELS can provide valuable insights into the elemental 
composition, chemical bonding, electronic structure, and thickness of graphene derivative samples.44 

TEM image of the pure graphene film in Figure 4.30 revealed its characteristic honeycomb structure, 
allowing for a direct view of the arrangement of carbon atoms at the atomic scale. The examination 
of the printed AG films using TEM revealed a structurally complex and three-dimensional arrangement 
distinct from the flat graphene film. The images illustrate crumpled nanosheets resembling graphene 
for low O/C, while higher O/C exhibits nano-shells and curved graphene. Additionally, it could be 
argued that evidence of a turbostratic structure was observed in the AG samples. This indicates that 
the AG film comprises multiple graphene layers stacked with some rotation between them. This 
rotational disorder does not significantly reduce carrier mobility because it minimises interlayer 
coupling, allowing each graphene layer to conduct electricity similarly to single-layer graphene.45  The 
TEM images were taken from both side and top views. The side views reveal that the graphene is 
curved but do not explicitly show whether the layers are rotated relative to each other. The top views 
provide insights into the in-plane arrangement of the layers, offering a more comprehensive 
understanding of the material's structure. 

In contrast to regular multilayer graphene with a perfect stacking pattern, known as Bernal stacking, 
turbostratic graphene displays rotational disorder, with each layer slightly rotated relative to its 
neighbouring layers. The TEM images revealed a range of layer numbers within the AG samples, with 
most stacks comprising approximately 10 to 30 graphene layers. However, some rare cases showed 
around 6 to 8 layers, and in certain instances, stacks with more than 30 layers were observed. The 
average interlayer spacing was measured to be approximately 0.333 nm, which is typical for graphene 
and aligns with values reported for turbostratic and multilayer graphene. This disruption of orbital 
hybridisation results in electronic properties similar to single-layer graphene, including potentially 
high electrical conductivity.46 Larger TEM image scans of select fee samples can be found in the 
appendix. 

The potential to achieve good electrical conductivity with multiple layers presents advantages in 
material production and device design. When the rotation angles between layers fall within a specific 
range, the material can exhibit metallic behaviour, meaning it readily conducts electricity. Unlike 
single-layer graphene, which can be challenging to produce in large quantities, turbostratic graphene 
offers a more practical option while still delivering comparable electrical performance.47 

According to the recent literature, the stacking arrangement of atoms in a graphene and graphene 
van der Waals heterostructure, also known as double-layer graphene, significantly impacts its 
electrical properties.48 In regular graphene, electrons move within a single layer with energies in the 
range of electron volts (eV). When stacked as a double layer, the movement of electrons between the 
layers involves much lower energies, in the range of hundreds of millielectronvolts (meV). Unique 
bilayer graphene structures were created by rotating one layer of graphene relative to the other. 49 
This twist disrupts the perfect alignment of atoms in the layers, leading to important effects.  The 
rotation creates a prominent, repeating pattern of overlapping atoms called a Moiré superlattice. The 
twist misaligns the energy levels (bands) where electrons reside in each graphene layer. This increases 
the size of the unit cell representing the structure.49 The combined effects of the Moiré superlattice 
and modified band structure have a dramatic impact on the electrical behaviour of Twisted Bilayer 
Graphene (TwBLG). The twist enhances the interaction between electrons in the double layer, creating 
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two distinct electron states. Under specific circumstances, this strong interaction can also induce a 
superconducting state, where electrons exhibit zero resistance while flowing.50 The irregular stacking 
observed in the AG samples could resemble the TwBLG structure, suggesting that similar electronic 
phenomena might occur.  

 

 

Figure 4.30. TEM Images of all AG Samples and 1 G Sample All Images Have the Same Resolution. 

 

4.3.3.3. UV-VIS 
Figure 4.31 presents the UV-visible transmission spectra of the inkjet-printed graphene films (G and 
AG 0.3–0.75). Similar to the results in sections 4.1 and 4.1, graphene (G) demonstrates a wide 
absorption range between 200-800 nm, with the lowest transmission occurring at 267 nm. All AG films 
exhibit a broader transmission spectrum than G, with AG 0.75 showing the most significant broadening. 
AG 0.3-0.5 films have transmission minima at 253 nm, slightly shifted towards the blue compared to 
G, and consistent with previous batch one AG films. On the other hand, AG 0.75 has a notably broader 
spectrum with a less prominent minimum at 272 nm. 

 

Figure 4.31. UV-vis Transmission Spectra of Ink-Jet Print Aerosol Gel Graphene Films, with Varying O/C Ratio, and a 
Pristine Graphene Film (left). Normalised Graph of the UV-Vis Absorption Spectra (right) 

 

Graphene AG 0.3 AG 0.4 AG 0.5 AG 0.75
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Table 4.19 Optical Properties of Batch 3 Samples 

Sample %T (800 nm) number of estimated layers 
G 67.14 17 

0.3 54.07 26 
0.4 69.54 16 
0.5 66.26 18 

0.75 61.60 21 
 

The increase in spectral broadening observed in AG films may be linked to variations in the particle 
size of graphene oxide (GO) flakes present in the inks. As the oxygen-to-carbon ratio (O/C) rises, the 
size of suspended GO flakes also increases, potentially resulting in a larger scattering cross-section in 
the printed films and impacting their overall transmission properties. Similar to batch 1 samples, the 
number of estimated layers of each sample has been calculated in Table 4.19, suggesting an average 
of ~20 layers for each sample.  

The observed absorption peak around 270 nm can be ascribed to the π-π* transition in aromatic 
systems, prevalent in graphene and its derivatives like GO and reduced GO. This transition involves 
the excitation of an electron from a bonding π orbital to an antibonding π* orbital, essentially 
promoting an electron from the valence band to the conduction band. This electronic transition is 
associated with ultraviolet light absorption, typically around 260-270 nm, and contributes to the 
characteristic color of graphene-based materials. 

 

Figure 4.32. (a) UV-Vis Absorbance Comparison of Samples from Batch 1 and Batch 3, (b) Comparison of Absorbance on 
Sample AG 0.75 at Different Positions of the Film 

The UV-Vis absorbance spectra of samples from two distinct batches, batch 1 and batch 3, were 
analysed for comparative purposes to assess the similarity between the batches. Figure 4.32 (a) 
illustrates that the AG 0.5 sample from batch 3 and the AG sample from batch 1, which were confirmed 
by collaborators to have identical oxygen content, displayed remarkably similar UV-Vis absorbance 
spectra. This similarity indicates a close resemblance in their overall chemical composition. 
Furthermore, the G samples from both batches exhibited analogous absorbance peaks, suggesting a 
high degree of consistency in their sp2 carbon network structure. These findings imply a high level of 
control and reproducibility in the production process for both AG and G samples across the two 
batches. 
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The comparison of absorbance at various positions of the AG 0.75 film, as illustrated in Figure 4.32  (b), 
is essential for evaluating the film's uniformity. This analysis aids in establishing whether the film 
exhibits consistent properties across its surface. The absorbance spectra reveal minimal deviations 
among different positions, suggesting a uniform film characterised by homogeneous chemical 
composition and consistent properties. 

Estimated Band Gaps via Tauc Plots  
Using a method described in a research paper in 2018,51 the Tauc plots for the AG samples were 
generated. The data was collected as percentage reflectance (%R vs nm) on quartz substrates, and the 
Tauc method was employed to estimate the optical bandgap of the samples. For a detailed 
explanation of the Tauc plot theory and the calculation method, please refer to Appendix Section 10.3. 

Based on the analysis of these plots, the AG samples appear to exhibit an indirect bandgap transition, 
as shown in Figure 4.33, with bandgaps for the main transition of between 2.1-2.5 eV. This suggests 
that these materials' momentum requirements for the most intense electron excitation involve 
phonon interactions. The estimated bandgap energies are shown in Figure 4.33 indicate that an 
increase in oxygen content leads to a slight decrease in band gap energy. 

 

Figure 4.33. Tauc Plots for Batch 3 AG Samples Printed on Quartz, Showing the Estimated Band Gaps Calculated Using 
the Indirect Bandgap Method. 
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4.3.3.4. Transient Absorption Spectroscopy Results 
The changes in transmission (ΔT/T) of all the samples after being excited with a 400 nm laser pulse 
are displayed in Figure 4.34 (right). The changes are shown in both the visible range from 420 nm to 
690 nm and in the near-IR spectral regions from 850 nm to 1600 nm. Right after being excited, all the 
films show a positive ΔT/T signal across the entire spectral range of the transient experiments. This 
signal is attributed to photobleaching, which is the fading of the broad ground-state absorption band 
due to the depletion of the available valence to conduction band electronic transitions. 

 

Figure 4.34. (left) Graphs Depict the Dependence of Carbon-Optical Phonon (C-OP) Scattering Rates on the Wavelength 
of the Incident Probe Light. (right) Transient Changes in Transmission (ΔT/T) of G and AG 0.3–0.75, Following Excitation 

at 400 nm, in the Spectral Regions 420–690 nm and 850–1600 nm. Pump-probe time delays span -100 to 1500 fs. 

In all films, the highest positive signal in the visible region (500–650 nm) is achieved with a pump-
probe delay, or tmax, of 65 fs. However, tmax for probe wavelengths below 500 nm increases to 
approximately 80 fs. This variation is likely due to the contribution of the coherent artefact signal from 
the quartz substrate to the overall ΔT/T signal across the visible region. At shorter wavelengths (<500 
nm), the magnitude of the coherent artefact signal and sample signal become comparable. On the 
other hand, in the near-IR region, tmax shows significant dependence on the probe wavelength in all 
samples, increasing as the probe wavelength increases, except for AG 0.75. The observed variation is 
as large as 180 fs for AG 0.5. The graphs of tmax against wavelength for these samples can be found in 
the appendix. 

The delay in reaching the maximum ΔT/T signal for longer wavelengths may be partly attributed to 
the initial negative ΔT/T signal in the region >1400 nm for AG 0.3, 0.4, and 0.5, which overlaps with 
the increasing positive signal. The coherent artefact signal from quartz is initially negative at time zero, 
but its magnitude is not sufficient to account for the observed ΔT/T response, suggesting that the 
negative signal also originates from the sample. Furthermore, the delayed appearance of the signal in 
the near-IR region, relative to the visible region, could indicate the time required for carriers to 
equilibrate at energies significantly lower than those of the initially photo-injected carriers.  

The initial positive signal decay is significantly influenced by the probe wavelength across all samples; 
the positive ΔT/T signal's decay time grows longer with increasing probe wavelength. Since the 
scattering rate is inversely proportional to the decay time (𝜏𝑚𝑎𝑥), this implies that the scattering rate 
decreases as the probe wavelength increases. The scattering rates of carrier optical phonons, which 



156 
 

reflect the energy dissipation due to carrier-phonon interactions, are depicted in Figure 4.34 (left) as 
a function of the probe wavelength. These scattering rates can be estimated using the relation 

scattering rate =
1

𝜏𝑚𝑎𝑥
  , where 𝜏𝑚𝑎𝑥 is the time for the maximum positive ΔT/T signal to decay. 

Kinetic Traces, UV and NIR 
Kinetic traces at 550 nm and 1550 nm for the AG films are depicted in  Figure 4.35. In the time range 
of 50–1500 fs, the initial bleaching signal at 550 nm fully decays for all samples, with AG 0.75 showing 
a notably faster decay, reaching baseline within 90 fs. The extracted lifetimes are presented in Table 
4.20 for 550 nm and Table 4.21 for 1550 nm. Exponential fittings at 550 nm indicate decay times of 
approximately 110-120 fs for G, AG 0.3, 0.4, 0.5, while AG 0.75 decays faster with a lifetime of less 
than 90 fs. As seen in Figure 4.35, at 1550 nm, the decay of the bleach signals occurs more gradually, 
with slower rates compared to λ=550 nm for all samples. This indicates slower carrier optical phonon 
scattering rates at lower carrier energies. Despite the slower visual decay at 1550 nm, the extracted 
lifetimes are shorter, which could be explained by a different dynamic regime governing the decay at 
this wavelength. A small negative signal is observed around time zero for AG 0.3–0.5, which shows 
ultrafast temporal dynamics. 

To summarise quantitatively, at 1550 nm, G has a decay time (τ1) of 58 fs, AG 0.3 shows 85 fs, AG 0.4 
has 79 fs, AG 0.5 shows 121 fs, and AG 0.75 has a longer decay time of 339 fs (Table 4.21). These 
lifetimes are considerably shorter than those at 550 nm, which could correspond to the fact that even 
though the decay visually appears slower, the lifetimes represent early, rapid decay components in 
multi-exponential fits. 

 

 

Figure 4.35. Normalised Single Point Kinetic Traces at 550 nm (left) and 1550 nm (right), for All Samples, Overlaid with 
their Exponential Fits. 
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Table 4.20 Lifetimes of all samples at 550 nm (UV-Vis) 

Kinetic lifetimes at 550 nm 
 sub-ps (ps) growth neg. signal (ps) recovery (ps) recovery 

sample τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 (ps) τ3 error τ4 (ps) τ4 error 
G 0.114 0.003 0.643 0.092 13.530 3.509 ∞ 0 

0.3 0.115 0.002 1.643 0.755 6.651 7.579 ∞ 0 
0.4 0.114 0.002 1.421 0.381 10.104 8.671 ∞ 0 
0.5 0.120 0.002 0.690 0.258 54.206 26.386 ∞ 0 

0.75 0.086 0.008 0.699 n/a 1.006 n/a ∞ 0 
 

Table 4.21 Lifetimes of all samples at 1550 nm (NIR) 

Kinetic lifetimes at 1550 nm 
sub-ps (ps) growth neg. signal (ps) recovery (ps)  recovery 

sample τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 (ps) τ3 error 
G 0.058 0.007 0.436 0.013 ∞ 0 

0.3 0.085 0.009 0.255 0.022 1.597 0.192 
0.4 0.079 0.005 0.290 0.017 1.805 0.298 
0.5 0.121 0.010 0.290 0.047 1.085 0.128 

0.75 0.339 0.015 2.138 0.262 n/a  
 

Magnitude of the Long-Lived Signal 
A long-lived transient signal is linked to absorption caused by the existence of trapped electronic states. 
Previous research in section 4.1 emphasised the presence of trapped states in the aerosol gel 
graphene films, but absence of such states in pure graphene films.1 Figure 4.36 illustrates the dynamic 
behaviour of the photoinduced absorption (negative ΔT/T) up to pump-probe delays of 80 ps for all 
the samples.  

 

Figure 4.36. Kinetics Traces at 550 nm, Both Normalised (right) and Unnormalised (left), Highlighting the Recovery 
Dynamics of the Negative ΔT/T Signal. 
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The kinetic traces depicted on the left side of the figure represent the unnormalised data, whereas 
the graph on the right showcases the traces normalised to the initial maximum positive signal. 
Normalised to the max positive signal, representative of the number of initial charge carriers 
generated, and hence, representative of the energy deposited. This normalisation enables a direct 
comparison of the magnitude of the negative signal across different samples, accounting for variations 
in optical densities at the excitation wavelength. The normalised data reveals a discernible trend in 
the magnitude of the negative signal: notably, the signal of G exhibits a negligible value at 80 ps, while 
the quasi-stationary signal for the aerogel films increases as the oxygen-to-carbon ratio rises from 0.3 
to 0.75. Consequently, the present data reinforces the idea that the concentration of trapped carriers 
grows in tandem with the increasing oxygen-to-carbon content. 

Lifetimes and Recovery at Different Wavelengths 
Lifetimes presented in Table 4.22 show that there is a noticeable correlation between increasing 
wavelength and extended lifetime across the tested materials. This pattern holds true for both 
graphene and all AG samples. As the incident light's wavelength changes from 450 nm to 1500 nm, 
the associated recovery lifetime also increases for all systems. This phenomenon can be linked to the 
energy-dependent nature of carrier recombination processes in semiconductors. Signals at shorter 
wavelengths, within the UV region, correspond to higher energy transitions. The population of these 
higher energy states has a broader range of lower energy states available to transition to, thus 
expediting recombination processes. As a result, shorter lifetimes are observed at shorter 
wavelengths. Conversely, longer wavelengths within the NIR region correspond to lower energy 
photons. The population of these lower energy states possess fewer accessible low-energy states 
leading to recombination. Consequently, the excited electrons must await suitable holes for a longer 
duration, leading to slower recombination processes and, consequently, longer lifetimes at longer 
wavelengths. 

The data indicate that the overall recovery times for all AG variations exceed that of pristine graphene. 
Pristine graphene, known for its outstanding conductivity and low defect density, demonstrates 
shorter lifetimes owing to efficient carrier transport and recombination. However, in AG the pristine 
structure is disrupted by oxidation, which introduces additional energy states within the bandgap of 
graphene. This phenomenon creates new pathways for non-radiative recombination, leading to a 
longer recombination time for electrons and resulting in increased lifetime for AG compared to G. The 
impact of oxidation on the band gap of graphene is further examined computationally in Chapter 5. 
Moreover, the defects caused by oxidation can serve as traps for excited carriers, temporarily delaying 
their recombination with holes (vacant electron states). Subsequently, the trapped carriers may either 
recombine with lower energy states or thermally escape from the trap, thus prolonging the overall 
recombination process and extending the lifetimes, consistent with previous observations in this 
chapter.  
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Table 4.22 Wavelength-Dependent Recovery Lifetime in Graphene and AG 0.3-0.75 

 

Wavelength G 

(nm) τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 τ3  error τ4 (ps) τ4 error 
500 0.087 0.004 0.438 0.110 14.099 2.921 ∞ 0 
550 0.114 0.003 0.642 0.099 15.235 4.978 ∞ 0 
600 0.129 0.004 0.736 0.162 12.172 6.134 ∞ 0 

1105 0.280 0.009 1.674 0.133 n/a  n/a  

1300 0.350 0.016 3.609 3.335 ∞ 0 n/a  

1500 0.389 0.016 3.060 1.247 ∞ 0 n/a           
Wavelength AG 0.3 

(nm) τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 τ3  error τ4 (ps) τ4 error 
450 0.075 0.001 5.483 4.830 11.941 9.117 ∞ 0 
500 0.097 0.001 2.197 0.572 10.360 4.372 ∞ 0 
550 0.115 0.002 1.643 0.754 6.655 7.582 ∞ 0 
600 0.130 0.003 2.694 19.279 3.240 28.289 ∞ 0 

1105 0.254 0.016 1.263 0.578 ∞ 0 n/a  
1300 0.340 0.014 3.410 1.895 ∞ 0 n/a  

1500 0.372 0.020 3.020 1.306 ∞ 0 n/a           
Wavelength AG 0.4 

(nm) τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 τ3  error τ4 (ps) τ4 error 
450 0.082 0.001 3.805 1.758 13.086 6.429 ∞ 0 
500 0.099 0.001 1.935 0.561 12.082 6.803 ∞ 0 
550 0.114 0.002 1.421 0.381 10.105 8.671 ∞ 0 
600 0.130 0.003 3.033 32.844 3.438 43.926 ∞ 0 

1105 0.308 0.007 3.164 1.523 ∞ 0 n/a  
1300 0.350 0.016 3.609 3.335 ∞ 0 n/a  

1500 0.389 0.016 3.060 1.247 ∞ 0 n/a           
Wavelength AG 0.5 

(nm) τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 τ3  error τ4 (ps) τ4 error 
550 0.120 0.002 0.731 0.274 51.761 24.652 ∞ 0 
600 0.122 0.002 0.568 0.145 76.282 47.583 ∞ 0 

1105 0.268 0.010 1.814 0.642 ∞ 0 n/a  

1300 0.349 0.011 3.163 2.009 ∞ 0 n/a  

1500 0.398 0.017 2.544 0.914 ∞ 0 n/a           
Wavelength AG 0.75 

(nm) τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 τ3  error τ4 (ps) τ4 error 

450 0.054 0.002 1.748 0.246 ∞ 0 n/a  
500 0.077 0.001 2.093 0.201 ∞ 0 n/a  
550 0.098 0.001 1.853 0.179 ∞ 0 n/a  

600 0.100 0.002 1.819 0.327 ∞ 0 n/a  
1105 0.224 0.008 1.652 0.352 ∞ 0 n/a  
1300 0.363 0.014 0.001 4.03E+08 ∞ 0 n/a  

1500 0.369 0.022 3.523 2.340 ∞ 0 n/a  
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Power Dependence Study for Sample AG 0.75 at 525nm (UV) 
The following section illustrates the power dependence of the transient signal of sample AG 0.75, 
which possesses the highest oxygen content. Figure 4.37 illustrates a negative peak in the signal, which 
occurs at progressively later times with increasing fluence. This peak represents the maximum change 
(ΔT) associated with the excited state population in the film. The decay curve for the highest fluence 
at 1600 mJ cm-2 appears to deviate from a simple monoexponential decay, indicating the presence of 
multiple decay processes with different timescales contributing to the overall signal recovery.  

The observed shift in the peak position towards later times with increasing fluence indicates a longer 
lifetime for the excited states in the graphene film, leading to a slower decay of the ΔT signal. The data 
suggests that the excited state lifetime in the film increases in the sub-picosecond range as the 
intensity of the excitation pulse (higher fluence) increases.  

 

Figure 4.37. Fluence Dependence of Excited State Lifetime in Aerosol Gel Graphene 0.75 Film (right) Zoomed in to 0 - 4 ps.  

The instrument response function (IRF) can have a significant impact on the measured signal at lower 
fluences, particularly around time zero. The IRF, characterised by its Full Width at Half Maximum 
(FWHM), defines the system's temporal resolution. Under these circumstances, the IRF can distort the 
true signal and complicate the accurate extraction of fast decay components. The FWHM is a widely 
used parameter for accounting for the system's response time in ultrafast spectroscopy setups. 
Therefore, it is essential to consider this factor when interpreting early-time dynamics to prevent 
misinterpretation of rapid features in the transient signal. 

4.3.3.5. XPS Results  
The detailed XPS analysis of all AG samples, depicted in Figure 4.38, demonstrates a consistent trend 
across the samples. It indicates that the relative concentration of carbon-oxygen functional groups (C-
OH, C=O) rises in relation to C-C bonds as the overall oxygen content in the films increases. This 
observation aligns with the anticipated incorporation of oxygen during film processing. However, the 
observed increase in silicon content based on XPS data necessitates further investigation. As the films 
are deposited on a quartz crystal substrate (SiO2), it is likely that the silicon peak originates from the 
underlying substrate rather than the film itself. This suggests that the increasing silicon signal may not 
reflect a change in the film's composition. 

Additionally, a portion of the oxygen signal could be attributed to the quartz substrate or surface 
contamination. XPS probes samples to a depth of several nanometres, focusing primarily on analysing 
the surface region. Hence, oxygen contamination on the film's surface or inherent oxygen within the 
quartz substrate could contribute to the overall observed oxygen signal.  
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Figure 4.38. XPS of all AG Samples with Varying Oxygen Content. Orange Graphs Depict the Carbon Fitting, and the Blue 
and Green Graphs Show the Fitting of Oxygen and Silicon, Respectively. (a) AG 0.3, (b) AG 0.4, (c) AG 0.5 and (d) AG 0.75. 

(a) AG 0.3 

(b) AG 0.4 

(c) AG 0.5 

(d) AG 0.75 
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Table 4.23 provides an overview of the binding energies observed for various elements and their 
corresponding bonds in all samples, as illustrated in Figure 4.38. A key observation is the presence of 
two distinct O 1s peaks in the AG 0.3, AG 0.4, and AG 0.5 samples. These two peaks correspond to 
different oxygen environments, likely related to O-C and possibly either O-Si or C=O bonds. This is 
consistent with the C 1s data, which suggests the presence of two C-O environments in these samples. 
In contrast, the AG 0.75 sample exhibits a single O 1s peak at an intermediate binding energy. While 
this peak could be a combined signal from oxygen within the film and oxygen from the underlying 
quartz (SiO₂) substrate, it is more challenging to assign specific oxygen environments based on this 
data. The larger particle size and higher oxygen content inferred from the C 1s analysis in AG 0.75 may 
further complicate the interpretation of the O 1s peak. Therefore, focusing on the more apparent 
distinction of the two O 1s peaks in AG 0.3, AG 0.4, and AG 0.5 allows for a better understanding of 
the chemical bonding environments in these samples. 

Table 4.23 XPS Binding Energies (eV) for Carbon, Oxygen, and Silicon for AG samples 52 

Elements/Bonds Binding Energies (eV) 
Carbon  

C-C ~284.4 to 284.8 
C-OH, C-O-C ~284.9 to 285.9 

C=O ~286.0 to 286.6 
C=C ~284.6 to 285.0 
π-π* 290.0 

Oxygen  
C=O ~531.5 to 532.0 

O-C-OH ~~533.0 
Silicon  
SiO2 103.5  

Organic Si 102.0 

4.3.3.6. Profilometer  
The thickness of the AG samples were analysed using a profilometer, and the details are recorded in 
Table 4.24. The thickness of the samples, as measured by a profilometer, is important for specific 
applications and desired properties of the films. The electronic, optical, and mechanical properties of 
graphene films are strongly influenced by the number of layers present in a sample. As a result, the 
dimensional characterisation of graphene films is crucial, especially with the continued development 
of new synthesis methods and applications.53 In particular, graphene films show distinct electrical 
properties based on their thickness. Monolayer graphene has the highest electrical conductivity, while 
bilayer and few-layer graphene exhibit different band structures and electrical behaviour compared 
to monolayer.54  

Studies have consistently established a direct relationship between the oxygen content in GO and rGO 
and their structural characteristics. In oxygen-functionalized graphene, a correlation has been 
observed between the oxygen-to-carbon ratio (O/C ratio) and the thickness of GO. The O/C ratio 
serves as an indicator of the degree of oxidation within the GO lattice. Increased oxidation results in 
a higher O/C ratio, which signifies more oxygen atoms incorporated into the graphene structure and 
influences the d-spacing of GO. D-spacing refers to the separation distance between adjacent atomic 
layers within a material. In GO, introducing oxygen-containing functional groups, such as hydroxyl and 
epoxides, disrupts the pristine graphene structure and acts as spacers that separate individual 
graphene sheets. Consequently, a higher O/C ratio, indicative of more extensive oxidation, leads to 
larger d-spacing in the GO structure. It is worth noting that while the relationship is well established, 
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it is important to acknowledge that studies such as the one conducted by Park et al. (2022) primarily 
assess the spacing between atomic layers on the nanometre scale, as opposed to the overall film 
thickness at the micrometre scale, which is one of the of focus areas in this research.55 

The surface topography of the printed patterns of the AG films was effectively captured using 
profilometer technology, illustrating their consistent uniformity. The maximum and average height 
measurements of the thin AG films are summarised in Table 4.24. For AG 0.3, the maximum height 
was 0.9 μm, with an average height of 0.7 μm. Similarly, AG 0.4 exhibited a maximum height of 1.3 
μm and an average height of 0.9 μm. As the concentration increased, AG 0.5 and AG 0.75 showed 
maximum heights of 2.4 μm and 2.9 μm, respectively, with average heights of 1.7 μm and 2 μm. 

These profilometer results align well with the AFM findings presented earlier in Section 4.2, further 
confirming the consistency in film thickness measurements across different techniques. The increasing 
trend in both maximum and average heights with higher AG concentrations indicates a clear 
relationship between AG film thickness and concentration. 

Table 4.24 Maximum and Average Height of Thin AG Film Samples 

Sample Maximum Height (μm) Average Height(μm) 
AG 0.3 0.9 0.7 
AG 0.4 1.3 0.9 
AG 0.5 2.4 1.7 

AG 0.75 2.9 2 
 

The height of AG films plays a significant role in providing insights into the morphology and potential 
properties of the material. Although AG films do not seem to exhibit a strictly layered structure like 
graphene, as seen in the TEM images in section 4.3.3.2, their thickness can still serve as an 
approximate indicator of the number of stacked particles. Furthermore, the height can have 
implications for the surface area, electrical conductivity, mechanical strength, and optical properties 
of the AG films. This information is vital for the design and fabrication of devices with specific 
functionalities.  

4.3.3.7. SNOM and AFM 
The study utilised a combined Scanning Near-Field Infrared Microscopy and Atomic Force Microscopy 
approach to examine the existence of Carbon-Oxygen functional groups within the AG films through 
vibrational spectroscopy. The AFM component effectively produced surface feature height profiles 
consistent with the previous observations in the section. However, the SNOM analysis did not provide 
conclusive evidence of the presence of Carbon-Oxygen groups. 

4.3.3.8. RAMAN 
Raman spectroscopy is widely used to assess the quality of graphene materials. The G-peak, occurring 
at approximately 1580 cm⁻¹, corresponds to the vibrational mode of sp²-bonded carbon atoms in the 
graphene lattice. This peak serves as a reference for monitoring changes in the graphene structure 
and quantifying the number of graphene layers. In rGO, the G peak is often shifted to higher 
frequencies compared to graphene oxide, due to the partial restoration of the sp² carbon network in 
the reduced material.56,57 

The D-peak, located around 1350 cm⁻¹, is associated with defects or disorders in the graphene lattice, 
activated by the breathing mode of six-membered carbon rings. The intensity of the D-peak is 
commonly used as an indicator of the degree of disorder within the graphene structure. Shifts in the 
D-peak to higher or lower frequencies can provide insights into the level of disorder or strain. 57,58 
Additionally, the 2D peak, typically found at around 2700 cm⁻¹ in monolayer graphene, shifts to lower 
frequencies in bilayer and few-layer graphene due to interlayer interactions and reduced coupling.59 
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As shown in Figure 4.39, the Raman spectra reveal several trends in the AG samples. D-peak intensity 
decreases with increasing O/C ratio, particularly in the AG 0.75 sample, where the D-peak is noticeably 
smaller than in AG 0.3. This trend suggests a reduction in lattice disorder with higher oxidation, which 
is somewhat unexpected since higher oxidation typically introduces more defects. The slight shift of 
the D-peak to higher frequencies with increasing O/C ratio further indicates the presence of strain 
within the lattice, though this shift is minimal. 

 

 

Figure 4.39. Raman Spectroscopy Measurements of the AG Samples with O/C Ratio of 0.3, 0.4, 0.5 and 0.75 after 

Annealing. 41 

The G-peak, observed around 1580 cm⁻¹, shows little to no significant shift or change in intensity 
across the samples with different O/C ratios. This stability in the G-peak suggests that the overall 
graphene structure remains largely unaffected by the oxidation process. However, the resolution 
along the x-axis in the Raman spectra may limit the detection of subtle shifts. 

The findings, especially the unanticipated decrease in D-peak intensity as O/C ratios increase, indicate 
that heightened oxygen functionalization may be causing a reduction in specific structural defects. 
This could be attributed to a reorganisation within the graphene lattice during the oxidation process. 
Further examination with enhanced spectral resolution would be advantageous for validating any 
shifts in the 2D or G peaks and gaining a deeper understanding of these structural alterations. 

4.3.4. Discussion   
The section explored the characteristics of AG films with varying oxygen content (AG 0.3, AG 0.4, AG 
0.5, and AG 0.75) using a range of analytical techniques. SEM analysis revealed a large-scale particulate 
network structure for all AG films. The TEM findings suggest the formation of multi-layer graphitic 
nanoparticles. The absence of substantial agglomerates suggested well-dispersed graphene sheets 
within the films. Pure graphene exhibited large flakes, implying a uniform structure with flat sheets, 
while AG films displayed larger and potentially more diverse particle sizes, likely owing to the 
disruption of the ordered graphene structure by oxygen functional groups. TEM analysis unveiled the 
intrinsic structural features of the AG films. Unlike the characteristic honeycomb lattice of pristine 
graphene, AG films (as seen in Fig. 4.30) showcased crumpled nanosheets at low O/C, with a gradual 
change to more curved structures, especially in AG 0.75, indicating the influence of oxygen content 
on film morphology. Interestingly, the TEM data suggested a turbostratic structure in AG films, 
characterised by multiple graphene layers stacked with rotational disorder. This disruption of orbital 
hybridisation could potentially lead to electrical conductivity similar to single-layer graphene. This 
finding suggests a potential advantage over single-layer graphene production, as turbostratic 
graphene with good conductivity can be achieved with multiple layers with a more scalable synthesis 



165 
 

procedure. Moreover, the observed irregularities resembled Twisted Bilayer Graphene, where layer 
rotation creates a Moiré superlattice and alters electrical behaviour.  

Although the SNOM technique did not yield valuable data, XPS measurements confirmed the presence 
of oxygen in all samples, and the deconvolution of the C 1s peak provided further insight into the 
specific oxygen-containing functional groups present (e.g., C-OH, C=O).  

The profilometry measurements have provided valuable insights into the film thickness of the AG 
samples, revealing a range from 0.7 μm to 2.9 μm. While the data does not establish a direct 
correlation between oxygen content and thickness, it is crucial to consider the potential structural 
changes induced by oxygen functionalization. The presence of oxygen-containing groups may 
influence the interlayer spacing within the graphene network, although this factor alone cannot 
account for the observed variation in thickness, which spans a factor of three. In previous studies on 
interlayer spacing, an increase of 10-30% was noted in interlayer distances with higher oxygen content. 
However, our observed thickness variation is much larger, reaching up to 300%. The films are 
significantly thicker than what would be expected based solely on increased interlayer spacing in 
stacked graphene sheets, suggesting that differences in morphology rather than simple parallel layer 
stacking are involved.55 It is likely that the films are composed of 3D arrangements, potentially forming 
structures such as nanopores or spherical agglomerates of crumpled graphene or GO sheets. This 
interpretation is supported by TEM images, which show crumpled sheets, and SEM images, which 
depict spherical particles. These structural features are consistent with the notion that the oxygen 
functional groups not only disrupt the flat graphene layers but also promote the formation of complex, 
three-dimensional architectures, contributing to the overall increase in film thickness. 

Transient absorption spectroscopy was employed to examine the excited state dynamics of the AG 
films. All films exhibited an initial positive ΔT/T signal across the entire measured range (420-1600 nm), 
attributed to the ground state absorption photobleaching. The maximum positive signal in the visible 
region (500-650 nm) peaked within ~65 fs. In contrast, the near-IR region displayed a strong 
dependence on probe wavelength with a delayed rise time, possibly due to carrier equilibration at 
lower energies. For all samples, the initial bleaching signal at 550 nm completely decayed, with faster 
decay observed for AG 0.75. A small negative ΔT/T signal around zero delay was observed for AG 0.3-
0.5, particularly at 1550 nm. The decay of the positive signal showed a strong dependence on probe 
wavelength, with slower decay at longer wavelengths. The magnitude of the long-lived negative signal, 
associated with trapped electronic states, increased with the O/C ratio, suggesting a higher 
concentration of trapped carriers in films with higher oxygen content.   

The transient absorption data presented in this chapter, as depicted in Figure 4.40, reveals several 
crucial processes. Before the arrival of the pump pulse, graphene initially exists in equilibrium. In 
Figure 4.40 (a), the photoinduced creation of narrow populations of electrons and holes leads to non-
Fermi-like distributions for these charge carriers, disrupting the material's equilibrium state. 
Subsequently, in Figure 4.40 (b), the electrons and holes undergo carrier-carrier scattering within 10 
femtoseconds, resulting in the formation of distinct Fermi-like distributions for each, with their own 
chemical potential but sharing the same temperature. This process signifies the rapid equilibration of 
the excited carrier populations.  
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Figure 4.40. Carrier Relaxation in Graphene Under Ultrafast Light Pulses. (a) Initially, graphene is in equilibrium. When 
the pump arrives (depicted as a green arrow), spectrally narrow populations of electrons and holes are created, resulting 
in non-Fermi-like distributions for these charge carriers. (b) The electrons and holes experience carrier-carrier scattering 
on the 10 fs scale, forming two Fermi-like distributions. One distribution is for electrons, and the other is for holes, each 
with different chemical potentials but equal temperatures. (c) Auger recombination. (d) Electrons and holes recombine, 

and carriers relax by emitting optical phonons (as shown by dashed arrows). (e) Electron-hole recombination (yellow 
solid arrow representing light emission). (f) Additional cooling is facilitated by the emission of acoustic phonons 

(represented by a dashed arrow).60 

Figure 4.40 (c)-(e) interpret various channels through which electrons and holes recombine and 
thermalise within a 100-femtosecond timeframe. Figure 4.40 (c) illustrates Auger recombination, a 
process involving the transfer of energy from an electron-hole pair to a single electron, leading to its 
ejection from the material. This process is not shown in this section, but it has been observed in 
previous research papers. This recombination pathway is relatively infrequent in graphene compared 
to other semiconductors. Figure 4.40 (d) showcases electron-hole recombination with phonon 
emission, where electrons and holes recombine, releasing excess energy in the form of optical 
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phonons, serving as a significant cooling mechanism. Figure 4.40 (e) portrays electron-hole 
recombination, with electrons and holes directly recombining and releasing energy in the form of light, 
contributing to the overall reduction in the excited carrier population. Finally, Figure 4.40 (f) 
demonstrates additional cooling, as further cooling of the excited carriers occurs through the emission 
of acoustic phonons, serving as lower-energy vibrational excitations within the material compared to 
optical phonons.60 

Raman spectroscopy confirmed the presence of the network of sp2-bonded carbon atoms within the 
AG films. Further analysis of the peak positions, intensities, and their dependence on O/C would 
provide a more comprehensive understanding of the structure and presence of defects in the AG films. 

It is evident from the XPS data that the rise in oxygen content (from AG 0.3 to AG 0.75) led to an 
increased concentration of oxygen-containing functional groups. This phenomenon could have 
influenced the thickness of the film by potentially altering the interlayer spacing. Moreover, the 
existence of these functional groups could have given rise to trap states, thereby affecting the optical 
properties and carrier dynamics of the film. 

To gain a more comprehensive understanding of the impact of oxygen content on the material's 
properties, and because AG 0.75 displayed a broader absorption peak and slightly different data in the 
transient absorption spectra, it was decided to analyse additional samples. These new samples cover 
a complementary range of oxygen content, including both lower and higher O:C levels than AG 0.75. 
The following section will detail the results obtained from these additional samples. 
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4.4. SAMPLE SET 4: SAMPLES WITH HIGHER OXYGEN CONTENT 

4.4.1. Sample Description   
The fourth batch used in this research involved examining two film samples and two ink samples. The 
films focused on exploring the impact of oxygen content on film properties. Two new diluted aerosol 
films were created to better understand the distinct absorption behaviour observed in the AG 0.75 
from the previous phase and determine whether 0.75 corresponds to the optimal oxygen content or 
if higher oxygen levels could yield even better performance. These films, printed on quartz substrates 
like the previous batches, were synthesised using reaction mixtures with oxygen-to-carbon (O/C) 
ratios of 0.6 and 0.85. However, these values refer to the O/C ratios in the reaction mixture rather 
than the final composition of the films. The actual oxygen content in the final samples was assessed 
using XPS. The unprinted inks of AG and G at their original concentrations were also analysed. 

4.4.2. Characterisation Methods 
This section utilised the same characterisation techniques as the previous sections, such as UV-Vis 
spectroscopy, pump-probe spectroscopy, and X-ray Photoelectron Spectroscopy. 

4.4.3. Results 

4.4.3.1. UV-VIS Results  
The normalised UV-Vis spectra of AG 0.6 and AG 0.85 are compared to graphene and AG 0.75 in Figure 

4.41 and Table 4.25. The spectrum of the AG 0.85 sample (pink curve) demonstrates a significant 

redshift, indicative of its absorption peak moving toward longer wavelengths (lower energy). This 

redshift is often associated with increased particle sizes or heightened structural disorder, suggesting 

that the AG 0.85 sample possesses larger particles, or a more disordered arrangement compared to 

the other samples. 

 

Figure 4.41. The UV-Vis Absorption Spectra of AG 0.6 and AG 0.85 Compared to Graphene and AG 0.75 at Room 
Temperature. 

In contrast, the AG 0.6 sample (green curve) exhibits two distinct absorption peaks. The first peak 

appears around 250 nm, with a second prominent peak near 390 nm. These two absorptions features 

gradually merge, forming a broader peak, which suggests the presence of distinct electronic 

transitions within the material. The observed differences in peak position and width likely reflect 

variations in particle size or film morphology, with the dual peaks of the AG 0.6 sample hinting at a 

more heterogeneous structure than the higher oxygen-content samples. 
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This spectral behaviour aligns with the morphological trends observed in Section 4.3, where films with 

a higher oxygen content exhibited larger particle sizes. The broader and redshifted absorption 

spectrum of the AG 0.85 sample is consistent with these findings, further reinforcing the correlation 

between oxygen content, particle size, and optical properties. As oxygen functionalisation increases, 

it likely induces structural changes that result in larger agglomerates or more pronounced disorders 

within the films, thereby shifting the absorption spectrum. 

Table 4.25 Optical properties of batch 4 samples 

Sample %T (800 nm) number of layers 
G 67.14 17 

AG 0.6 56.83 24 
AG 0.85 56.67 24 

 

The absorption of AG resembles that of GO, as reported in the literature.61 The peak at approximately 
350-390 nm may result from electronic transitions involving the C-O bonds of the attached oxygen 
groups. It is difficult to pinpoint exact transitions within these groups due to broad peaks, indicating 
overlapping electronic transitions. These might involve different bonding orbitals or interactions 
within the epoxide group. The broadness could also result from a combination of C-O transitions and 
interactions with the π-conjugated system in AG. 

4.4.3.2. Transient Absorption Spectroscopy Results   
The data in Table 4.26 shows the transient absorption lifetimes measured at 550 nm for samples in 
batch 4, alongside reference data for G and AG 0.75 from batch 3. This data highlights trends in the 
decay dynamics between the batches. Notably, while samples in batch 3 required four exponential 
components (τ1 to τ4) for a complete description, the two samples in batch 4 could be adequately 
represented by three-lifetime terms, suggesting a potentially simpler decay process in batch 4 due to 
some variations in material properties compared to batch 3. Across both batches, all samples exhibit 
an ultrafast component (τ1) within the sub-picosecond regime, attributed to the initial excitation and 
relaxation of photogenerated carriers. Additionally, there is a growth time constant for the negative 
signal, possibly associated with the trapping of photoexcited carriers. A recovery component is 
observed in all the samples, potentially indicating the de-trapping of carriers from localised states. The 
presence of a long-lived component (τ3 or τ4) in all samples suggests the existence of long-lived 
trapped carriers. Furthermore, the lifetime analysis suggests slightly shorter lifetimes (τ1 and τ2) for 
samples in batch 4 compared to batch 3. 

Table 4.26 Lifetimes of AG 0.6 and AG 0.85 samples from batch 4 compared to the lifetimes of graphene and AG 0.75 
from batch 3 at 550 nm (UV-Vis) 

Kinetic lifetimes at 550 nm 
 sub-ps (ps) growth neg. signal (ps) recovery (ps) recovery 

sample τ1 (ps) τ1 error τ2 (ps) τ2 error τ3 (ps) τ3 error τ4 (ps) τ4 error 
G 0.114 0.003 0.643 0.092 13.530 3.509 ∞ 0 

0.6 0.023 0.009 1.201 0.115 ∞ 0 n/a  
0.75 0.086 0.008 0.699 n/a 1.006 n/a ∞ 0 
0.85 0.075 0.002 1.307 0.095 ∞ 0 n/a  

 

The pre-exponential factors obtained from fitting all film samples in batches 3 and 4 offer an 
alternative method for comparing the magnitude of the long-lived signal relative to O/C. This signal, 
which does not decay, is represented by an infinite lifetime (τ∞) and an amplitude denoted A∞. By 
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comparing the ratio of A∞ to the initial decay lifetime amplitude (τ1), A1, we effectively normalise 

the magnitude of the long-lived signal to the sample's excitation.  

 

Figure 4.42. The Ratio of the Preexponential Factors, A∞ and A1, as a Function of O/C of the Aerosol Gel Films. O/C of 

the pure graphene film is defined as 0. 

In Figure 4.42, we observe the variation in 𝐴∞/𝐴1 as a function of O/C, with the O/C of the pure 

graphene film defined as 0. The consistent increase in 𝐴∞/𝐴1 with increasing O/C confirms that this 

correlation is independent of potential fluctuations in excitation energies. However, it is essential to 

note that the ratio 𝐴∞/𝐴1  increases as the O/C ratio rises, indicating that the relative probability of 

the process represented by 𝐴∞ becomes more dominant compared to the process described by 𝐴1 

as the oxygen content rises. This suggests that higher oxygen functionalisation influences the optical 
transitions, potentially increasing the contribution of higher-energy electronic states (represented by 
A∞ relative to the lower-energy states (represented by 𝐴1). Thus, the conclusion should be that the 

relative probability of the transition associated with 𝐴∞ becomes more significant as the O/C ratio 

increases. 

4.4.3.3. X-ray Photoelectron Spectroscopy (XPS) 
The unprinted inks of AG-EC (Aerosol-Ethyl Cellulose) and G-EC (Graphene-Ethyl Cellulose) at the 
concentrations used during film deposition were analysed using XPS and are depicted in Figure 4.43. 
Both inks were dried on a flat aluminium surface before the XPS analysis. The raw, unprinted inks were 
not annealed and might contain surfactants. These surfactants could contribute to the peaks observed 
in the XPS spectra. It was observed that both inks contain Ethyl Cellulose, as indicated by the broad 
peak around 284-288 eV, which is characteristic of C-C bonds (the organic backbone of cellulose) and 
C=C bonds (in graphene-like materials). Additionally, a peak at slightly higher binding energy (around 
286-287 eV) suggests C-O bonds, likely from cellulose or other oxygen-containing functional groups 
(such as C-OH or C-O-C) present in both inks. 
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Figure 4.43. XPS Analysis of C 1s Binding Energies in Graphene ink (left) and AG ink (right) with Ethyl Cellulose 
Surfactant. 

Both inks also exhibit evidence of oxygen atoms (likely O-C or O-C-O) present in the cellulose 
component of both samples. XPS analysis of graphene typically shows a sharp peak around 284 eV 
corresponding to the C=C sp² bonding in the graphene structure. This peak is present in both inks but 
is much smaller in AG than in the G ink. The two largest binding energy peaks in the AG ink correspond 
to C-OH and C=O functional groups (although cellulose does not contain C=O, this could be C-OH or C-
O-C) associated with cellulose and oxygen-containing groups in graphene. In the G ink, the C-OH 
component has the highest intensity compared to the C-C peak. This could be due to a larger amount 
of ethyl cellulose (or a smaller amount of graphene compared to ethyl cellulose). 

 

Figure 4.44. XPS Analysis of C 1s Binding Energies in Graphene Film (left) and AG Film (right) 

AG 0.6 and AG 0.85 diluted films were also analysed using XPS, as seen in Figure 4.44. AG 0.6 seems 
to follow the ‘trend’ observed in batch 3, with similar peak intensities and distributions, suggesting a 
consistent oxygen content and functional group presence. However, AG 0.85 appears to deviate from 
this trend, showing distinct differences in its XPS spectrum, most notably exhibiting almost twice the 

                    

                    



172 
 

amount of C=C bonding compared to C-C bonding. This could indicate a higher concentration of 
oxygen-containing groups or a different chemical environment within the film. These differences could 
reflect changes in the film's properties due to the increased oxygen content, which may influence its 
behaviour in potential applications. 

4.4.4. Discussion 
Analysis of the transient absorption results of the samples with high oxygen content showed that, 
compared to Batch 3, these films required fewer exponential components for decay analysis, 
potentially indicating simpler decay processes. All samples showed ultrafast carrier relaxation, a 
growth time constant, a recovery component, and a long-lived trapped carrier component. Batch 4 
samples exhibited slightly shorter lifetimes compared to Batch 3. XPS revealed that both AG and G 
inks contained oxygen functionalities. The G ink displayed a sharper C=C sp2 peak compared to AG, 
confirming the presence of multi-layer graphene. The peak intensity distribution suggested a high 
concentration of oxygen groups in the G and AG inks, possibly originating from the ethyl cellulose 
surfactant. Similar to AG 0.75, both AG 0.6 and AG 0.85 exhibited broad optical absorption, likely due 
to oxygen groups and larger particle sizes. AG 0.85 displayed a redshift, while AG 0.6 had distinct 
absorption peaks, suggesting similarities to graphene oxide (GO). 
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4.5. CONCLUSION  
The impact of oxygen content on the properties of multilayer graphene aerogels (AGs) in comparison 
to pristine multilayer graphene (G) was extensively examined in this study. The utilisation of advanced 
characterisation techniques such as TEM and SEM revealed significant morphological differences. 
Contrary to the smooth, sheet-like structure of graphene, AGs exhibited a porous and interconnected 
3D network, indicative of a more complex architecture. These structural changes suggest that oxygen 
functionalisation not only disrupts graphene’s pristine lattice but also promotes the formation of 
crumpled nanosheets and nanopores, potentially altering the material's properties compared to pure 
graphene. 

Subsequent analysis via XPS confirmed the presence of oxygen-containing functional groups (C-OH, 
C=O, and O-C-OH) within AG annealed films, distinguishing them from pure graphene. The inclusion 
of these functional groups is responsible for creating defect sites and trap states, which influence the 
film's electronic and optoelectronic properties by altering the Fermi level and charge transport 
dynamics. These functional groups affect electron affinity and band structure, leading to a shift in the 
Fermi level that directly impacts the conductivity, carrier mobility, and overall charge concentration 
in the material. This tunability of electronic properties is crucial for tailoring graphene for applications 
such as sensors, transistors, and other optoelectronic devices.62-63  

Moreover, the oxygen content in AGs has been shown to markedly influence their optical absorption 
characteristics, differentiating them from pristine graphene. The introduction of oxygen-containing 
groups within AGs is likely to generate trap states that hinder electron mobility, leading to slower 
recovery times in photoinduced carrier dynamics. Transient absorption spectroscopy (TAS) provided 
valuable insight into these ultrafast processes, revealing distinct carrier relaxation mechanisms in AGs 
compared to G, including the role of oxygen-induced trap states in prolonging carrier lifetimes. The 
pump-probe technique used in TAS allows for precise tracking of electron dynamics, enabling the 
study of how oxygen content modulates the relaxation timescales and energy dissipation pathways in 
these materials. 

While pristine graphene exhibits metallic conductivity, which can limit its functionality in specific 
applications, the oxygen functionalisation in AGs introduces a tunable bandgap, which enhances their 
optoelectronic properties and responsiveness to external stimuli, such as light or chemical changes. 
This engineered bandgap makes AGs highly promising candidates for sensor technologies, as they 
provide more controlled and selective responses. The ability to customise graphene’s properties 
through oxygen functionalisation opens up numerous possibilities for its application in next-
generation electronic and sensing devices.64 

Understanding the intricate relationship between oxygen content, morphology, and optoelectronic 
properties in AGs is crucial for advancing their technological applications. While the current study 
offers valuable insights into these relationships, further theoretical modelling and experimental 
studies are required to explore the detailed impact of oxygen functionalisation on graphene's 
electronic structure and performance. The next chapter will focus on this by employing Density 
Functional Theory to provide a deeper theoretical analysis of oxygen-functionalised graphene's 
electronic and optical properties.  
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Computational Modelling of Graphene-Based 
Materials 

OVERVIEW 
This chapter reports our quantum chemistry investigations of the structure-property relationship of a 
series of graphene-based materials to find out how morphological and chemical modifications affect 
graphene’s electronic and optical properties. The materials explored include: 

• Pure graphene;  

• graphene derivatives functionalised with different types of oxygen groups at varying 
concentrations and configurations; 

• curved graphene with different curvatures;  

• graphene with substitutional oxygen defects. 
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5.1. COMPUTATIONAL METHODOLOGY 
Density functional theory calculations were performed using the SIESTA software package. To model 
weak interactions between atoms accurately, the van der Waals (VDW) functional vdW-DF2 by Lee et 
al. was employed to describe exchange-correlation.1 

The calculations used norm-conserving pseudopotentials, which simplify calculations by replacing 
core electrons with an effective potential. These pseudopotentials were used in combination with 
double-zeta polarised basis sets for valence electrons. Pseudopotentials optimised using the GGA-PBE 
(Generalized Gradient Approximation, and the exchange-correlation functional of Perdew, Burke, and 
Ernzerhof) 2 approximation and the basis sets optimised specifically for these pseudopotentials were 
obtained from Simune Atomistic database.3,4 

The simulation systems were periodic in two dimensions, with a vacuum thickness of 30 to 40 Å 
(depending on the system) in the third dimension. A Monkhorst-Pack k-point grid of 24x24x1 was used 
for geometry optimisation for the graphene structures.  

5.1.1. Geometry Optimisation  
Geometry optimisation employed the Conjugate Gradient (CG) algorithm. This minimisation technique 
iteratively refines the atomic positions to locate a local minimum on the potential energy surface. To 
prevent excessively large atomic movements that could destabilise the simulation, a maximum atomic 
displacement of 0.1 Angstrom per step was imposed. The convergence criterion for the optimisation 
was based on the magnitude of the forces acting on each atom. The calculations stopped when the 
maximum force fell below a 0.01 eV/Angstrom threshold. All atoms were allowed to be optimised, 
while the lattice parameters of the simulation cell were fixed during the optimisation process. An 
example of the input file is provided in the appendix for reference. 

5.1.2. Optical Calculations 
In the investigation, the optical properties were explored, enabling the calculation of the absorption 
spectra within the SIESTA framework. SIESTA's simulation of optical properties is based on calculating 
the imaginary part of the dielectric function by computing dipolar transition matrix elements for 
transitions between occupied and unoccupied orbitals obtained in ground state calculations. 

Several key parameters, including the number of bands, the energy range, the broadening and the 
number of k points, were used to control optical calculations in SIESTA.  

The number of bands determines the electronic states included in the calculation, impacting both the 
accuracy and computational cost. Tests were conducted with a limited number of bands as well as 
with all available bands. As increasing the number of bands did not notably extend the computational 
time, it was decided to incorporate all available bands to enhance accuracy. 

The k-point mesh plays a crucial role in accurately integrating electronic properties over the Brillouin 
zone. Different densities of the k-point grid were tested. The k-point grid size was tested for a model 
two-atom graphene unit cell. The k-point grid size was varied from a coarse grid of 6x6x1 to a very fine 
grid of 192x192x1. This investigation revealed that a k-point grid size of at least 96x96x1 was necessary 
to achieve fully converged spectra. However, a balance between accuracy and computational 
efficiency is crucial. Considering this, a k-point grid of 24x24x1 was determined to be a good 
compromise. This grid size provided a reasonable level of accuracy while being significantly faster to 
compute compared to the very fine grid. In some cases, an even coarser grid of 12x12x1 was used 
when computational efficiency was a top priority. 

The minimum and maximum energies specify the energy range of interest. In the study, the 
calculations were performed within a range of 0.0 Ry to 2.0 Ry. To account for the inherent broadening 
of spectral features due to various factors like electron-phonon coupling and finite lifetime of excited 



186 
 

states, a line broadening factor of 0.2 eV was incorporated, which broadened the calculated 
absorption peaks, making them more comparable to experimental observations. 

An analysis tool provided by the SIESTA distribution, called ‘optical.f’, file was used to process the 
imaginary part of the dielectric function calculated by SIESTA. This post-processing produced a file 
called ‘absorp_coef.out’, which contained values of the absorption coefficient as a function of energy 
(eV). For plotting the spectra, the values of energy were converted into wavelength using equation 
(5.1). 

𝜆 (𝑛𝑚) =
1240

𝐸 (𝑒𝑉) 
 

(5.1) 

 

The calculated data provide absorbance values in the range from 0 nm to 6000 nm—8000 nm, 
depending on the system. To match the experimentally accessible range of frequencies, calculated 
spectra were plotted in the range 200 nm to 800 nm.  

5.1.3. Density of States and Projected Density of States Calculations 
To gain a comprehensive understanding of the properties of graphene-based materials, the research 
explored the electronic structure of the materials, extending beyond their optical properties. 
Calculations were performed to determine the density of states (DOS) and the projected or partial 
density of states (PDOS) of graphene and graphene-based materials. The DOS provides a 
comprehensive picture of the available electronic states for a material at a specific energy range. It 
gives information on the distribution of electronic energy states within the material. The PDOS 
decomposes the total DOS further, allowing for analysis of the contribution of individual atoms or 
specific elements to the overall DOS. This detailed information provides valuable insights into the 
electronic properties of materials.  

DOS calculations were done in the energy range from -20 to 20 eV (where zero is the energy of electron 
in vacuum). This energy range was discretised by taking 2000 points in this energy window. 
Furthermore, a broadening of 0.100 eV was applied to the peaks obtained from calculations of DOS. 
This broadening factor accounts for the finite lifetime of electronic states and serves to smooth out 
the DOS spectrum for better visualisation. The Fmdos.f analysis tool, provided by the SIESTA 
distribution, was utilised to post-process the calculated PDOS data. 

5.1.4. Band Structure Calculations 
The band structure refers to the allowed energy levels for electrons within a material as a function of 
k-points in the Brillouin zone, visualised as bands separated by energy gaps. In this study, band 
structure calculations were performed to determine the energy dispersion of electrons throughout 
the Brillouin zone, which is the unit cell in the reciprocal lattice of the material. An appropriate k-point 
path ensures accurate sampling of the Brillouin zone and a reliable representation of the band 
structure. 

For these calculations, a series of k-points were specified along specific high-symmetry directions 
within the Brillouin zone of graphene. These k-points acted as waypoints for calculating the electronic 
band energies. Each k-point was specified by its coordinates relative to the reciprocal lattice vectors. 
Labels were used to specify these k-points as high-symmetry points (Γ, P, S, and Y). An analysis tool 
called ‘gnubands.f’ supplied within the SIESTA distribution was used to analyse the calculated band 
structure data.  
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5.2. BACKGROUND: ELECTRONIC PROPERTIES OF PURE GRAPHENE 

5.2.1. Electronic Structure (Density of Sates) of Pure Graphene  
The DOS refers to the number of electronic states available per unit of energy and per unit cell in the 
material. Unlike conventional semiconductors, pure graphene lacks a band gap separating valence and 
conduction bands. Rather, it exhibits a zero band gap at specific points in its Brillouin zone, called Dirac 
points (K and K'), implying that there is no significant energy barrier for electrons to transition between 
the valence and conduction bands. In the vicinity of these points, the DOS has a linear relationship 
with energy, indicating high mobility of electrons and holes. This contributes to graphene's high 
conductivity, as electrons readily occupy the conduction band and facilitate efficient current flow. In 
agreement with previous theoretical studies 5 , our calculations demonstrate a zero band gap of 
graphene, as illustrated in the graphical representation of the calculated DOS of graphene in Figure 
5.1 (a).  

 

Figure 5.1. (a) Density of Electronic States of Pure Graphene, (b) Band Structure of Pure Graphene, and (c) Calculated 

Absorption Spectrum of Pure Graphene. All Properties Were Calculated in a 4  4 Rectangular Graphene Unit Cell. In All 
Density of States Plots, Zero Energy Corresponds to the Fermi level. In All Band Structure Plots, Zero Energy Corresponds 

to the Vacuum Level, and the Fermi Level Is Shown with a Dashed Red Line.  

5.2.2. Band Structures of Pure Graphene  
The exceptional band structure of graphene has been subject to extensive study. In 1947, P.R. Wallace 
conducted the first theoretical study of the band structure of graphene and predicted its semi-metallic 
behaviour.6 Later in the 1960s, Linus Pauling proposed graphene as a resonant valence bond (RVB) 
structure, suggesting strong electron-electron interactions in graphene, similar to transition elements, 
which contrasts with the band theory view.7 The Slonczewski-Weiss-McClure (SWM) band structure 
model was later successful in describing the electronic properties of graphite and graphene for many 
years.8,9 

In conventional semiconductors, electrons are confined to specific energy bands determined by the 
crystal lattice's periodic potential. However, in graphene, the valence and conduction bands converge 
at specific points in the momentum space, known as Dirac points. Most experimental data supports 
the band structure model of graphene as a semimetal with distinctive low-energy electron excitations 
known as Dirac fermions. These fermions act as massless particles akin to those in quantum 
electrodynamics (QED) but with much lower velocities.5 

The band structure of pure graphene, as calculated in this work, is presented in Figure 5.1 (b). This 
band structure has been widely documented in literature.8,10,11 Graphene and other materials that do 
not have a band gap display a distinct band structure in which the valence and conduction bands either 
intersect or have minimal separation at specific points in momentum space. In essence, the absence 
of a substantial band gap imparts metallic-like characteristics to these materials. This manifests as 

 a  b  c 
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electrical properties resembling those of metals, a consequence of the ease with which electrons can 
be excited and conduct electricity.12 

5.2.3. Optical Calculations of Pure Graphene  
The study presented in Chapter 4 measured the UV-Vis absorption spectra of graphene. These spectra 
exhibit a distinct peak at approximately 276 nm, in good agreement with the theoretical data 
presented in Figure 5.1 (c). This close agreement between experimental and theoretical results 
provides strong validation for the employed computational methods. Theoretical calculations 
anticipate a narrow absorption peak in the near-UV region, with a maximum at approximately 295 nm. 
Conversely, experimental measurements indicated a slightly shorter wavelength of about 276 nm in 
the UV region, with a broader peak. The calculated absorption peak illustrated in Figure 5.1 (c) for the 
pure graphene model corresponds to approximately 4.2 eV; comparable experimental results have 
demonstrated that a single-layer graphene sheet can yield a similar spectrum with the maximum at 
the energy value of 4.6 eV.13 This study's experimental part (Chapter 4), analysing graphene films with 
approximately 7 layers, similarly yielded a maximum absorption peak of around 4.6 eV. 

The delocalised nature of the π electrons in graphene makes light absorption different from finite 
systems, such as benzene and polyaromatic hydrocarbons. Graphene’s π electrons are not confined 
to individual bonds but are spread across the entire graphene sheet. This delocalisation results in 
energy bands and allows graphene to absorb a wide range of photon energies, resulting in broad, 
weak absorption instead of a sharp peak typical of a π to π* transition in a single molecule. Therefore, 
pure single-layer graphene has very weak broad absorption in the UV-VIS region.  

5.2.4. Motivation: from graphene to functionalised graphene.  
The properties of graphene depend on various factors, including its structure, functionalisation, and 
defects. Building upon the experimental findings presented in Chapter 4, a theoretical investigation 
was conducted to gain a deeper understanding of experimentally obtained aerogel graphene films. 
The investigation explored how introducing oxygen groups, curvature, and other defects within the 
graphene lattice can influence these properties, in order to gain a deeper understanding of the 
structure, functionality and morphology of the aerogel graphene films compared to pure graphene.  
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5.3. GRAPHENE WITH OXYGEN GROUPS  

5.3.1. Graphene with Epoxides and Annulene Groups 
An epoxide is a functional group that consists of a three-membered triangular ring containing one 
oxygen atom and two carbon atoms, as shown in Figure 5.2, with single bonds between each other. 
The effect of epoxide groups was studied using a 4 x 4 graphene supercell with 32 carbon atoms as 
the model system, with the amount of oxygen increasing from 1 to 4 atoms per cell, i.e. from 3.03% 
to 11.11%. In the graphene cells with multiple epoxide groups, different arrangements of epoxide 
groups were investigated in various configurations. These configurations included pairs and clusters 
of epoxides, with both close and distant spatial arrangements. Additionally, the relative orientations 
of the epoxide rings on the same side or on opposite sides of the graphene sheet, designated as "up" 
and "down," were considered. As shown in Figure 5.3, each structure was named based on the relative 
positions of the carbon-carbon bonds where the epoxide groups were placed. Additionally, a prime 
symbol (′) was used to denote epoxide groups in up/down arrangements (where one of the epoxide 
groups was above the graphene plane and the other group was below the plane).  

Annulene refers to a cyclic structure with alternating single and double bonds, often leading to 
aromaticity. In the 4 O zigzag configuration, the C-C sigma bond is broken, creating an annulene-like 
structure. 

 

Figure 5.2. Showing the Epoxide's Triangular Ring (oxygen-carbon-carbon) Bonds to Graphene's Carbon Lattice. Bond 
lengths: C-O = 1.461 Å, C-O = 1.461 Å, and C-C beneath O = 1.50 Å after optimization. The C-O-C bond angle is also 

depicted. 

The influence of these different configurations on the stabilities and electronic properties of the 
structures was then thoroughly analysed (Table 5.1). Based on the calculated energies, the structures 
with the epoxide groups positioned close to each other (structure “1,3”, structure “1,3'”, structure 
“1,3',4”) were found to be the most stable. Beyond the nearest-neighbour arrangements, there was a 
weak trend where relatively distant spatial arrangements (such as structures “1,6” and “1,7”) were 
slightly more stable than second and third-neighbour arrangements (such as structures “1,4” and 
“1,5”). Additionally, Table 5.1 shows that the relative energy variations observed between epoxide 
structures containing identical epoxide positions but differing orientations were very small, between 
0.04-0.24 eV, with up/down arrangements typically more stable than same-side arrangements. This 
suggests a weak influence of epoxide ring orientation on the overall system energy. 

The results in Table 5.1 also show that the energy gain of adding oxygen atoms as epoxide groups 
(relative to pure graphene and an O2 molecule) becomes larger as more O atoms are added. Therefore, 
it is favourable to have more epoxide groups in oxygenated graphene. 
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Figure 5.3. Graphene Supercells with Various Arrangements of Epoxide Groups and Annulene Groups. Most stable 
structures are marked with a red box.  
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Following geometry optimisation, the final structures of graphene with epoxide groups exhibited slight 
curvatures, deviating from their initial flat, two-dimensional (2D) geometry. This is shown for a select 
few of the structures in Figure 5.4. This geometric change could potentially influence the behaviour of 
graphene sheets during aerogel ink fabrication. The introduction of oxygen functionalities can create 
steric hindrance and electrostatic repulsion between individual sheets, hindering their close packing 
and ultimately leading to the formation of larger pores in the final aerogel.  

Table 5.1 Total energies and relative energies of 44 graphene structures with epoxide functional groups; table includes 
energy gain of adding O and Fermi energies (eV) 

Structures 
number of 

Oxygen atoms 
Relative Energies 

(eV) 
Energy gain of 
adding O (eV) 

Energy per new C-O 
bond, kj/mol 

Graphene  0       

1O 1   -2.19 -105.06 

1,3’ 2 0.00 -4.88 -117.01 

1,3  2 0.04 -4.84 -116.14 

1,7' 2 0.20 -4.68 -112.32 

1,6' 2 0.26 -4.62 -110.82 

1,6 2 0.28 -4.59 -110.22 

1,7 2 0.44 -4.43 -106.38 

1,5' 2 0.45 -4.42 -106.16 

1,4a 2 0.50 -4.37 -104.96 

1,4 2 0.52 -4.36 -104.53 

1,4a' 2 0.56 -4.32 -103.59 

1,5 2 0.60 -4.28 -102.69 

1,4’ 2 0.64 -4.23 -101.64 

1,4,5 3 0.98 -7.06 -112.93 

1,3,5 3 0.68 -7.36 -117.69 

1,3,4 3 0.36 -7.67 -122.75 

1,3’,4 3 0.00 -8.04 -128.58 

1,2a,9,11a 4 1.47 -11.01 -132.13 

1,3,4,7 4 1.16 -11.32 -135.85 

NR O Chain 4 1.05 -11.43 -137.13 

NR (Z)14,1,9,6 4 0.00 -12.48 -149.73 

 

The energy gain of adding o ygen  ∆E  is calculated using the following equation: 

Δ𝐸 =  𝐸𝑡𝑜𝑡(𝑛) − 𝐸𝑡𝑜𝑡(𝑛 − 1) (5.2) 

Where 𝐸𝑡𝑜𝑡(𝑛) is the total energy of the structure containing oxygen atoms. 𝐸𝑡𝑜𝑡(𝑛 − 1) is the total 
energy of the structure containing oxygen atoms. 

The energy per newly formed C-O bond is calculated as: 

𝐸C−O𝑏𝑜𝑛𝑑 =
Δ𝐸 × 96.485

𝑛
 

(5.3) 

Where 96.485  is the conversion factor from eV to kJ/mol and is the number of newly formed C-O 
bonds. 
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.

 

Figure 5.4. Curvature Induced by Epoxidation. Following Geometry Optimisation, Graphene Structures with Epoxide 
Groups Exhibit Slight Curvatures, Deviating from their Initial Flat Geometry. 

5.3.1.1. Electronic Structure  

 

  Figure 5.5. Graphs Depicting the Density of States of 44 Graphene with Epoxide Groups Compared to Pure Graphene. 
(a) DOS Graphs of Graphene with an Increasing Number of Epoxide Groups, with the Projected DOS of Oxygen Atoms 

Shown in Red. (b) DOS Graphs of All Structures with Two Epoxide Groups. (c) DOS of Selected Structures with Two 
Epoxide Groups, where the Contribution of Oxygen Atoms are Shown in Red. 

Understanding the density of electronic states and the position of the Fermi energy is crucial for 
understanding and controlling the electrical and thermal properties of materials, such as graphene. In 
the case of graphene, the Fermi energy level directly influences its electrical conductivity and can be 
significantly adjusted through methods like doping.14 However, the introduction of oxygen atoms can 
disrupt the pristine electronic structure of graphene, leading to the creation of localised states within 
the band gap of the material's electronic band structure. This disruption may cause the Fermi energy 
level to shift away from the Dirac point. This shift in the Fermi energy level due to the presence of 
oxygen has important implications for the electronic and thermal properties of graphene. It notably 

       ,         ,      
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can impact conductivity, and as the Fermi level moves further from the Dirac point, graphene can 
transition from a semi-metal to a metallic state, potentially affecting its suitability for various 
applications. 

The results in Table 5.1 show that the Fermi energies of epoxide-containing graphene structures have 
a weak dependence on the amount of oxygen: the structures with more oxygen have slightly more 
negative Fermi energies, consistent with their higher electronegativity.  

This study examined the DOS of graphene with epoxide groups and compared them to those of pure 
graphene. The DOS data were analysed within the range of -5 to +5 eV around the graphene Dirac 
point.5 The Fermi level for each material was shifted to 0 eV. The DOS analysis provides valuable 
insights into the electronic properties of graphene with epoxide groups, which can be useful in the 
development of new materials and technologies.  

Figure 5.5 (a) illustrates DOS plots of graphene with different concentrations and arrangements of 
epoxide groups. The figure shows that the concentration and arrangement of epoxide groups have a 
direct effect on the DOS and on the opening of band gaps. The structures with few epoxide groups are 
broadly graphene-like, while structures with more (3 or 4) epoxide groups have prominent new peaks 
in the valence and conduction band. Band gap opening can be seen in the structure with three epoxide 
groups and in some of the structures with two epoxide groups.  

The partial, or projected, density of states (PDOS) graphs were presented to determine the effect of 
oxygen. The new large peaks at 1-2 eV below the Fermi level observed in the total DOS as compared 
to the pure Graphene DOS were attributable to the PDOS of oxygen. 

PDOS of all graphene structures with two epoxide groups, compared to that of pure graphene, are 

depicted in Figure 5.5 (b), and several representative structures are shown in higher magnification in 

Figure 5.5 (c). Band gap opening is evident in some of the structures. There is no clear relationship 

between the stabilities of the structures and their band gaps. However, there is a relationship between 

band gaps and distances between epoxide groups: the structures with nearest-neighbour epoxide 

groups (“1,3” and “1,3'”) have zero band gaps, the structures with nearby epoxide groups (structures 

based on “1,4” and “1,5” positions) have zero or very small band gaps, while the structures with 

epoxide groups spaced far from each other (especially “1,6”, “1,6'”, “1,7” and “1,7'”) have sizeable 

band gaps of 0.5 – 1.4 eV. Band gaps are discussed in more detail below, together with band structure 

plots.  Projected DOS of the oxygen atoms for several two-epoxide systems are shown in Figure 5.5 

(c). PDOS analysis reveals that oxygen modifies the electronic structure of graphene, regardless of the 

position of the epoxide groups. In particular, oxygen-related peaks appear at 1.8-2.0 eV below the 

Fermi level in all structures. Moreover, a number of smaller peaks appear in the DOS of all epoxide-

containing structures. 

Analysis of PDOS of individual carbon atoms at different distances from the epoxide shown in Figure 

5.6 illustrates that the PDOS of carbon atoms varies depending on their proximity to the epoxide group. 

The PDOS of atoms C11 and C19, which are directly involved in the epoxide group, are not graphene-

like, with no peaks at approximately +/- 2 eV that are seen in graphene DOS in Figure 5.5 (a). Atoms 

C13 and C18, which are next to two epoxide groups, have peaks that are close to the Fermi level, at 

+/- 1 eV. In comparison, atoms C10 and C26, which are next to one epoxide group, have PDOS peaks 

at +/- 2 eV, similar to graphene, although their PDOS still shows additional small peaks compared to 

pure graphene. Thus, it is clear that C atoms that are closest to the epoxide group are most disturbed 

by the presence of oxygen. 
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Figure 5.6. Projected DOS Graphs of Carbon Atoms Around the Epoxide Groups for Structure Named 1,4 (2O). 

 A combination of these graphene-like and non-graphene-like carbons results in the total DOS being 

different from pure graphene. 

 

 

Figure 5.7. Projected DOS Graphs of Carbon Atoms Close and Far from the Epoxide Group in a 88 Graphene Unit Cell 
with One Epoxide Group. 
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To investigate further the e tent of the epo ide group’s influence on nearby carbon atoms, this study 

investigated PDOS of carbons at a low concentration of oxygen in graphene, in a 88 graphene 
supercell that contained 128 carbon atoms and an oxygen concentration of just 0.78%. This is 
visualised in Figure 5.7, which shows the projected DOS of carbon atoms close to and far from the 
epoxide group in an 8x8 graphene unit cell. The overall density of states revealed a high degree of 
similarity to pure graphene. However, a closer look at the PDOS of oxygen atoms and the surrounding 
carbon atoms revealed key differences. The carbon atoms bonded to the oxygen atoms, forming 
epoxide groups, exhibited a significantly altered PDOS compared to pristine graphene, similar to the 

equivalent carbon atoms in the 44 cell shown in Figure 5.6. In contrast, the PDOS of carbon atoms 
further away from the oxygen incorporation sites more closely resembled graphene. For example, 
atom C21 (second nearest neighbour of the epoxide group) displays peaks at -2 and +2 eV, but these 
peaks are less sharp than in pure graphene. These peaks become sharper in the next most distant 
atom C20, while further removed atoms such as C11, C1 and C30 show almost graphene-like DOS. 
These findings suggest that the presence of oxygen in the graphene structure induces localised 
electronic changes around the epoxide sites, within 3 C-C bonds from the epoxide group, but beyond 
that distance the overall electronic structure of graphene is largely preserved.  

5.3.1.2. Band Structures and Band Gap Opening  
The calculated band structures of graphene with epoxides are plotted for six representative structures 
in Figure 5.8, with the Fermi level denoted by a red dashed line. These plots offer a more precise 
visualisation of the band gap opening, as the spatial distribution of epoxides varies and their 
concentration increases. Band structures were similarly plotted for all epoxide arrangements, and 
band gaps were extracted and summarised in Table 5.2. 

 

Figure 5.8. Band Structures of Graphene with Different Arrangements of Epoxide Groups 
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Table 5.2 Calculated band gap values for graphene with epoxide groups. 

number of 
Oxygen atoms 

structure Direct bandgap Eg (eV) Type of band Gap 

1 1O 0.01 zero-gap semiconductor 

2 1,4a 0.14 Low-gap Semiconductors 
2 1,3 0.21 Low-gap Semiconductors 
2 1,3' 0.25 Low-gap Semiconductors 
2 1,4a' 0.27 Low-gap Semiconductors 
2 1,5' 0.39 Low-gap Semiconductors 
2 1,5 0.42 Low-gap Semiconductors 
2 1,7' 0.50 Low-gap Semiconductors 

2 1,7 0.53 Low-gap Semiconductors 
2 1,4 0.55 Low-gap Semiconductors 
2 1,4' 0.63 Low-gap Semiconductors 
2 1,6 1.15 Low-gap Semiconductors 

2 1,6' 1.42 Medium gap semiconductors 

3 1,3,5 0.40 Low-gap Semiconductors 
3 1,3,4 0.73 Low-gap Semiconductors 

3 1,3',4 1.01 Low-gap Semiconductors 
3 1,4,5 1.20 Low-gap Semiconductors 

4 1,3,4,7 0.18 Low-gap Semiconductors 

4 1,2a,9,11a 0.90 Low-gap Semiconductors 

 

Figure 5.8 and Table 5.2 illustrate how increasing epoxide functionalisation in graphene influences its 
electronic structure. The introduction of epoxide groups disrupts electronic conjugation, contributing 
to an increase in the band gap. The band gap starts opening after at least two epoxide groups (5.89% 
O) are introduced, transitioning graphene from a semimetal to a semiconductor. The data indicate 
that epoxide-containing graphene spans different electronic classifications, from zero-gap 
semiconductors (e.g., 1O, with Eg ~ 0.01 eV) to low-gap semiconductors (e.g., structures with band 
gaps between 0.14 eV and 1.20 eV) and even medium-gap semiconductors (such as 1,6', Eg = 1.42 eV). 
These results confirm that not only the number of epoxide groups but also their distribution 
significantly influences the band gap of graphene. 

A computational study by Leconte et al. (2010) found that epoxide functionalisation modifies the  
conductivity and band structure of graphene through orbital rehybridization.15 Their results show that 
epoxide groups induce strong intervalley scattering and affect conduction properties. They observed 
that epoxide coverage from around 0.1% to 4% led to a transition from diffusive to localized transport, 
with significant disorder effects emerging at higher oxygen content. In their study, epoxide groups 
were found to induce a metal-insulator transition in graphene, which is consistent with the findings in 
this research on increasing band gap with oxygen incorporation.  

Importantly, the calculations from the 2010 paper indicated that the presence of epoxides leads to 
symmetry breaking at the K-point, resulting in the opening of a band gap while preserving a zero gap 
near the K' point. This phenomenon is consistent with our results, which show that the band gaps 
strongly depend on the positioning of the epoxide groups.15  

Additionally, Leconte et al. also reported that graphene functionalisation with epoxides does not 
introduce mid-gap states, as both sublattices are affected equally by the defects. This is particularly 
relevant, as it contrasts with other functionalisations such as hydrogenation or vacancy creation, 
which can induce localized states.15 Our study also confirms that the distribution of epoxide groups 
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influences band gap variations, as seen in the different gaps observed for structures like “ , ” and 
“ , '”, despite their similar o ygen content. 

Additionally, previous work form the group has demonstrated similar trends in oxygen 
functionalisation affecting the conductivity of graphene.16 These findings support the hypothesis that 
epoxide-induced modifications significantly impact graphene’s band gap and overall electronic 
properties. This comparison strengthens the argument that the electronic structure of graphene is 
highly sensitive to oxygen content, symmetry breaking, and disorder effects, emphasizing the need 
for controlled functionalisation to fine-tune graphene-based electronic devices. 

5.3.1.3. Optical Properties of Epoxide-Containing Graphene 
The optical properties of graphene with epoxide groups were computed and presented in Figure 5.9 
The calculated spectra revealed that as oxygen concentration increased, the maximum absorbance at 
apx. 300 nm decreased, and additional peaks appeared in the long wavelength region. In particular, in 
some of the structures (structure “1,7”, structure “1,7'” and the structures with four epoxides) the 
main absorption peak attributed to the π → π* transition e hibited a blue shift to ~ 240 nm, consistent 
with a widened spacing between the bands responsible for this transition. Additionally, the presence 
of further peaks around this region might be indicative of n → π* transitions associated with the C-O 
bonds. Spectra of the structures containing 1 or 2 epoxides (3-6% oxygen) can be described as 
graphene-like spectra with broadened and lower-intensity peaks, while the spectra of the structures 
with higher oxygen content are increasingly not graphene-like.  

 

Figure 5.9. Calculated Absorbance of (a) Graphene (G) with an Increasing Number of Epoxide groups, (b) all Graphene 
Structures with Two Epoxide Groups, (c) Graphene with Three Epoxide Groups, and (d) Graphene with Four Oxygen 

Groups, All Data Cropped from 200 nm to 800 nm to Match the Experimental Range. 
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In conclusion, the results presented in this section show that the incorporation of oxygen groups, such 
as epoxides, into graphene results in changes to the electronic properties, such as the opening of a 
band gap, thereby modifying graphene’s optical properties and changing its conductivity. These 
modifications can render the materials more reactive to external stimuli, making them suitable 
candidates for sensor-related applications.  Electrical sensors function by detecting changes in 
electrical properties as a result of interaction with target molecules. The altered electronic structure 
of graphene carbon atoms next to epoxide groups makes them more reactive, and potentially more 
sensitive to adsorbates compared to pristine graphene, thereby potentially leading to a stronger signal 
upon encountering the target molecule and improving the sensor's overall sensitivity. The 
introduction of oxygen groups in graphene can also act as specific recognition sites for certain target 
molecules, due to these molecules’ chemical affinity for the electronegative oxygen atoms. This can 
lead to more targeted interaction compared to pristine graphene, thereby enhancing the sensor's 
sensitivity and selectivity.17,18 

5.3.2 Graphene Nanoribbons (GNRs)  
Graphene nanoribbons (GNRs) are one-dimensional forms of graphene with finite width. These 
graphene-derived materials have interesting properties which are different from the properties of 
pure graphene sheets.19 The configuration of atoms located along the edges of graphene nanoribbons 
results in distinctive electronic states that are concentrated around the Fermi level. These edge states 
play a crucial role in governing the electrical conductivity of GNRs.20,21   

Reconfiguring graphene into narrow nanoribbons could result in the introduction of a band gap, 
thereby facilitating the modulation of on/off behaviours, such as those observed in a transistor. The 
band gap size is dependent on various factors, such as the nanoribbon's edge state. "Armchair" edges 
have the potential to be metallic or semiconducting, while "zigzag" edges are metallic. Additionally, 
the width of the nanoribbon plays a role, as narrower GNRs typically have larger band gaps. Graphene 
nanoribbons can also be modelled by hydrogen terminations or functionalising of graphene with 
specific chemical groups.22   

 

Figure 5.10. Graphene Nanoribbons Created by the Presence of Epoxide and Annulene Groups. 

In this work, a novel approach is presented, involving the functionalisation of graphene with epoxide 
groups along either zigzag direction and also in a chain of epoxides to produce GNRs as depicted in 

       anoribbon  ig ag      anoribbon with a chain of epo ides
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Figure 5.10. This approach facilitates the incorporation of oxygen groups, while also allowing for the 
fabrication of nanoribbons with novel chemistries. The GNR structure with a chain of epoxides formed 
in this process can be categorised as a nanoribbon as a result of the sp3 hybridisation of carbon atoms 
bonded to oxygen groups. This hybridisation disrupts the continuous sp2-hybridised carbon lattice that 
is characteristic of pristine graphene sheets. 

Additionally, the zigzag configuration is observed to form annulene structures, where the C-C sigma 
bond is broken. The zigzag configuration does not form epoxide groups because the oxygen atoms 
induce structural rearrangement, leading to C-C bond breaking and the formation of conjugated 
annulene rings instead of maintaining the typical three-membered epoxide structures. 

The optimised structures of the GNR with a chain of epoxides and zigzag GNRs with epoxide 
functionalisation reveal intriguing geometric features. The GNR with a chain of epoxides exhibits slight 
buckling or some curvature, observations of oxygenated two-dimensional graphene containing 
epoxide groups. This suggests a consistent interplay between oxygen functionalisation and the 
formation of non-planar structures. In contrast, the zigzag GNR displays a more pronounced buckling 
effect due to the incorporation of oxygen atoms, deviating significantly from the pristine planar 
geometry typically observed in GNRs. This buckling phenomenon, noted upon introducing oxygen 
atoms at specific concentrations (11%, 17%, and 33%), has been previously reported by Hanna et al. 
in 2018.23 Notably, the oxygen concentration in the GNRs in this study, at 11.1%, closely aligns with 
the range studied by Hanna et al.23 Both the structures in this study and those described by Hanna et 
al. contain a continuous row of epoxides. However, unlike the present work, the structures in the 
study from 2018 do not exhibit broken C-C bonds, possibly due to the difference between a single 
layer of graphene and the nanoribbon geometry explored here. The crucial factor influencing the 
observed effects is the presence of a continuous row of epoxides, which disrupts the π-conjugation of 
the graphene sheet in a highly symmetric manner. This disruption leads to the observed buckling and 
has significant implications for the electronic properties of the GNRs.  

Table 5.3 Bandgap and total energy values for Oxygen containing GNRs. 

Structure Fermi energy (eV) bandgap Eg (eV) Total energy (eV)  
 GNR O chain -5.58 0.70 -6,752.35  
Zigzag GNR -5.29 0.01 -6,753.40  

 

5.3.2.1. Electronic structure  
It can be seen in Table 5.3 and Figure 5.1 that functionalising a GNR with a chain of epoxide groups 

has introduced an energy gap between the valence and conduction bands. This has led to a significant 

bandgap of 0.70 eV, which is essential for exhibiting semiconducting behaviour. On the other hand, 

the zigzag GNR retained a largely metallic character with an almost zero band gap, similar to pure 

graphene. It is important to acknowledge that numerous studies have explored edge-functionalised 

graphene nanoribbons, revealing a broad range of electronic properties depending on the edge 

termination. For example, a study by Nakada et al. (1996) examined the effects of edge shape and size 

on the electronic properties of hydrogen-terminated GNRs, while a study by Yu et al. (2011) 

investigated the mechanical and electron-transport properties of pristine GNRs under tensile 

strain.24,25  

Furthermore, Wagner et al. (2013) systematically studied band gap engineering of GNRs via edge 

functionalisation, considering groups such as hydrogen, fluorine, chlorine, bromine, sulfur atoms, and 

OH groups. Their findings demonstrated that while armchair GNRs exhibit a tunable band gap 

depending on the functional group, zigzag and reconstructed Klein-type GNRs show much smaller 

variations in the band gap, with some functionalised configurations still maintaining small but finite 
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gaps rather than being strictly metallic. Additionally, their study highlighted that functionalisation-

induced geometric distortions, including edge rippling, can significantly influence the electronic 

properties of GNRs. This was particularly observed for larger functional groups such as chlorine, which 

induced steric effects leading to out-of-plane distortions. Although Wagner et al. did not explicitly 

study oxygen functionalisation, they referred to prior works where edge-oxygen-functionalised GNRs 

were studied. However, in the current work, as mentioned, the GNRs are not edge-functionalised. 

Instead, a chair or row of oxygen groups is used to modify the GNRs.26,27  

Many other studies have demonstrated the crucial role of edge functionalisation in modulating GNR 

electronic properties, contradicting the notion that the literature has primarily focused on pristine or 

hydrogen-terminated edges.28,29,30  

Unlike previous studies that primarily focused on functionalised terminations, this research introduces 

a novel structural approach by incorporating annulene groups instead of epoxide functionalisation at 

zigzag edges.  

 

 

Figure 5.11. Graphs of the DOS of GNR with a Chain of Epoxides (left) and Zigzag (right) GNRs, with the PDOS of Oxygen 
Shown in Red.  

As illustrated in Figure 5.11, the density of states plots clearly depict the electronic differences 
between GNR with an epoxide chain and zigzag GNR. The GNR with a chain of epoxides exhibits a clear 
band gap, while the zigzag GNR retains its semi-metallic character, characterised by the valence and 
conduction band touching at the Fermi level, similar to graphene. The influence of oxygen groups in 
both structures is evident by comparing the total DOS with the projected DOS of oxygen (red). Notably, 
characteristic peaks associated with oxygen states are associated with prominent peaks in the total 
DOS plots.  

The 0.70 eV bandgap of the GNR with an epoxide chain is crucial for causing semiconducting behaviour, 
which is essential for applications requiring electronic switching, such as in transistors. The results 
align with earlier theoretical studies of non-functionalised or hydrogen-terminated GNRs,24,25 which 
predicted that even without epoxide functionalisation, chiral or armchair GNRs are expected to exhibit 
semiconducting properties. The introduction of epoxide groups offers a new synthetic approach to 
produce GNRs and control their carrier transport and other electronic properties.  

In contrast, the zigzag GNR remains largely metallic, showing no significant bandgap, as corroborated 
by the DOS plots. The distinction between the electronic properties of these GNRs illustrates the 
significant role of the positioning of oxygen functional groups and the resulting structural 
deformations, such as buckling, in tailoring the electronic characteristics of GNRs. The data depicted 
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in Figure 5.11 (DOS graphs) and Figure 5.12 (band gaps) illustrate the impact of oxygen incorporation 
on the atomic arrangement and geometry of GNRs. These structural changes can profoundly influence 
conductivity, carrier mobility, and other transport characteristics, suggesting that precise 
functionalisation strategies could be employed to customise the electronic properties of GNRs for 
specific technological applications. The total energies in Table 5.3 show that the arrangement of 
epoxides that forms the zigzag GNR is the most stable one, therefore zigzag GNRs are most likely to 
form by introduction of epoxides. 

 

Figure 5.12. Calculated Band Structures of GNR with a chain of Epoxides (left) and Zigzag (right) GNR with annulene 
groups. 

5.3.2.2. Optical Absorption  
Optical absorption spectra of oxygenated graphene nanoribbons were calculated and presented in 
Figure 5.13,  revealing distinct spectral signatures for the zigzag and epoxide chain configurations. The 
zigzag configuration exhibits prominent peaks at 237 nm and 280 nm, while the GNR with an epoxide 
chain configuration displays a broader peak centred around 230 nm and another broad peak at 
approximately 350 nm. Notably, these spectra diverge significantly from that of pure graphene, as 
they lack a pronounced absorption peak at 300 nm.  

The first peak observed in the GNR with the epoxide chain at around 230 nm is tentatively attributed 
to a shifted π-π* transition involving the aromatic carbon-carbon bonds within the sp2-hybridized 
carbon domains of the GNRs.  

A more detailed analysis, potentially involving DOS and band structure calculations, could provide 
further insights into the nature of this transition. When oxygen functionalities like epoxide groups are 
present, they disrupt the conjugation of the π-electron system, which alters the electronic structure 
of the G Rs and modifies the energy levels involved in the π-π* transitions. The observed red shift of 
the peak from     nm  pure graphene  to around     nm indicates that the π-π* transitions is at a 
higher energy due to the changes in the electronic structure caused by the epoxide groups, in 
particular the confinement of the  D π-system into a narrower 1D ribbon. The transitions at around 
230 nm are likely to be from flat bands at approx. -8.0 eV to approx. -3.0 eV seen in the band structure 
of the GNR with an epoxide chain. These bands correspond to DOS peaks at around -2.5 eV in the 
valence band and +2.3 eV in the conduction band (energies with respect to the Fermi level).  It can be 
seen in the DOS plot that the peaks at around -2.5 eV in the valence band have significant contributions 
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of O atoms, clearly showing that these transitions are affected by the presence of oxygen in the 
structure.  

 

Figure 5.13. Calculated Optical Absorption Spectra of GNRs Functionalised with Epoxide and Annulene Groups, 
Compared to Pure Graphene. 

The peaks observed at 280 nm for Zigzag GNR and 350 nm for GNR with an epoxide chain are similarly 
likely to result from electronic transitions involving both graphene C atoms and O atoms of the epoxide 
groups. However, it is difficult to pinpoint the exact transitions, as the broadness of the peaks indicates 
multiple overlapping electronic transitions between several occupied and unoccupied states involving 
both the epo ide groups and the π-conjugated system of the GNR. 

The distinct absorption peak positions for zigzag and GNR with an epoxide chain clearly demonstrate 
that the structural configurations of GNRs significantly affect their electronic and optical properties. 
The specific arrangements of epoxide groups in these two types of GNRs create different electronic 
environments around the C-O bonds and different confinement of the π-systems. This difference 
influences the energy levels involved in electronic transitions, leading to notable changes in the 
absorption spectra. 

The strong variation in the spectra between zigzag and non-zigzag GNRs suggests that it should be 
possible to experimentally differentiate these two types of GNRs based on their optical characteristics. 
Moreover, if these distinct structures can be synthesised, they could potentially be used to harvest 
sunlight across different spectral ranges due to the complementary nature of their absorption peaks. 
This property could be particularly useful in developing advanced devices such as LEDs or 
photosensitisers in solar cells, where the ability to absorb light across a broad spectrum can enhance 
efficiency and performance. 

5.3.3. Graphene with Hydroxyl Groups  
The investigation of hydroxyl groups in graphene oxide (GO) and reduced graphene oxide (rGO) is 
essential due to the presence of these oxygen-containing functional groups, along with epoxides, in 
these materials. These groups can significantly impact the electronic, optical, and chemical properties 
of the graphene derivatives. Prior research has demonstrated that the incorporation of hydroxyl 
groups can alter the electronic properties of graphene, offering the possibility to tailor these 
properties for specific applications.31 

When a hydroxyl (OH) group is added to a carbon atom in a graphene lattice, the carbon atom's 
electronic configuration changes from sp² to sp³ hybridisation. This change occurs due to the creation 
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of a σ-bond between the sp³ hybridised carbon and the oxygen atom in the OH group. This process 
alters the electronic properties of the functionalised carbon atom and the surrounding graphene 
structure. Therefore, hydro yl groups have the potential to disrupt the π-conjugation of the graphene 
lattice, resulting in localised changes in electronic structure that may lead to variations in band gap 
and electrical conductivity. 

 

Figure 5.14. 44 Graphene Supercell with Various Arrangements of OH Groups. 

The X-ray photoelectron spectroscopy results presented in the previous chapter indicate the presence 
of oxygen in C-O bonds within the studied samples, confirming the existence of hydroxyl and other 
oxygen-containing groups. Therefore, understanding the influence of hydroxyl functionalisation is 
crucial for advancing graphene-based materials with customised properties tailored for applications 
in sensors. 

In this section, the impact of OH groups on the electronic and optical properties of graphene was 
investigated, and the stabilities and electronic properties of various graphene structures with different 
numbers and arrangements of OH groups were calculated. Pairs and clusters of four OH groups were 
considered, to keep the system spin-paired. Similar to the investigation of epoxide groups in the 
previous section, hydroxyl groups were incorporated in multiple configurations, with both close and 
distant spatial arrangements (Figure 5.14). Additionally, different orientations of the OH groups 
relative to the graphene plane, labelled as "up" and "down (')," were also considered. 

 eta   ,   eta  ,   rtho   ,   rtho  ,  

  ,  ,  ara   ,   ara  ,  

   graphene unit cells    C atoms with two    groups

 , , ,   ,  , ,   ,  ,  ,   , , ,  

 ,    , 

   graphene unit cells    C atoms with four    groups
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Table 5.4 displays the total energies and relative energies of different graphene structures with OH 
groups. The presence of these groups has a significant impact on the system’s energies. The spread of 
relative energies for graphene with hydroxyl groups is much larger than for graphene with epoxide 
groups, indicating that, unlike epoxides, only the most favourable closely spaced arrangements of 
hydro yl groups  structures “Ortho(1, '2)” and “Ortho(1,2)”  are likely to form, with results suggesting 
that OH will prefer to cluster rather than spread homogeneously. This implies that OH 
functionalisation in graphene will tend to be localized rather than evenly distributed. Moreover, the 
data suggest that the orientations of OH groups affect the stability and electronic properties of the 
materials. Structures with opposite orientations lead to lower total energies because out-of-plane 
distortions compensate each other, reducing overall strain in the system. This suggests that the 
specific orientation of OH may influence the incorporation of new OH groups. 

Table 5.4 Total energies and relative energies of 44 graphene structures with OH functional groups, Fermi energies and 
band gaps (eV) 

structures number of OH 
groups Total energies (eV) Relative 

energies (eV) 
Band Gap Eg 

(eV) 
Band Gap 

type 

Ortho(1',2) 2 -5927.55 0.00 0.32 direct 

Ortho(1,2) 2 -5926.95 0.61 0.00 0 

Para(1',4) 2 -5926.66 0.90 0.67 direct 

1,6 2 -5926.55 1.00 0.00 0 

Meta(1',3) 2 -5925.78 1.77 0.01 direct 

Para(1,4) 2 -5925.45 2.10 0.66 direct 

Meta(1,3) 2 -5924.40 3.16 0.04 indirect 

1',5 2 -5924.11 3.44 0.10 direct 

1',2',3,10 4 -6828.38 0.00 0.63 direct 

1,2,3,10 4 -6826.97 1.41 0.46 direct 

1,2',3',10 4 -6824.83 3.55 0.10 direct 

1,2',6',7 4 -6824.55 3.83 1.12 direct 

1,2,6,7 4 -6823.37 5.01 0.05 indirect 

 

The stability differences among these configurations can be attributed to a combination of electronic 
effects and steric interactions. Ortho configurations, where hydroxyl groups are adjacent, tend to be 
more stable due to possible hydrogen bonding between the hydroxyl groups, which can stabilise the 
structure by reducing local strain. The closely spaced structure Ortho(1,2), with both OH groups on 
the same side, is fairly stable, likely due to hydrogen bonding between the hydroxyl groups. This 
interaction can potentially stabilise the structure.  

Meta configurations, where hydroxyl groups are separated by one carbon atom, exhibit reduced 
stability due to the lack of strong stabilising interactions such as hydrogen bonding, leading to 
increased local strain. The Meta(1',3) configuration shows lower stability than the ortho configurations, 
with a very small direct band gap, suggesting it is less electronically favourable.  
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Para configurations, where hydroxyl groups are positioned opposite each other, can sometimes be 
more stable due to reduced lattice strain, as the spatial separation minimizes steric hindrance. The 
Para(1',4) configuration is moderately stable, exhibiting a direct band gap that suggests promising 
electronic properties. These stability trends reflect the energetic favourability of specific hydroxyl 
arrangements and their influence on graphene’s electronic properties.  otably, research has 
demonstrated that hydroxyl groups tend to gather in para-positions on one side of the graphene sheet, 
with the most stable structures for both two and three hydroxyl groups exhibiting para-
arrangement.32 This further supports the idea that steric and electronic effects play a crucial role in 
determining the preferred configurations of hydroxyl functionalization on graphene.  

Among the structures containing four OH groups, those with nearest-neighbour positions of OH 
groups  structures based on the “ , , ,  ” arrangement of     are the most stable.  n particular, the 
structure “ ', ', ,  ” with nearest neighbour OH positions and up/down arrangements that facilitate 
hydrogen bonding is the most stable. Widely spaced pairs of    groups  structures based on “ , , , ” 
positions) are less stable. This can be attributed to the distortion of the graphene lattice. 

5.3.3.1. Electronic Structures and Band Structures  
Figure 5.15 presents a comparative analysis of the DOS for pristine graphene and two graphene 
structures containing 2 hydroxyl and two structures containing 4 hydroxyl groups in different 
configurations. The functionalisation of graphene with hydroxyl groups results in a distinct bandgap 
opening, representing a significant phenomenon in the field. In contrast to pristine graphene, which 
exhibits metallic characteristics with a zero bandgap, the hydroxylated structures demonstrate 
observable gaps between the valence and conduction bands. The magnitude of these bandgaps is 
correlated with the number of hydroxyl groups present; structures containing four hydroxyl groups 
typically show larger bandgaps than those with two hydroxyl groups. 

 

Figure 5.15. DOS of Pure Graphene (black like), Graphene with 2 OH Groups (in blue) and 4 OH Groups (in green), with 
the PDOS of Oxygen Shown in Red. 
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Moreover, the introduction of hydroxyl functionalisation significantly modifies the overall shape of 
the density of states (DOS). The sharp peaks that are characteristic of pristine graphene broaden, and 
new states arise within the bandgap due to the presence of hydroxyl groups. These localized states, 
introduced by the hydroxyl functionalization, can have a considerable effect on the electronic 
properties of the material. Although all hydroxylated structures illustrated in Figure 5.15 exhibit 
bandgap openings, the specific arrangement of the hydroxyl groups influences the detailed shape of 
the DOS. This observation implies that the configuration of hydroxyl groups may affect the electronic 
properties in ways that extend beyond the simple introduction of a bandgap. 

The band structure graphs for the structures discussed above are shown in Figure 5.16, and band gap 
data are summarised in Table 5.4.  Band gap calculations for graphene structures with pairs of OH 
groups reveal significant variations. Some structures, such as “Ortho(1,2)”, “1,6”, “Meta(1',3)” and 
“Meta(1,3)”, exhibit zero or near-zero band gaps, suggesting semi-metallic behaviour with free 
electron movement. Other structures possess small band gaps up to 0.69 eV, characteristic of narrow-
gap semiconductors, requiring some energy, such as thermal energy, for conduction. These 
observations suggest that the arrangement of OH groups is critical in determining the size of the band 
gap. When the OH groups are positioned very close, such as structures “Ortho(1,2)”, or far apart on 
the graphene sheet, such as structures “1,6”, the band gap is negligible. Notably, among these 
structures with small gaps, the arrangements with OH groups on different sides of the graphene sheet 
have slightly larger band gaps than same-side arrangements. In contrast, structures “Para(1,4)” and 
its counterpart “Para(1',4)”, where the OH groups are separated by 4 carbon-carbon bonds, show 
significant band gaps of 0.66-0.69 eV.  

 

 

Figure 5.16. Calculated Band Structures of Four Selected Graphene Structures with Two or Four OH Groups 
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The trend in band gaps is less clear in the structures containing 4 OH groups; however, same-side or 
different-side arrangements seem to have an effect: the structures with all OH on the same side of 
the graphene sheet  such as “ , , , ”  tend to have smaller band gaps than the alternatives with OH 
groups on different sides. Overall, band gaps are larger in structures containing 4 OH than those with 
two OH. 

Based on the results in Table 5.4, it can be concluded that both the number and arrangement of OH 
groups significantly influence the opening of a band gap in single-layer graphene. Although the 
presence of 4 OH groups can cause the formation of a band gap, the specific arrangement of these 
groups has a more substantial impact, as some configurations result in very narrow gaps (0.10-0.18 
eV). In cases with only 2 OH groups, their positioning becomes even more critical in determining band 
gap opening and the size of the band gap. 

5.3.3.2. Optical Absorption  
Figure 5.17 illustrates the calculated optical absorption spectra for graphene structures with varying 

numbers and arrangements of OH groups. The presence of hydroxyl groups brings about significant 

changes in the optical absorption properties of graphene. Specifically, an increase in the number of 

OH groups generally leads to a reduction in the intensity of the primary absorption peak around 300 

nm, accompanied by the emergence of new absorption bands at longer wavelengths, signifying 

substantial alterations in the electronic structure.  

 

 

Figure 5.17. Calculated Optical Absorption Spectra of Pure Graphene and Graphene with OH Groups: (A) Pure Graphene 
(Black) vs. Graphene with an Increasing Number of OH Groups, (B) Absorption Spectra of All Structures with Two OH 

Groups and (C) Absorption Spectra of All Structures with Four OH Groups Compared to Pristine Graphene. 

Moreover, graphene structures containing two OH groups exhibit broader absorption peaks compared 
to pristine graphene, indicating a broader range of electronic transitions, likely due to the disruption 
of the conjugated π-electron system caused by the introduction of hydroxyl groups. The specific 
arrangement of hydroxyl groups within the graphene lattice also has an impact on the spectral 
features, such as the positions and intensities of the shoulder bands.  

While structures with two OH groups exhibit relatively consistent profiles, those with four OH groups 
demonstrate more diverse spectral behaviours. Some configurations result in a blue shift of the 
primary absorption peak (e.g., green and yellow curves which correspond to the less stable structures), 
while others cause a red shift (e.g., red and orange curves which correspond to the more stable 
structures), highlighting the sensitivity of electronic properties to the spatial distribution of OH groups.  

Further analysis is needed to fully understand the relationship between bandgap variations and 
absorption shifts. While bandgap opening may contribute to redshifts in some cases, the prominent 
absorption peak at ~4 eV is not directly related to these changes. However, it is clear that the 



208 
 

arrangement of hydroxyl groups strongly influences electronic transitions, as seen in the spectral 
features of the structures with four OH groups. 

In addition to shifts in peak positions, the intensity of absorption peaks varies with different hydroxyl 
group arrangements, especially for structures containing 4 OH groups. This variation suggests that the 
oscillator strengths of the electronic transitions are affected by the presence and configuration of OH 
groups. The emergence of new absorption bands at longer wavelengths indicates the formation of 
new electronic states with lower energy gaps, likely associated with the hydroxyl groups. These new 
states could involve transitions that include the oxygen atoms or altered carbon-carbon bonds.  

5.3.4. Oxygen Substitution 
The remarkable electrical conductivity of pure graphene is primarily due to its e tensive π-conjugated 
electronic structure. However, when oxygen atoms are introduced as substitutions for carbon atoms 
in the lattice, the material's electronic properties undergo significant changes. Earlier studies have 
examined the presence of vacancy-related oxygen (VO) in graphene and similar carbon materials. For 
example, Lee et al. (1999) were the first to report the incorporation of oxygen at vacancy defects in 
carbon systems, revealing fundamental structural modifications.33 Subsequent research by Allouche 
and Ferro (2006) further investigated oxygen substitution and its effects on electronic properties.34 

Recent studies, such as Carlsson et al. (2009), have enhanced our understanding of oxygen-related 
defects in graphene, emphasizing how substitutional oxygen can alter the electronic structure of 
graphene. 35  Building on these earlier theoretical and experimental studies, Hofer et al. (2019) 
provided direct evidence of substitutional oxygen in graphene, showing that these oxygen atoms 
adopt a distinctive triple-coordinated configuration. This structural modification introduces localised 
defects, which can alter the electronic band structure by creating additional energy states.36 These 
states may act as scattering centres, reducing the mobility of charge carriers and thus degrading 
graphene's overall conductivity. 

In this work, the presence of substitutional oxygen atoms was analysed to investigate further the 
impact of oxygen incorporation into the graphene lattice, building on both earlier theoretical and 
experimental findings. The analysis revealed that oxygen can replace carbon atoms in various 
configurations, including triple-coordinated oxygen atoms and two-coordinated oxygen atoms 
positioned both above and below the graphene plane. 

The potential role of oxygen substitutional defects as donors or acceptors needs to be carefully 
examined to fully understand the modifications to the electronic structure caused by these defects. 
The changes in conductivity can vary, depending on the delicate balance between increased carrier 
density and the scattering effects induced by these substitutional defects. Consequently, the precise 
role of substitutional oxygen in graphene remains an area of active research, with significant 
implications for the design and optimisation of graphene-based electronic devices.37 

 

Figure 5.18. Optimised Atomic Structures of Graphene with One, Two and Three Oxygen Substitutions. 
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Figure 5.18 presents the optimised geometries of graphene structures containing one, two, and three 
substitutional oxygen atoms. In particular, the single substitutional oxygen is three-coordinated, while 
the pair of oxygen involves two doubly-coordinated O atoms, as suggested previously.36 

The structure with three substitutional oxygen atoms is a combination of a single three-coordinated 
oxygen and a pair of doubly-coordinated oxygens. Unlike the previously discussed epoxide and 
hydroxyl functionalised systems, these structures exhibit a notable degree of planarity, closely 
resembling the pristine graphene lattice. The substitution of carbon atoms with oxygen atoms induces 
minimal structural distortion, preserving the overall hexagonal arrangement of carbon atoms. The 
exception is the structure with two oxygen atoms, which features one oxygen atom positioned slightly 
above and the other slightly below the graphene plane. This deviation from perfect planarity is less 
pronounced compared to the epoxide functionalised systems. 

The positioning and coordination of oxygen atoms play a crucial role in altering the electronic 
properties of the material. As evidenced by the data in Table 5.5, there is a significant decrease in 
Fermi energies as the number of oxygen atoms increases. This trend suggests that the incorporation 
of oxygen atoms facilitates electron removal from the oxygen-doped graphene.   

 

Table 5.5 Total energies, Fermi energies and band gaps of graphene with substituted oxygen 

Structures  
Total Energy 

(eV) 
number of 

Oxygen atoms  

Energy gain of 
adding O (eV) Band Gap Eg 

(eV) 
 Band Gap 

type 

Graphene 
-5,027.54 

0 
 

0 0 

G with 1 O sub -5,299.67 1 -272.13 
0.19 indirect 

G with 2 O sub -5,576.40 2 -548.86 
0 0 

G with 3 O sub -5,848.30 3 -820.76 
0.19 direct 

 

5.3.4.1. Electronic Structure 
The electronic properties of graphene with substitutional oxygen configurations exhibit substantial 
differences compared to graphene with oxygen-containing functional groups bound to the basal plane 
(Figure 5.19). DOS plots show that the presence of oxygen introduces additional peaks around the 
Fermi level for all structures containing substitutional O. Oxygen PDOS data shows that oxygen atoms 
contribute to these peaks at the Fermi level, as well as creating new sharp oxygen-dominated peaks 
in the valence band (the structures with 2O and 3O) and in the conduction band (the structure with 1 
Oxygen).  
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Figure 5.19. Density of States Graphs Comparing Pristine Graphene (Black) and Graphene with an Increasing Number of 
Substituted Oxygens.  

A recent DFT study on the electronic properties of graphene with substitutional oxygen atoms 
revealed that such substitution introduces sharp resonant states near the Dirac point, leading to 
observed transport asymmetry.37  These resonant states are also evident in the current study, as 
depicted in Figure 5.19.  

As shown in Table 5.5, when oxygen atoms are substituted into the graphene structure, the band gap 
can increase compared to pure graphene. This is because the oxygen atoms introduce new electronic 
states that modify the band structure of the material, as shown in  Figure 5.19 and Figure 5.20. 

The results show that graphene with a pair of substitutional oxygens has zero band gap, like pure 
graphene, while the structures with one and three substituted oxygens both possess a small band gap 
of 0.19 eV. Graphene with one substituted oxygen atom has an indirect band gap, while graphene 
with three oxygen substitutions has a direct band gap. This distinction in the type of band gap is related 
to the positions of the valence band maximum (VBM) and conduction band minimum (CBM). In 
materials with a direct band gap, the position of the VBM matches the position of the CBM in the 
momentum space. This facilitates the excitation of electrons from the valence band to the conduction 
band, leading to higher conductivity and stronger optical absorption. On the other hand, in materials 
with an indirect band gap, the position of the top of the valence band does not align with that of the 
bottom of the conduction band. Consequently, it is more challenging to excite electrons, as excitation 
requires a change of electron momentum. 

Figure 5.20 displays the band structure for the graphene structure with two substitutional oxygen 
atoms. It can be seen that this system retains a zero bandgap, similar to pristine graphene. The 
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presence of oxygen introduces additional electronic states, indicated by the new band positioned at 
the top of the occupied states. This band is associated with a prominent peak in the density of states, 
approximately 1 eV below the Fermi level, showing a significant contribution from oxygen orbitals.  

The retention of the metallic properties in this particular configuration implies that the introduction 
of oxygen atoms does not inherently create a bandgap in graphene. However, the existence of oxygen-
derived electronic states within the band structure suggests the potential for altering the electronic 
properties of graphene through controlled oxygen doping. 

 

Figure 5.20. Top Row: Calculated Band Structures for Graphene with 1 Substitutional Oxygen Atom (Left), 2 

Substitutional Oxygen Atoms (Centre) and 3 Substitutional Oxygen Atoms (Right). Bottom Row: Optimised Atomic 

Structures Corresponding to the Graphs in the Top Row. 

5.3.4.2. Optical properties   

In Figure 5.21 the calculated absorbance spectra for graphene structures with different levels of 
oxygen substitution are depicted and compared to pristine graphene. Notably, the maximum 
absorption decreases as the number of oxygen substitutions increases. Furthermore, similar to the 
findings on epoxide and hydroxyl-functionalised graphene structures mentioned previously, the 
introduction of substitutional oxygen leads to a blue shift of the main absorption peak. 

 

Figure 5.21.Calculated Optical Absorbance of Graphene with Substituted Oxygen Compared to Pure Graphene 
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5.3.5. Discussion 
As discussed in Section 5.3, the introduction of oxygen groups disrupts the perfect lattice arrangement 
of carbon atoms in graphene. This disruption impedes the free movement of electrons across the 
graphene sheet, potentially diminishing its intrinsic high conductivity. Furthermore, the incorporation 
of oxygen functional groups can open a band gap in graphene, effectively transforming it from a 
semimetal to a semiconductor. Generally, the band gap increases with a greater number of oxygen 
groups; however, the specific orientation and proximity of these groups also plays a significant role in 
determining the band gap size. 

A similar trend was observed in a study by Hanna et al. in 2018, where the band gap of a single 
graphene sheet increased dramatically, from nearly zero to 2.48 eV, as the oxygen concentration 
rose.23 In their work, the focus was on a specific configuration of oxygen impurities within the 
graphene lattice, differing from the structures examined in this study. The previous study's significant 
band gap increase can be attributed to the unique arrangement and higher concentration of oxygen 
groups, which were distinct from those analysed in the work mentioned in section 5.3. This 
comparison highlights that while both studies investigate the effect of oxygen doping, specific 
structural differences, such as the type, position, and density of oxygen groups, lead to varying 
electronic outcomes. The work in this chapter extends on previous studies by providing a 
comprehensive and systematic investigation of different arrangements and concentrations of oxygen 
groups. By focusing on systematic exploration, this research aims to thoroughly examine the impacts 
of these variables on the electronic properties of graphene. The ability to manipulate the band gap 
opens possibilities for utilising these materials in electronic devices such as sensors, where precise 
control of conductivity is crucial. 

The findings in this research are also comparable with a recent study that utilised DFT calculations to 
model the effects of oxygen functionalisation on graphene and predicted a widening of the bandgap 
with increasing oxygen density on the graphene sheet, a result that is consistent with the observations 
in this section and with their experimental observations.38 While both studies confirm the potential of 
oxygen functionalisation in tuning the electronic properties of graphene, this thesis builds on these 
findings by systematically exploring multiple structural configurations and oxygen group orientations 
that were not previously addressed. The distinct approaches and structural variations considered in 
this study offer a more comprehensive understanding of how different oxygen functionalisation 
strategies affect graphene's electronic properties. The research confirms that oxygen treatment can 
effectively introduce a bandgap in graphene, making it a more suitable material for applications 
requiring semiconducting properties. 

In addition to the changes in electronic and optical properties, our results show that the incorporation 
of oxygen atoms into the graphene lattice can induce localised ripples. Unlike the distinct buckling 
observed in the zigzag GNRs, which manifests as pronounced folds, these ripples present as more 
subtle, localised distortions around the oxygen functional groups. This phenomenon is frequently 
observed in the optimised structures containing oxygen groups discussed in this section. The 
formation of these ripples can be attributed to several factors. In the case of substitutional oxygen, is 
the strain introduced when oxygen atoms, which have different atomic radii (O: 48 pm, C: 67 pm) 
compared to carbon, replace carbon atoms, or attach to them, forming functional groups. In the case 
of oxygen functional groups, the conversion of carbon atoms from sp² to sp³ hybridisation due to 
bonding with oxygen atoms can create structural disruptions. This change in hybridisation and the 
resulting mismatch in bond lengths can lead to out-of-plane distortions, manifesting as localised 
ripples or curvatures in the graphene sheet. It is crucial to distinguish these localised ripples from the 
more common rippling effect seen in pristine graphene. In the latter, ripples are a known characteristic 
of real graphene sheets at room temperature, resulting from thermal fluctuations and intrinsic 
instabilities in the two-dimensional lattice. In contrast, the ripples discussed here are specifically 
associated with the presence of oxygen functional groups and are localised around these sites. 
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Graphene sheets are inherently hydrophobic due to their non-polar surface.39 However, when oxygen 
is introduced to graphene, it forms functional groups such as epoxides (C-O-C) and hydroxyls (C-OH), 
which are polar and are capable of interacting with water molecules and other polar adsorbates 
through hydrogen bonding. This modification results in enhanced hydrophilicity, allowing oxygen-
functionalised graphene to be more easily suspended in water-based solutions. This property is 
particularly useful when using oxygen-functionalised graphene as a sensor. The oxygen-containing 
groups on graphene oxide can serve as anchoring sites for attaching other molecules, providing 
sensitivity and the possibility of selectivity in sensing. This concept is supported by related work in the 
group demonstrating the preferential binding of phosphates to hydroxyl groups on graphene.16 
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5.4.THE EFFECTS OF CURVATURE ON GRAPHENE  

5.4.1. Graphene with Curvature  
The investigation of curved graphene structures is driven by observations on experimental systems, 
particularly graphene aerogels, in which curvature and 3D features were visible in TEM images. As 
detailed in Chapter 4, TEM analysis indicated that oxygen-containing graphene films displayed 
increased curvature and particle size, corresponding to the extent of oxygen integration. This 
curvature may originate from the structural strain caused by the incorporation of oxygen atoms, 
disrupting the graphene lattice and inducing out-of-plane distortions. 

To explore the impact of curvature on graphene's structural and electronic properties, a series of 
curved graphene structures were modelled. A 6x6 graphene lattice served as the base model, which 
was systematically shrunk by 5% to 20% in either the armchair or zigzag directions. When creating 
these curved structures, atoms were displaced in the z-direction according to a sinusoidal wave 
pattern, with the wave amplitude adjusted to ensure that the length along the curve matched the 
length of the pristine graphene supercell. The final atomic configurations were fully optimised while 
maintaining fixed lattice parameters, resulting in vertically curved structures. 

The graph depicted in Figure 5.22 shows the correlation between relative energies and the percentage 
of lattice compression for armchair and zigzag configurations. The total and relative energies are 
presented in Table 5.6. The visual representations of the respective structures demonstrate the 
impact of varying levels of compression. These structures display significant strain, particularly at the 
peaks of the curves. Notably, in the A80 and Z80 models (20% compression), the C-C bond lengths at 
the peaks are shorter, ranging from 1.416 Å in the curved regions to 1.423 Å in the flatter areas. In the 
zigzag configuration, the bond lengths parallel to the fold and perpendicular to the fold are both 1.424 
Å due to uniform bonding. However, in the armchair configuration, the curvature locali es the π-
bonding, leading to more pronounced single/double bond character. As a result, the bond lengths 
parallel to the fold are 1.416 Å, while those perpendicular to the fold are 1.422 Å. This suggests 
increased strain at the peaks, which likely enhances reactivity in these regions, making them more 
susceptible to defect formation or the incorporation of functional groups. 

 

Figure 5.22. Relative energies of zigzag (red) and armchair (blue) graphene structures as a function of lattice 
compression percentage. Representative structural models of the compressed graphene sheets are shown. Each 

Structure contains C 72 atoms.  
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The analysis of curved graphene models consistently demonstrates that zigzag structures exhibit 
greater stability than armchair counterparts, evidenced by lower total energies across varying levels 
of curvature, ranging from 5% to 20% lattice compression. This finding aligns with the observation that 
zigzag curved structures are generally more stable than armchair ones, as evidenced by their lower 
relative energies at similar levels of curvature. Moreover, the relationship between induced strain and 
structural energy is shown to be linear, with relative energy increasing linearly with the degree of 
curvature. Table 5.6 presents the total energies for the two types of curvature, demonstrating the 
higher stability of zigzag curved structures compared to armchair ones. 

Table 5.6 Calculated total and Fermi energies of curved graphene structures 

Curvature Zigzag Total Energy 
(eV) 

Relative 
Energies (eV) Armchair Total Energy 

(eV) 
Relative 

Energies (eV) 

0 G 6by6 -11312.3 0 G 6by6 -11312.3 0 
5% Z95 -11309.5 2.764043 A95 -11308.7 3.564043 

10% Z90 -11306.8 5.464043 A90 -11305.1 7.164043 
15% Z85 -11304.1 8.164043 A85 -11301.4 10.86404 
20% Z80 -11301.4 10.86404 A80 -11297.7 14.56404 

 

5.4.1.1. Electronic structure  
Figure 5.23 and Figure 5.24 show that in both zigzag and armchair configurations, the Dirac point 
remains unchanged despite the introduction of curvature. This indicates that the fundamental semi-
metallic properties of graphene persist across all studied structures. Examination of the electronic 
structure near the Fermi level confirms no significant bandgap opening, signalling that the 
introduction of curvature alone is insufficient to transform graphene from a semi-metal to a 
semiconductor.  

 

Figure 5.23. Density of States for Zigzag and Armchair Curved Graphene Structures. DOS Spectra For Zigzag (Left) and 
Armchair (Right) Curved Graphene Models at Compressed Lattice Parameters Of 80%, 85%, 90%, And 95%, Compared to 

Pristine Graphene. 
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Upon a detailed analysis of the DOS, subtle changes induced by the curvature are revealed (Figure 
5.23). While the DOS near the Dirac point remains characteristic of semi-metallic graphene, small 
additional peaks emerge in the conduction band. These newly formed peaks indicate the presence of 
localised electronic states, attributed to the curvature-induced strain and alterations in the local 
electronic environment. Notably, the variation in the height and position of these additional peaks 
implies that the curvature impacts the distribution of electronic states, potentially leading to 
alterations in allowed electronic transitions and subsequent electronic properties. 

The influence of the direction of the curvature on the electronic properties is clearly seen in both the 
DOS in Figure 5.23 and band structures in Figure 5.24. Zigzag curved structures demonstrate a more 
significant retention of the semi-metallic characteristics, with minimal additional peaks in the DOS. 
Conversely, armchair-curved structures exhibit a slightly more pronounced change in the DOS, with 
more noticeable additional states. These distinctions can be attributed to the varying distribution of 
strain induced by the two types of curvature. 

Furthermore, small changes are seen in Fermi energies presented in Table 5.6, which become slightly 
more negative with curvature in zigzag configurations, and become slightly less negative in armchair 
configurations. 

 

Figure 5.24. Band structures of zigzag (left) and armchair (right) curved graphene models at 20% compression. 

5.4.1.2. Optical Properties  
The optical absorption spectra shown in Figure 5.25 reveal interesting differences between curved 
graphene models, such as zigzag and armchair, and the spectrum of flat graphene. One significant 
observation is the red shift of the intense π-π* transition peak, which is centred around     nm in flat 
graphene. This red shift occurs in both zigzag and armchair curved structures, with the armchair 
configuration showing a more pronounced effect. The redshift indicates a reduction in the energy 
required for electronic transitions, suggesting changes in the electronic structure due to the 
introduction of curvature. 

In general, the absorbance of the curved graphene models is lower compared to that of flat graphene, 
especially in the near-UV region. Additionally, the absorption spectra display broadening, 
characterised by the appearance of shoulder peaks at longer wavelengths. This broadening implies a 
wider distribution of electronic states contributing to the absorption process, likely due to the 
perturbation of the electronic structure by the curvature, as seen in the DOS plots in Figure 5.23. The 
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red shift and broadening observed in the absorption spectra of curved graphene models align with 
experimental findings from aerogel graphene films with higher oxygen content, as discussed in 
Chapter 4. These films frequently show similar spectral features, including a red-shifted primary peak 
and broadened absorption. This correspondence suggests that curvature, possibly brought about by 
oxygen functionalisation, strongly impacts the optical properties of graphene. 

 

 

Figure 5.25. Optical Absorption Spectra of Curved Graphene 

The changes in the optical absorption spectra can be attributed to several factors. Curvature-induced 
strain and variations in bond lengths can modify the energy levels of electronic states, resulting in 
shifts in absorption peaks. Additionally, curvature can create new states that broaden the absorption 
spectra and generate shoulder peaks. These explanations are supported by the density of states data, 
which reveal additional peaks in curved graphene structures adjacent to the prominent peaks in the 
valence band (VB) and conduction band (CB). These peaks are slightly closer to the Fermi energy, 
requiring smaller excitation energies and resulting in a redshift.  

Moreover, the introduction of curvature can alter the symmetry of the electronic states, thereby 
impacting the optical absorption properties. Specifically, the curvature-induced symmetry breaking 
may enable electronic transitions that were previously prohibited in flat graphene.  

Furthermore, enhanced electron-phonon coupling is possible: the lattice distortions caused by 
curvature may amplify electron-phonon interactions, thereby contributing to the vibrational 
broadening of the absorption band. 

5.4.2. Curved graphene with oxygen groups  
Experimental results in Chapter 4 suggest that the incorporation of oxygen into graphene and the 
resulting curvature significantly alter its fundamental properties. TEM images demonstrate that higher 
oxygen levels are associated with increased curvature, supporting the idea that oxygen atoms can 
induce significant structural changes within the graphene framework. These structural modifications 
influence not only the physical traits of the material but also its electronic and energetic properties, 
particularly the stability of oxygen incorporation in curved versus flat regions. 

To investigate the interplay of curvature and oxygen, oxygen functionalisation was introduced in 
curved graphene structures in both zigzag and armchair configurations. A single oxygen atom was 
introduced through substitution in the zigzag configuration with 20% curvature. An epoxide group was 
incorporated in the armchair configuration with the same 20% curvature. These functionalised 
structures were subsequently optimised, with the resulting geometries shown in Figure 5.26 and their 
relative energies, stated in Table 5.7.  
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Although a direct numerical comparison to the flat graphene models from Section 5.3 is not possible 
due to differences in system size (4×4 for flat models vs. 6×6 for curved models), the general trend in 
oxygen stability can still be assessed. The energy gained from oxygen addition provides insight into 
whether oxygen prefers to bind in curved or flat regions. For Z80 graphene, the energy gain of 
substitutional oxygen incorporation is +154.78 eV, whereas for A80 graphene, adding an epoxide 
group results in an energy change of -5.18 eV. These values suggest that oxygen incorporation strongly 
depends on both curvature and bonding configuration, with substitutional oxygen being significantly 
more stable in the zigzag curved graphene, while epoxide formation in the armchair configuration is 
energetically less favourable. 

 

 

Figure 5.26. Curved Graphene with Oxygen Groups: (left) Substitutional Oxygen in Z80 Zigzag Curved Graphene, (right) 
Epoxide Group in A80 Armchair Curved Graphene. 

Table 5.7 Relative Energies of Curved Graphene Structures with Oxygen Groups 

Structure Total 
Energy (eV) 

Number of Oxygen 
Atoms 

Energy Gain of 
Adding O (eV) 

Z80 Graphene -11301.40 0.00  
Z80 with 1 Substitutional Oxygen -11574.96 1.00 154.78 

A80 Graphene  -11297.70 0.00  
A80 with 1 Epoxide Group -11731.22 1.00 -5.18 

 

5.4.2.1. Electronic Properties 
The analysis of the DOS depicted in Figure 5.27 offers insight into the electronic properties resulting 
from curvature and oxygen functionalisation. In the pristine Z80 configuration (20% zigzag curvature), 

the DOS displays typical graphene-like characteristics with sharp peaks at  2 eV above and below the 
Fermi level and zero DOS at the Fermi level, indicating the preservation of its semi-metallic nature. 
However, upon the introduction of a substitutional oxygen atom, appearance of a new peak below 
the Fermi level and a noticeable broadening of the DOS features becomes apparent. This broadening 
implies the presence of new electronic states, possibly arising from the loss of symmetry or from the 
perturbation of the π-electron system by the oxygen atom. The new peak below the Fermi level 
suggests a change in the band structure and the formation of a localised state around the oxygen site. 

For the A80 configuration (20% armchair curvature), the DOS also retains semi-metallic behaviour, 
though the effects of oxygen functionalisation are more subtle compared to the zigzag configuration. 
When an epoxide group is introduced, there is only minor broadening of the DOS near the Fermi level, 
suggesting minimal alterations to the electronic structure. In contrast, the substitutional oxygen in 
Z80 causes more substantial changes, including the formation of the peak, as mentioned earlier, below 
the Fermi level. This indicates that substitutional oxygen atoms introduce localised states that 
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significantly impact the electronic properties and reactivity of the material, a more pronounced effect 
than that caused by epoxide functionalisation. 

 

 

Figure 5.27. The Total and Projected Oxygen (O) Density of States for Curved Zigzag and Armchair Graphene Structures. 
Z80 And A80, Compared with Z80 with a Substitutional Atom and A80 with an Epoxide Group. Optimised Atomic 

Structures for Each System Are Also Shown. 

 

 

Figure 5.28. The Band Structures of the Z80+1 O Sub (left) and A80+1 Epoxide (right) Systems. A Dashed Red Line 
Indicates the Fermi Level. 

In the band structures discussed in section 5.4.1 and shown in Figure 5.24, it was observed that the 
introduction of curvature alone does not result in a band gap opening in graphene. However, when 
curvature is combined with oxygen incorporation (Figure 5.28) through the addition of a substitutional 
oxygen atom, a small band gap of approximately 0.2 eV is formed, similar to flat graphene with 1 
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substitutional oxygen. While the material can still be classified as semi-metallic with a small gap, 
further exploration into the impact of increased oxygen content may lead to the formation of a larger 
band gap, as seen in the example of flat oxygenated graphene (Section 5.3). 

5.4.2.2. Optical Properties  
Figure 5.29 displays the optical spectra of curved graphene structures with oxygen functional groups 
and compares them with those of pure graphene and curved graphene. Pure graphene displays a 
sharp, intense absorption peak at approximately 300 nm, attributed to the π-π* electronic transition 
within the sp² carbon network. The presence of curvature, as seen in Z80 and A80, causes this peak to 
broaden and shift slightly towards the red end of the spectrum, indicating perturbations in electronic 
transitions.  

 

Figure 5.29. Calculated Optical Absorption Spectra of (a) Pristine Graphene, Zigzag Curved Graphene Z80, and Z80 with a 
Single Substitutional Oxygen Atom (Z80 + 1 O Sub); (b) Pristine Graphene, Armchair Curved Graphene A80, and A80 with 

a Single Epoxide Group (A80 + 1 epoxide). The spectra were cropped in the wavelength range of 200-800 nm. 

Introducing oxygen functional groups, including substitutional oxygen and epoxide groups, 
contributes to subtle spectral changes in the material. The absorption peaks become slightly broader, 
demonstrate a more pronounced red shift, and reveal the emergence of a distinct shoulder in the 
range of 350-400 nm. These modifications suggest the presence of new electronic states associated 
with the o ygen functional groups, which interact with the graphene π-electron system. Collectively, 
these spectral alterations highlight the influence of curvature and oxygen integration on graphene's 
electronic structure. However, the changes induced by oxygen appear to be relatively minor compared 
to those observed in flat graphene. 

Given these findings, it is plausible that higher oxygen content could lead to more significant 
alterations. However, based on the current data, spectroscopic techniques seem unlikely to effectively 
differentiate between curved graphene with and without oxygen functionalisation for the levels 
studied. 

5.4.3. Discussion  
The study delved into the effects of curvature with oxygen functionalisation on the electronic 
characteristics of graphene by simulating various curved graphene configurations. This included 
investigating curved graphene structures with and without oxygen functionalities to replicate the 
properties of aerogel graphene samples and gain insights into their behaviour. 

Examination of the strain present in these curved graphene structures reveals significant variations in 
the distances between carbon-carbon (C-C) bonds, especially in the more highly curved areas. These 
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variations are a result of compressive strain and the resulting out-of-plane displacements. It is worth 
noting that in configurations such as A80 and Z80 (which undergo 20% compression), the C-C bond 
lengths at the peaks of the curves are shorter than those in the flatter regions. In the curved areas of 
the Z80 model, as previously stated, the carbon-carbon bond lengths range from 1.416 Å in the curved 
parts and 1.423 Å in the flatter parts. This bond shortening indicates increased strain, suggesting that 
these more distorted areas may act as active sites for adsorption or the introduction of defects. Such 
sites are energetically favourable for interactions with other atoms or molecules, making them crucial 
for potential catalytic applications or further chemical modifications. 

The research uncovered that zigzag curved graphene structures tend to be more stable than their 
armchair counterparts, as indicated by lower total energies across different levels of curvature. This 
increased stability is likely due to variations in strain distribution between the two configurations. 
Despite these structural alterations, both configurations retained the Dirac point, indicating the 
preservation of graphene's essential semi-metallic properties. However, subtle changes in the density 
of states near the Fermi level, particularly the appearance of new peaks, indicate the formation of 
localised electronic states caused by curvature-induced strain. 

The optical absorption spectra of curved and oxygen-functionalised graphene samples exhibited 
subtle changes and a slight red shift compared to pristine graphene. The red shift of the intense π-π* 
transition peak and peak broadening signify an altered electronic structure due to curvature and strain. 
The spectra were further red-shifted, and additional shoulder peaks appeared with the introduction 
of oxygen functionalities. 

These findings emphasise the complex impact of curvature and oxygen incorporation on the electronic 
and optical properties of graphene. Curvature induces strain, leading to alterations in the electronic 
structure and the introduction of new electronic states. Oxygen functionalisation further enhances 
these effects, showcasing the potential for control over the material's characteristics. Such control is 
imperative for applications in sensor technologies, where specific electronic and optical properties are 
sought after. 

Further research should concentrate on investigating other types of functional groups and higher 
levels of oxygen content, as this may reveal stronger changes, potentially including the formation of a 
significant bandgap in graphene. This could expand its applicability in electronic and optoelectronic 
devices. While these structures were being considered and calculations were started, they were not 
completed within the given time frame. 
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5.5. GRAPHENE WITH A MONOVACANCY AND OTHER DEFECTS 
Defects in graphene can significantly modify its inherent physical and chemical properties, resulting in 
noticeable changes in its behaviour and potential applications. These imperfections in the otherwise 
flawless hexagonal lattice structure of graphene can introduce localised variations in electronic, 
mechanical, and chemical characteristics. Specifically, defects can disrupt the bonding of carbon 
atoms, leading to the formation of dangling bonds, changes in bond lengths and angles, and the 
creation of localised strain fields. Such alterations can have a significant impact on electronic 
properties by introducing states within the band gap, affecting charge carrier mobility, and altering 
magnetic properties. In their 2010 paper, Banhart, Kotakoski, and Krasheninnikov discussed various 
types of defects, such as point defects, including monovacancies and Stone-Wales (SW) defects, line 
defects, and defects at the edges or in multilayer structures.40 This section specifically examined the 
interactions of a monovacancy defect and SW defect with oxygen groups and their effect on the 
electronic properties of graphene. It is essential to acknowledge that such defects are intrinsic to 
graphene samples and films. Despite being present at low concentrations, their impact on the 
material's properties and behaviour can be substantial. Therefore, understanding the traits and 
behaviour of monovacancies is vital for interpreting experimental findings and predicting the efficacy 
of graphene-based applications. 

5.5.1. Monovacancy Defect and Oxygen Groups 
A monovacancy defect occurs when a single carbon atom is missing from the graphene lattice, 
resulting in unpaired bonds that increase the material's chemical reactivity. The energy needed to 
create a single vacancy is high, at around 7.5 eV, indicating that these defects are rare under normal 
conditions but can be induced through exposure to radiation or chemical processes.40   

For this section, several structures were considered, as shown in Figure 5.30. Additionally, a graphene 
structure containing both a monovacancy and an epoxide group was considered. However, the 
structure underwent relaxation during the optimisation process, resulting in a graphene structure with 
a single substitutional oxygen atom and no vacancy. As a result, this system was excluded as such 
structure was already studied in section 5.3.4. The optimised structures, shown in Figure 5.30, include 
graphene with a single monovacancy, graphene with a monovacancy filled with a substitutional 
oxygen atom, and graphene with a monovacancy and two hydroxyl (OH) groups. In the case of 
monovacancy with oxygen substitution, the oxygen atom does not occupy the vacancy site. Instead, 
it replaces a carbon atom adjacent to the vacancy, capturing the combined effects of both the 
monovacancy and the oxygen substitution. These structures were studied because monovacancies are 
common of defects that occur in graphene, and this work aims to understand how the properties of 
monovacancies are modified by interaction with oxygen groups.  

 

Figure 5.30. Graphene structures with Different Types of Defects: (a) Monovacancy, (b) Monovacancy and Oxygen 
Substitution, (c) Monovacancy and Two OH Groups. 

 a  Graphene with a
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Structural analysis reveals significant changes in C-C bond lengths around the defect sites. The 
monovacancy-only structure displays a shortening of C-C bonds at the vacancy site to around 1.40 Å. 
In contrast, in the structure with a monovacancy and two hydroxyl groups, C-C bonds adjacent to 
hydroxyl groups become elongated, measuring approximately 1.50 Å, while those at the vacancy site 
far from the hydroxyl groups are shortened to 1.41 Å. Similarly, in the structure with a monovacancy 
and one substitutional oxygen, C-C bonds neighbouring the oxygen atom are elongated to 1.48 Å, and 
those at the undercoordinated C atom are elongated to 1.44 Å.  The shortening of the bonds far from 
the oxygen groups is consistent with the structure of the isolated vacancy, while the elongation of C-
C bonds neighbouring the oxygen atoms suggests a change in the hybridisation of the carbon atoms 
from sp2 to sp3. 

Table 5.8. Energies, Structural Details and Electronic Properties of Graphene Structures with Vacancies and Oxygen 
Functionalisation 

Structures 
Total 

Energy 
(eV) 

Number of 
Carbon 
atoms 

Number of 
Oxygen atoms  

Fermi Energy 
(eV) 

Band Gap Eg 
(eV) 

Graphene -5027.54 32 0 -5.31 0 

Monovacancy -4863.01 31 0 -5.53 0.20 

Monovacancy and 1 O Sub -5299.92 31 1 -4.95 0.53 

Monovacancy and 2OH -5766.29 31 2 -5.18 0.40 
 

5.5.1.1. Electronic Properties  
Figure 5.31 compares the total DOS of pristine graphene with that of graphene modified with 
monovacancy and oxygen functionalities. The introduction of a single vacancy significantly alters the 
DOS, introducing new states near the Fermi level that influence the electronic properties of graphene. 
In this work, we have studied the high-symmetry (3-fold symmetric) vacancy structure; however, it is 
known that the true ground state is the reconstructed vacancy, as reported by El-Barbary et al.41 

The DOS profile for monovacancy with oxygen substitution exhibits distinct features around the Fermi 
level, attributed to the interaction between the oxygen atom and nearby carbon atoms. The DOS for 
hydroxyl groups at a monovacancy shows additional features compared to both pristine graphene and 
the simple vacancy case, reflecting modifications in the electronic structure due to chemical 
functionalisation with hydroxyl groups. In summary, the introduction of vacancies, oxygen 
substitutions, and hydroxyl groups generates new electronic states and significantly alters the 
electronic structure of graphene. 
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Figure 5.31. DOS of Pristine Graphene Compared with the DOS Of Graphene with a Monovacancy (1 Vacancy), Graphene 
with Monovacancy and a Substitutional Oxygen Atom (1 V + 1 O Sub), and Graphene with a Monovacancy and Two 

Hydroxyl Groups (1 V + 2 OH). The red lines show the PDOS of oxygen. 

 

 

Figure 5.32. Band Structures of (left) Graphene with a Single Vacancy, (middle) Graphene with a Vacancy and a 
Substitutional Oxygen Atom, and (right) Graphene with a Vacancy and Two Hydroxyl Groups. 
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The band structure plots in Figure 5.32 demonstrate that the presence of defects in graphene results 
in the formation of band gaps. Table 5.8. Energies, Structural Details and Electronic Properties of 
Graphene Structures with Vacancies and Oxygen Functionalisation provides quantitative information 
about the band gaps of these structures. When a monovacancy is introduced in graphene, it creates 
localised states within the band structure, leading to the emergence of a small band gap of 0.20 eV. 
This signifies a minor change in the electronic properties due to the presence of the vacancy, and the 
structure can be considered a narrow-gap semiconductor.  

Substituting one oxygen atom for a carbon atom at the vacancy site increases the band gap to 0.53 
eV. The inclusion of the oxygen atom significantly alters the electronic structure, resulting in a more 
pronounced band gap compared to the monovacancy alone and compared to a three-coordinated 
substitutional oxygen structure described in section 5.3.4, resulting in a small band gap semiconductor.  

The introduction of two OH groups at the vacancy site produces a band gap of 0.40 eV. It can be seen 
in Figure 5.32 that, this arrangement introduces new electronic states both above and below the Fermi 
level, that modify the band structure and the DOS more significantly than the single oxygen 
substitution.  

5.5.1.2. Optical Properties  
The optical spectra of the monovacancy-based structures are compared to pure graphene in Figure 
5.33. The introduction of a single vacancy into the graphene lattice results in significant changes in the 
absorption spectrum. The main peak at around 300 nm shows a slight blue shift to shorter 
wavelengths, indicating a decrease in the energy required for the π-π* transition. This shift is due to 
modifications in the electronic structure caused by the disruption of the conjugated π-electron system 
resulting from the vacancy. Moreover, a new absorption band appears around 320-350 nm, suggesting 
the emergence of localised electronic states associated with the vacancy defect. 

 

Figure 5.33. Absorbance Spectra of Pristine Graphene Compared to Graphene with a Single Vacancy (1 Vacancy), 
Graphene with a Vacancy and a Substitutional Oxygen Atom (1V + 1 O Sub), and Graphene With a Vacancy and Two 

Hydroxyl Groups (1V + 2OH). 

When a substitutional oxygen atom is introduced at the vacancy, it further alters the absorption 
spectrum. The main peak becomes less intense and experiences a red shift compared to the single 
vacancy case, indicating a perturbation of the electronic structure. The shoulder peak around 350-400 
nm becomes more pronounced, suggesting an increased contribution of electronic transitions 
involving the oxygen atom. 



226 
 

The presence of two hydroxyl groups results in a more significant modification of the absorption 
spectrum. The main peak experiences a noteworthy reduction in intensity and further red-shift. The 
secondary peak at around 320-400 nm becomes even more prominent, indicating a higher density of 
electronic states associated with the hydroxyl groups. 

The changes observed in the spectra can be attributed to changes in the electronic structure. As seen 
in Figure 5.32, the introduction of defects and functional groups causes changes in the electronic 
energy levels of graphene, leading to the observed spectral changes. For example, in the DOS for the 
structure with one vacancy and two hydroxyl groups, a localised state appears near ~-4.5 eV, which 
can be attributed to the vacancy and hydroxyl-induced electronic states. Similarly, in the case of the 
structure with one vacancy and one substitutional oxygen, a new peak emerges near ~-5.5 eV, 
indicating the presence of localised states due to the substitutional oxygen. These additional states 
contribute to the emergence of new absorption bands.  

5.5.2. Stone-Wales (SW) Defects with Oxygen Groups  
The Stone-Wales (SW) defect is a topological irregularity that involves the rotation of a carbon-carbon 
bond, causing four hexagons to transform into two pentagons and two heptagons without any 
addition or removal of atoms. This reorganisation maintains the number of carbon atoms in the lattice 
but results in localised strain, which impacts electronic properties by changing the density of π-
electrons around the defect. Stone-Wales defects enhance local reactivity and can serve as active sites 
for chemical reactions.40 This section investigated the interplay of the SW defect and an epoxide group. 
Figure 5.34 displays the graphene structures with SW defects examined in this section. 

 

Figure 5.34. Graphene Structures with Stone-Wales (SW) Defects: (a) SW Defect, (b) SW Defect with an Epoxide Group. 

 

Table 5.9. Total energies, Fermi Energies and Band Gaps of Epoxide-Functionalised Graphene and SW-Defected 
Graphene 

Structures 
Total Energy 

(eV) 
number of 

Oxygen atoms 
Fermi Energy (eV) 

Band Gap Eg 
(eV) 

G and 1 epoxide -5458.08 1 -5.48 0 
G SW and 1 epoxide -5454.31 1 -5.58 0 

 

A comparative analysis of pristine graphene (G) and graphene with SW defect (G SW), each containing 
a single epoxide functional group, is presented in Table 5.9. Total energy calculations reveal that 
graphene with one epoxide is significantly more energetically stable than its SW defect counterpart. 

 a  Graphene with  W Defect  b  Graphene with  W Defect and an Epo ide
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This increased stability is due to the inherent instability of the SW defect, which results from its 
strained structure and unpaired electrons, contributing to its higher energy state. 

5.5.2.1. Electronic Properties  
The incorporation of a Stone-Wales (SW) defect into the pristine graphene lattice leads to a significant 
disturbance in the electronic structure, as depicted in Figure 5.35 and Figure 5.36. This structural 
irregularity, characterised by a 90-degree rotation of two adjacent carbon atoms, disrupts the regular 
potential experienced by the electrons. As a result, the DOS profile undergoes marked changes. The 
Stone-Wales defect gives rise to the emergence of localised states within graphene's conduction band. 
These localised states can serve as electron traps or recombination centres, thereby significantly 
influencing the material's charge carrier mobility and lifetime. The observed effect is consistent with 
the findings from Banhart et al. which demonstrated that structural defects, specifically the Stone-
Wales defect, in graphene significantly modify its electronic properties. This indicates that the 
presence of such defects leads to the formation of states that directly impact charge transport 
mechanisms.40 

 

 

Figure 5.35. Comparison of DOS of Graphene, Stone-Wales (SW) Defect, and SW Defect with Epoxide 

The addition of an epoxide functional group to the SW defect causes additional electronic 
perturbations (Figure 5.35). The oxygen atom in the epoxide group introduces new electronic states 
to the system, resulting in extra peaks in the DOS spectrum, similar to the case when epoxide was 
added to pristine graphene. Epoxide-related states interact with existing SW defect states and alter 
the graphene band structure, leading to intricate modifications in the electronic properties. In Figure 
5.36, it can be observed that the band structures of these systems demonstrate subtle changes, 



228 
 

particularly in the case of the SW defect. In particular, the Density of States of the SW defect  includes 
a peak just above the Fermi level, which corresponds to a relatively flat band in the band structure at 
-5 eV. Remarkably, this feature vanishes upon the addition of an epoxide group, implying that this 
state is associated with the double bond in the centre of the SW defect. It is likely that the introduction 
of the epoxide group converts this double bond into a single bond, resulting in the disappearance of 
the peak. 

 

Figure 5.36. Left panel: Band structure of Graphene with a Stone-Wales (SW) Defect. Right panel: Band Structure of 
Graphene with a Stone-Wales (SW) Defect and a Single Epoxide Functional Group. 

5.5.2.2. Optical Properties  
The calculated optical absorbance spectra in Figure 5.37 show that the introduction of the SW defect 
induces notable changes in the absorption spectrum. A red shift is evident, with the main absorbance 
peak shifting to approximately 350 nm and reducing in intensity. This spectral shift implies a decrease 
in the energy gap required for the most intense electronic transition. This is because the SW defect 
disrupts the e tended π-conjugation system, leading to localised electronic states and which cause 
the new absorbance features. Graphene with SW defect shows increased absorbance compared to 
pristine graphene in the range of 350-600 nm. A small shoulder peak is also observed at around 
230nm.  

The introduction of an epoxide functional group to the SW-defected graphene further modifies the 
absorption profile. A red shift of the peak to approximately 320 nm is observed, with a new intense 
absorbance peak at approximately 450 nm. This suggests a greater reduction in the energy gap 
responsible for this principal transition, compared to both graphene and SW-defected graphene. As 
seen in the DOS plot, the epoxide functional group leads to alterations in the electronic environment 

and the presence of multiple peaks at around  eV instead of single sharp peaks, which in leads to the 
observed spectral changes. 
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Figure 5.37. Calculated UV-Vis Absorbance Spectra of Graphene with SW Defects. 

5.5.3. Discussion  
This section has delved into the impact of defects, specifically monovacancies and SW defects, on the 
electronic and optical properties of graphene films. Defects are deviations from the ideal hexagonal 
lattice structure of graphene, which can occur during the synthesis process under real-world 
conditions. Understanding the effects of these imperfections is crucial, as they can significantly alter 
the material's behaviour. 

Transmission electron microscopy images, detailed in Chapter 4, reveal structures that indicate the 
presence of these defect types in the graphene samples studies in the experimental part of this project. 
The study employs theoretical calculations to analyse how these defects affect the electronic and 
optical properties of graphene. 

Our investigation of electronic properties revealed that the introduction of monovacancies in the 
graphene lattice leads to substantial changes in the electronic structure. Specifically, new localised 
states appear near the Fermi level, which can influence electrical conductivity and carrier mobility. 
Monovacancies create a small bandgap, transitioning graphene from semi-metallic to a narrow 
bandgap semiconductor. These defects cause significant disruptions in the electronic structure due to 
the rearrangement of carbon atoms. They introduce localised states above or below the Fermi level, 
which can serve as electron traps or recombination centres, potentially reducing carrier lifetime and 
altering conductivity. 

When oxygen is introduced into the system, the impact on the electronic properties becomes more 
pronounced. For instance, a monovacancy with a substitutional oxygen atom exhibits a wider bandgap 
of 0.53 eV compared to 0.20 eV for the monovacancy alone. The presence of oxygen introduces new 
electronic states that interact with those of the monovacancy, leading to significant modifications in 
the band structure and density of states. Similarly, the addition of hydroxyl groups to monovacancy 
results in an increased bandgap of 0.40 eV and introduces additional localised states. These changes 
are more substantial compared to the effects observed with monovacancies alone, highlighting the 
role of oxygen in altering graphene's electronic behaviour. 
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Our investigations of optical properties demonstrated that both monovacancies and SW defects lead 
to red-shifts in the absorbance spectra, indicating a reduction in the energy required for electronic 
transitions. This shift suggests a change in the optical bandgap, affecting the material's optical 
absorption characteristics. 

The presence of oxygen functionalities further modifies these optical properties. For example, the 
addition of a substitutional oxygen atom near a monovacancy results in a more pronounced red shift 
in the absorption spectrum compared to the monovacancy alone. This indicates a more significant 
alteration in the optical bandgap due to the interaction between the oxygen atom and the defect site. 
Similarly, the introduction of two hydroxyl groups leads to a notable reduction in the intensity of the 
main absorbance peak and a further redshift, reflecting a complex interplay between the hydroxyl 
groups and the existing defect-induced electronic states. 

To conclude, the combined effects of defects and oxygen-functionalised groups provide new insights 
into tuning the electronic and optical properties of graphene. The incorporation of oxygen into known 
defects offers a route for more precise control of graphene’s properties, offering potential strategies 
for tailoring the material’s behaviour for specific applications. 
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5.6. CONCLUSION  
This thorough examination of the influence of different oxygen functional groups on the electronic 
and optical properties of graphene uncovers subtle and unique effects, offering valuable insights for 
precise material enhancements. 

In regard to the electronic properties, the introduction of epoxide groups in graphene results in a 
modest change in the material's electronic structure, causing a slight bandgap opening. The influence 
of the epoxide group is not as strong as other oxygen functional groups studies in this work, but it is 
still noteworthy. Hydroxyl groups have a more significant effect on the bandgap compared to epoxides. 
They effectively increase the bandgap, causing graphene to transition from a semi-metal to a 
semiconductor to a greater extent. Substitutional oxygen groups have a minimal impact on the 
bandgap. However, they do introduce new electronic states very close to the Fermi level, which can 
affect the electronic properties in a way that is distinct from the other oxygen groups. 

These differences underscore the potential for strategic use of each type of oxygen group to finely 
adjust graphene's electronic properties for specific applications. The ability to introduce or modify the 
bandgap and electronic states can enable tailored adjustments to achieve desired material 
performance. 

Regarding the optical properties, the presence of epoxide and hydroxyl groups brings about significant 
changes in the optical characteristics of graphene, resulting in noticeable red shifts and broadening in 
absorption spectra. This suggests substantial modifications to the optical bandgap and electronic 
transitions. In contrast, the effects on optical properties of substitutional oxygen are relatively minor, 
with only slight red shifts being observed, consistent with its minimal impact on the bandgap. Similar 
to substitutional oxygen, curvature-induced changes in the optical properties of curved graphene are 
relatively small. However, the introduction of curvature does result in subtle alterations in the 
absorption spectra, albeit less pronounced than those observed with epoxides, hydroxyls and 
substitutional oxygen. 

This research suggests that while epoxide and hydroxyl groups possess the potential to significantly 
alter the electronic and optical properties of graphene, substitutional oxygen and curvature produce 
more nuanced changes. This knowledge can be utilised to tailor graphene-based materials for specific 
applications, such as sensors or optoelectronic devices. 

By comparing the findings in this section with the experimental data presented in Chapter 4, 
particularly regarding the features of the absorption spectra, such as broadening and shifts in peak 
positions, it can be concluded that the observed experimental samples are more likely to contain 
structures with curvature and substitutional oxygen rather than hydroxyls and epoxides. The 
comparison plot of experimental and calculated spectra validates this interpretation (further 
discussed in Chapter 6), indicating that while hydroxyls and epoxides lead to more pronounced 
changes, curvature and substitutional oxygen closely align with the experimental observations. 

Overall, this study establishes a fundamental understanding of the impact of various oxygen functional 
groups and structural modifications on graphene, offering the potential for precise control over its 
properties in a range of technological applications. 
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A Comparative Analysis of Experimental and 
Computational Results on Graphene-Based 

Materials 

6.1. COMPARISON AND EVALUATION OF EXPERIMENTAL AND 
COMPUTATIONAL OPTICAL ABSORBANCE RESULTS 
To gain a comprehensive understanding of how the atomic structure affects the optical properties of 
graphene derivatives, it was essential to compare the experimental absorbance spectra with 
computational models. Absorption spectra serve as an essential part of material characterisation, and 
they can be theoretically modelled to provide insight into the electronic transitions occurring within 
the material.  

6.1.1. Optical Properties  

6.1.1.1. The Influence of Morphology on the Optical Properties of Graphene Derivatives  
Figure 6.1 (a) and (b) illustrate the measured absorbance spectra of pristine graphene, represented 
by black lines, and the measured spectra of graphene aerosol gels (AG), represented by coloured lines, 
alongside their theoretical counterparts for flat and curved graphene structures in Figure 6.1 (c) and 
(d). As presented in Figure 6.1 (b), the normalised absorbance data for the AG samples reveals a 
pronounced broadening effect. This broadening, which has been discussed comprehensively in 
Chapter 4, is likely attributable to the heterogeneous particle sizes present within the AG samples. In 
contrast, pristine graphene exhibits a more uniform sheet-like structure. This difference in 
morphology results in distinct optical properties. 

 

Figure 6.1. (a, b) Comparison of Experimental Absorbance Spectra for Pristine Graphene (black lines) and AG (coloured 
lines). Compared to pristine graphene, the normalised absorbance spectra in (b) clearly demonstrate a broadening effect 

in Aerogel graphene samples. (c, d) Theoretical calculations of Graphene and AG with Varying Degrees of Zigzag 
Curvature support the experimental observations. 
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The transmission electron microscopy (TEM) findings discussed in Chapter 4 offer valuable insights 
into the morphology of particles, revealing a diverse range of curved, bent, and crumpled structures 
within the graphene lattice. These variations in morphology are likely to be accountable for the 
differences observed in absorbance profiles. 

The prim ry   sor  n e pe k for gr phene,  ttri ute  to the π-π* tr nsitions, is o serve  
experimentally at ~ 270 nm. In the theoretical calculations depicted in Figure 6.1 (c), the corresponding 
peak appears at around 300 nm, this is also depicted in Figure 6.2. This shift in the peak position can 
be attributed to the computational methods used in the calculations of the spectra. These calculations 
used the vdW-DF2 functional1, which is a semi-local exchange-correlation functional with non-local 
correlation. This functional, like GGA-type semi-local functionals, is expected to underestimate band 
gaps, and therefore calculated spectra are expected to be red-shifted. The theoretical calculations, as 
shown in the zoomed-in representation in Figure 6.1 (d), substantiate the hypothesis that curvature 
significantly contributes to spectral broadening. While the curvature illustrated in the theoretical 
structures is relatively small compared to the pronounced shapes observed in the AG samples, it 
nonetheless supports the experimental findings regarding the spectral broadening phenomena. 

 

Figure 6.2. Normalised Experimental (black line) and Calculated (red line) Absorbance Spectra of Graphene, Showing 
Agreement Between the Two. The calculated spectrum exhibits non-zero absorbance at longer wavelengths and a 

slightly narrower peak than the experimental spectrum. 

 

6.1.1.2. Impact of Oxygen Functionalisation on the Optical Properties of Graphene 
Theoretical studies of oxygen-containing graphene in chapter 5 reveal that oxygen functionalisation 
induces significant changes in the optical properties of graphene. Figure 6.3 illustrates the calculated 
absorbance spectra, showcasing the influence of various types of oxygen functional groups, including 
epoxide, hydroxyl, and oxygen substitution, on the absorption profile of graphene. These 
modifications result in decreased absorbance and a more pronounced broadening with oxygen 
functionalisation, compared to the pure graphene peak at approximately 300 nm. 
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Figure 6.3. The Calculated Absorbance Spectra Demonstrate the Influence of Different Oxygen Functional Groups on the 
Absorption Profile of Graphene. The Coloured Lines Represent Various Oxygen Functionalisation. 

 

In the experimental AG samples, the oxygen content ranged from AG 0.3 to AG 0.75. This set of 
samples enabled us to investigate the effect of the oxygen content on optical absorption properties. 
In the experimental analysis, the examination of oxidised graphene spectra demonstrates a systematic 
broadening of the absorption spectra with increased oxygen content. Figure 6.4, which corresponds 
to the same data as Figure 6.1 (b), illustrates the absorbance spectra of pristine graphene (in black) 
and oxidised graphene aerogels (coloured lines) and reveals broadening effects following oxidation. 
This is consistent with the theoretical prediction that the introduction of oxygen should induce 
modifications to the electronic structure of graphene, leading to changes in its optical properties, such 
as the broadening of the main absorption peak, as detailed in Chapter 5. This broadening effect serves 
to confirm the significant role of oxygen functionalisation in the absorbance profile of graphene, as 
observed in both the experimental and theoretical contexts. 

 

Figure 6.4. The Experimental Normalised Absorbance Spectra Show Pristine Graphene in Black. The Coloured Lines 
Represent Aerogel Graphene Samples with Varying Degrees of Oxygen Content. 
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6.1.1.3. The Influence of Defects on the Optical Properties of Graphene 
Our theoretical investigations have also demonstrated the significant impact of defects on the optical 
absorbance of graphene. In Figure 6.5, the calculated absorbance spectra for pristine graphene (black) 
and graphene featuring specific defects, such as graphene with the Stone-Wales (SW) defect (red) and 
a monovacancy (blue) are presented. The presence of the SW defect results in a distinct peak at a 
similar wavelength as pristine graphene, however with reduced intensity, highlighting a small change 
to the electronic states due to the defect. Conversely, the monovacancy produces a double peak, 
slightly shifted from the absorbance of pristine graphene and graphene with SW defects, emphasising 
the different electronic perturbations associated with each defect type. 

 

Figure 6.5. Calculated Absorbance Spectra for Pristine Graphene (black), Graphene with a Stone-Wales (SW) Defect 
(red), and Graphene with a Monovacancy (blue). 

 

Based on experimental observations, the AG samples (AG 0.3 - AG 0.75 shown in Figure 6.4 and AG 
0.4 and AG 0.5 shown in Figure 6.6) exhibit significant broadening in their absorbance spectra, which 
can be attributed to the presence of structural defects as well as the presence of oxygen groups. 
Analysis of scanning electron microscopy (SEM) and TEM images in chapter 4.3 reveals that AG 0.4 
consists of smaller particle sizes and a crumpled nanosheet structure, while AG 0.5 demonstrates more 
pronounced curvature with possible nano-shell formations. These observed morphological disparities 
between AG 0.4 and AG 0.5 may be linked to defects such as vacancies or Stone-Wales defects. As 
illustrated in Figure 6.6, the absorbance spectra for both AG samples, compared to pristine graphene, 
exhibit noticeable broadening and slight redshifts. Pristine graphene (black line) displays the 
characteristi  pe k  ttri ute  to π-π* ele troni  tr nsitions, while the AG s mples  display a red shift 
of this peak, indicating alterations in graphene's electronic structure. The observed red shift, 
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combined with theoretical predictions shown in Figure 6.5, suggests the plausible presence of defects 
like monovacancies in the experimental samples. 

 

Figure 6.6. Experimental UV-Vis Absorbance Spectra of Pristine Graphene (black) and Graphene Aerogels (AG 0.4 in blue, 
AG 0.5 in pink) 

 

Theoreti  l results provi e  eeper insight into how  ifferent  efe ts mo ify gr phene’s   sor  n e 
profile by forming new electronic states as discussed in Chapter 5. Defects broaden and shift the 
absorbance peaks, significantly impacting graphene's optical properties. The agreement between 
trends seen in the experimental and theoretical results suggests the likelihood that AG samples 
contain a mixture of various defects.  
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6.2. Trap States  
There is evidence of trap states in AG samples as observed through transient absorption spectroscopy 
(TAS) in Chapter 4, where oxygen functionalisation significantly influences carrier recombination 
dynamics. Specifically, AG films with a higher oxygen content exhibit extended carrier lifetimes, which 
can be attributed to localised trap states. Since the presence of functional groups containing oxygen, 
such as hydroxyl and carbonyl, is demonstrated by X-ray photoelectron spectroscopy (XPS) and 
Fourier-transform infrared spectroscopy (FTIR), it can be hypothesised that the introduction of oxygen 
functional groups in the AG samples studied throughout this work is responsible for the formation of 
localised trap states. 
The interplay between trap states and delocalised states is critical to explaining the electronic 
behaviour observed in oxygen-functionalized AG films. Trap states in the band structure are 
represented by nearly flat energy bands, indicating minimal energy variation with respect to 
momentum (k-points). The limited dispersion of these bands indicates highly localised electronic 
states, restricting charge carriers, such as electrons or holes, to specific regions of the material, 
thereby impeding their mobility. These states often result from lattice disruptions, such as defects 
induced by oxygen functionalisation, which act as barriers to carrier mobility. Conversely, delocalised 
states are characterised by bands with significant dispersion, where energy levels vary substantially 
with momentum. In these states, charge carriers can freely traverse the material, leading to enhanced 
mobility and electrical conductivity. Presence of localised states arising from particular atomic 
structures can be revealed using DFT calculations. 

The band structure of pristine graphene, shown in Figure 6.7 (left panel), displays the characteristic 
linear dispersion near the Fermi level, where the Dirac cones emerge. This indicates the presence of 
massless Dirac fermions, which are fully delocalised throughout the material. The absence of flat 
bands near the Fermi level confirms that no trap states exist in pristine graphene, consistent with its 
high electrical conductivity and mobility. The electronic states are free to move across the material, 
unhindered by the presence of defects or structural deformations. 

 

Figure 6.7. Band Structures and Atomic Configurations of Pristine Graphene (left), Graphene with an Oxygen 
Substitution Group (middle), and Graphene with 20% Curvature (right). 
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The middle panel of Figure 6.7 presents the band structure of graphene with a single oxygen 
substitution atom, where a nearly flat band appears below the Fermi level. This flat band is indicative 
of localised hole states, also referred to as trap states. The disruption of the electronic structure 
caused by the substitutional oxygen leads to the formation of a localised energy level, which confines 
charge carriers. This is in direct alignment with the findings of TAS, which suggest that the presence 
of oxygen introduces localised trap states that prolong carrier recombination times by reducing carrier 
mobility. The calculations reveal that these hole trap states arise as a result of oxygen-related defects 
disrupting the otherwise delocalised electronic structure of graphene. 

Furthermore, Figure 6.7 (right panel) reveals the impact of curvature on the band structure, 
particularly in graphene with 20% curvature along the zigzag direction. The partial flattening of bands 
 long the Γ−P−X  ire tion in i  tes lo  lise  st tes in the x-direction (zigzag direction), while these 
states remain delocalised the y-direction (armchair direction). This anisotropic behaviour, induced by 
curvature, suggests that the structural strain from bending modifies the periodic potential of the 
graphene lattice. Such curvature-induced strain leads to spatial confinement of carriers in one 
dimension while allowing greater mobility in another. 

In summary, AG films, which can be described as graphene with structural and chemical modifications, 
exhibit delayed carrier dynamics due to these modifications. The oxygen functional groups, such as 
those introduced via oxygen substitution, are likely responsible for creating localised trap states. This 
is corroborated by the band structure analysis in Figure 6.7, which demonstrates that oxygen 
substitution can lead to significant carrier trapping, while curvature appears to have a smaller effect 
on carrier mobility. Thus, the presence of curvature and chemical changes arising from oxygen 
incorporation in the AG films play a fundamental role in modulating their electronic properties, in 
particular by facilitating the formation of trapped states. 

  



245 
 

6.3. REFERENCES  
 

1 Lee, K., Murray, É. D., Kong, L., Lundqvist, B. I., & Langreth, D. C. (2010). Higher-accuracy van der Waals density 
functional. Physical Review B, 82(8). https://doi.org/10.1103/physrevb.82.081101  
 
 

https://doi.org/10.1103/physrevb.82.081101


246 
 

 

7. Conclusion 
 

  



247 
 

CONTENTS 
Overview ............................................................................................................................................. 248 

7.1. Summary of Experimental Findings ............................................................................................. 249 

7.2. Summary of Theoretical Findings on Oxygen Functionalization and Curvature .......................... 250 

7.3. Combined Summary of Experimental and Theoretical Findings .................................................. 251 

7.4. Technological Implications ........................................................................................................... 252 

7.4.1. Potential of Graphene-Based Phosphate Sensors in Smart Farming .................................... 252 

7.5. The SITS Project Journey .............................................................................................................. 253 

7.5.1. SitS Sensor Device ................................................................................................................. 253 

7.7. References ................................................................................................................................... 254 

 

 

  



248 
 

Conclusion 

OVERVIEW 
This thesis has comprehensively investigated the multifaceted influence of oxygen functionalisation 
and structural modifications, such as curvature and defects, on graphene's electronic and optical 
properties through graphene aerogel films and functionalised graphene structures. Through a 
combination of ultrafast transient absorption spectroscopy, characterisation techniques such as 
electron microscopy, and density functional theory calculations, this research offers an 
interconnected and comprehensive outline for understanding how variations in oxygen content and 
structural deformation impact the physical and chemical behaviour of these carbon-based materials. 
The results not only enhance our understanding of graphene's inherent properties but also present 
opportunities for customising these properties to align with the specific requirements of advanced 
applications in electronics, optoelectronics, and sensing technologies. 
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7.1. SUMMARY OF EXPERIMENTAL FINDINGS 
The research detailed in this thesis investigates the impact of oxygen on the structural properties and 
charge carrier dynamics of AG films. Through the use of transient absorption spectroscopy, the study 
reveals that oxygen functional groups play a significant role in influencing carrier recombination times 
by introducing localised trap states, thereby prolonging carrier lifetimes. Specifically, AG films with 
higher oxygen content exhibit extended carrier lifetimes, which can be attributed to the presence of 
hydroxyl and carbonyl groups, as confirmed through X-ray photoelectron spectroscopy and Fourier-
transform infrared spectroscopy. 

The observed increase in carrier lifetime indicates potential applications of oxygen-functionalized AG 
in devices requiring charge storage and extended carrier dynamics. This study demonstrates that 
oxygen functionalisation can introduce trap states into graphene, thereby altering its electrical 
conductivity and overall relaxation behaviour. Our research findings emphasise that oxygen 
functionalisation not only introduces defects but also leads to a complex redistribution of electronic 
states, enhancing specific properties based on the intended application. 

Additionally, analysis conducted with scanning electron microscopy and transmission electron 
microscopy has demonstrated that the morphology of AG films is significantly altered by the 
incorporation of oxygen. The presence of oxygen results in stacking disorder, disrupting the regularity 
of the graphene lattice and leading to an increase in particle size. These changes in morphology are 
strongly associated with shifts in the electronic and optical properties of AG. 
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7.2. SUMMARY OF THEORETICAL FINDINGS ON OXYGEN FUNCTIONALIZATION 
AND CURVATURE 
Our calculations presented in this thesis show that the electronic structure of graphene can be 
effectively modified through oxygen functionalisation, as elucidated by theoretical calculations using 
Density Functional Theory. Our results demonstrate that the introduction of oxygen groups disrupts 
the electronic structure of graphene, leading to the formation of a customisable bandgap. This 
bandgap widening occurs because oxygen defects segment the continuous graphene lattice into 
smaller regions resembling graphene nanoribbons. The arrangement of oxygen atoms is crucial; when 
defects are further apart, the resulting nanoribbon-like sections become narrower, leading to an 
increased bandgap. 

Additionally, substitutional oxygen atoms introduce lattice strain, which alters local electronic 
properties and leads to the formation of trap states for electrons and holes. Therefore, understanding 
and controlling the oxygen content and defect positioning is key to optimising graphene's electronic 
properties for applications such as sensors. 

Furthermore, this research explores how curvature influences graphene’s electronic properties. Highly 
curved regions experience compressive strain, which shortens carbon-carbon bond lengths and leads 
to localised electronic states in the conduction band. In these strained regions, bond lengths decrease 
from the typical graphene bond length (~1.42 Å) to approximately 1.408  to 1.418 Å, enhancing 
reactivity. These strained areas present favourable sites for chemical modifications and catalytic 
reactions, which could benefit future sensor and catalysis applications.  
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7.3. COMBINED SUMMARY OF EXPERIMENTAL AND THEORETICAL FINDINGS 
The combination of experimental and theoretical methodologies provides a thorough understanding 
of the impact of oxygen functionalisation and structural changes on graphene's properties. 
Experimental findings demonstrated that oxygen functional groups introduce trap states that delay 
carrier recombination, while theoretical analyses have revealed their ability to create a customisable 
bandgap, significantly altering the electronic structure of graphene. Theoretical results from this study 
also suggest substitutional oxygen as a cause for trap states. Additionally, the optical absorption 
spectra obtained during this investigation, both experimentally and computationally, demonstrated a 
redshift in the π-π* transition peak in oxygen-functionalised graphene, accompanied by peak 
broadening and the emergence of shoulder peaks.  

Furthermore, the structural distortions caused by oxygen functionalisation may induce ripples and 
out-of-plane deformations in the graphene lattice. These localised ripples result from the strain 
introduced by oxygen groups. The theoretical findings suggest that these curvature-induced localised 
states could enhance graphene's sensitivity to environmental changes, making it particularly suitable 
for sensing applications. 

These findings suggest that precise management of oxygen content, placement, and curvature offers 
a novel strategy for enhancing graphene for next-generation sensors and other technologies. 
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7.4. TECHNOLOGICAL IMPLICATIONS 
This thesis presents evidence indicating that oxygen-functionalised and structurally modified 
graphene provide a means of tuning of graphene’s electronic structure. Thanks to this tunability of 
properties, functionalised graphene can serve as a platform for a wide range of technological 
innovations. The ability to introduce a tunable bandgap through oxygen doping enables graphene to 
be adapted for semiconductor applications. In contrast to pristine graphene, which lacks a bandgap 
and is therefore unsuitable for most electronic devices, oxygen-functionalised graphene can be 
utilised in the development of transistors, photodetectors, and other electronic devices that 
necessitate precise regulation of carrier mobility and conductivity.1-2 

Incorporating curvature into graphene structures presents additional opportunities for enhancing 
graphene's electronic and mechanical properties. Strain-engineered graphene could play a crucial role 
in the development of flexible electronics or sensors that require mechanical flexibility without 
sacrificing electronic performance. 

7.4.1. Potential of Graphene-Based Phosphate Sensors in Smart Farming 
The conclusions drawn from this thesis transcend basic research and offer valuable insights into the 
practical use of graphene for developing phosphate sensors in the context of smart farming. Given the 
increasing importance of precision agriculture in ensuring sustainable food production, the real-time 
monitoring of soil nutrients, particularly phosphates, has become a critical necessity. Phosphorus, an 
essential nutrient for plant growth, requires accurate monitoring and management to optimise crop 
yields and reduce environmental pollution resulting from over-fertilization. 

The structural and electronic modifications of graphene, such as oxygen functionalisation and 
curvature-induced strain, present promising opportunities for increasing the material's sensitivity to 
phosphate ions.3 

The presence of oxygen functional groups, which serve as reactive adsorption sites, has been shown 
to facilitate the binding of phosphate ions, as evidenced by recent research in our group.3 The localised 
ripples surrounding oxygen functional groups play a significant role in enhancing the interaction 
between graphene and phosphate ions, making oxygen-functionalized graphene an excellent 
candidate for phosphate sensors. Furthermore, pristine, oxygen-functionalised and curved graphene 
were found to display distinct trends in conductivity upon adsorption of phosphate, demonstrating 
the possibility of graphene-based electrical sensors for the detection of phosphate.3 This is particularly 
advantageous for the detection of low concentrations of phosphates in soil, which is crucial for 
precision agriculture.  

Integration of graphene-based phosphate sensors into existing platforms, such as IoT systems, could 
provide farmers with real-time data on soil nutrient levels, enabling more efficient and precise 
fertiliser application. The existing platforms, such as IoT-based monitoring systems, have 
demonstrated their ability to improve agricultural productivity through the continuous collection and 
analysis of data related to essential soil nutrients, moisture levels, and pH. This process allows for the 
optimization of resource utilization and contributes to enhanced crop yields.4 
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7.5. THE SITS PROJECT JOURNEY  
The latest developments regarding the Signals in the Soils (SitS) Project can be found in the Appendix. 

7.5.1. SitS Sensor Device  
The recent progress in the SitS project has underlined the potential of sensor technology, particularly 
with the incorporation of graphene as an electrode material. While the research in this thesis has 
demonstrated the successful functionalisation of graphene to improve its electrochemical properties, 
it is important to acknowledge that modifying the properties of graphene alone may not achieve the 
highest sensitivity and selectivity necessary for practical and effective sensing applications.5 

Emerging findings indicate that a hybrid approach involving the combination of graphene with 
complementary materials, such as metal nanoparticles or conductive polymers, can significantly 
improve sensor performance. This approach leverages the unique properties of each material to 
establish a more resilient and efficient sensing platform.6 

The recent progress of the SitS project has led to the development of an innovative sensor device that 
employs the distinctive properties of graphene as an electrode material. This sensor integrates high-
quality, atomically thin, and nanoscale-controlled carbon materials, augmenting its electrochemical, 
physical, and chemical attributes. Moreover, the design incorporates additive manufacturing 
techniques, showcasing the potential for heightened sensitivity and selectivity in detecting soil 
phosphorus dynamics. However, exclusive reliance on graphene modification may prove inadequate 
in achieving the desired performance for sensing applications. By integrating graphene with 
complementary materials such as metal nanoparticles and conductive polymers, the SitS sensor aims 
to surmount these challenges and establish a robust framework for environmental monitoring, 
particularly in nutrient management in agricultural systems. 
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Future Work 

8.1. EXPERIMENTAL FUTURE WORK 
This study has illustrated the substantial influence of oxygen content on the optoelectronic 
characteristics of the novel graphene aerogel materials and has presented potential avenues for 
future investigations. While the findings presented in this research establish the groundwork for 
comprehending these materials, there are still numerous aspects to be investigated more deeply in 
order to fully understand their capabilities, particularly in sensor applications. 

8.1.1. Advanced Spectroscopic Techniques: Terahertz 
One potentially valuable direction for future investigation involves employing advanced optical-pump 
terahertz-probe spectroscopy. This approach has the potential to facilitate the real-time monitoring 
of carrier dynamics in oxygen-functionalised graphene aerogels.1 By examining electron mobility and 
recombination rates in the presence of oxygen, this method may yield critical insights into how oxygen 
levels affect the electronic properties of these materials.  

8.1.2. High-Resolution Microscopy: STEM 
Scanning transmission electron microscopy (STEM) is a useful technique for future exploration. With 
its enhanced spatial resolution, STEM has the capability to map the distribution of oxygen atoms with 
high accuracy within the graphene aerogel structure.2 This mapping would provide valuable insights 
into the impact of oxygen on local conductivity and the overall structural integrity of the material. 
Such understanding would be essential for optimising graphene's performance in electronic devices 
and sensors. 

8.1.3. High-Resolution Microscopy: STM 
Scanning tunnelling microscopy (STM) is an effective technique that complements STEM in the high-
resolution examination of graphene's atomic structure and electronic properties. Unlike STEM, which 
provides spatial mapping using transmitted electrons, STM enables visualisation at atomic resolution 
by measuring the tunnelling current between a probe and the sample surface at specific energies 
relative to the Fermi level. This tunnelling current exposes the electronic states associated with 
defects, making STM particularly valuable for comprehending the electronic behaviour of oxygen-
functionalized graphene. By identifying variations in electronic states, STM offers detailed insights into 
how oxygen functional groups and defects impact local electronic properties. 3  This capability is 
especially useful for optimising graphene’s performance in electronic devices and sensors, where even 
minor alterations in electronic structure can have significant impacts. 

8.1.4. High-Resolution Microscopy: TEM, EELS technique  
This study attempted to use Electron Energy Loss Spectroscopy (EELS) during TEM analysis. 
Unfortunately, this research encountered technical difficulties that hindered data acquisition. 
However, it is important to revisit this analysis in future work, as EELS has the potential to provide 
valuable insights into various material properties. Specifically, it allows for precise detection and 
quantification of elemental composition, including oxygen and other heteroatoms, which are crucial 
for understanding material heterogeneity. EELS also offers information on chemical bonding, 
particularly regarding the oxidation states and bonding configurations between carbon and oxygen 
atoms, which would be very useful to identify the exact oxygen functional groups present in the AG 
samples to complement the XPS results. Additionally, it provides insights into the electronic structure 
by revealing details about the band structure, density of states, and Fermi level shifts. Furthermore, 
examining valence and core loss features through EELS enables a thorough investigation of local 
electronic excitations, which are essential for comprehending the optoelectronic properties of 
materials.4 
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Leveraging these insights would significantly enhance our understanding of how oxygen 
functionalisation impacts graphene, with direct implications for its use in applications such as sensing 
and electronic devices. 

8.1.5. Alternative Heteroatoms and Functional Groups 
The focus of this thesis has been primarily on the functionalisation by oxygen. However, it would be 
beneficial for future research to broaden this focus to include other heteroatoms, such as sulfur, 
nitrogen, and silicon, in the AG films. The introduction of these atoms has the potential to tailor the 
electronic properties of graphene, thereby leading to new functionalities, especially in sensing 
applications.5 
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8.2. COMPUTATIONAL FUTURE DIRECTIONS 

8.2.1. Simulations of XPS spectra 
It is crucial to simulate XPS spectra for the various oxygen-containing and defect-containing structures. 
Comparison between simulated and experimental XPS spectra would reveal the chemical 
environments of carbon atoms and would confirm the types of functional groups present in the 
experimental AG samples. Simulations of XPS spectra can be carried out using the Vienna Ab initio 
Simulation Package (VASP)6. For example, T. Susi et al.7 calculated core level binding energies using 
the delta Kohn–Sham total energy differences method with the GPAW software. Additionally, a study 
using VASP demonstrated the calculation of core-level shifts, which are measured in XPS.8 These 
simulations will facilitate a more precise understanding of the oxygen and graphene interactions. This 
investigation was intended but not attempted due to time limits.  

8.2.2. More Complex Geometries 
In future computational studies, it is important to direct attention towards the modelling of graphene 
aerogels and reduced graphene oxide (rGO) structures in configurations that are more representative 
of real-world scenarios, such as curved or flaked geometries. Given that natural graphene typically 
exists in flake-like forms and rGO exhibits a more disordered structure, simulating these configurations 
will offer a more precise understanding of graphene's behaviour in practical applications. For example, 
more extensive studies of combinations of curvature and functional groups, and multilayer curved 
graphene with functional groups, would offer better representation of realistic oxidised graphene 
aerogel structures.  



260 
 

8.3. REFERENCES  
 

1 Rane, S., Kothuru, A., Jana, A., Devi, K. M., Goel, S., Prabhu, S., & Roy Chowdhury, D. (2022). Broadband 
terahertz characterization of graphene oxide films fabricated on flexible substrates. Optical Materials, 125, 
112045. https://doi.org/10.1016/j.optmat.2022.112045  
 
2  Scanning Transmission Electron Microscopy - Nanoscience Instruments. (n.d.). 
https://www.nanoscience.com/techniques/scanning-transmission-electron-microscopy/  
 
3 Nanoscience Instruments. (2018). Scanning Tunneling Microscopy - Nanoscience Instruments. Nanoscience 
Instruments. https://www.nanoscience.com/techniques/scanning-tunneling-microscopy/  
 
4 Egerton, R. F. (2011). Electron energy-loss spectroscopy in the electron microscope. Springer. 
 
5  Liu, H., Liu, Y., & Zhu, D. (2011). Chemical doping of graphene. J. Mater. Chem., 21(10), 3335–3345. 
https://doi.org/10.1039/c0jm02922j  
 
6 Kresse, G., & Furthmüller, J. (1996). Efficient iterative schemes forab initiototal-energy calculations using a 
plane-wave basis set. Physical Review B, 54(16), 11169–11186. https://doi.org/10.1103/physrevb.54.11169  
 
7 Susi, T., Kaukonen, M., P. Havu, Ljungberg, M. P., Ayala, P., & Kauppinen, E. I. (2014). Core level binding energies 
of functionalized and defective graphene. Beilstein Journal of Nanotechnology, 5, 121–132. 
https://doi.org/10.3762/bjnano.5.12  
 
8  Köhler, L., & Kresse, G. (2004). Density functional study of CO on Rh(111). Physical Review B, 70(16). 
https://doi.org/10.1103/physrevb.70.165405  
 
 

https://doi.org/10.1016/j.optmat.2022.112045
https://www.nanoscience.com/techniques/scanning-transmission-electron-microscopy/
https://www.nanoscience.com/techniques/scanning-tunneling-microscopy/
https://doi.org/10.1039/c0jm02922j
https://doi.org/10.1103/physrevb.54.11169
https://doi.org/10.3762/bjnano.5.12
https://doi.org/10.1103/physrevb.70.165405


261 
 

9. Additional Research Projects on Metal-oxides, 
Graphitic, and Molecular Materials Projects  
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Additional Research Projects on Metal-oxides, 
Graphitic, and Molecular Materials Projects  

 

This section concisely outlines additional research projects that were undertaken alongside my 
doctoral studies. 
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9.1. EXPERIMENTAL PROJECTS 

9.1.1. Optical Properties of TiO2 Nanoparticles Decorated with Nanoclusters of 
Different Metals with Varying Nanoparticle Sizes (Project 1) 

Collaborator:  Rosie Ma (The University of Sheffield - Department of Chemical Engineering) 
I assisted in Rosie Ma's PhD research at the Department of Chemical Engineering by conducting an 
analysis of the optical properties of TiO2 samples. This analysis involved estimating Tauc plots for TiO2 

nanoparticles with varying diameters and samples doped with different metals and exhibiting a range 
of particle sizes. The characterisation process utilised UV-Vis1 absorbance spectroscopy to determine 
the bandgap energies through Tauc plot analysis. 

 

9.1.2. Optical Properties of TiO2 Nanoparticles with Metal Atoms with Varying 

Particle Sizes (Project Two) 

Collaborator:  Dr Arthur Graf (The University of Cardiff) 
This study characterised TiO2 samples with various adsorbed metal atoms and engineered to exhibit a 
range of particle sizes. Dr Arthur Graf at the University of Cardiff synthesised and provided these 
samples. 

The powder samples were used to create thin films using two different deposition techniques: drop 
casting and hot dropping onto thin glass substrates. These methods were chosen to ensure that the 
films had an even distribution and the right thickness, essential for accurate spectroscopic analysis. 

The optical properties of the TiO2-metal systems were characterised using UV-visible spectroscopy to 
analyse the films' absorbance spectra in both the ultraviolet and visible regions. Additionally, transient 
absorption spectroscopy2 was employed to examine the excited-state dynamics of the TiO2-metal 
systems. 

 

9.1.3. Optical Properties of TiO2 Nanoparticles with Metal Atoms with Varying 

Particle Sizes ( Project Three) 

Collaborator:  Dr A. Lanterna (The University of Nottingham) 
In this project, TiO2-metal samples were received from Dr. Lanterna’s research group at the University 
of Nottingham. These samples were similar to those described in sections 9.1.1 and 9.1.2, with the 
primary distinction being a broader range of particle sizes. 

The samples were prepared into thin films using the same deposition techniques as previously 
employed. Comprehensive optical characterisation was conducted on these film samples, utilising UV-
Vis spectroscopy to measure their absorbance across the ultraviolet and visible spectra. Additionally, 
transient absorption spectroscopy was performed to study these materials' excited-state dynamics 
and charge transfer processes. The broader range of particle sizes in these samples provided an 
opportunity to explore further the relationship between particle size distribution and the 
photophysical behaviour of the TiO2 complexes. 
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9.1.4. Optical Properties of Quinoline and 1,10-Phenanthroline Derivatives 

Collaborator:  Dr Jacek Nycz (University of Silesia, Katowice, Poland) 
UV-Vis spectroscopy was performed on quinoline and 1,10-phenanthroline derivatives to study their 
excited-state intramolecular proton transfer (ESIPT) properties. These chromophores are of interest 
due to their potential applications in various fields, such as UV stabilizers and fluorescence sensors. 
Additionally, I assisted Dr. Alex Auty with the initial transient absorption experiments to explore the 
excited-state dynamics of these samples. 
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9.2. THEORY PROJECTS 

9.2.1. Theoretical Calculations of Carbon Nanotubes and Oxygen-Functionalised 
Carbon Nanotubes 

This project studied the electronic and structural properties of different carbon nanotube 
configurations and their oxygen-functionalized derivatives. The calculations focused on three types of 
single-walled carbon nanotubes: chiral, zigzag, and armchair. For each type, the pristine nanotubes 
and those functionalised with an epoxide group and those with oxygen substitution were examined. 
This approach allowed for a detailed analysis of how these functional groups influence the electronic 
and structural properties of the nanotubes. The nanotubes' optical properties and band gaps were 
also studied. Preliminary results are presented in the Appendix section 10.5. 

 

9.2.2. Computational Investigation of Graphitic Carbon Nitride 

Collaborator:  Dr Sayantan Bhattacharya and Dr Adam Clancy (Imperial College London) 
Gaussian3 software was used to model Poly-triazine imide (PTI), a precursor to g-C₃N₄, both with and 
without KBr. Subsequently, SIESTA4 software was employed to analyse the electronic structure and 
optical properties of g-C₃N₄ flakes and unit cells. 

The investigation included analysing the optical absorption spectra of PTI to identify the electronic 
transitions responsible for light absorption. This analysis provided insights into how the g-C₃N₄ flakes 
interact with light and the nature of the electronic excitations involved. 

Emission spectra from various excited states were examined to understand the material's relaxation 
pathways. This examination helped clarify the processes through which the material returns to its 
ground state after excitation. 

Assignments of excited states were made by correlating the absorption and emission spectra, allowing 
for the identification of the electronic states contributing to these processes. This correlation provided 
a detailed understanding of the energy levels involved in light absorption and emission. 

Band structure analysis was performed to determine the positions of the electronic bands, offering 
insights into the material's redox potentials. This analysis is crucial for understanding the electronic 
behaviour and potential applications of g-C₃N₄. 

Finally, the investigation compared the properties of single-layer versus multi-layer g-C₃N₄ flakes to 
assess the effects of dimensionality on the material's optical and electronic characteristics. This 
comparison helped in understanding how the number of layers influences the overall properties of g-
C₃N₄. 

 

9.2.3. Theoretical Calculations of Quinoline and 1,10-Phenanthroline Derivatives 

Collaborator:  Dr Jacek Nycz (University of Silesia, Katowice, Poland) 
This project used Gaussian software to calculate the infrared and ultraviolet spectra of quinoline and 
1,10-phenanthroline derivative samples. These calculations provided insights into the chromophores' 
electronic structure and vibrational properties. Additionally, specific molecular orbitals were analysed 
to better understand the excited-state behaviour of these compounds, which are known for their 
excited-state intramolecular proton transfer (ESIPT) properties.  
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Appendix  

10.1. CHAPTER 1  

10.1.1. Signals in the Soil (SitS) Project Update and Future Plans 

10.1.1.1. SitS Project Update (Up to October 2023) 
This phase of the Signals in the Soil (SITS) project has focused on fabricating printed graphene 
electrochemical sensors through additive manufacturing technology. These sensors utilise high-
quality graphene ink and have been employed to selectively identify phosphate (H2PO₄⁻) ions using an 
electrochemical detection method. 

Soil Analysis at Konza Prairie 
The soils studied from the Konza Prairie site were identified as sandy loam, characterised by their 
calcareous nature with elevated concentrations of calcium and magnesium. Apatite (Ca₃(PO₄)₂) has 
been identified as a potential primary source of PO₄³⁻ ions in these soils. 

Soil Organic Matter (SOM) Influence 
The soils contain humic-like, terrestrially derived, relatively decomposed, and aromatic soil organic 
matter. This SOM likely plays a significant role in mobilising phosphate ions by obstructing their 
adsorption on aluminium (Al) and iron (Fe) oxide surfaces, thereby enhancing the bioavailability of 
phosphates in the soil. 

10.1.1.2. SitS Project Future Plans 
The SitS project will focus on several critical areas of development and testing to further advance the 
utility and application of the printed graphene electrochemical sensors: 

Signal Amplification 
The next steps will involve efforts to enhance the sensitivity of the graphene sensors through signal 
amplification techniques. This will allow for more accurate detection of phosphate concentrations, 
even at lower levels. 

Interference Ion Testing 
Future experiments will evaluate the effect of interference from other ions present in the soil matrix, 
ensuring that the sensors are selective and reliable under varying soil conditions. 

Real Sample Phosphate Detection 
The project will extend the application of graphene sensors to real soil samples beyond controlled lab 
environments. This will involve measuring phosphate concentrations in natural and agricultural soils. 

Continuous Monitoring Protocol 
 A key objective will be to develop a simplified, user-friendly protocol for continuous monitoring of 
phosphate levels in the soil. This protocol will use fully printed graphene electrodes and aim for ease 
of use in field conditions. 

Bluetooth Sensor Integration 
Efforts will be made to integrate the graphene sensors with Bluetooth communication modules. This 
integration will facilitate wireless data transmission, enabling real-time monitoring and remote data 
collection. 
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Field Phosphate Measurement 
 Field measurements are planned as part of the ongoing research. This phase will involve collecting 
soil samples from various field sites and applying the graphene sensors to assess phosphate levels in 
situ. 
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10.2. CHAPTER 2  

10.2.1. The Lord Porter Laser Lab and TA System 

 

Figure 10.1.The Lord Porter Laser Lab (A) The Laser Room, (B) Fs-Transient Absorption Spectrometer 1  

 

 

Figure 10.2. TA Sample Interaction Region, Sample: Graphene Film Printed on Quartz Substrate.  
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10.3.  CHAPTER 4  

10.3.1. TA Data Analysis  

Single-point kinetic fitting function2 
A single exponential function convolved with a Gaussian function (𝑖(𝑡)) Was used, or if 

required, a sum of the convoluted functions we used. The function resulting from the 
convolution is shown below.   

𝑆(𝑡; 𝐴, 𝑘, 𝑡0, Δ̂) = 𝑒𝑥𝑝(−𝑘𝑡)exp⁡ (𝑘 (𝑡0 +
𝑘Δ̂2

2
))(1 + erf

(𝑡 − (𝑡0 + 𝑘Δ̂2)

√2Δ̂
)𝐴 

 

(10.1) 
 

The full width at half maximum (FWHM) of the Gaussian function, Δ, is related to Δ̂ by, 

Δ = 2Δ̂√ln⁡(2) 

 

(10.2) 
 

The lifetime, 𝜏, is related to the rate, 𝑘, by,  

τ =
1

𝑘
 

 

(10.3) 
 

The position of the maximum of the Gaussian function is given by 𝑡0.  

The Gaussian function, modelling the Instrument Response Function (IRF), is given below. 

𝑖(𝑡) =
1

Δ̂√2𝜋
𝑒𝑥𝑝 (−ln⁡(2) (

2(𝑡 − 𝑡0)

Δ
)
2

) 
(10.4) 
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10.3.2. Sample Set 1 

10.3.2.1. Raman Spectra 

 

Figure 10.3. Raman Spectra of Exfoliated Graphene and Aerosol Gel Graphene Powders3 

10.3.2.2. UV- Vis spectra 

 

Figure 10.4. Comparing of Normalized UV-Vis Absorption Spectra of Graphene and Aerosol Gel Films 
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10.3.2.3. Transient Absorption (TA) Pump and Probe  

Chirp Correction  
In ultrafast transient absorption spectroscopy, ensuring temporal alignment between the pump and 
probe pulses is essential for precise measurement of spectral dynamics. The presence of group 
velocity dispersion (GVD) in the probe pulse results in varied temporal delays for different wavelengths, 
causing a time-dependent shift in the recorded signal. This temporal dispersion, typically on the order 
of picoseconds, necessitates meticulous consideration to reliably derive kinetic and spectral insights 
from the transient absorption data.4 

Figure 10.5 illustrates the chirp correction applied to the raw transient absorption data. The observed 
curvature in the pre-analysed data indicates the chirp curve, where shorter wavelengths arrive earlier 
than longer wavelengths due to the GVD of the probe pulse in the medium (quartz, in this case). The 
solid line labelled "𝑡0 fit" represents the temporal correction applied to align the signals across the 
spectral range. 

Equation (10.5) describes the chirp-induced temporal dispersion 

𝛥𝑇 = 𝑑 × 𝐺𝑉𝐷𝜆1 × (𝜆2 − 𝜆1)5 (10.5) 
 

Where 𝛥𝑇  is the time delay, 𝑑⁡is the propagation distance, and 𝜆1 and 𝜆2are the wavelengths of 
interest. Correcting for this dispersion is essential to avoid distortions in the extracted spectra and 
ensure an accurate interpretation of the excited-state dynamics. 

In this case, the temporal dispersion of approximately 1 picosecond (ps) across the spectral range 
highlights the importance of applying chirp correction, particularly for short-lived excited states where 
even small timing errors can lead to significant inaccuracies in the measured dynamics. Therefore, by 
applying the chirp correction, the spectral data can be more accurately aligned in time, enabling 
precise characterisation of the transient species and their kinetics.  
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Figure 10.5. Quartz Chirp Curve 

 

Pump, 400 nm (0.2 µJ) (2.5 KHz) 

 

Figure 10.6. 400 nm Pump Profile. 
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Table 10.1 Pump Parameters for One of the TA Experiments of G I, G II and G III Samples  

absorption at an 
excitation 

wavelength 

energy per 
excitation pulse / 

μJ 
number of photons 
per excitation pulse 

fraction of 
photons 

absorbed 

excited state 

density / cm
-2 

0.3 0.36 7.24411E+11 3.61346E+11 1.80673E+15 
 

 

Figure 10.7. G III Original Fitted Data and Repeated Data Compared to Power Dependent Data 
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10.3.3. Sample Set 2 

10.3.3.1. Samples Printed on Kapton Tape 
Table 2 Table Identifying all of the G and AG Printed on Kapton Tape Samples 

Sample name  Oxygen content in the precursor Treatment  printer passes  
1 graphene diluted annealed  n/a annealed 1 
2 graphene diluted annealed n/a annealed 2 
3 graphene diluted annealed  n/a annealed 3 

1 0.3 diluted annealed  0.3 annealed 1 
2 0.3 diluted annealed  0.3 annealed 2 
3 0.3 diluted annealed  0.3 annealed 3 

1 0.3 annealed  0.3 annealed 1 
2 0.3 annealed  0.3 annealed 2 
3 0.3 annealed  0.3 annealed 3 
1 0.4 annealed  0.4 annealed 1 
2 0.4 annealed  0.4 annealed 2 
3 0.4 annealed  0.4 annealed 3 
1 0.5 annealed  0.5 annealed 1 
2 0.5 annealed  0.5 annealed 2 
3 0.5 annealed  0.5 annealed 3 

1 0.75 annealed  0.75 annealed 1 
2 0.75 annealed  0.75 annealed 2 
3 0.75 annealed  0.75 annealed 3 
1 0.3 annealed  0.3 annealed 1 
2 0.3 annealed  0.3 annealed 3 
3 0.3 annealed  0.3 annealed 5 
1 0.4 annealed  0.4 annealed 1 
2 0.4 annealed  0.4 annealed 3 
3 0.4 annealed  0.4 annealed 5 
1 0.5 annealed  0.5 annealed 1 
2 0.5 annealed  0.5 annealed 3 
3 0.5 annealed  0.5 annealed 5 

1 0.75 annealed  0.75 annealed 1 
2 0.75 annealed  0.75 annealed 3 
3 0.75 annealed  0.75 annealed 5 

1 0.3 unannealed  0.3 unannealed 1 
2 0.3 unannealed  0.3 unannealed 3 
3 0.3 unannealed  0.3 unannealed 5 
1 0.4 unannealed  0.4 unannealed 1 
2 0.4 unannealed  0.4 unannealed 3 
3 0.4 unannealed  0.4 unannealed 5 
1 0.5 unannealed  0.5 unannealed 1 
2 0.5 unannealed  0.5 unannealed 3 
3 0.5 unannealed  0.5 unannealed 5 

1 0.75 unannealed  0.75 unannealed 1 
2 0.75 unannealed  0.75 unannealed 3 
3 0.75 unannealed 0.75 unannealed 5 
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Figure 10.8. Image of a Select Few AG samples Printed on Kapton Tape 

 

10.3.3.2. Pump-Probe Spectroscopy  

Reflection Mode TA 

 

Figure 10.9. TA in Reflection Mode 
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Transition Mode TA 

 

Figure 10.10. Transient absorption results for AG 0.4 Printed on Kapton Tape After 400 nm Excitation (1.0 mW). Top 
graphs show the transient change in transmission in a short time window of 35 to 670 fs (left) and its kinetic analysis at 

different wavelength (right), bottom graphs show the transient change in transmission in a longer time window of 0.6 to 
400 ps (left) and its kinetic analysis at different wavelength (right) 

 

Table 10.3 Early Time Kinetics of AG 0.4 on Kapton (45-750 fs) 

AG 0.4 on Kapton early time lifetimes 
Wavelength (nm) τ1 (fs) ± τ1 error τ2 (fs) ± τ2 error 

450 88.4 2.0 ∞ 0.0 
500 95.5 2.0 ∞ 0.0 
550 111.6 1.7 ∞ 0.0 
600 123.7 2.8 ∞ 0.0 
650 120.1 3.2 ∞ 0.0 

 

Table 10.4 Late Time Kinetics of AG 0. on Kapton (0.7 ps - 400 ps) 

AG 0.4 on Kapton late time lifetimes 

Wavelength (nm) τ1 (ps) ± τ1 
error τ2 (ps) ± τ2 

error τ3 (ps) ± τ3 
error τ4 (ps) ± τ4 

error 
450 0.092 0.002 5.130 91.436 5.423 115.939 ∞ 0.000 
500 0.115 0.001 3.690 78.445 3.803 114.544 ∞ 0.000 
550 0.119 0.003 3.033 62.773 2.832 48.102 ∞ 0.000 
600 0.115 0.003 1.271 0.317 ∞ 0.000 n/a  
650 0.113 0.001 3.279 8.935 4.153 13.354 ∞ 0.000 
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Figure 10.11. Transient absorption results for AG 0.5 Printed on Kapton Tape After 400 nm Excitation (1.0 mW). Top 
graphs show the transient change in transmission in a short time window of 35 to 670 fs (left) and its kinetic analysis at 

different wavelength (right), bottom graphs show the transient change in transmission in a longer time window of 0.6 to 
400 ps (left) and its kinetic analysis at different wavelength (right) 

 

Table 10.5 Early Time Kinetics of AG 0.5 on Kapton (45-750 fs) 

AG 0.5 on Kapton early time lifetimes 
Wavelength (nm) τ1 (fs) ± τ1 error τ2 (fs) ± τ2 error 

450 88.6 3.4 ∞ 0.0 
500 100.1 1.8 ∞ 0.0 
550 113.6 2.0 ∞ 0.0 
600 125.8 2.2 ∞ 0.0 
650 129.8 3.3 ∞ 0.0 

 

Table 10.6 Late Time Kinetics of AG 0.5 on Kapton (0.7 ps - 400 ps) 

AG 0.5 on Kapton late time lifetimes 

Wavelength (nm) τ1 (ps) ± τ1 
error τ2 (ps) ± τ2 

error τ3 (ps) ± τ3 
error τ4 (ps) ± τ4 

error 
450 0.094 0.006 41.525 12.045 ∞ 0.000 n/a  
500 0.100 0.001 61.926 8.506 ∞ 0.000 n/a  
550 0.113 0.002 0.473 0.093 55.264 6.025 0.000 n/a 
600 1.094 0.264 0.124 0.002 42.900 7.468 n/a  
650 0.123 0.003 0.763 0.242 85.287 27.229 ∞ 0.000 
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10.3.3.3. XPS results 

 

Figure 10.12. XPS of all the sample set two, Five Printed Passes AG samples printed on quartz 

 

10.3.4. Sample Set 3 

10.3.4.1. TEM Images 

 

Figure 10.13. TEM Images of AG Samples 

10.3.4.2. Estimated Band Gaps via Tauc Plots  
Tauc plots are a graphical method used to estimate the optical bandgap of semiconductors. The optical 
bandgap represents the minimum energy (eV) required to excite an electron from the valence band 
to the conduction band using light. UV-Vis spectroscopy is used to measure the absorption coefficient 

(a) A   . (b) A   .  
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(𝛼) of the material at different wavelengths of light. The absorption coefficient indicates how strongly 
the material absorbs light at a specific wavelength. A Tauc plot shows the square root of the product 
of the absorption coefficient (𝛼) and the photon energy (ℎ𝜈) on the y-axis versus the photon energy 
(ℎ𝜈) on the x-axis. Here, ℎ is Planck's constant and 𝜈⁡is the frequency of light. The plot often exhibits 
a linear region at higher photon energies. Extrapolating this linear region to the x-axis (where the y-
axis value becomes zero) gives the estimated value of the optical bandgap. 

The appropriate Tauc plot model for graphene and graphene oxide depends on the specific electronic 
band structure and the material's properties. In a direct bandgap material, efficient light absorption 
can directly excite an electron from the valence band to the conduction band. In an indirect bandgap 
material, light absorption might involve the simultaneous emission or absorption of a phonon to 
conserve momentum during the electron transition. 

Ideal single-layer graphene has a zero bandgap due to its remarkable honeycomb lattice structure. 
This means electrons can move freely between valence and conduction bands without an energy 
barrier. When oxygen functional groups, such as epoxides and hydroxyls, are introduced to graphene, 
it disrupts its perfect structure and may create a bandgap. The exact nature of the bandgap, whether 
it is direct or indirect, can depend on the specific type and concentration of oxygen functionalities 
present. This is further studied theoretically in Chapter 5. Some studies suggest that graphene oxide 
(GO or rGO) with lower oxygen content might exhibit a direct bandgap. As the oxygen content 
increases, the bandgap might become indirect.6 

Using a method described in a research paper in 2018,7 the Tauc plots of the AG on quartz samples 
were calculated. The data was collected in the form of percentage reflectance against wavelength (%R 
vs nm). The Tauc method is based on the assumption that the energy-dependent absorption 
coefficient 𝛼⁡can be related to the photon frequency and the band gap by equation (10.6).  

(𝛼. ℎ𝑣)1/𝛾 = 𝐴⁡(ℎ𝑣 −⁡𝐸𝑔) (10.6) 

 Where 𝛼 is the absorption coefficient (units of cm^-1),⁡ℎ is Planck's constant (6.626 x 10^-34 J s), 𝜈 is 
the frequency of light (Hz), 𝛾 is the exponent related to the nature of the electronic transitions (e.g., 
2 for direct bandgap materials), 𝐴 is for a related to the material's properties  and 𝐸𝑔 is the bandgap 

energy (eV).  

For Tauc plots the above formula is written as the Kubelka- Munk Equation, as shown in Equation 
(10.7).8  

[𝐹(𝑅∞)ℎ𝑣]
𝛾 = 𝐴⁡(ℎ𝑣 −⁡𝐸𝑔)  (10.7) 

Where 𝐹(𝑅∞) is the Kubelka-Munk function, defined as: 

𝐹(𝑅∞) = ⁡
𝑘

𝑠
= ⁡

(1 −⁡𝑅∞)
2

2𝑅∞
 

(10.8) 

Here, 𝑘 is the absorption coefficient (units of m-1 ) and 𝑠 is the scattering coefficient (units of m-1 

𝑅∞⁡refers to the reflectance at an infinitely thick sample. 

To simplify for practical purposes, the function of reflectance is typically written as: 

𝐹(𝑅) = ⁡
(1 − 𝑅)2

2𝑅
 

(10.9) 

where 𝑹 is the reflectance measured during the experiment. 

The energy ℎ𝑣, with units of eV, can be calculated using: 

ℎ𝑣 = 𝐸𝑛𝑒𝑟𝑔𝑦 =
1240

(𝑛𝑚)
 

(10.10) 

Two separate plots were generated for each sample using these equations to analyse the bandgap 
properties of the AG samples. Equation 10.11, used for direct bandgap transitions, is: 
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[𝐹(𝑅)ℎ𝑣]1/2 ⁡= 𝐴⁡(ℎ𝑣 −⁡𝐸𝑔), units of (eV cm-1)1/2  (10.11) 

And for indirect bandgap transitions, Equation (10.12) is applied: 

[𝐹(𝑅)ℎ𝑣]2 ⁡⁡= 𝐴⁡(ℎ𝑣 −⁡𝐸𝑔), units of (eV cm-1)2  
(10.12) 

 

10.3.5. Sample Set 4 

10.3.5.1. Combined Kinetics  

 

Figure 10.14. Kinetics Traces at 550 nm for Sample Set 3 and Sample Set 4, Normalised to the Maximum Signal, 
H ghl gh   g  h  R c v  y Dy    cs  f  h  N g   v  ΔT/T S g  l. 

 

 

  

  



288 
 

10.4. CHAPTER 5  

10.4.1. Theoretical Calculation Input File 
 

 

Figure 10.15. An Example of an fdf File part 1 
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Figure 10.16. An Example of an fdf File part 2 

Input File Breakdown  

1. Header Information 
SolutionMethod diagon: Specifies the method used to solve the Schrödinger equation, in this case, 
diagonalisation. 
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SystemLabel A4by4Graphene: Sets the label for the simulated system, which in this case is a 4x4 
graphene lattice. 

2. Atom Dynamics Options 
MD.TypeOfRun CG: The type of dynamics used is conjugate gradient (CG), which optimises the 
system's geometry. 

MD.NumCGsteps 500: Sets the maximum number of Conjugate Gradient steps to 500. 

MD.MaxCGDispl 0.1 Ang: Limits the maximum displacement of atoms per step to 0.1 Ångström. 

MD.MaxForceTol 0.01 eV/Ang: Specifies the convergence criterion, where the maximum force 
tolerance is 0.01 eV/Å. 

MD.VariableCell false: Disables optimization of lattice parameters, keeping the cell fixed. 

3. Optical Properties Calculation 
OpticalCalculation true: Enables the calculation of optical properties. 

Optical.EnergyMinimum 0.0 Ry and Optical.EnergyMaximum 2 Ry: Defines the energy range for the 
optical calculations, from 0 to 2 Rydberg. 

Optical.Broaden 0.2 eV: Sets the broadening parameter for optical spectra to 0.2 eV. 

%block Optical.Mesh...%endblock OpticalMesh: Defines a 24x24x1 mesh for sampling the Brillouin 
zone during optical calculations. 

4. Atomic Basis Set 
%block PAO.Basis...%endblock PAO.Basis: Specifies the basis set for carbon atoms, including orbital 
information, energy cutoffs, and other parameters essential for electronic structure calculations. 

5. K-Point Sampling 
%block kgrid_Monkhorst_Pack...%endblock kgrid_Monkhorst_Pack: Defines a Monkhorst-Pack grid 
for k-point sampling, specifically a 24x24x1 grid for integrating over the Brillouin zone. 

6. Exchange-Correlation Functional 
xc.functional VDW and xc.authors LMKLL: Specifies the exchange-correlation functional to be used, in 
this case, a van der Waals (VDW) functional according to the LMKLL authors.9-10 

7. Mesh Cutoff 
MeshCutoff 250.0 Ry: Sets the mesh cutoff for real-space integration to 250 Rydberg, which affects 
the precision of the calculation. 

8. Self-Consistent Field (SCF) Options 
MaxSCFIterations 1000: Limits the maximum number of SCF iterations to 1000. 

DM.MixingWeight 0.0125 and DM.KickMixingWeight 0.0125: Specifies the mixing weights for density 
matrix updates during the SCF cycle. 

DM.Tolerance 1.d-4: Sets the convergence tolerance for the density matrix, with a value of 1e-4. 

DM.UseSaveDM false and UseSaveData false: Disables the use of saved density matrix and data from 
previous calculations. 

DM.NumberPulay 5: Defines the number of Pulay mixing steps for the SCF procedure. 

9. Output Options 
LongOutput true: Enables detailed output information. 

WriteMullikenPop 1: Requests the Mulliken population analysis to be written to the output. 
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WriteCoorXmol, WriteMDXmol, and WriteCoorStep true: Enables output of atomic coordinates in 
XMOL format and for each MD step. 

10. System Definition 
NumberOfSpecies 1 and NumberOfAtoms 32: Defines the system as having 1 species (carbon) and 32 
atoms. 

%block ChemicalSpeciesLabel...%endblock ChemicalSpeciesLabel: Labels species, where '1' 
corresponds to carbon (atomic number 6). 

LatticeConstant 1.00000 Ang: Sets the lattice constant, used for scaling the lattice vectors. 

%block LatticeVectors...%endblock LatticeVectors: Defines the lattice vectors for the simulation cell, 
including the lengths and directions. 

11. Atomic Coordinates 
AtomicCoordinatesFormat Ang: Specifies that atomic coordinates are provided in Ångström units. 

%block AtomicCoordinatesAndAtomicSpecies...%endblock AtomicCoordinatesAndAtomicSpecies: 
Lists the atomic coordinates and species, where each line gives the x, y, and z coordinates and the 
species label (in this case, all carbon atoms). 

12. Band Structure Calculation 
WFS.Write.For.Bands .true.: Enables writing the wavefunctions for band structure calculations. 

BandLinesScale ReciprocalLatticeVectors: Indicates that band lines are scaled using reciprocal lattice 
vectors. 

%block BandLines...%endblock BandLines: Specifies the path in the Brillouin zone for the band 
structure calculation, including points like Γ, P, X, S, and Y. 

13. Projected Density of States (PDOS) Calculation 

%block ProjectedDensityOfStates...%endblock ProjectedDensityOfStates: This block sets up the 
calculation for the projected density of states (PDOS). The parameters inside the block define the 
energy range and resolution for the PDOS calculation: 

▪ -10.00: Sets the lower energy limit to -10 eV. 
▪ 0: Sets the upper energy limit to 0 eV. 
▪ 0.05: Specifies the peak width, set to 0.05 eV. 
▪ 500: Indicates the number of sampling points in the energy range. 
▪ eV: Specifies that the energy units are in electron volts (eV). 
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10.4.2. Initial Testing of Optical Absorption Calculations 

 

Figure 10.17. Calculated Optical Spectra of Graphene with All Band Considered Compared to Graphene with 26 Bands 
Considered. 

 

 

Figure 10.18. Calculated Optical Spectra of a Single Layer of Graphene Compared to Two Layers and Three Layers. 
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10.4.3. Other Structures that Were Considered for This Thesis 

 

Figure 10.19. Graphene with 20% Curvature in the Zigzag Direction with Various Oxygen Functionalities: (left) epoxide, 
(middle) substitutional oxygen, (right) a pair of hydroxyls. 

 

 

Figure 10.20. Graphene with 20% Curvature in the Armchair Direction with Various Oxygen Functionalities: (left) epoxide 
and (right) substitutional oxygen 
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10.5. CHAPTER 9 
 

 

Figure 10.21. Calculated Band Structures of Single-Walled CNTs 

 

 

Figure 10.22. Calculated Optical Properties of Oxygen Functionalised Single-Walled Armchair CNT Compared to Pristine 
5n5m Armchair CNT (left), DOS of Oxygen Functionalised Single Walled Armchair CNT Compared to Pristine 5n5m 

Armchair CNT (right).  
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