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Abstract

Polymer blends can exhibit a range of phase behaviour. During phase transitions,
the evolution of the microstructure can be monitored using small-angle scattering.
Information about the microstructure can be deduced from measurements of the
structure factor — a quantity directly proportional to the scattered intensity. While
the time evolution of the structure factor can be measured relatively easily, modelling
it has proved to be much more difficult. We believe the latter could be impeding
our ability to control the underlying phase transitions.

In this thesis, we are primarily concerned with thermally-induced polymeric spin-
odal decomposition and dissolution. The equation of motion for the structure factor
during these phase transitions is known to be unclosed, i.e. an infinite hierarchy
of coupled differential equations. Existing attempts to model the time evolution of
the structure factor during spinodal decomposition and dissolution have focussed on
deriving approximate equations of motion based on truncation schemes.

Arguably, the most advanced approximate equation of motion was derived by
Akcasu et al. We refer to this as the Akcasu equation. There is very little literature
aimed at testing the Akcasu equation. To rectify this, we tested the Akcasu equation
using synthetic structure factor snapshots derived from simulations. In the case of
dissolution, the Akcasu equation performed well at describing the time evolution
of the synthetic structure factor snapshots. In the case of spinodal decomposition,
we determined that improvements are required. We hope these respective findings
motivate further experimental testing and modelling work.

Embracing the duality between the fact the structure factor is hard to model
but relatively easy to measure, we investigated the application of system identifi-
cation techniques to the problem of modelling the time evolution of the structure
factor during spinodal decomposition. One technique we considered is dynamic
mode decomposition. We demonstrated the ability of dynamic mode decomposition
to make accurate future predictions of synthetic structure factor snapshots based on
the knowledge of previous ones. While further research is required, we believe our
findings could be promising for developing a system to control spinodal decomposi-
tion.

Dynamic mode decomposition is a linear and equation-free system identification
technique. This prompted us to investigate system identification techniques that
output parsimonious non-linear governing equations. We had mixed success in this
direction, demonstrating that one such technique could not be applied to the problem
while another showed promising signs. We provide a comprehensive outline of how
one could build on these findings.
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Chapter 1

Introduction

1.1 Context

Polymer blends, the polymer equivalent of metal alloys, offer the chance to develop
new materials with unique properties. In general, polymer blends are prone to phase
separating, leading to the formation of phase-separated microstructures, which affect
the properties of the resulting material [1]. Phase separation can be key to the
emergence of desirable properties - see, for example, [2-5].

In this thesis, we are primarily concerned with thermally-induced polymeric spin-
odal decomposition [6,7] - the process of spontaneous phase separation following a
temperature change into the unstable region of the phase diagram. We also consider
dissolution [8,9] - the process by which phase-separated microstructures dissipate.

Co-continuous

Dispersed droplet

Figure 1.1: The development of a co-continuous and a dispersed droplet microstruc-
ture captured at three times 71 < 75 < 73 during simulations of spinodal decompo-
sition. Simulating spinodal decomposition is discussed in chapter 3.



Depending on several factors, such as the temperature of the blend and the ratio
of the constituent polymers, spinodal decomposition can give rise to a range of phase-
separated microstructures, from dispersed droplets to co-continuous networks [10,
11]. Figure 1.1 shows the development of such microstructures during simulations
of spinodal decomposition. Polymeric materials with co-continuous microstructures
have generated significant interest over recent years, finding applications in many
industries, including renewable energy, membrane technology and metamaterials [2,
4,5,12-14]. Improving our ability to control spinodal decomposition and dissolution
could drive advances in these industries, as well as many others, by opening the
door to the development of tailored, tunable microstructures.

The development of the microstructure during spinodal decomposition and disso-
lution can be monitored in real time using small-angle scattering. Figure 1.2 shows
a schematic of a small-angle scattering experiment in the context of a polymer blend
undergoing spinodal decomposition. Information about the microstructure can be
deduced from measurements of the structure factor [15,16] - a quantity that is di-
rectly proportional to the scattered intensity.
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Figure 1.2: A schematic of a small-angle scattering experiment in the context of a
polymer blend undergoing spinodal decomposition. Small-angle scattering experi-
ments are outlined in chapter 2.

The equation of motion for the structure factor during spinodal decomposition
and dissolution is known to be unclosed [17-19]. In other words, it is an intractable
infinite hierarchy of coupled differential equations. Existing attempts to model the
time evolution of the structure factor have focussed on deriving approximate equa-
tions of motion based on truncation schemes. Of these approximate equations of
motion, perhaps the most commonly used is the linear Cahn-Hilliard-Cook Flory-
Huggins-de Gennes equation [20-26]. This equation has proved to be a useful tool
in the analysis of scattering data [2,10,27-29]. However, it is only applicable under
a restrictive set of conditions and assumptions [8,26,30]. Motivated to improve this
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situation, Akcasu et al. set out to derive a non-linear equation of motion [19,31,32].
We refer to this equation as the Akcasu equation. There is currently very little
literature aimed at testing the Akcasu equation [31].

There is a duality to the situation outlined above: the structure factor is rela-
tively easy to measure but hard to model. The nature of this duality is the driving
force behind recent developments in the field of system identification, which is con-
cerned with building models of dynamical systems from data [33].

1.2 Aims

We believe we lack an adequate model for the time evolution of the structure factor
during spinodal decomposition and dissolution. This could be impeding our ability
to control these processes: without an adequate model for the structure factor, it
will be hard to make future predictions of the structure factor - valuable information
for a control system. With this in mind, we set out to:

e Test the Akcasu equation for the time evolution of the structure factor

e Explore the application of system identification techniques to the problem of
modelling the time evolution of the structure factor

To allow us to have as much control as possible in our investigations, we worked with
synthetic time series of structure factor snapshots, which we generated ourselves.

1.3 Thesis structure

The remaining chapters of this thesis are structured as follows. In the next chapter,
we outline the theories and techniques underpinning our work. In chapter 3, we
detail how we generated the synthetic time series we used to obtain our results. In
chapter 4, we test the Akcasu equation. In chapter 5, we apply a linear system iden-
tification technique called dynamic mode decomposition to the problem of modelling
the time evolution of the structure factor during polymeric spinodal decomposition.
In chapter 6, we investigate the application of non-linear system identification tech-
niques. Finally, in chapter 7, we conclude the thesis by summarising our key findings
and potential directions for future research.
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Chapter 2

Background

2.1 Introduction

In this chapter, we outline the theories and techniques underpinning the work in
this thesis. We start, in section 2.2, by considering the phase behaviour of polymer
blends. Next, in section 2.3, we focus on the mechanisms of phase separation and
dissolution in polymer blends. Next, in section 2.4, we consider the application of
small-angle scattering experiments to polymer blends. Finally, in section 2.5, we
outline the field of system identification, focussing on the techniques pertinent to
this thesis.

2.2 Phase behaviour of polymer blends

2.2.1 Free energy of mixing

The phase behaviour of a polymer blend, or any mixture, can be predicted from
knowledge of the free energy [6], a thermodynamic potential that quantifies the
maximum amount of work a system can do on its surroundings at constant temper-
ature. The mathematical definition of the free energy depends on the constraints
imposed on the system by its surroundings. Assuming the volume of the system is
fixed, the free energy is defined as follows [34]:

F=U-TS, (2.1)

where U is the internal energy, T' is the temperature and S is the entropy. This
form of the free energy is known as the Helmholtz free energy.

To illustrate why the free energy can be used as a predictor of phase behaviour,
we consider the first law of thermodynamics. This states that the change in the
internal energy of a system is equal to the sum of the work done on the system, dW,
and the heat supplied to it, d@) [34]:

AU = dW + dQ. (2.2)

In words, energy is conserved. Depending on whether the heat is supplied reversibly
or not, d@ is related to the change in entropy, dS, via [34]

dQ < TdsS, (2.3)
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where the equality holds in the case of reversible heat supply. Combining equations
2.1 - 2.3, it can be shown that

dF < dW. (2.4)

If the system were to be mechanically isolated from its surroundings, then dWW = 0
and equation 2.4 becomes

dF <0. (2.5)

From this equation, we can infer that any process that might occur within the
system, e.g. phase separation, will occur if it causes the free energy to decrease, and
the equilibrium state is achieved by minimising the free energy. These inferences
suggest that we can predict the phase behaviour of a polymer blend when armed
with the knowledge of its free energy function.

Instead of considering the ‘full’ free energy, it is convenient to consider a quantity
called the free energy of mixing instead. For a binary blend, the free energy of mixing
is defined as the free energy change associated with forming a homogeneous blend
from pure samples of two different species, labelled A and B [6]:

FmiX:FA+B_(FA+FB)7 (26)

where F, p is the free energy of the homogeneous blend of A and B, F, is the free
energy of the pure sample of A, and FJp is the free energy of the pure sample of B.
The free energy of mixing tells us the free energy of the fully mixed state relative
to the fully unmixed state. Combining equation 2.1 with equation 2.6, we obtain

Fmix = Umix - TSmi)n (27)

where Unix = Uayrp — (Ua + Up) is the internal energy of mixing and Sy =
Sa+s — (Sa+ Sp) is the entropy of mixing. As in equation 2.6, the subscript A+ B
refers to the homogeneous blend of A and B, the subscript A refers to the pure
sample of A, and the subscript B refers to the pure sample of B.

2.2.2 Regular solution theory for small molecule mixtures

By virtue of its simplicity and the fact it can be applied semi-empirically, a commonly
used theory to calculate the free energy of mixing in polymer blends is the Flory-
Huggins theory [23,24,35,36]. This theory, which was developed independently
by Flory and Huggins, is rooted in the regular solution theory for small molecule
mixtures [6,37]. We outline the regular solution theory first [6,23].

The regular solution theory is based on a lattice model of mixing, i.e. the
molecules of the constituent species are assumed to occupy a regular lattice, with
each molecule occupying a single lattice site at any discrete moment in time. Molecules
belonging to the same species are assumed to be indistinguishable from each other.
To calculate the free energy of mixing, the theory invokes the mean-field assumption
that the mixing is random. This means that, in the mixed state, the probability
of a given lattice site containing a molecule of A or B is independent of its nearest
neighbours. It is assumed that there are short-ranged energetic interactions be-
tween the constituent molecules. Collectively, the assumptions of random mixing
and short-ranged interactions are called the regular solution assumptions.

12



With equation 2.7 in mind, we first consider the entropy of mixing. Making use
of Boltzmann’s relation for the entropy,

S = kB IDQ, (28)

where kp is Boltzmann’s constant and €2 is the number of microstates, this can be
written as

Qs
mix — kpl ’ 2.
S, BN 0 (2.9)

where €24, g is the number of microstates corresponding to a homogeneous mixture
of A and B, {24 is the number of microstates corresponding to a pure sample of A,
and (g is the number of microstates corresponding to a pure sample of B. Under
the random mixing assumption, the number of microstates in the mixed state is
equal to the number of indistinguishable ways of placing ns molecules of A (or,
equivalently, np molecules of B) on n = n, + npg lattice sites:

n!

Qpip = (2.10)

TZA!TLB! ’
In the unmixed state, 24 = 25 = 1. Substituting equation 2.10 and 24 = Qp =1
into equation 2.9 gives

Smix = kp(Inn! —Inny! — Inng!). (2.11)

Using Stirling’s approximation, which is valid in the limit n4,ng >> 1, we can write

na+ng nA—l—nE;) (2 12)

Shix = kB (nA In— +ngln
na np

It is often desirable to work in terms of intensive (‘per lattice site’) variables. With
this in mind, we introduce the volume fractions of A and B, which are defined as

na
— A 2.13
02 na+np ( a)
np
= — 2.13b
05 njg+ng ( )

Upon substituting equations 2.13a and 2.13b into equation 2.12 and rearranging, we
obtain the following equation for the entropy of mixing per lattice site:

Smix
Smix = = = —kp(@alnda + dpln o). (2.14)

We now consider the internal energy of mixing. Under the assumption that
there are short-ranged interactions between the constituent molecules, we only need
to consider the nearest-neighbour interactions. Making use of the random mixing
assumption, a given molecule in the mixed state has, on average, z¢ 4 nearest neigh-
bours of type A and z¢p nearest neighbours of type B, where z is the number of
nearest neighbour lattice sites. This corresponds to there being %nqﬁ azpy ‘A=A
interactions, %n¢Bz¢B ‘B — B’ interactions and n¢ z¢p ‘A — B’ interactions in
the mixed state. The factor of % in the first two quantities prevents counting each
interaction twice. Denoting the interaction energy for each possible pair of nearest
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neighbours as €44, egp and €p, the internal energy in the mixed state per lattice
site is given by

UA+B z

o §(¢,24€AA + ¢pepp + 2040B€AB). (2.15)
In the unmixed state,
Uas+U z
% = §(¢A€AA + ¢BEBR)- (2.16)

Therefore, the internal energy of mixing per lattice site is given by

U, Uzix = %((@Zﬁ — da)ean + (0% — dp)epp + 20a0BEaB). (2.17)

An implicit assumption in the regular solution theory is that the mixture is incom-
pressible. As a result, ¢4 + ¢ = 1. Using this relationship, equation 2.17 can be
rewritten as

Upix = g(_¢A¢B€AA — ¢APBeBB + 2040BEAB) (2.18a)
= ¢a¢pxkpT, (2.18b)

where
X = 2/;T(2€AB — €44 — €BB)- (2.19)

The parameter y is known as the interaction parameter since it encapsulates the
energetic interactions between the molecules in the mixture.

Inserting equation 2.14 and 2.18b into an intensive version of equation 2.7 yields
the regular solution equation for the free energy of mixing per lattice site in a binary
small molecule mixture

lat

Fmix
—mRS G Inga+ dplngp + Gadsy. (2:20)
kgT

2.2.3 Flory-Huggins theory for polymer-solvent mixtures

Next, we outline how Flory and Huggins extended the regular solution theory to
polymer-solvent mixtures [23,38]. Again, we adopt a lattice model of mixing and
make the same assumptions as listed at the start of section 2.2.2. We label the
polymer component as A and the solvent (small molecule) component as B. Given
that there are n4 polymer molecules, each formed of N monomers, and ng solvent
molecules, the total number of lattice sites can be expressed in terms of the number
of monomers, polymers and solvent molecules as n = Nn4 + ng. In this case, the
volume fractions of A and B are defined as

NTLA

= — 2.21
Z Nng+ng ( a)
np
= — 2.21b
¢B Niatnm ( )
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The monomers referred to above are defined such that they fit on the lattice sites.
Equating the volume of a lattice site with a solvent molecule and denoting this vy,
N is related to the number of actual monomers N via [39]
N = ﬂ, (2.22)
Yo
where v is the volume of each actual monomer. We note that this is only an approx-
imate correction for dealing with differences in the monomer and solvent volumes.
With equation 2.7 in mind, we first consider the entropy of mixing. In the mixed
state, we must count the number of ways of placing n4 polymers on the lattice. The
solvent molecules can be thought of as filling the gaps, therefore their placement
does not contribute to the total number of microstates. By considering the (j + 1)
polymer, a general, approximate, equation for the number of ways of placing a single
polymer can be derived. The first segment of the (5 + 1) polymer can be placed
on any of the n — Nj available lattice sites. The second segment can be placed on

z <”_n¢> lattice sites, where the fraction denotes the probability that a given lattice

site is free. The third and higher segments can be placed on (z — 1) <”_TN]> lattice

sites. For simplicity, the possibility that one of the nearest neighbour lattice sites
could be occupied by another monomer of the same polymer has been neglected.
Putting the above steps together, the number of ways of placing the (j+1)" polymer
1s

Wit1 = (n — Nj)z(n _an> ((z —1) (n _an))N_2 (2.23a)
~n(z— 1)N—1(1 - %)N (2.23b)

where the approximation holds for large N. The number of indistinguishable mi-
crostates is given by

Qurp = o (2.24a)
1 na—1

= — ; 2.24b

nAJ ;;E Wj+1, ( )

where the denominator accounts for the fact that the polymers are indistinguishable.
Making use of equation 2.8, the entropy of the mixed state is given by

na—1

Sarp = ke ] 24 (2.25a)
=0 na:
na—1 W
::kB jg: hl-fi?%. (2.25b)
=0 J

To evaluate this, we may replace the sum with an integral:
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S =ha [ @i (nz= 0¥ (1= )Y S 1) (2.260)

= nkp [%’”‘ In(¢a) — (1 — ¢a) In(1 — ¢a) + %(1 +1n(N)) + ¢4 In (2 . 1)}

(2.26D)

As we saw in the small molecule mixture, the entropy of the unmixed solvent is
zero. However, this is not the case for the unmixed polymer, which we assume to
be disordered. Due to the connectivity, there are many different ways of placing
the polymers to fill the lattice in the unmixed state. Only in the situation where
the polymers align, forming a polymer crystal, is the entropy zero - deviations
from a crystalline structure are reflected in a non-zero entropy. The entropy of the
disordered unmixed polymer state can be calculated using equation 2.26b by setting
n= Nny, i.eng =0, and ¢4 = 1. It follows that

SA:k;B(nA(l—i-ln(N))—i-NnAln (Z;1>>, (2.27)
or, in terms of ¢4 (equation 2.21a),
Sa :nk3<%(1+1n(N))+¢Aln<zg1)). (2.28)

Therefore, using equations 2.26b and 2.28, as well as Sg = 0, we can write the
entropy of mixing per lattice site as

Smix = kn (_Tw In(¢a) — (1 = ¢a)In(1 - ¢A)) (2.29a)
= k(52 n(6.) + 65 n(0)). (2:290)

where we used the incompressibility assumption to write ¢g = 1—¢ 4. We note that,
in equation 2.29b, the entropic contribution of the polymer component is inversely
proportional to the degree of polymerisation. This can be interpreted as a reduction
in the number of configurations available to polymers in the mixed state compared
to small molecules [40].

We now consider the internal energy of mixing. For simplicity, we assume that,
on average, each monomer and solvent molecule in the mixed state has z¢ , monomer
nearest neighbours and z¢p solvent nearest neighbours. This is an approximation
since each monomer in a linear polymer chain, excluding those at the ends, actu-
ally has z — 2 nearest neighbour sites available to form energetic contacts - each
monomer within a chain is covalently bonded to two other monomers. We note that
interactions between covalently bonded monomers are irrelevant since they are the
same in the mixed and unmixed states. Proceeding, nonetheless, without accounting
for the connectivity of the monomers, there are, on average, %nqb 4204 ‘A-A’ inter-
actions, %ngzﬁAzngB ‘B-B’ interactions and n¢az¢p ‘A-B’ interactions in the mixed
state to consider. It follows that the internal energy of mixing per lattice site in
the polymer-solvent mixture is given by equation 2.18b, i.e. the same equation for
small molecule mixtures, albeit with ¢4 and ¢ defined in equations 2.21a and 2.21b
instead of equations 2.13a and 2.13b.
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Inserting equations 2.29b and 2.18b into an intensive version of equation 2.7
yields the Flory-Huggins equation for the free energy of mixing per lattice site in a
polymer-solvent mixture

s Pa
= = 2 In(¢a) + dpIn(dp) + Padmy- (2.30)
kgT N

2.2.4 Flory-Huggins theory for polymer blends

We are now in a position to generalise equation 2.30 to polymer blends. First,
we rewrite N as N4. Second, we replace the solvent with a second type of polymer
formed of Np ‘lattice site’ monomers. We must now modify equation 2.30 to include
Np, while ensuring we recover equation 2.30 when Ng = 1. Indeed, based on the
previous generalisation from small molecule mixtures to polymer-solvent mixtures,
we expect that the volume fractions and the entropy of mixing term require modifi-
cation. It follows that the Flory-Huggins equation for the free energy of mixing per
lattice site in a polymer blend is given by [6]

lat

mix,PP ¢A QSB
PP | 2.31
kT Na n(pa) + N, n(¢p) + dadsX, (2.31)
where
Nana
— 2.32
b4 Nana+ Npnp (2.32a)
Npnp
= . 2.32b
¢5 Nyna+ Npnp ( )

Only slightly unfavourable interactions between unlike pairs of monomers, which
correspond to small positive values of x, can be tolerated before phase separation
occurs [6]. This is because the entropic contributions to the free energy of mixing
are inversely proportional to the degrees of polymerisation. We explore this concept
in more detail in sections 2.2.6 and 2.2.7.

2.2.5 Limitations of the Flory-Huggins theory

Limitations of the Flory-Huggins theory are well documented. To contextualise the
theory, we outline three limitations below:

e A single lattice is used to describe the distributions of the different constituent
species [23]. For this assumption to hold, the volumes and shapes of the
constituent species would need to be more or less identical, which is rarely the
case in reality.

e The lattice model of mixing does not allow for volume changes upon mixing
[41]. Such volume changes have been observed experimentally. If two species
have an unfavourable interaction, it may be energetically favourable for the
system to lower its density in places to reduce the number of unfavourable
contacts.
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e The conformations of the polymers are assumed to be random [42]. The effects
of energetic interactions, such as van der Waals forces or hydrogen bonds, on
the conformations are ignored. Other factors that may affect the conformations
include a volume change upon mixing and the local structure of the monomers,
which relate to the two limitations above.

Up to a point, one can overcome the limitations of the theory by treating the inter-
action parameter as an empirical parameter [41]. This is discussed further in section
2.2.8.

We note that the Flory-Huggins theory incorporates numerous simplifying math-
ematical approximations. However, as noted by Flory [23], the relative significance
of these compared with the limitations of the theory, such as those listed above, is
small.

2.2.6 Free energy curves

Equation 2.31 is perhaps best interpreted graphically [6,7]. To illustrate this, we
consider a symmetric blend, i.e. Ny = Ng = N. In this case, the functional form
of % pp(¢), where ¢ = ¢4, depends on the value of Ny. As shown in figure 2.1,
if Nx < 2, the corresponding curves are concave up, while for Ny > 2 they have
a double-well structure. The critical value x. = 2/N marks the transition between
these two functional forms. We examine the significance of each functional form
below.

0.1 \

Nx =18

0.05

0 0.2 0.4 0.6 0.8 1
¢

Figure 2.1: The free energy curves corresponding to equation 2.31 with different
values of Ny in the context of a symmetric blend (Ny = Ngp = N). For Ny < 2,
the free energy curves are concave up, while for Ny > 2 they have a double-well
structure. The critical value x. = 2/N marks the transition between these two
functional forms. Redrawn from [6] with permission from The Licensor through
PLSclear. (©) Oxford University Press 2002.

First, let us denote the volume of the blend as Vj and the volume fraction of
species A within this volume as ¢y. Under the assumption of incompressibility, the
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volume fraction of species B is 1 — ¢¢. A phase transition to some unmixed state
can be thought of as the formation of two volumes, V; and V5, with volume fractions
of A denoted by ¢; and ¢, respectively. These distinct volumes are referred to
as phases or phase-separated regions, and the structure formed by two phases is
referred to as the phase-separated microstructure. The volume fraction of A (or B)
associated with a particular phase is referred to as the composition. Assuming the
total volume remains constant, i.e.

Vi+V, =W, (2.33)

and that material is conserved, i.e.

Voo = Vigr + Vago, (2.34)
the free energy of an unmixed state per lattice site (relative to the fully unmixed
state) is given by

Pl = b p(00) + 1 Pl pol62), (2.35)
The value of F. lat can be determined by drawing a straight line between lex pp(01)
and Frlan’Pp(@) and reading off the value on the line at ¢o. Figure 2.2 shows two

examples of this straight line calculation: one in the context of each free energy
functional form.
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Figure 2.2: The straight line calculation described beneath equation 2.35 applied
to the concave up ( ) and the double-well (b) free energy functional forms. We
note that F(¢o) = NF2 pp(¢o)/ksT and Fy, = NI /kgT. In the case of the
concave up functional form one-phase blends of all compositions ¢, are stable - it
is always the case that Fja8 > F}% pp(¢o). In the case of the double-well functional
form, one-phase blends with compositions @1 coex < @0 < P2.c0ex are prone to phase-
separation since Fsljf, Frﬁ‘;gpp(cbo). The compositions corresponding to the minima
of the double-well, i.e ¢1 coex and P coex, are known as the coexistence compositions
- they define the limit of phase separation. Redrawn from [6] with permission from

The Licensor through PLSclear. (©) Oxford University Press 2002.
In the case of the concave up functional form (figure 2.2a), Fi2b > Fi% pu(¢o)
for all compositions ¢g, ¢1 and ¢o. Therefore, when Ny < 2, one-phase blends are

stable: phase separation would increase the free energy.
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Figure 2.3: A close up view of the double-well free energy functional form with the
straight line calculation described beneath equation 2.35 applied in two different
regions. We note that F(¢o) = NEF pp(¢0)/kpT and Fy, = NF2 /kpT. Blends
with compositions in the concave up region (e.g., ¢,) are metastable, while blends
in the concave down region (e.g., ¢,) are unstable. A metastable blend is stable
with respect to small composition fluctuations, which would increase the free energy
(Fi > F* pp(¢a)), but not large fluctuations. An unstable blend is unstable with
respect to small composition fluctuations, which would decrease the free energy
(Fit < F2% pp(¢s)). Redrawn from [6] with permission from The Licensor through

sep

PLSclear. (©) Oxford University Press 2002.

In the case of the double-well functional form (figure 2.2b), FJ2t < F2 5 (o)
for all compositions @1 coex < P00 < P2.coex, Where @i coex and @g coex - known as the
coexistence compositions - are located at the minima of the double well. It follows
that, when Ny > 2, one-phase blends with compositions ¢ coex < @0 < @2,coex are
prone to phase separation. The coexistence compositions define the equilibrium
state of the blend and, therefore, the limit of phase separation. To understand how
one-phase blends with compositions @ coex < @0 < ¢2,c0ex Phase separate, we need

to consider the shape of the wells in more detail.

Figure 2.3 shows a close up view of the double-well functional form with the
straight line calculation applied in two different regions. In the part of the well
that is concave up, meaning it has positive curvature, phase separation into phases
with compositions close to ¢, would increase the free energy (Fi& > F\% pp(¢a))-
Therefore, one-phase blends with compositions in the concave up part of the well
are stable with respect to small fluctuations, i.e. small deviations away from ¢,.
Compositions fluctuations arise due to random thermal fluctuations (Brownian mo-
tion). Since the free energy could be lowered by phase separation to the coexistence
compositions, one-phase blends with compositions in the concave up part of the well
are unstable with respect to large composition fluctuations. Such fluctuations could
trigger the nucleation of droplets of the coexistence phases. Once nucleated, these

droplets will grow (if the initial radius is greater than or equal to a critical value),

20



resulting in the formation of different phases. Phase separation via this mechanism,
called nucleation and growth, is an activated process since there is an energy barrier
associated with the nucleation - further details are provided in section 2.3.1. One-
phase blends with compositions in the concave up part of the well are metastable,
i.e. they are stable with respect to small composition fluctuations but not large
composition fluctuations.

In the part of the well that is concave down in figure 2.3, meaning it has negative
curvature, phase separation into compositions close to ¢, would decrease the free
energy (F;g;, < Frﬁ;’Pp(@)). Therefore, one-phase blends with compositions in the
concave down part of the well are unstable with respect to small composition fluctu-
ations. As a result of this, small composition fluctuations induce a spontaneous and
continuous phase transition to an unmixed state. Phase separation via this mecha-
nism, called spinodal decomposition, is spontaneous since there is no energy barrier
to the growth of fluctuations. Further details regarding spinodal decomposition are
provided in section 2.3.2.

2.2.7 Phase diagrams

The information about the phase behaviour of binary, symmetric polymer blends
contained in figures 2.1, 2.2 and 2.3 can be summarised in a phase diagram, which
allows one to visualise the state and stability of a blend as a function of the inter-
action parameter and the composition. The phase diagram of a binary, symmetric
polymer blend is shown in figure 2.4. The construction of a phase diagram is rooted
in the shape of the free energy curves [6,7].

The line marking the boundary between the stable and metastable states in figure
2.4, referred to as the coexistence curve, is comprised of the points of common
tangent to the free energy curves for which Nx > 2. These points satisfy the
condition that the chemical potentials of each phase are equal. Only in the case
of symmetric blends can the points of common tangent be determined analytically.
Here, the tangent is horizontal and so the points of common tangent correspond to

the minima of the free energy curves. These can be located using the condition that

lat
dFmix,PP

—5— =0 Rearranging for the interaction parameter gives

1
Xcoex = N(2¢ — 1) ln(l ? ¢) (236)

lat
dFmix,PP

This equation is undefined at ¢ = 0.5, therefore the condition = 0 only

determines the minima at ¢ # 0.5 and not the maximum at ¢ = 0.5. There are no
lat

solutions to dF"&%” =0 when Ny < 2.

The line marking the boundary between the unstable and metastable states,
referred to as the spinodal curve, is comprised of the points of inflection in the free
energy curves for which Ny > 2. The points of inflection can be determined using

2 rplat
the condition di}“% = 0. Rearranging for the interaction parameter gives
! (2.37)
Xs = .
2N¢(1 - ¢)

The point at which the spinodal and coexistence curves meet is called the critical

point. This can be determined using the condition %;; = 0, which corresponds to

21



the lowest point on the spinodal curve. The critical point is given by

1 2

= Xe = 2.38
P =5 Xe = 3 (2.38)

For x < x., blends are stable for any composition. For xy > x., there is a miscibility
gap, meaning not all compositions are stable and therefore phase separation may
occur. The miscibility gap becomes larger as N increases, which explains why few
polymers with large degrees of polymerisation are miscible. As noted beneath equa-
tion 2.31, only slightly unfavourable interactions between unlike pairs of monomers
can be tolerated before phase separation occurs.

| ‘ ‘ [

Coexistence curve

Spinodal curve

3.5

Nx

2.5

¢

Figure 2.4: The phase diagram of a binary, symmetric (N4 = N = N) polymer
blend with a free energy of mixing described by equation 2.31. One-phase blends of
all compositions are stable when Ny < 2. For Ny > 2, there is a miscibility gap,
meaning not all compositions are stable and therefore phase separation may occur.
The coexistence curve marks the boundary between stable and metastable states,
while the spinodal curve marks the boundary between metastable and unstable
states. The point at which the spinodal and binodal curves meet is called the critical
point. Blends with a given composition can be moved into different regions of the
phase diagram by changing v, i.e. the temperature. Inside the spinodal curve, the
mechanism of phase separation is spinodal decomposition, which is a spontaneous
process. Inside the region marked by the coexistence curve and the spinodal curve,
the mechanism of phase separation is nucleation and growth, which is an activated
process. Redrawn from [6] with permission from The Licensor through PLSclear.
© Oxford University Press 2002.

2.2.8 The interaction parameter, x

The interaction parameter derived as part of the Flory-Huggins theory is purely
energetic in origin. It has a temperature dependence of T~!. This suggests that
phase separation occurs when the temperature is lowered. Blends that exhibit this
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behaviour are said to have an upper critical solution temperature. However, ex-
periments have shown that many blends have a lower critical solution temperature,
i.e. phase separation occurs when the temperature is increased [7]. Based on this
evidence, the interaction parameter must have a different temperature dependence
to simply 71,

It has been shown that the interaction parameter is not purely energetic in
origin [7]. Instead, it includes an entropic contribution. This entropic contribution
is attributed to a non-combinatorial entropy, which may arise from the effects of
energetic interactions on the conformations of the polymers [42], for example.

In practice, the interaction parameter is often treated as an empirical parameter
[7,41]:

b
X=a+ T (2.39)

where a encapsulates the entropic contribution and b encapsulates the energetic
contribution. This empirical form can capture both upper and lower critical solution
temperature behaviour. Experiments have shown that the interaction parameter
often also depends on the composition [41]. This can be accounted for by using a
more complex empirical equation for the interaction parameter than equation 2.39.

Treating the interaction parameter as an empirical parameter allows one to over-
come some of the limitations of the Flory-Huggins theory. The ability to treat the
interaction parameter as an empirical parameter is one of the main reasons for the
sustained, wide-spread use of the Flory-Huggins theory. Despite its shortcomings,
the theory is a convenient parametrisation of the free energy [41].

2.3 Mechanisms of phase separation and dissolu-
tion in polymer blends

As mentioned in section 2.2.6, there are two mechanisms by which a polymer blend
can phase separate: nucleation and growth and spinodal decomposition. When
a phase-separated blend is brought back into the one-phase region, the phase-
separated structure will dissipate in a process called dissolution. In this thesis,
we are primarily concerned with thermally-induced spinodal decomposition and dis-
solution. Therefore, our discussion of nucleation and growth is minimal.

2.3.1 Nucleation and growth

Nucleation and growth [6,7] occurs when a blend lies in the metastable region of
the phase diagram. Here, the blend is stable with respect to small composition fluc-
tuations but not large composition fluctuations, which could trigger the nucleation
of droplets of one of the coexistence phases. If the nucleated droplets have a radius
greater than some critical value, they will grow. Otherwise, they will dissipate. The
critical radius requirement stems from the fact that there is a free energy barrier
associated with the formation of droplets - this is explained by classical nucleation
theory, which we outline below.

When a droplet of one of the coexistence phases is nucleated, there are two
contributions to the net change in the free energy of the blend, one positive and
one negative. The negative contribution stems from the fact that the droplet phase
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has a lower free energy per unit volume than the metastable phase. The positive
contribution stems from unfavourable interactions between A and B molecules at
the interface of the droplet and an entropy cost due to the interface restricting
the number of configurations a polymer can adopt. Combining the positive and
negative contributions, the net change in the free energy of a blend associated with
the formation of a droplet of radius r can be written as [6]

4
AF(r) = §7TT3AFU + 4mriy, (2.40)

where AF,, is the negative free energy change per unit volume and -y is the interfacial
energy per unit area.

y Total
/ — — — - Positive contribution
y ———- Negative contribution

Functional form of AF(r)

Figure 2.5: The functional form of the net change in the free energy of a polymer
blend associated with forming a droplet of one of the coexistence phases, AF(r),
during nucleation and growth. The net change in the free energy balances two
opposing contributions, which are plotted. The negative contribution stems from the
fact that droplets of the coexistence phases have a lower free energy per unit volume
than droplets of the metastable phase. The positive contribution is associated with
the formation of an energetically unfavourable interface. Redrawn from [7] with
permission from Springer Nature.

Figure 2.5 shows a plot of equation 2.40. The net change in the free energy is
maximum at r., which corresponds to the critical radius. Droplets with radius r < r,
will dissipate since they would increase the free energy of the blend if they were to
grow. Conversely, droplets with radius » > r,. will grow, leading to a reduction in
the free energy of the blend. The critical radius can be calculated from the condition

%ﬁ;(” = 0. The result is

_ X
AF,

Therefore, the energy barrier to forming a critical nucleus is given by

(2.41)

Te
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_ 16my?
© 3AF?
The probability of a fluctuation overcoming the energy barrier, and therefore the
rate of nucleation, is proportional to the Boltzmann factor, i.e. exp(—AF,/kgT).

The phase-separated microstructure of a blend undergoing nucleation and growth
is characterised by dispersed droplets, which grow in time [10,43].

AF, (2.42)

2.3.2 Spinodal decomposition and dissolution

Spinodal decomposition [6, 7] occurs when a blend lies in the unstable region of
the phase diagram. Here, the blend is unstable with respect to small fluctuations
in the composition. As a result of this, small composition fluctuations induce a
spontaneous and continuous phase transition to an unmixed state. The process
of dissolution [8,9] is essentially the inverse of spinodal decomposition - there is a
spontaneous and continuous phase transition from an unmixed state to the mixed
state. The unmixed state can be obtained by either spinodal decomposition or
nucleation and growth.

Spinodal decomposition can be described in terms of a three stage model [6,44]:

e Early stage. Phase-separated regions begin to form as a result of the sponta-
neous amplification of composition fluctuations. Polymers move from regions
of low concentration to regions of high concentration. Fluctuations with a par-
ticular, optimal, wavelength grow fastest. This wavelength can be regarded as
the characteristic length of the system. Fluctuations with wavelengths greater
than the characteristic length grow too slowly because of the large distances
over which the polymers must diffuse. The free energy cost associated with
composition gradients (interfaces) suppresses the growth of fluctuations with
wavelengths smaller than the characteristic length - such fluctuations would
create too much interface.

e Intermediate stage. Fluctuations with different wavelengths begin to couple
and the characteristic length of the system increases - this has the effect of
reducing the interfacial energy. During the early stage, it is hard to distin-
guish between phase-separated regions and the interfaces. However, during the
intermediate stage, the two become distinguishable. There are now two im-
portant lengths: the characteristic length, which is correlated with the average
size of the phase separated regions, and the interfacial width. The composi-
tions of the developing, coarsening phase-separated regions tend towards the
coexistence values. The initially diffuse interfaces begin to sharpen.

e Late stage. The interfacial width is more or less constant. The character-
istic length continues to increase, i.e. the phase-separated regions continue
to coarsen. The characteristic length is once again the single time-evolving
length.

Figure 2.6 illustrates the above stages pictorially.

A symmetric binary blend is referred to as critical if ¢g = ¢. = 0.5, i.e. the
mixing ratio of the constituent species is 1:1. Otherwise, the blend is referred to
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Characteristic length R(t)
Interfacial width w(t)

b1 RO

¢1,coex

Early stage
R(®~w(t)
Both increase

Intermediate stage
R(t) = w(t)
R(t) increases
w(t) decreases

Late stage
R(t) increases
w(t) = w(), constant

Figure 2.6: A schematic diagram of the three stage model of spinodal decomposi-
tion highlighting how the composition profiles and important length scales evolve.
Redrawn from [6] with permission from The Licensor through PLSclear. (C) Oxford
University Press 2002.

as off-critical. The phase-separated microstructure resulting from spinodal decom-
position depends on the volume fraction ratio of the coexistence phases [11]. In
general, the phase-separated microstructure of a critical blend undergoing spinodal
decomposition is characterised by a random, co-continuous pattern, which coarsens
over time [6,10,11]. The pattern is random since it is initiated by composition
fluctuations caused by random thermal fluctuations. At a given point in time, the
widths of different regions of the co-continuous microstructure will be more or less
uniform. This is a result of the blend having a characteristic length scale. The
phase-separated microstructure of an off-critical blend undergoing spinodal decom-
position is usually characterised by dispersed droplets, which grow in time [10,11].
We note that examples of the time evolution of co-continuous and dispersed droplet
microstructures during spinodal decomposition are shown in figure 1.1.

2.3.3 Cahn-Hilliard-Cook theory

Perhaps the most commonly used and successful theory for describing the time
evolution of spinodal decomposition and dissolution in polymer blends is the Cahn-
Hilliard-Cook Flory-Huggins-de Gennes (CHC-FHdAG) theory [23-26]. This is an
extension of a theory called the Cahn-Hilliard-Cook (CHC) theory [20-22, 45, 46],
which applies to small molecule mixtures. To illustrate the key ideas underpinning
the CHC-FHAG theory, we first outline the CHC theory [20-22,45,46].

The key idea behind the CHC theory is that a generalised diffusion equation
can be used to describe both spinodal decomposition and dissolution. We note that
the theory assumes a coarse grained version of the lattice adopted in the regular
solution and Flory-Huggins theories [30]. A natural order parameter for this lattice
is the local volume fraction of one of the constituent species:
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d(r) = % i, (2.43)
i€cell

where ‘cell’ refers to a coarse-graining volume with side length L centred on r and
the value of ¢; depends on whether a lattice site within the cell contains a molecule of
A or not. Specifically, ¢; = 1 if a molecule of A is present and ¢; = 0 otherwise. The
value of L must be large in comparison to the lattice spacing to facilitate a continuum
description of the mixture while also small in comparison with the wavelengths of
the composition fluctuations [30]. To derive a generalised diffusion equation, we
begin with the following continuity equation:

9¢(r, 1)
ot
where J is the flux of material. The flux is defined by a generalised version of Fick’s
first law:

—-V.-J, (2.44)

J = =MV (pa = pis), (2.45)

where M is the mobility and pus — pp is the exchange chemical potential per unit
volume, which we denote as . The mobility relates the response of the flux to
gradients in the exchange chemical potential. For simplicity, we take M to be
constant. In reality, M is often found to be dependent on the local composition
[17,30]. The exchange chemical potential describes how the free energy changes
with the composition. Accounting for the fact that ¢ will vary in time and space,
we use the following definition

[L= fia — jip = w, (2.46)

where F'is the free energy of the system, expressed as a functional, i.e. a function
that depends on the functional form of ¢(r,t), and §/d¢ represents the functional
derivative with respect to ¢. We note that J, M and p do not have ‘typical’ dimen-
sions because of how equations 2.44 - 2.46 have been formulated. Since equation
2.44 is a continuity equation in terms of the volume fraction rather than the con-
centration, J has dimensions of LT~ instead of the usual L=27~!. As will become
clear, since p is defined in terms of a functional derivative, it has dimensions of
[energy| L2 instead of [energy]. From the dimensions of J and u, it follows that M
has dimensions of L>T~![energy]~! instead of L*T1 [2].

Combining equations 2.44-2.46 yields a modified diffusion equation capable of
describing diffusion both along and against a composition gradient, i.e. dissolution
and spinodal decomposition, respectively, subject to the formulation of F"

do(r,1) SF{o(r,1)}

i SR A/ 2
ot MV =55

Both dissolution and spinodal decomposition involve phase-separated microstruc-
tures. An essential component of phase-separated systems is the interface between
the phases. Indeed, the interfacial energy must be accounted for when calculating
the free energy of the system. Under the assumption that the free energy of a region
of a heterogeneous system will depend both on the local composition and the com-
position of the immediate environment, Cahn and Hilliard proposed the following
phenomenological form of the free energy functional [20]:

(2.47)
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F{¢<T>t)} 3 f(¢(’l“,t))
kel /Vd r( ks T

where f is the free energy density of some small homogeneous region around r and
k is the ‘square gradient coefficient’. The integrand approximates the free energy
density of an infinitesimal region of the mixture as the sum of two contributions.
The first contribution is the free energy density that the region would have if it was
homogeneous. The second contribution is due to the interface. These contributions
are the leading terms in a generalised Taylor expansion of the free energy density
of a heterogeneous mixture. Therefore, the interface contribution can be thought of
as the lowest order correction to the homogeneous free energy density required to
describe a heterogeneous system.

In the case of a regular solution, we can substitute the following into equation
2.48 [20]:

+ R(V(r, t))2>, (2.48)

F(@(r 1)) = minns (9L 1) (2.490)

Vo

XA?
K="—

2.49b
= (2.490)

where X is the interaction distance between molecules. We note that F% g is the
regular solution free energy of mixing per lattice site given by equation 2.20. The
square gradient coefficient is purely energetic in origin. As a result of composition
gradients, molecules will sense a different number of like and unlike molecules in
their environment than the local composition would indicate. There is no entropic
part to the square gradient coefficient since the combinatorial entropy depends solely
on the local composition and so it is captured by f(o(r,t)).
The functional derivative of equation 2.48 is given by [47]

SF{o(r.t)} _ 0f(9)
0 ¢
Upon substituting equations 2.49a and 2.49b into equation 2.50, we obtain, after
some calculations,

— 2k TV 6. (2.50)

OF{op(r,t kgT
{5(¢ )} fo (In(¢) —In(1 — ¢) + (1 — 2¢)x — 2xA*V?). (2.51)
Combining equations 2.47 and 2.51 yields the Cahn-Hilliard equation for small
molecule mixtures

dg(r,t)  MkgT
ot N Vo

A major shortcoming of the Cahn-Hilliard equation is that it is deterministic.
It neglects the effects of thermal fluctuations (Brownian motion), which give rise to
composition fluctuations - the essential ingredient for initiating spinodal decomposi-
tion. Cook rectified this problem by including a stochastic term &(r,t) to model the
composition fluctuations [22]. The resulting equation, called the Cahn-Hilliard-Cook
equation, is given by

V2(In(¢) — In(1 — ¢) — 2x0 — 2xA\*V?¢). (2.52)
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8¢(r, t) _ MkBT

V2(In(p) — In(1 — @) — 2x¢ — 2xA2V?¢p) + £(r,t).  (2.53)
ot Vo

The noise is assumed to have a Gaussian distribution described by the following
moments [17,22,30]:

<&(r,t)>=0 (2.54a)
<&(r,t)¢(r',t') > = Bd(r —r")o(t — t'), (2.54b)

where B is an operator - the form of which ensures any change in ¢(7,t) due to
&(r,t) is balanced by the correct flux. In other words, B ensures no material is
created or destroyed. To determine B, it is assumed that the system will evolve to its
equilibrium state over a sufficiently long time period. Non-linear Langevin equations,
such as equation 2.53, are hard to solve analytically. The most practical approach
to deal with them is to construct the corresponding Fokker-Planck equation, which
describes the time evolution of the probability distribution of the order parameter
48, 49]:

oP({o(r)},1) 5. 0 ,0F  B4P

As t — o0, the solution approaches the equilibrium solution. Equilibrium thermo-
dynamics tells us this should be a Boltzmann distribution, therefore [48]

B = —2MkgTV? (2.56)

Specifically, it is the factor of V2 in B that ensures material is conserved. We discuss
this point further in appendix A - see equation A.7 and the text beneath it.

2.3.4 Cahn-Hilliard-Cook Flory-Huggins de Gennes theory

We are now in a position to turn our attention to polymer blends. For simplicity,
we assume equal ‘lattice’ degrees of polymerisation and Kuhn (statistical segment)
lengths [6,40], i.e. Ny = Ngp = N and 04 = op = 0, respectively.

To extend the Cahn-Hilliard-Cook equation to polymer blends, de Gennes mod-
ified the Cahn-Hilliard free energy functional [25]. Specifically, he proposed setting

Frlr?itx,PP(Qb(""a t))

f(o(r, 1) = (2.57)
Vo
and modifying the square gradient coefficient to become
Y2 1 o? o?
1) = : 2.58
Aol D) = 5o, [¢(r,t) T o (2:38)

We note that Frljffx’PP is the Flory-Huggins free energy of mixing per lattice site given
by equation 2.31. The square-gradient coefficient is comprised of two contributions:
one purely energetic in origin, i.e. xA\?/vg, and the other entropic. The former was
discussed above in the context of small molecule mixtures. In the case of polymer
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blends, A is the interaction distance between monomers. The entropic contribution
captures costs to the free energy due to the formation of composition gradients,
which impose constraints on the number of configurations available to the polymers
in the blend [6]. De Gennes derived the exact form of equation 2.58 to be consistent
with his random phase approximation for the static structure factor in one-phase
blends [50,51], which we discuss in section 2.4.9. Often it is found that the entropic
contribution to the square gradient coefficient is much larger than the energetic
contribution, therefore the energetic contribution is often neglected in the treatment
of polymer blends [25,26]. We adopt this convention.

As well as the modifications mentioned above, De Gennes suggested that the
connectivity of polymers manifests itself in a non-local relation between the polymer
flux and the gradient of the exchange chemical potential [25]:

!/
J(r)=— / i 2T =) G . (2.59)
kgT

where A(r—1r’') is an Onsager coefficient. This equation states that the flux at a given
point depends on its environment because of the connectivity. When considering
length scales larger than the chain scale, one may consider a local relation similar
to equation 2.45 instead of equation 2.59 [52]. For simplicity, we set A(r — 7') =
kgTMo(r — r') [26], which recovers equation 2.45 exactly when substituted into
equation 2.59.

In the case of a square gradient coefficient that depends on ¢, the functional
derivative of equation 2.48 is given by [47]

0o}y _ 00) . p980) Gz op Tu(e) 0. (2:60)

56 9 9

Upon substituting equations 2.57 and 2.58 into equation 2.60, we obtain, after some
calculations,

5F{<§g~,t)} _ kzi)T [% In(6) — 1 (1 — ) + x(1 — 26)

N
- (ﬁ)w + %(ﬁ) (Voy].

Combining equations 2.47 and 2.61 and accounting for composition fluctuations with
a stochastic term yields the CHC-FHAG equation for polymer blends:

(2.61)

1

V2[5 n9) — 1 In(1 - ) — 2x6

8¢(r, t) _ Mk?BT

ot Vo
2 2

_ %(m)v% ; g—G(ﬁ) (Voy] +&(r.1).

In its current form, equation 2.62 can only be solved numerically. To make it
analytically tractable, we must linearise it [25,26]. Upon making the substitution
o(r,t) = ¢o + dp(r, t), where ¢y is the average (overall) volume fraction and d¢ is a
fluctuation, performing a power series expansion and neglecting all non-linear terms
in d¢(r,t), we obtain

(2.62)
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ao(rt)  MkyT L, o 1 ,
o u 2(xs = x)V=0¢ — E<m>v 5¢] +&(r,t), (2.63)

where y, = m is the value of the interaction parameter on the spinodal. We

refer to equation 2.63 as the linear CHC-FHdAG equation. It is valid for small d¢.
Therefore, in the case of dissolution, we expect the linear CHC-FHAG equation to be
valid when the composition fluctuations are small from the beginning of the process
[8,31], which depends on how developed the initial phase-separated microstructure
is. In the case of spinodal decomposition, we expect the linear CHC-FHdG equation
to be valid during the early stage, i.e. when the composition fluctuations are small
[8,45]. Upon comparing equation 2.63 with Fick’s second law, we can identify the
mutual diffusion coefficient of the blend as [2]

_ 2MEkgT (xs — X)
Vo ’

D (2.64)

In the case of dissolution, D is positive. Therefore, diffusion occurs along the com-
position gradient, which leads to mixing. In the case of spinodal decomposition, D
is negative. Therefore, diffusion occurs against the composition gradient, or ‘uphill’,
which leads to phase separation.

The solution to equation 2.63 without noise is given by [45]

3p(r.t) = > exp(R(q)t)(A(q) cos(q - 7) + B(q)sin(q - 1)), (2.65)

where A and B are the initial amplitudes of the composition fluctuations present in
the sample, and

MkgT 2

Rlg) = == 20x, — e + = (M)qﬂ (2.66)

is a g-dependent amplification factor. The symbol ¢ denotes the wavenumber of a
composition fluctuation, which is related to the the wavelength via A = 27“.

The functional form of R(q) is shown in figure 2.7 for both dissolution and
spinodal decomposition. In the case of dissolution, R(q) is negative for all values
of ¢, which means composition fluctuations of all wavelengths decay. In the case of
spinodal decomposition, R(q) is positive for ¢ < g. and negative for ¢ > ¢., where
e is the critical wavenumber at which R(q) = 0. This means that composition

fluctuations with wavelengths \ > % will grow, while those with wavelengths A < %

will decay. Composition fluctuations with a wavelength \,, = 2—:; will grow fastest,

where ¢ = ¢, is the wavenumber at which R(g) is maximum. The wavelength A,
corresponds to the initial value of the characteristic length scale of the blend during
the early stage of spinodal decomposition.

The linear CHC-FHAG equation has been shown to quantitatively capture the
early stage of spinodal decomposition in polymer blends [2,27,28,30]. Beyond the
early stage, the non-linear CHC-FHdAG equation qualitatively captures the dynamics
of the process [45,53]. For example, it captures coarsening and can be used to
generate simulated morphologies that are representative of spinodal decomposition.

31



Dissolution Spinodal decomposition

|
|
S = ‘
= =9 \
S = | |
- o
3 3 \ \
g g ‘ AN
- - ‘ ‘
o Rel
= = | AN
[ B | | \
2 2 ! ! \
g £ ! ! \
2 g \ \ \
= = I I
| |
| |
| |
| |
! !
0 0 G 4
q q
(a) (b)

Figure 2.7: The functional form of the amplification factor, R(g), in the case of
(a) dissolution and (b) spinodal decomposition. In dissolution, R(q) is negative for
all values of the wavenumber ¢. In spinodal decomposition, R(q) is positive for
0 < g < q. and negative for ¢ > q., where ¢, is the critical wavenumber at which
R(q) = 0. The maximum value of R(q) occurs at ¢ = ¢,,. Redrawn from [6] with
permission from The Licensor through PLSclear. (€) Oxford University Press 2002.

2.3.5 Limitations of the Cahn-Hilliard-Cook Flory-Huggins-
de Gennes theory

To contextualise the CHC-FHdAG theory, we outline three limitations below:

e In equation 2.48, composition gradients are assumed to be shallow [20, 30].
This assumption holds near the critical point and limits the range of systems
for which the theory is valid.

e The effects of hydrodynamics are neglected [54]. Generally, hydrodynamic
effects - induced by the interfacial tension between phase-separated regions -
become important during the late stage of spinodal decomposition. They play
an important role in coarsening.

e The composition dependence of the mobility is not fully understood [2,55]. To
apply the theory, one must make assumptions about the mobility, which may
undermine the validity of the theory.

Another limitation of the theory is that equation 2.62 cannot be solved analytically.
This complicates the analysis of experimental data. Furthermore, calculating the
numerical solution to the non-linear equation often requires a lot of computing power

47,53, 50].

2.4 Small-angle scattering

Small-angle scattering experiments are often used to monitor the time evolution of
composition fluctuations, i.e. the development of the microstructure, in polymer
blends [2,15,16,29]. A small-angle scattering experiment can be described in terms
of three steps [15,16]:
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e Radiation, typically in the form of X-rays or neutrons, is fired at a sample.
e The radiation interacts with the sample, causing the radiation to scatter.

e The intensity of the scattered radiation (structure factor) is measured as a
function of the scattering angle or magnitude of the scattering vector.

We note that a schematic of a small-angle scattering experiment in the context of a
polymer blend undergoing spinodal decomposition is shown in figure 1.2.

One can learn about the microstructure by analysing the structure factor |2,
15,16, 57]. For example, in the case of spinodal decomposition, the characteristic
length can be determined from the peak. The structure factor is essentially the
power spectrum of the composition fluctuations, i.e. the product of the Fourier
transform with its complex conjugate. It is not possible to obtain full knowledge of
the microstructure from the structure factor.

Small-angle scattering is used to measure relatively large structures, i.e. struc-
tures on a scale of roughly 10 — 100 nm when X-rays or neutrons are scattered and
100 — 1000 nm when light is scattered [15,16,29]. The reciprocity between lengths
in real space and Fourier space means that information relating to structures on
these scales is contained in the part of the structure factor corresponding to small
scattering angles, hence the name small-angle scattering.

X-rays and neutrons are well suited to probing the structure of materials since
they have wavelengths around 1 A, which is of a similar magnitude to typical in-
teratomic spacings [15,16]. In what follows, we specialise to small-angle neutron
scattering. A benefit of small-angle neutron scattering over small-angle X-ray scat-
tering is that the strength of neutron-nuclei interactions varies in a seemingly random
way with the atomic number [15,16]. The strength of X-ray-electron interactions
increases with the atomic number. Therefore, neutrons are sensitive to as many light
elements as they are heavy elements. X-rays, on the other hand, struggle to detect
light elements. Furthermore, deuterium and hydrogen interact very differently with
neutrons. This opens the door to deuterium labelling, in which deuterium can be
substituted for hydrogen in specific molecules to highlight them [15,16].

2.4.1 Scattering off a single particle

We wish to derive the key equations describing the scattering of neutrons off a
polymer blend. To do this, we follow the treatment in [16]. We note that another
good source of information on the subject is [15].

First, we consider the simple case of scattering off a single particle, which allows
us to introduce and define some key terms. Figure 2.8 shows a schematic of the
scattering off a single particle. A plane wave is incident on the particle. The flux of
the wave, i.e. the energy transferred per unit area per second, is denoted J,. The
incident plane wave scatters off the point particle as a spherical wave. We assume
that the detector is placed far enough away that the scattered wave appears as a
plane wave, although its amplitude will have decreased inversely proportionally to
R, the distance between the particle and the detector. To ensure that the flux of the
scattered wave, J, is independent of R, it is defined slightly differently to Jy, namely
as the energy transferred per unit solid angle per second. Fluxes are proportional
to the square of the wave amplitude, denoted A in the case of J (or Ay in the case
of J())i
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J = |APP = AA*. (2.67)
The detector measures a quantity called the differential cross section,

do J

e Jy’
which can be thought of as the number of particles scattered into a unit solid angle
in a given direction per second divided by the number of particles fired at the sample
per unit area per second. Indeed, the differential cross section is a function of the
scattering angle. From now on, we refer to the differential cross section as the
intensity.

(2.68)

Incident plane wave

Detector

\

- dQ, Solid angle

-------------- 6, Scattering angle

|
~_|

Scattered spherical wave

[

Particle

Figure 2.8: The basic geometry of a scattering experiment in the context of scat-
tering off a single particle. Redrawn from [16] with permission from The Licensor
through PLSclear. (C) Oxford University Press 2000.

2.4.2 Scattering off two particles

Adding a layer of complexity, we now consider the scattering off two particles. This
situation is shown in figure 2.9. The incident plane wave propagates along the z-axis
with wavevector g; and scatters off the particles situated at O and B. Given that
it has frequency f and wavelength A, the amplitude of the incident plane wave is
given by

A(z,y, z,t) = Agcos (277 <ft — ;)) (2.69a)

= Ag cos(wt — ¢;2), (2.69b)

where z is the position of the plane wave along the z-axis. In complex notation,
which is helpful for the ensuing maths, the amplitude is given by

Az, y, z,t) = Agexp(i(wt — giz)), (2.70)
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where the real part recovers the original equation.

A detector is situated far away from the particles. We assume the scattering
is coherent and elastic. The scattered wave emanating away from B has to travel
further to the detector than the one emanating from O. This results in there being a
phase difference at the detector, which gives rise to interference. The phase difference
is given by

S = ?(\AB\ —10¢) (2.71a)
= (g ron), (2.71D)

where |AB| = (|gz| -’I“OB), |0C| = (% -r03> and g = g; — q5. The latter quantity

is referred to as the scattering vector. It is related to the scattering angle via

gl =q= 47% sin (g) (2.72)

We note that the relationship between gq;, g5 and q is shown in the bottom right of
figure 1.2.

Source

Detector

Y

Figure 2.9: The scattering of a plane wave off two particles. The scattered wave
emanating from the particle B has to travel further to the detector than the scat-
tered wave emanating from O. This results in there being a phase difference at the
detector, which gives rise to interference. Redrawn from [16] with permission from
The Licensor through PLSclear. (©) Oxford University Press 2000.

The amplitude of the scattered spherical wave emanating from O can be written
as

Al (.1', Y, =, t) = AOb eXp(i(Wt - qiz))’ (273)

where Ay is the amplitude of the incident plane wave and b is the scattering length,
which describes the strength of the neutron-nucleus interaction. Similarly, the scat-
tered spherical wave emanating from B can be written as

As(x,y,2,t) = Agbexp(i(wt — ¢;2)) exp(—iq - Top). (2.74)

The combined wave at the detector is given by
A(x,y, z,t) = Agbexp(i(wt — ¢;2))(1 + exp(—iq - ToB)). (2.75)
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The flux of the combined wave is
J(q) = AZ0*(1 + exp(—igq - Top)) (1 + exp(ig - Top)), (2.76)
therefore we can write
A(g) = Aob(1 + exp(—ig - Top)). (2.77)

This equation reveals that the combined scattering amplitude at some point on the
detector specified by the scattering vector g only depends on the relative positions
of the particles rop.

2.4.3 Scattering off many particles

In the case of N identical scatterers, equation 2.77 becomes

A(q) = Agh > _exp(—q - 1;), (2.78)

j=1

where 7; is the position of the j scatterer relative to some arbitrary origin. If the
scattering centres are continuously dispersed, we can generalise further to get

A(q) = Aob/vdgr n(r)exp(—iq - r), (2.79)

where 7n(7) is the local number density of the scatterers at . The amplitude is
proportional to the three-dimensional Fourier transform of n(r).

Typically, in a many-body system, there will be random variability in the scat-
tering length b at different points due to the presence of isotopes and spin states.
This gives rise to an incoherent component of the scattering signal, which can be
thought of as background noise since it contains no structural information. In con-
trast to this, the coherent component contains structural information through its
dependence on the relative positions of the scattering centres. Ignoring the incoher-
ent component of the scattering, we can write the normalised coherent scattering
amplitude for a sample containing multiple species as

Aq) = /Vd?’rp('r)exp(—iq T, (2.80)

where A(q) has been redefined as A(q)/Ag and p(r) is the coherent scattering length
density distribution p(r) = >__ bana(r). The subscript « refers to the different
species present in the sample.

Using equation 2.80, we can write equation 2.68, i.e. the intensity, as:

I(q) =< |A(@)* >= ( /V drp(r) exp(—iq - T) /V @r'p(r') expliq 7)) (281)

where we introduced the time average < ... > to reflect the finite measurement time
of a detector. It is instructive to write this in a slightly different form. Upon making
the substitution w = r — 7’ and rearranging, we obtain

36



I(q) = /d?’u(/d?’r/p(r' + u)p(fr’)) exp(—iq - u), (2.82)

where the factor in the brackets is the autocorrelation function of p(r). This is
related to the average of p(r)p(r’) throughout the sample for some fixed wu, i.e.

< p(r)p(r') >= fd37"/p(}';i;{;/u)p(r/)' (2.83)

In calculating the average of p(7)p(r’), positional information is lost - there is no
unique way to recover p(r). The objective of scattering is thus to obtain as much
structural information as possible from measurements of I(q).

2.4.4 Scattering off polymer blends

We are now ready to specialise the discussion of scattering to polymer blends. First,
we must make some assumptions. Namely, for each species of polymer in the blend,
we assume that each segment, i.e. monomer or Kuhn segment, acts as a scattering
centre, and each of these segments has the same segmental scattering length b - this
is the sum of the scattering lengths of the constituent atoms in the segment.

The scattering amplitude of a system containing a single type of polymer can be
written as

Aq) = l;/‘/d3r77(7') exp(—ig - r). (2.84)

Generalising to a two-polymer mixture,

Alg) = /V Pr(bana(r) + b (r)) exp(—iq - 7). (2.85)

It follows that the scattering intensity in a two-polymer mixture is given by

Ha) =(5 [ @ [ @) exp(-iq- (r )+
Wb / P / Brima(rins () exp(—ig- (r — )+ (2.86)
i [ [ @uarinatr)espl-ig- (r = ).

To write this more compactly, we can introduce quantities called partial structure
factors:

Sap :<Uo{f’8 /dBT/dB’r’na(r)ng(r') exp(—iq - (r — r’))> (2.87a)
:<% /d3u/d3r’na(r’ + u)ns(r') exp(—iq - u)>, (2.87h)

where the v, () factors are the volumes of each type of polymer segment. In terms
of Sups, the intensity can be written as

I(q) = V(0%4544(q) + 20405545(q) + 05585(q)), (2.88)
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where the g, are scattering length densities defined by o, = b

Va
Noting that v,7,(7) = ¢ (7), the partial structure factors can be rewritten as

Sas(q /d3 /d3r’¢a r +u)ps(r') exp(—iq - u)> (2.89)

The scattering depends on fluctuations in the scattering length distribution p(r).
This allows us to write the above in terms of fluctuations of the volume fraction:

Sas(q /d3 /d3r'(5¢a "+ u)dgs(r') exp(—iq - u)> (2.90)

Assuming the mixture is incompressible, it follows that ¢ 4(r) = —d¢p(r), therefore
Saalq) = Spp(q) = —Sap(q) = —Spa(q). We refer to S(q) = Saa(q) as the

structure factor. Inserting S(q) into equation 2.88, the intensity can be written as

I(g) = V(A0)*S(q), (2.91)

where Ap = o — 04. The intensity is directly proportional to the structure factor.
In isotropic systems, I(q) and S(q) depend only on the magnitude of g. Indeed,
polymer blends are generally isotropic. In an experimental context, S(q,t) is often
calculated as the radial average of S(q,t) [15,53].

2.4.5 The time evolution of the structure factor

There is a duality concerning the time evolution of the structure factor during spin-
odal decomposition and dissolution: it is relatively easy to measure but much harder
to model [17,18]. Specifically, the full equation of motion for the structure factor
during these processes is unclosed. We demonstrate this below.

First, we note that the structure factor can be written compactly as

1
where d¢(q) = [dr d¢(r)exp(—ig-r). To aid the next chapter, we take this
opportunlty to introduce the power spectrum of ¢(7r):
P(q,t) = 0¢(q,t)06(—q, t). (2.93)

The structure factor is related to the power spectrum via

S(qt) = % < Plgt) > . (2.94)

Differentiating equation 2.92 with respect to time, we obtain the following equa-

tion of motion for the structure factor in terms of %%f ).
0S(q,t) 1 7066(q) 1 dd9(—q)
ot V< i q>> + V<5¢(q> ot > (2.95)

We can use the CHC-FHAG equation to write down the equation of motion for
do(gq,t), ie. 85(1)8_(;1,0. For simplicity, we assume that the square gradient coefficient
is constant. In this case, the time evolution of the volume fraction is given by
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9¢(r, 1) of (¢)
ot 96

where we have combined equations 2.47 and 2.50. Upon making the substitution
o(r,t) = ¢g + dp(r, t) and performing a power series expansion, we obtain

- MV2< - QHkBTVZQb), (2.96)

D8 (7, 1) L (O f ) 1 of n—1
S = MV ((%2 36 — 26k TV 5¢+Z Tt ) (2.97)
In Fourier space, this becomes
85¢(Q>t) _ 2 i 2
=R =M (5 2l 56(g) + 25k5Tq*50(0)
I~ (2.98)

i, [ aotrr T eniig ),

Upon Substitutlng equation 2.98 and its complex conjugate into equation 2.95,
we obtain, after rearranging,

95(q, 1)
ot

0% f
062 |4

o0 1 ’I’L

Z(n—waw

=3

_ 2Mq2( S(q) + 26kpTq?S(q)

3

1
N (2.99)
[/d3r/d3r’ < 0p(r)"15¢(r') > exp(—iq - (r — "))

dgr/dgfr’ < 3p(r)sp(r)" ! > exp(—iq - (r — r'))D

The terms in the square brackets cannot be written in terms of S(q,t) - this can be
shown using the cross-correlation theorem [58]. Trying to write down the equations
of motion of the terms in the square brackets leads us to discover an infinite hierarchy
of coupled differential equations. Therefore, equation 2.99 is unclosed [17,18]. This
can be traced back to the non-linear terms in the CHC-FHdAG equation. We note
that full knowledge of d¢(r) is only possible in a computational setting since, as
mentioned earlier, positional information is lost when measuring the structure factor
experimentally.
A truncation scheme is required to make equation 2.99 tractable.

2.4.6 The linear Cahn-Hilliard-Cook Flory-Huggins-de Gennes
equation
Arguably, the simplest and most commonly used truncation scheme is based on

the linear CHC-FHAG equation (equation 2.63) [17,18,26], which, in Fourier space,
becomes

PO — AL o, — )+ =gy )0l 4 Eat) (21000)
= R(q)d9(q,t) + (g, 1) (2.100b)
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Upon substituting equation 2.100b and its complex conjugate into equation 2.95,
we obtain

% = 2R(9)S(4.1) + 3,C(a), (2.101)

where C'(q) =< &(q,t)006(—q,t) + £(—q,t)dd(q, t) >. The variable C(q) appears in
the definition of the covariance of the noise term in Fourier space [59] (see reference
for proof):

< &g t)é(=q,t)) >= C(q)o(t — t'). (2.102)
Therefore, C(q) can be calculated by mapping equation 2.54b to Fourier space
< f(qv t)g(_Qa t/) >= = QMk:BT(S(t - t,)

/d?’r/dgr’VQ(é(r —r"))exp(—ig- (r —r')) (2.103a)

o OMkgTS(t — 1)

/ dr / Er'5(r — )V exp(—ig - (r — ) (2.103b)
— —OMkpT(—¢?)8(t — t')

/ i / Bro(r — vy exp(—ig- (r—1'))  (2.103¢)
—OMEpT@PV(t (2.103d)

where we applied integration by parts twice to get from equation 2.103a to equation
2.103b. Using equation 2.103d, we can identify C(q) = 2MkgTq*V.

Putting everything together, we obtain the linear CHC-FHAG equation for the
time evolution of the structure factor:

9S(q, 1)
ot

=2R(q)S(q,t) + 2MkpTq’. (2.104)
The amplification factor can be written as [60]
R(q) = —MksTq*S;' (q), (2.105)

where St is the stationary solution to equation 2.104:

0_2

HErrm (2100

In dissolution, St coincides with the small-¢ limit of de Gennes’ random phase
approximation for the static structure factor [50,60]. In spinodal decomposition, St
coincides with the small-¢ limit of the ‘virtual’ structure factor [50,60]. Rewriting
the final term on the right-hand side of equation 2.104 as ‘ — 2R(q)Sr(q)’, equation
2.104 can be solved using separation of variables to get [60]

Sr(a) = vo 206 = X) +

S(q,t) = (S(q,0) — Sr) exp(2R(q)t) + Sr(q). (2.107)

From this solution, a fitting relationship can be established to calculate R(q) from
experimental (or simulated) data [2]. This provides a means of testing the linear
CHC-FHAG equation, which, as we mentioned earlier, has been shown to quantita-
tively capture the early stage of spinodal decomposition in polymer blends.
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2.4.7 The Akcasu equation

Indeed, the linear CHC-FHAG equation for the structure factor is only valid during
the early stage of spinodal decomposition, i.e. while composition fluctuations are
small. Therefore, the validity of the linear CHC-FHAG equation is limited. Moti-
vated to improve this situation, Akcasu et al. set out to develop an approximate,
tractable, non-linear equation of motion [19,31,32]. Their equation is based on that
of Langer, Bar-on and Miller [61], who worked on the same problem but in the
context of small molecule mixtures.

The derivation of the equation of motion developed by Akcasu et al., which we
refer to as the Akcasu equation, is quite long. To the best of our knowledge, it has
not been published in its entirety. We provide the full derivation in chapter 4. For
now, we simply quote the result in its simplest, most interpretable form:

88((9(}15, t) =2R(q)S(q,t)[1 + Z(q,t)] — 2R(q)Seq(q)[1 + Zey(q)], (2.108)

where Z(q,t) is a non-linear mode-coupling term, Z.,(¢) is the equilibrium value
of Z(q,t), and Seq(q) is the equilibrium value of S(g,t). The mode-coupling term
describes the coupling of composition fluctuations with different wavelengths. The
term after the minus sign on the right-hand side is the noise term, which ensures
the correct long-time (equilibrium) behaviour of S(g,t). As a result of the closure
approximations introduced by Akcasu et al., the noise term here is, in general,
different to that in equation 2.104.

There has been no reported comparison between the predictions of the Akcasu
equation and numerical or experimental measurements of the structure factor in
the case of spinodal decomposition. In the case of dissolution, a comparison with
experimental data was performed by Akcasu et al. [31]. The comparison revealed
a quantitative discrepancy between theory and experiment, which worsened as the
dissolution time increased. Akcasu et al. used best-guess values of molecular and
thermodynamic parameters to solve their equation because some of the parameters
are hard to measure. It is unclear whether the Akcasu equation failed as a result of
the equation being inadequate or incorrect parameter values being used.

2.4.8 The small-g limit

Both equations 2.104 and 2.108 are only valid in the small-¢q limit. This is a conse-
quence of using the modified form of the Cahn-Hilliard free energy functional pro-
posed by de Gennes (see equations 2.57 and 2.58) to derive them. As we mentioned
beneath equation 2.58, the square gradient coefficient was derived to be consistent
with the random phase approximation for the static structure factor. We should
now be more specific: the square gradient coefficient was actually derived to be
consistent with the small-¢ (or ‘long wavelength’) limit of de Gennes’ random phase
approximation [50,51,60], which we outline in the next section. The small-g limit

is defined as ¢R, << 1 [51,60], where R, = NT"2 is a representative radius of

gyration for the polymers in the blend.
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2.4.9 The random phase approximation for the static struc-
ture factor

In the context of polymer physics, the random phase approximation (RPA) was
developed by de Gennes to characterise composition fluctuations due to thermal
fluctuations (Brownian motion) in a one-phase blend [38,50]. The result is an
equation for the static structure factor. We outline the RPA theory below [26,
38,41,50].

In the context of the lattice model introduced in section 2.2.2, let us consider a
binary polymer blend in which the constituent polymers, labelled A and B, have de-
grees of polymerisation N4 and Np, respectively. To describe the local composition,
we use the local volume fractions ¢4(r) and ¢g(r), where ¢pa(r) =1 (¢p(r) = 1)
if the lattice site located at r is occupied by a segment of polymer A (B), oth-
erwise ¢4(r) = 0 (¢p(r) = 0). We assume the blend is incompressible, therefore
¢a(r) + ¢p(r) =1 for all r.

Local fluctuations in the composition can be defined as da(r) = ¢a(r) — ¢o.a
(and similarly for ¢p(7)), where ¢ 4 is the average (overall) volume fraction of A.
These fluctuations are characterised by the following correlation functions

SAA(’I”‘ — ’I“,) =<< 5¢A(T)5¢A<T‘/) > (2.109&)
SBB(T' — ’l",) =< 5¢B(T)5¢B(T‘,) > (2109b)
Sap(r —r") =< dpa(r)opp(r') > . (2.109¢)

Under the incompressibility assumption,

Saa(r —7') = Spp(r —v') = =Sap(r — ') = —Spa(r — '), (2.110)

i.e. only one correlation function is required to characterise the fluctuations, S(r —
') = Saa(r —7').

We wish to calculate S(r — ') or, as we shall see, its Fourier transform. To
do this, we turn to linear response theory [34]. This requires us to introduce two
weak external potentials, ua(7) and ug(r), which act respectively on the segments
of A and B. The source of these external potentials could be, for example, an
external electric field, but the theory does not require we specify this. Indeed,
the external potentials could be viewed as a tool for facilitating the use of linear
response theory. Under the external potentials, the averages of ¢(r) and ¢p(r)
deviate from ¢ 4 and ¢y g, respectively. In terms of ¢4 (r), we denote this deviation
as 0p4(r) =< ¢a(r) >ext —¢o,.4. Linear response theory allows us to relate d¢4(r)
to the perturbing potentials via the correlation function S(r — '), which, in this
context, is often referred to as a response function:

dpa(r) = T /dST’S(r — 1) ua(r") —up(r')]. (2.111)

We note that the integral should be a sum since we are considering a lattice model
of mixing, however approximating the sum with an integral simplifies the ensuing
maths. The factor of 1/vy keeps the dimensions consistent following this approxi-
mation.
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To make progress, we assume we can derive an alternative equation for d¢(r)
using an ideal mixture in a randomly mixed state as a base and adding complexities,
such as molecular interactions, as perturbations. For the ideal randomly mixed base
state, we have the following non-zero correlation functions due to chain connectivity:

Saalr —7) =< 36a(r)d¢a(r') > (2.112a)
Spp(r —1') =< 6¢p(r)dgs(r') > . (2.112b)
In contrast, SYz(r — ') =< §pa(r)dgp(r’) >= 0. We now estimate the effects of

molecular interactions, excluded volume effects and external potentials using linear
response theory and the aforementioned perturbation assumption:

dpa(r) = /dgr’S%A(’r — ) ua(r') +wa(r’) + V(r')] (2.113a)

’U()]CBT

dop(r) = /dsr'S%B(r — ) up(r') + wp(r') + V(r)], (2.113b)

UokBT

where wa(r")+V (') and wg(r’')+V (r’) are mean-field potentials comprised of fields
relating to molecular interactions and excluded volume effects. The fields relating
to molecular interactions are given by

wa(r) = —2[eaa < ¢A(T) >ext tean < Op(T) >exi (2.114a)
wB('r) = —Z[EBA < ¢A(T) >t TeB < ¢B<'f’) >ext]' (2114b)
Equations 2.113a and 2.113b constitute a pair of simultaneous equations for

three unknowns: d¢4(7), d¢p(r) and V(7). A third simultaneous equation can be
obtained from the incompressibility assumption:

5p4(T) + 0p(r) = 0. (2.115)

Expressing the solution to these simultaneous equations in the form of equation 2.111
would allow us to to determine S(r — 7’). It is convenient to solve the simultaneous
equations in Fourier space, which allows us to make use of the convolution theorem.
The result of solving the simultaneous equations in Fourier space is

dpalq) = UO;T Sgi(q) + S%;(q) — i—f 71(u,4(q) —ug(q)). (2.116)

Upon comparing equation 2.116 with the Fourier transform of equation 2.111, we
can identify

1 n 1 2x

S(q) S%A(Q) SJOBB(Q) vy

We now need to determine the ideal correlation functions, which we can do using
thermodynamic relations. We are guided by the following result, which applies to

polymer blends in the one-phase region and can be derived independently of the
RPA [15,40]:

(2.117)
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1 _ 1 aQFrlxigc,PP_ 1 Ou

S(g=0)  wksT 8¢  kgT ¢

(2.118)

We note that we have included the factor of % in the definition of u to ensure con-
sistency with equation 2.46, which applies in the presence of composition gradients.

Equation 2.118 motivates us to calculate how the local composition of a blend
changes in response to a change in the local chemical potential. To begin, we consider
an ideal blend (y = 0) and assume the volume under consideration is large relative to
the size of the constituent polymers. In large volumes, the mean-square magnitude
of composition fluctuations is small - the composition is indistinguishable from the
average composition. This means we can use equation 2.31 to write the chemical
potential of species A as

1 OF 3 pp _ kgT
vg  OPa Navg

It follows that the change in the local composition of species A in the volume in
response to a change in the local chemical potential is

pa = In(¢a). (2.119)

0 N
$a _ PavolNa (2.120)
a,UA kBT
A similar response function can be obtained for species B:
0 N
] _ PV B (2.121)
GuB /fBT

We can combine equations 2.120 and 2.121 to obtain the following equation for the
change in the exchange chemical potential:

0da 0dp
O =0pa —Ooup = kgT — . 2.122
= 0pa—Spp = kp ( PN NB> (2.122)
Assuming the blend is incompressible, we can then write
(0] 1 1 1 -1
— = . 2.123
@/L kBT(QbU()NA * (1 —qb)voNB) ( )

For small volumes, i.e. on the scale of or smaller than the size of the constituent
polymers, composition fluctuations are significant. Equation 2.123 needs to be gen-
eralised before it can be applied to such volumes. In Fourier space, the response
functions given by equations 2.120 and 2.121 can be generalised by introducing a
g-dependence via the (dimensionless) form factor of a polymer chain:

00a(q)  PavoPalq) .
Sald) = (2.124a)
06p(q)  dBuoPr(q)

0#3((}) = il (2.124b)

Form factors are related to the size and shape of individual molecules [15]. Using
equations 2.124a and 2.124b, we can generalise equation 2.123 as
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d(q) _ 1 1 1 .
(q) B k’BT<¢UOPA(q) + (1— ¢)U0PB((])> . (2.125)

Upon comparing equations 2.125 and 2.117 (setting xy = 0 in the latter), we can
identify the non-interacting structure factor

1 1 1 1
S-1(q) = + = + : 2.126
0= 50 @ T S0~ bwPa@ T (1= G)uePe@ (2.126)
Substituting this relation into equation 2.117 yields
1 1 1 2
X (2.127)

S~ owPal) (- d)wPsla)  w

To proceed, we need to insert the appropriate form factors, P4(q) and Pg(q), into
equation 2.127. We know from equation 2.126 that P4(q) is related to S9,(¢) and
Pg(q) is related to S%5(q). Since S94(q) and S%5(g) correspond to the randomly
mixed base state, P4(q) and Pp(q) must describe Gaussian chains, i.e. polymers
that are described by random walk statistics. The form factor of a Gaussian chain
is given by [15, 16, 38]

Pa(q) = Nafp(qRy a), (2.128)
where
2
Jp(aRg.a) = W(QQR;A —1+exp(—¢°R} 4)) (2.129)
g,

is known as the Debye function. In the small-g limit, the Debye function can be
expanded as
2 12
R A
fD(ng,A) ~1— Tg
Upon substituting equations 2.128 and 2.130 into equation 2.127 and simplifying,
we obtain the small-g limit of de Gennes’ random phase approximation for the static
structure factor:

(2.130)

11 1 2y ¢ A
S(Q) N ¢UONA + (1—¢)U0NB Vo + 181}0( ¢ (1—¢)>

This coincides with equation 2.106 when we set Ny = Ng = N and o4 = og = 0 and
write ¢ = ¢ (indeed, in equation 2.131, ¢ = ¢4 corresponds to the overall volume
fraction of monomers of type A, which is equivalent to ¢y in equation 2.106).

The small-g limit of de Gennes’ random phase approximation for the static struc-
ture factor can be derived from a free energy functional in the form of equation 2.48,
allowing for the square gradient coefficient to depend on the composition. For a free
energy functional of this form, the chemical potential is given by equation 2.61.
Upon linearising the chemical potential, we obtain

_of
"= 0

(2.131)

0*f

.t 5 6¢ — 2kpT k(o) V20¢. (2.132)

%o
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In Fourier space this becomes

of 0* f 2
=—1 9 — ¢ 2kgT ) . 2.1
1(q) 96 o (q) + 902 s, ¢(q) + 2kpTq*r(¢0)d¢(q) (2.133)
It follows that
oulg) _ O°f 2
—— = —=| +2kgT ) 2.134
06(a) 907w T HETLHO) .
Upon substituting equation 2.57 into equation 2.134 and simplifying, we obtain
Ip(q) 1 1 2X |, o
—= = kT + — — +2¢°Kk . 2.135
06(q) " (NAU0¢0 Npuvo(1 —¢o) o K (%)) ( )

Comparing this equation with equation 2.131 (writing ¢y = ¢), we can identify the
entropic component to the square gradient coefficient given in equation 2.58. We
note that the RPA theory does not yield the purely energetic component of the
square gradient coefficient. Although this term is commonly neglected, it can be
recovered by including a correction term in equation 2.127 [26,47].

2.5 System identification

Dynamical systems are ubiquitous in a wide range of fields. In many of these fields,
there is a duality between abundant measurement data and elusive governing equa-
tions [33], i.e. differential equations describing a process of interest. Embracing this
duality, the field of system identification, concerned with building models of dynam-
ical systems from measurement data, has emerged as an alternative to traditional
theory-driven modelling [33].

Broadly speaking, existing system identification techniques can be categorised
into three groups based on the type of models they give rise to [33,62]:

e Black box models
e Linear models

e Parsimonious non-linear models, i.e. non-linear models with few terms

Examples of black box techniques include NARMAX [63], time-lagged autoen-
coders [64] and LSTM networks [65]. While many black box techniques have demon-
strated the ability to make accurate predictions for complex systems, they are lacking
in terms of generalisability and interpretability. Typically, generalisability and in-
terpretability are important considerations in the development of scientific theories.
For this reason, we subsequently focus on system identification techniques that give
rise to linear or parsimonious non-linear models.

2.5.1 DMotivating linear system identification

We first motivate linear system identification, which is often a logical first port of call
when modelling dynamical systems [33,66]. There are several reasons for this. For
example, linear models are straightforward to interpret and simulate. Furthermore,
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many techniques exist for controlling systems described by linear models. Other
motivating factors are outlined below.

Linear models of dynamical systems can be represented as follows:

dx

— = Ax, 2.136

o (2.136)
where x € R” is the state of the system, i.e. a vector comprised of variables of
interest, and A € R"*" is a matrix. Unlike non-linear models, linear models always
admit a closed-form solution, specifically:

X(to + t) = exp(At)x(t). (2.137)

The dynamics described by linear models are encoded in the eigenvectors and
eigenvalues of A, which are defined by the following relationship, i.e. the eigende-
composition of A:

AT = T, (2.138)

where T is a matrix comprised of the eigenvectors appended column-wise and €2 is a
diagonal matrix containing the corresponding eigenvalues. One can use T to define
a transformation z = T~ 'x into eigenvector coordinates. In this coordinate system,
the dynamics of each transformed variable z; are decoupled, giving rise to simple
models of the form

— = wz;. (2.139)
Using equation 2.137, we can write the discrete analogue to equation 2.136 as
Xk+1 = AXk, (2140)

where A = exp(AAt) and x; is a snapshot of the system, i.e. a snapshot of the
state vector, at time ¢ = kAt. The eigenvectors and eigenvalues of A are contained
in T and A = exp(Q2At), respectively.

2.5.2 Dynamic mode decomposition (DMD)

Developed by Schmid [67] in the field of fluid mechanics before being developed
by others [33,66,68], dynamic mode decomposition (DMD) is a algorithm for cal-
culating the leading eigenvectors and eigenvalues of the best-fit linear operator A
that approximately describes the dynamics of a high-dimensional, non-linear, spatio-
temporal system. A purely data-driven technique, DMD only requires snapshots of
the system as an input. We outline DMD below [33,66].

DMD is formulated based on the following equation (c.f. equation 2.137):

X' ~ AX, (2.141)

where X and X' are data matrices comprised of snapshots x; appended column-wise.
Given m snapshots sampled every At in time, the data matrices are given by
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|
X = X1 X2 ... Xm—1 (2142&)
|

X'=|x2 X3 ... Xpl-. (2.142b)

One might wonder about the point of using DMD to calculate the eigendecom-
position of A when they could calculate A directly using least-squares regression
instead:

A = argmin||X' — AX||r = X'XT, (2.143)
A

where F' denotes the Frobenius norm and f denotes the Moore-Penrose pseudoinverse
[69]. The motivation for the approach adopted in DMD is that the calculation in
equation 2.143 can prove problematic if A is high-dimensional. Given that each
snapshot contains n elements, A will contain n? elements. Therefore, if n is large,
just representing A could be problematic, let alone performing calculations involving
it.

To circumvent any calculations that directly involve A, DMD makes use of di-
mensionality reduction through singular value decomposition (SVD), a data-driven
technique for matrix factorisation. The SVD factorisation is structured in such a
way that a low-dimensional, or low-rank, approximation to the original matrix is
often easy to obtain. To illustrate this, we consider the SVD of X. Given that the
snapshots x;, contain n elements, meaning X € R**(m=1) the SVD of X is given by

X = USV*, (2.144)

where U € R™™ and V € R™=DX(m=1 are ynitary matrices with orthonormal
columns and ¥ € R™*(™=1 ig a diagonal matrix with real, positive entries, collec-
tively referred to as singular values. The symbol * denotes the complex conjugate
transpose. The columns of U are referred to as proper orthogonal decomposition
(POD) modes. These modes are a superposition of patterns or signals in the data.
When POD modes are constructed, temporal information is largely ignored - typi-
cally, patterns or signals that oscillate at different frequencies are mixed. The rows
of V* describe the time evolution of the POD modes. The singular values in 3 are
ordered hierarchically. The magnitude of a given singular value ranks the relative
importance of the corresponding POD mode in U for describing the data in X, i.e.
the first POD mode is more important than the second and so on. Therefore, to
calculate a low-rank approximation to X, one can simply choose to keep the leading
7 columns of U, rows of V* and singular values in 3, discarding everything else:

X ~UXV, (2.145)

where U € C™", V € Cm=D*7 33 € R™" and # < m—1. Choosing the rank 7 is an
important, albeit often subjective, part of this dimensionality reduction procedure.
A heuristic approach is to locate ‘elbows’ in an ordered plot of the singular values.
The resulting reduced SVD defines a low-dimensional, orthogonal coordinate system
in which the data in X can be represented. Functions for calculating the SVD
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are standard in most programming languages. References regarding the numerical
implementation of the SVD can be found in [33].
We are now in a position to outline the DMD algorithm. The first step is to
calculate the reduced SVD of the data matrix X, which is given by equation 2.145.
The second step is project A onto the POD modes in U:

A=UAU=UXVE " (2.146)

The reduced matrix A has the same nonzero eigenvalues as the full matrix A. It is
this step that enables one to circumvent calculations that directly involve A.
The third step is to calculate the eigendecomposition of A:

AW = WA, (2.147)

where W contains the eigenvectors of A, appended column-wise, and A is a diagonal
matrix containing the eigenvalues.

The final step, developed by Tu et al. [33,68], is to construct the eigenmodes of
A from W:

d=XVS 'W. (2.148)

We subsequently refer to these modes as DMD modes.

With knowledge of ® and A, one can use the following equation, which can be
deduced from equation 2.137, to reconstruct the data in X and make predictions of
future snapshots:

xi ~ ®exp(QEkAL)D, (2.149)

where 2 = In(A)/At and b is a vector of coefficients. The vector b can be calculated
in two ways: either directly using b = ®'x; or indirectly using a projection onto
the POD modes. In contrast to POD modes, DMD modes consist of patterns or
signals in the data that oscillate, with growth or decay, at the same frequency.
The oscillatory behaviour is described by the corresponding eigenvalue. In general,
the eigenvalues are complex. The real part encapsulates growth or decay, while
the imaginary part encapsulates periodic behaviour. Eigenvalues with a modulus
greater than or equal to one are unstable, limiting how far one can use equation
2.149 to accurately and reliably predict into the future.

There are several extensions to the ‘base’ DMD algorithm outlined above. These
include dynamic mode decomposition with control (DMDc) [70], which can disam-
biguate between the natural and forced components of the dynamics in an actuated
system, and bagging, optimised DMD (BOP-DMD) [71], which overcomes two key
weaknesses of DMD: sensitivity to measurement noise and a lack of uncertainty
quantification. Measurement noise has been shown to cause DMD to calculate a
spurious eigendecomposition of A [71,72]. Another pertinent limitation of DMD is
its inability to handle translations and scaling [33,66]. Inherent to the application of
SVD is the assumption that the spatial and temporal dependencies of the dynamics
can be decoupled. In systems where this is not the case, for example, travelling
waves, SVD, and therefore DMD, breaks down.

Examples of applying DMD and its extensions, including code, can be found
online [73].
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2.5.3 Sparse identification of non-linear dynamics (SINDy)

While linear models have their advantages, many systems exhibit dynamics that
require the construction of non-linear models. Over the last couple of decades, there
have been major developments targeted towards non-linear models in the field of
system identification. Seminal work in this area used symbolic regression to learn
non-linear governing equations from data [74,75]. A key limitation of symbolic
regression is that it is computationally expensive. Brunton et al. proposed an al-
ternative, more computationally efficient, approach to learning governing equations
from data called sparse identification of non-linear dynamics (SINDy) [76]. We
outline SINDy below [76].

SINDy was developed in the context of non-linear ODEs, i.e. models of the form

dx(t)
Cdt
where f(x(t)) is a non-linear function comprised of basis functions that depend on
x(t). At the heart of SINDy is the assumption that f(x) only contains a few terms,
i.e. it is sparse (parsimonious) in the space of possible basis functions. This as-
sumption is valid for many physical systems in an appropriate basis. Under the
assumption of sparsity, SINDy frames the problem of model discovery in terms of
sparse regression. SINDy models, therefore, balance model accuracy with complex-
ity, avoiding over-fitting and increasing the chances of generalisability.
The first step of SINDy is to collect snapshots of the system of interest and
assemble them into a data matrix of the form

= f(x(t)), (2.150)

X;(tl) z1(t1)  z2(t1) Tn(t1)
xT(t,,) 21(tm) Ta(tm) .. xp(tm)

Similarly, a data matrix of first order temporal derivatives must also be assembled:

Xz(tl) 5?1(?51) ?z(tl) {Un(tl)
<" (t,,) @1 (tm) @o(tm) ... Bn(ty)

The derivatives can either be measured directly or calculated from the snapshots in
X.

The second step is to construct a library of candidate basis functions that may
appear in f(x). For example,

OX)=[1 X X* ... sin(X) ...]. (2.153)

Here, sin(X) denotes the element-wise operation of sin on X, and X?* denotes all the
quadratic terms that can be formed from the elements in X, considering one row at
a time, i.e.
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in(tl) Il(tl)fEQ(tl) xl(t1>$n(t1) l’%(tl) xé(tl)
X2 _ ri(ta)  x1(t2)za(ta) z1(ta)zn(tz)  23(t2) l’n@) (2.154)

2(t) Ti(t)ialtn) o Tt en(tn) 22(n) .. 22(tn)

The construction of @(X) is down to the user, who may be informed by prior
knowledge of the system under consideration. If there is little or no prior knowledge,
there are general best-practice principles one can follow [33,77-81].

The third step is to form the following linear system of equations (c.f. equation
2.150):

X = O(X)E, (2.155)

where E = [El & ... &J is a (sparse) matrix of coefficients to be found. Denot-
ing the columns of X as x;, we can write

%, = O(X)Ey, (2.156)

therefore each vector &, contains the active terms in the equation of motion for xy,
i.e. the k™" variable in x.

The final step is to find a sparse solution to equation 2.155. Based on its com-
putational efficiency and robustness to noise, Brunton et al. [76] advocate using
sequential threshold least-squares (STLS), which imposes the assumption that f(x)
is parsimonious. STLS can be summarised as follows:

e Calculate the least squares solution for =.
e Threshold all coefficients smaller than €, which is a hyperparameter.

e Calculate a new least squares solution for E using only the non-zero coeffi-
cients.

e Threshold all coefficients smaller than e.

e Repeat the above two steps until all non-zero coefficients converge.

An optimal value of € can be determined using cross-validation techniques. It is
likely to be beneficial to normalise the columns of ®(X) before applying STLS. It
may also be necessary to filter X and X if the data is contaminated with a significant
amount of noise.

A key limitation of SINDy is that it requires the state vector is represented in
a coordinate system that enables a sparse representation of the dynamics. More-
over, SINDy requires that the library of candidate functions is overcomplete, i.e.
it contains the correct sparse model. While prior knowledge of the system might
help inform the choice of coordinate system and library of candidate functions, these
things are otherwise difficult to determine. That being said, there is an extension
to SINDy that opens the door to the joint discovery of coordinates and governing
equations [82]. We discuss this in chapter 6. Indeed, the simple formulation of
SINDy as a regression problem has enabled the development of many extensions to
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the technique. A summary of these extensions can be found in [33]. Pertinent to
this thesis is the extension of SINDy to systems described by parametric partial dif-
ferential equations [83], i.e. partial differential equations (PDEs) with non-constant
coefficients. This extension relies on an intermediate extension of SINDy to systems
described by PDEs with constant coefficients [84,85], which we outline first. Before
doing so, we wish to note that excellent guidance for applying SINDy can be found
online [77-81], as can examples of applying SINDy, including code [86,87].

2.5.4 Partial differential equation functional identification
of non-linear dynamics (PDE-FIND)

Independently of each other, Rudy et al. [84] and Schaeffer [85] generalised the
library of candidate functions in SINDy to include partial derivatives and devel-
oped new algorithms to solve the ensuing sparse regression problem, enabling the
identification of PDEs with constant coefficients, i.e. models of the form

ou(z,t)
ot

where, for simplicity, we have only considered a single variable u(z,t) € R and a
single spatial dimension, represented by .

Below, we outline the technique developed by Rudy et al. [84], which is called
partial differential equation functional identification of non-linear dynamics (PDE-
FIND). In keeping with equation 2.157, we only consider a single variable.

Similarly to SINDy, in PDE-FIND, snapshots of the system, i.e. snapshots of
u(z,t), must be collected to form a linear system of equations. For a system in
which wu(z,t) is measured at n discrete grid points over m time steps, an example
linear system of equations is as follows:

= f(u, Uy, Uy, --.), (2.157)

u(xy,t1) 1 w(zy,ty)  wg(xg,ty) ... uzum(xl,tl)
ut(x?, t1) _ 1 u(xgz,tl) ux(x:g,tl) ) um(:xg,tl) " (2.158)
(T, tn) 1 u(xn, tm) ux(xn, tm) - uzum(‘xn, tm)

v ol0) ’

where U; a column vector containing first order time derivatives of u(x,t), ©(U)
is a library matrix comprising functions of spatial derivatives of u(z,t) and £ is a
(sparse) column vector of coefficients to be found. If the snapshots of u(z,t) are
clean, finite differences can be used to calculate the partial derivatives. Otherwise,
polynomial interpolation is an option.

In contrast to SINDy, a different approach to STLS is used to find a sparse solu-
tion to equation 2.158. A weakness of STLS is that it often fails to identify a sparse
solution when the columns of the library matrix are highly correlated. Augmenting
least squares with a regularising term can help avoid this issue. Therefore, Rudy et
al. [84] advocate using sequential threshold ridge regression (STRidge), i.e. STLS
with the least squares component replaced by ridge regression. In ridge regression,
lo-regularisation is used to penalise non-zero coefficients in the least-squares solution,
driving the values of some coefficients towards zero. There are two key hyperpa-
rameters associated with STRidge: the tolerance € and a tuning parameter A. The
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latter determines the strength of the regularisation. As with STLS, normalising the
columns of O(U) is likely to be beneficial when applying STRidge.

An intrinsic limitation of PDE-FIND is related to the challenge of accurately
calculating the numerical derivatives of the snapshots. For example, when the snap-
shots are noisy or low resolution, the task of accurately differentiating the data
using numerical methods becomes increasingly difficult. As with SINDy, another
limitation of PDE-FIND is that it requires the variable of interest to be measured
in a coordinate system that enables a sparse representation of the dynamics. PDE-
FIND is also limited by the requirement that the library of candidate functions is
overcomplete.

Examples of applying PDE-FIND, including code, can be found online [86-88].

2.5.5 Parametric PDE-FIND

After developing PDE-FIND, Rudy et al. [83] generalised the technique further by
incorporating the concept of group sparsity, enabling the identification of parametric
PDEs, i.e models of the from of equation 2.157 but with coefficients that depend on
time or space. The resulting technique is called parametric PDE-FIND.

The task at hand when applying parametric PDE-FIND is more complex than
before. Instead of calculating the correct value of each non-zero coefficient, the
correct value of each non-zero coefficient at each time step or grid point must be
calculated. A slightly different approach to the one taken in PDE-FIND is required.
We outline parametric PDE-FIND below [83].

To outline parametric PDE-FIND, we assume that the coefficients have a spatial
dependency. For a system in which u(z,t) is measured at n discrete grid points over
m time steps, the data measured at each grid point must be considered separately
to construct n linear systems of equations

Ut(j) — oUW, j=1,..n, (2.159)

where, for an example library based on the one in equation 2.158,

Uow(zy,t1)  ug(zj,t1) oo wluge(x),th)
. 1 wu(z;,t Uy (T4, oo g (x,t
oUY) = ( y 2) J 2) ( i ta) (2.160)
1 u<xj7tm) uac(xj7tm> s UZUxac(xj7tm>

Next, the n linear systems of equations need to be assembled into a single hierarchical
linear system of equations with a block diagonal structure

v oUWm) ¢
U®? oU® @)
N v g (2.161)
Ut(n) @(U(n) ) £m
—— ~~ S——
U, © 3

To identify a parametric PDE from this system of equations, a sparse solution
must be calculated such that each £€U) shares the same sparsity pattern - this concept
is called group sparsity. To achieve group sparsity, a modified version of STRidge
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called sequential grouped threshold ridge regression (SGTR) can be applied. SGTR
groups the columns in 2.161 according to the basis function they represent and
thresholds whole groups at a time. Mathematically, for n grid points and d candidate
monomial functions, the groups are defined by G = {j+d-i:i=0,...n—1:j =
1,...,d}. SGTR is outlined in algorithm 1, which we have reproduced from [83]
with permission from STAM. As the algorithm shows, the l5-norm of the n spatially
dependent values of each coefficient is measured. If the lo-norm is below a threshold
value, then the corresponding coefficient is set to zero at all grid points. Once the
active terms, i.e. the terms with non-zero coefficients, in the equation have been
identified, an unbiased estimate of the coefficient values at each spatial point is
obtained using least squares. Since SGTR evaluates the importance of terms that
appear in the PDE based on the lo-norm of their parametric coefficients, differences
in the scale of the functions in the library must be taken into account. For this
reason, each Ut(J ) and column of © must be normalised before SGTR is applied.

Algorithm 1 SGTR(A,b,G A e,maxit, f(x) = ||x]]2)

# Solves x ~ A™'b with sparsity imposed on groups ¢ in G
# Initialise coefficients with ridge regression
X = arg miny||b — Aw|[2 + \||w]|3
# Threshold groups with small f and repeat
for iter = 1, ...,maxit:
# Remove groups with sufficiently small f(x9))
G={9€G: f(x9)>¢}
# Refit x for groups ¢ in G (note this sets x\9 =0 for g ¢ G)
x = arg min ||b = 3 . AW |3+ A||lwl[3
# Get unbiased estimates of coefficients after finding sparsity
x9 = arg min o [[b - 4 AW w92

There are four hyperparameters associated with SGTR: the tuning parameter,
A; the tolerance, €; the maximum number of iterations, maxit; and the relevance
function, f(x). The choice of these hyperparameters will affect the output of the
SGTR algorithm, giving rise to the problem of model selection. To select the optimal
model from a collection that have been configured with different hyperparameters,
Rudy et al. suggest evaluating each model on a hold-out test data set using the
following loss function:

L) =N (M 4 y> 42k, (2.162)

where NN is the number of rows in O, k is the number of non-zero coefficients and v
is a small floor term to avoid overfitting.

When it comes to finding suitable values of the hyperparameters, A\, ¢ and maxit
lend themselves to either a grid or random search. In the case of €, an exhaustive
range of values to search between can be defined using

Ema (min) = Max (min) [|£5,. /|2, (2.163)
9g€eg

where &g denotes the ridge regression solution to the normalised version of the
linear system of equations in equation 2.161. By definition, €, is the minimum
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tolerance that has any effect on the sparsity of the PDE and €,,,, is the minimum
tolerance that guarantees all terms to be equal to zero. The choice of f(x) could
be informed by expected or desired attributes of the coefficients. For example, one
might expect the coefficients of the terms in a PDE describing a physical system to
have a certain level of smoothness. Setting f(x) = ||x||2 as in algorithm 1 is a good
starting point.

A limitation of parametric PDE-FIND is that it does not yield an equation for
the temporal or spatial dependency of the coefficients. Other limitations of the
technique are the same as those that affect PDE-FIND.

Examples of applying PDE-FIND, including code, can be found online [89].

2.6 Summary

In this chapter, we outlined the key theories and techniques in relation to the work
in this thesis. We considered the following:

e The phase behaviour of polymer blends, including the free energy of mixing,
the Flory-Huggins theory, free energy curves and phase diagrams

e Mechanisms of phase separation and dissolution in polymer blends, focussing
on spinodal decomposition and dissolution through the lens of the CHC and
CHC-FHAG theories

e Small-angle scattering, including the relationship between the scattering inten-
sity and the structure factor, the difficulty of deriving an equation of motion
for the structure factor, the approximate linear CHC-FHdAG and Akcasu equa-
tions of motion for the structure factor, and the random phase approximation

e The field of system identification, including DMD, SINDy and parametric
PDE-FIND
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Chapter 3

Generating time series of synthetic
structure factor snapshots

3.1 Introduction

We used three time series of synthetic structure factor snapshots to obtain the results
in chapters 4, 5 and 6. In this chapter, we detail how we generated the time series.
We include a discussion of how we determined suitable values of the discretisation
parameters, Az and A7, upon which the generation of credible time series hinges.
The aim of this chapter is to provide context for our results and support their
credibility.

3.2 Overview and key equations

An overview of the method we used to generate each time series of synthetic structure
factor snapshots is as follows:

e We simulated polymeric spinodal decomposition or dissolution using a finite
difference scheme, namely a non-dimensionalised and discretised version of the
CHC-FHAG equation (equation 2.62).

e During the simulations, we calculated snapshots of the power spectrum using
a modified version of equation 2.93.

e After running several repeat simulations, we calculated snapshots of the struc-
ture factor by applying a modified version of equation 2.94 to the power spec-
trum snapshots we accumulated.

There are three key equations: the finite difference scheme and the equations we
used to calculate the snapshots of the power spectrum and the structure factor. We
present these equations below. In the interest of orderliness, we defer the derivations
of the equations to appendix A.

Finite difference scheme

To simulate polymeric spinodal decomposition and dissolution, we applied the fol-
lowing finite difference scheme - a non-dimensionalised and discretised version of
equation 2.62 - to a simple cubic lattice with periodic boundary conditions:
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where m denotes the number of dimensionless time steps, A7 is the duration of
a dimensionless time step, 7,k and [ denote the coordinates of each lattice site,
Az is the dimensionless length of each lattice site, >~ and [],, are short-hand
operators, and 71,72 and 73 are dimensionless Gaussian random variables. The
shorthand operators are defined as

Z fika = fiviwr + fioiwr + fipera + fin—ri + fjpin + firaor —6f5r0  (3.22)

Hfa,k’l j+1kz+f] 1kl+f]k:+1l+fjk 1l+f]kl+1+fgkzl 1= (3.2b)

2(fimrnafioies + Fiksrafin—10+ fikir fini—1)-

The first and second moments of the Gaussian random variables are given by

’ AT
< nmj,k,lnm;j’,k’,l’ >= A 671 n/(Sj g’ék k/(sl l’5m m’ (33b)

The dimensionless variables we used to obtain equation 3.1 are as follows:

_ =l
— 3.4
2 (3.42)
2M T 2
(OO
0'2U
E(w,7) = - §(r,t). (3.4¢)

2MkBT|X Xs|2

These dimensionless variables are inspired by those in [53]. They relate to the
fastest growing wavelength and its growth rate during the early stage of spinodal
decomposition.

In the context of lattice sites in the top row of a cubic lattice, periodic bound-
ary conditions mean that the nearest neighbours in the vertical direction are the
corresponding lattice sites in the bottom row. The nearest neighbours to the left of
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lattice sites in the left-most row, to the right of lattice sites in the right-most row,
and below lattice sites in the bottom row follow analogously.
For later reference, we denote the total number of time steps in a simulation as

Mmax-

Snapshots of the power spectrum

To calculate snapshots of the power spectrum during the simulations, we used

Ng—1 Ns—1 Ng—1 Ng—1 Ns—1 Ng—1
- s s S 5 2m (a]—O—bk (5¢ ?\;m aj’+bk')
n;d_ ¢,jkle n]’k’ ress R?
j=0 k=0 1[=0 j'=0 k'=0 U=

(3.5)
where n allows one to distinguish between repeat simulations, N, is the number of
lattice sites in each dimension of the cubic simulation lattice, a and b are integers in
the range # <ab< %, and < ... > denotes a radial average. The radial
average can be written explicitly as

Za,b s.t. round(va2+b2)=d favb
)
Za,b s.t. round(va2+b2)=d 1

< Jap >Rr= fo = (3.6)

where d is an integer in the range 0 < d < %

Snapshots of the structure factor

After implementing N, repeat simulations, we calculated snapshots of the structure
factor using

N,
am 1 - DM
Sm = W;PM. (3.7)

Throughout the remainder of the thesis, we express snapshots of 5’&” as S (k, 1),
where k = Nf N = mA7. The symbol k denotes the magnitude of the
dimensionless scattering vector, i.e. k = |k]|.

We note that equations 3.5 and 3.7 are non-dimensional and discrete, consistent
with equation 3.1. The non-dimensionalisation was performed using equation 3.4a
and the dimensionless variables below:

o

= ——q (3.8a)
|X - XS|2

S(k,7) = wg(q, ). (3.8b)

3.3 Parameter values and initial conditions

Out of the three time series we used to obtain our results, we generated one by
simulating dissolution and two by simulating spinodal decomposition. The only
parameters we altered between simulations were ¢y and y. It follows that each
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time series corresponds to a unique combination of ¢q and x values. For ease of
reference, we devised a name for each time series based on these values - see table
3.1. There are two values of x listed for the dissolution time series because of how
we generated the initial composition when simulating dissolution - we discuss this
below. We implemented five repeat simulations (N, = 5) for each combination of
¢o and x values. During the simulations, we calculated snapshots of the power
spectrum after the first and every 400" time step, i.e. when m = 1,400, 800, 1200,
etc. The values of the other parameters we used in the simulations were Az = 0.25,

AT =6.25x 1075, Ny = 257, Muyax = 8 X 10°, N = 2700, and ¢ = /2003, where the

factor of v/20 is the square root of the characteristic ratio, Cs, = 02/ v§ . In the case
of the dissolution and the critical shallow time series, the value of x, corresponding
to N = 2700 is xs = 0.000741, while in the case of the off-critical deep time series,
it is xs = 0.000814. We based the values of N and x on those used in [90-92]. The
value of C, corresponds to a relatively stiff polymer [93] - we found using larger
values of Cy, increased the stability of the simulations. We used trial and error to
determine suitable values of Ax and A7, i.e. values of Ax and A7 that can be
used in the simulations to generate time series that are independent of these values.
Further details on this are provided in section 3.6. To put Az = 0.25 into context,
table 3.2 contains the value of Ar/R, corresponding to each time series, where Ar
is the dimensional equivalent of Az (see equation 3.4a). The ratio Ar/R, relates
the size of a lattice site to the size of the polymers.

Time series name H ®o X
Dissolution 0.5 0.000765 — 0.000716
Critical shallow (spinodal decomposition) || 0.5 0.000765
Off-critical deep (spinodal decomposition) | 0.35 0.000937

Table 3.1: The values of ¢y and x corresponding to each time series we generated.
The terms ‘shallow’ and ‘deep’ refer to the relative quench depth (y— ;) represented
by the value of .

Time series name | Ar/R,
Dissolution 241
Critical shallow (spinodal decomposition) || 2.41
Off-critical deep (spinodal decomposition) 1.06

Table 3.2: The value of Ar/R, corresponding to each time series we generated.

In the simulations of critical shallow and off-critical deep spinodal decomposi-
tion, we set the initial composition at each lattice site equal to the corresponding
value of ¢y. After the first time step, the Gaussian random variable term in equa-
tion 3.1 introduced random fluctuations into the composition, initiating spinodal
decomposition. In the simulations of dissolution, we generated the initial composi-
tion, i.e. the composition at the time dissolution is initiated, by simulating spinodal
decomposition with ¢y = 0.5 and y = 0.000765 for the first 1.6 x 10° time steps. We
then initiated dissolution by making a step change to x = 0.000716. The functions
of |[x — xs| in equation 3.1 are a result of the non-dimensionalisation. To avoid

29



the scaling between the dimensionless and real variables changing between the two
stages of the dissolution simulations, we chose the initial and final values of x such
that 0.000765 — xs| = [xs — 0.000716].

3.4 Implementing the simulations

We implemented the simulations in Julia [94]. To keep the computation time to a
minimum, we made use of the CUDA.jl package [95]. This allowed us to implement
equation 3.1 on a graphics processing unit (GPU), which we accessed on the Uni-
versity of Sheffield’s high-performance computer, Stanage. The code we developed
to implement the simulations is available on GitHub [96]. Text files from which the
time series can be calculated using equation 3.7 are also located there.

3.5 Conforming with the small-k limit

As we have already mentioned, equation 3.1 is non-dimensionalised and discretised
version of equation 2.62. Since equation 2.62 is only valid in the small-¢ limit (see
sections 2.4.8 and 2.4.9), it follows that equation 3.1 is only valid in the correspond-
ing small-k limit. The small-k limit is somewhat ambiguously defined as kr, << 1,
where 7, is the dimensionless radius of gyration. To determine whether to truncate
the snapshots of the synthetic structure factor we generated to conform with the
small-k limit when obtaining our results, we attempted to quantify the small-k limit.

We determined inequalities that specify the small-k limit corresponding to each
time series. We then compared these inequalities with the k-values associated with
the constituent snapshots. In the case of the dissolution and critical-shallow time
series, we determined the small-k limit corresponds to k < 5, and in the case of
the off-critical deep time series, we determined k < 3. We outline the calculations
we performed to determine these inequalities in appendix A. Given that we used
N, =257 and Ax = 0.25 in the simulations, each snapshot of the synthetic structure
factor we generated consists of 129 values, with the 129'" value corresponding to
k a~ 12.5. Therefore, we concluded that truncating the snapshots is necessary to
conform with the small-k limit.

3.6 Choosing suitable values of Ax and A7 to use
in the simulations

3.6.1 Background

When using finite difference simulations to generate data, one must be careful in the
selection of Az and AT values [53,56,97]. A guiding principle for choosing a suitable
value of Az is that it needs to be much less than the smallest physical length scale
modelled in the system. The value of Az places an upper limit on the value of Ar.
In general, one can be confident they have used small enough values of Ax and A7
when the data generated by a simulation is independent of these values, i.e. it does
not change when smaller values are used.
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3.6.2 Methodology

We used trial and error to choose the values of Ax and At listed in section 3.3.
To facilitate this, we generated different versions of the dissolution, critical shallow,
and off-critical deep time series using several combinations of Az, A7, Ny and My ax.
For each ‘type’ of time series, i.e. dissolution, critical shallow, and off-critical deep,
we compared the time evolution of the synthetic structure factor snapshots corre-
sponding to each combination of Az, A7, Ny and m... We looked for consistent
overlap between snapshots to determine which values of Ax and A7 could be used
to generate time series that are independent of these values. The specific combina-
tions of Ax, A7, N, and my., we investigated are listed in table 3.3. We chose the
values of Ny and my., to fix the size of the system and dimensionless timespan of
the simulations, respectively.

Label Az AT N, Mimax

A 1 1x1073 65 5 x 10
B 0.5 25x107* 129 2x10°
C 025 625x107° 257 8x10°
D 025 3.125x107° 257 1.6 x 10°
E 0.2 4%x107° 321 1.25 x 108

Table 3.3: The combinations of discretisation parameters we used to search for
suitable values of Az and A7 to use in the simulations. The labels are provided to
make the table easier to refer to.

3.6.3 Results

First, we focus on the different versions of the dissolution time series. Figure 3.1
compares the time evolution of the synthetic dissolution structure factor snapshots
corresponding to each combination of Az, A7, Ny and my.y listed in table 3.3. For
ease of reference, we use the labels in table 3.3 to distinguish between the different
versions of the time series. The snapshots corresponding to B, C, D and E overlap
at each value of 7. For 7 < 20, there are discrepancies between these snapshots and
the snapshots corresponding to A. These observations suggest that the versions of
the dissolution time series corresponding to B, C, D and E are independent of the
corresponding values of Az and A7, while the version corresponding to A is not.

We mention in passing that dissolution provides a straightforward opportunity to
verify that we derived and coded equations 3.1, 3.5 and 3.7 correctly. The synthetic
structure factor snapshots should approach the curve given by equation 2.106, i.e.
de Gennes’ equation for the static structure factor, or, more specifically, a version of
equation 2.106 that has been non-dimensionalised consistently with equations 3.1,
3.5 and 3.7. In figure 3.1f, the non-dimensionalised static structure factor is plotted
alongside the synthetic structure factor snapshots. The static structure factor curve
overlaps with the synthetic structure factor snapshots. This observation would be
unlikely if we made a mistake in deriving or coding any of equations 3.1, 3.5 and 3.7,
therefore it indicates no mistakes were made. For 7 > 15, the synthetic structure
factor snapshots exhibit fluctuations. We believe this effect stems from the Gaussian
random variable term in equation 3.1.

61



7 =10.25 9 x1073 7 = 10.75

0.06 T T T T T T
— AAr=1LAr=1x1073
———B: Az =05Ar=25x10"* 1
0.05 L C: Az =0.25,A7 = 6.25 x 107 | ]
———D: Az =0.25, A7 = 3.125 x 107° i
E: Az =0.2,Ar =4x107
0.04 - B 4
- |
G 0.03 + B
I8 1
0.02 - B 4
0.01 F / \\ J
0 L K — L L
0 1 2 3 4 5 3 4 5
k k
(a) (b)
%107 T=11 =15

—
=
=
=
wn
2
1
0
7
6 &
25, At = 3.12
- ——E: Az =02,Ar=4x107°
B = Static structure factor
—~ 4
=
=
=
1 3

Figure 3.1: A comparison between snapshots of the synthetic structure factor gen-
erated using different combinations of Az, A7, N, and my., in the simulations of
dissolution. In panel (f), a non-dimensionalised version of de Gennes’ equation for
the static structure factor (equation 2.106) is plotted. In the simulations of dissolu-
tion, dissolution was initiated at 7 = 10. The data in the figure corresponds to times
that lag behind the onset of dissolution by 0.25, 2, 4, 8, 16 and 32 dimensionless
time units, respectively.
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We now focus on the different versions of the critical shallow time series. Figure
3.2 compares the time evolution of the synthetic critical shallow structure factor
snapshots corresponding to each combination of Az, A7, Ny and my., listed in
table 3.3. Again, we use the labels in table 3.3 to distinguish between the different
versions of the time series. The snapshots corresponding to C, D and E overlap at
each value of 7. For 7 < 5, there are discrepancies between these snapshots and
the snapshots corresponding to B, and, for all values of 7, there are discrepancies
between these snapshots and the snapshots corresponding to A. These observations
suggest that the versions of the critical shallow time series corresponding to C, D
and E are independent of the corresponding values of Ax and A7, while the versions
corresponding to A and B are not. We obtained similar findings for the different
versions of the off-critical deep time series.

To conclude, we found the following combinations of Az and A7 values can be
used to generate versions of the dissolution, critical shallow and off-critical deep
time series that are independent of these values: Ax = 0.25 & A7 = 6.25 x 107°
(C), Az =0.25 & AT =3.125 x 107° (D) and Az = 0.2 & AT =4 x 107° (E).

3.7 Summary

In this chapter, we detailed how we generated the time series of synthetic structure
factor snapshots we used to obtain our results. We provided the following;:

e An overview of the method we used to generate each time series.

The key equations on which the method is based.

The parameter values and initial conditions we used in the method.

A link to the code we developed to implement the bulk of the method.

An explanation as to how we conformed with the small-k limit.

A discussion of how we determined suitable values of Az and A7 to use in the
simulations.

In appendix A, we outline the derivations of the key equations and the calculations
we performed to determine the small-k limit inequalities.
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Figure 3.2: A comparison between snapshots of the synthetic structure factor gen-
erated using different combinations of Az, A7, Ny and my,., in the simulations of
critical shallow spinodal decomposition.
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Chapter 4

Testing the Akcasu equation for
the time evolution of the structure
factor during polymeric spinodal
decomposition and dissolution

4.1 Introduction

In sections 2.4.6 and 2.4.7, we introduced two equations for modelling the time
evolution of the structure factor during polymeric spinodal decomposition and dis-
solution: the linear CHC-FHdAG equation (equation 2.104) and the Akcasu equation
(equation 2.108). Since its development, the linear CHC-FHAG equation has been
widely adopted to analyse scattering data [2, 10, 27-29]. However, while it has
certainly proved useful, it is only valid under restrictive conditions and assump-
tions [8,26,30]. This situation motivated Akcasu et al. to develop their equation
of motion, which is non-linear [19,31,32]. The Akcasu equation is an approximate
one. Including non-linear terms in the equation of motion for the structure factor
causes it to become unclosed [17-19]. Therefore, the ‘full’ equation of motion is an
intractable hierarchy of coupled differential equations, and a truncation scheme is
required to solve it.

In contrast to the linear CHC-FHAG equation, the Akcasu equation has not
been widely adopted to analyse scattering data. We believe this is because of insuf-
ficient testing. There has been no reported comparison between the predictions of
the Akcasu equation and numerical or experimental scattering data in the case of
spinodal decomposition. In the case of dissolution, a comparison with experimental
data was performed by Akcasu et al. [31]. The comparison revealed a quantitative
discrepancy between theory and experiment, which worsened as the dissolution time
increased. Akcasu et al. used best-guess values of the molecular and thermodynamic
parameters to solve their equation since some of the parameters are hard to mea-
sure. It is unclear whether the Akcasu equation failed as a result of the equation
being inadequate or incorrect parameter values being used. In this chapter, we shed
light on this question by comparing the numerical solution to the Akcasu equation
applied to dissolution with synthetic structure factor snapshots from the dissolution
time series. We also test the Akcasu equation applied to spinodal decomposition
using synthetic structure factor snapshots from the critical shallow time series.
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4.2 Derivation of the Akcasu equation

To the best of our knowledge, the derivation of the Akcasu equation has not been
published in its entirety. In this section, we reproduce the derivation as detailed
in [19,31,32], including additional details where appropriate.

The starting point of the derivation is the CHC-FHAG equation (equation 2.62).
Upon writing ¢(r,t) = ¢o + do(r, t), performing a power series expansion up to and
including third order non-linearities, and gathering terms, we obtain

D5¢(r,t)  MkpT _,7 1 1
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2,
G ) G )
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0‘2 —1 1 0'2 2 2
- 55V (52 + = amp) ~ 36V (G + =)
+&(rt). (4.1)

As in the linear theory, to derive an equation of motion for the structure fac-
tor, we must map equation 4.1 into Fourier space. Before doing this, it is con-
venient to express equation 4.1 in terms of the Fourier components of Jo(r) =
# [ d*qe"5¢(q) [51]. After simplifying, we obtain
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Next, mapping equation 4.2 into Fourier space, making use of the result
J dPr e 9™ = (21)25(3° . q;) [51], and simplifying, yields
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From equation 4.3, the following vertex functions can be defined

1 /-1 1 o? (1 1
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The vertex functions capture the coupling between composition fluctuations with
different wavevectors, i.e. the coupling between different fluctuation modes. As
it stands, I'y and I's are incomplete. The vertex function I'y should capture the
coupling between pairs of fluctuations modes with wavevectors that add up to q. As
such, I'y must be a symmetric function of g; and g,. Similarly, the vertex function I's
should capture the coupling between triplets of fluctuations modes with wavevectors
that add up to g. As such, I's must be a symmetric function of q;, g2 and g3. The
complete vertex functions are the average over all possible permutational pairs of
the relevant wavevectors. For example, in the case of ['s:

1 /-1 1
[y (g1, q2) = (2% TiErAE >
+0—2<__1+;>[2+ 2_|_l( ] n ‘ )] (4'5)
36\ g8 | (1 gp2/ DT RT 2T d Ul

Setting ¢ = q1 + @2 and making the substitution q; - g2 + g2 - q1 = ¢* — ¢* — 2 yields
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_1 1 o2 /1 1 ) 2 2
N2 o1 60)? >+5<¢_g+m>[q + 2+ ¢l (4.6)

Similarly, in the case of I'3(q, g1, g2, q3), we obtain

1
FQ(qv qi, q2) (

1,1 1
[3(q, q1,92,q3) = <3¢0 3(1 _¢0)3>

+—02<1+—1 )g*+ a3 + 3 + a3
3 q q q ds]-
108\ g2 (1 — ¢)3 bR

In terms of these complete, symmetric vertex functions, equation 4.3 becomes

ddo(q,t)
ot

(4.7)

R(q)d¢(q)

Mk: Tq?
v ( gwq /dgql/d3Q2 (@ — a1 — q2)00(q1)06(q2)I2(q, 41, q2)

MkT
mali L /d3Q1/dSQ2/dQ3
110271'

0@ —q1 — g2 — q3)09(q1)09(q2)66(g3)T'3(q, q1, G2, 3)

+&(q,t), s
4.8

where we identified the coefficient of d¢(q) as the amplification factor, R(q) (see
equation 2.66). Substituting equation 4.8 and its complex conjugate into equation
2.95 yields the following equation of motion for the structure factor

05((;”5) _ 2[R(q)5(qat>

Mk:BTq 3 / 3
UOV om)3 /d q [ d°q
0(g —aq1 — q2) < 9(q1)69(q2)60(—q) > T'2(q, q1, q2)
MkBTq 3 3 / 3
U()V27T /dCI1/dCI2 d°qs
5(‘1 —q1— Qg2 — Q3) < 5¢(Q1)5¢(Q2)5¢(Q3)5¢(—Q) > Fs(% qi, 492, Q3)

+ 3 < 6@, 1000(~a) >+ < E(~q.1)50(a) >

(4.9)

Equation 4.9 is not closed, as discussed in section 2.4.5. Calculating the time
evolution of the structure factor using equation 4.9 would require us to solve an
infinite hierarchy of coupled differential equations. To obtain a tractable equation
of motion for the structure factor, Akcasu et al. approximated the composition
fluctuations in Fourier space as a Gaussian process with zero mean. Making use of
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Isserlis’ theorem [98], the third-order correlation function can then be set equal to
zero and the fourth-order correlation function can be written in terms of the second-
order correlation function, i.e. S(q,t). Specifically, making use of the permutational
symmetry of the integrals in equation 4.9:

< 00(q1)0d(g2)0¢(—q) >=0 (4.10a)
< 06(a1)06(q2)06(q3)06(—q) >= 3(27)"S(q, t)S(q2,1)0(q — q1)3(q2 +gs). (4.10b)
Substituting equations 4.10a and 4.10b into equation 4.9 yields

0S(q,t
9.1 _ 5[ tg)s(a.n
2
- 35(a,1)MksTq /dSCh / dg(]z / d3Q3
vV (4.11)
6(g — a1 — g2 — g3)S(q2,t)0(q — q1)0(q2 + q3)1'3(q, g1, @2, %)]
1
+ VC(Q)
Upon integrating, making use of the result §(0) = # [ dPrem? = #, we obtain
9S(q, 1) 3MkpTq? / . 1
=2 - B2 r — 4.12
o = 2R@S@n[i- g5t [ @ Ty(a.a)S(@ 0]+ Cla), (112)

2

_1(1 1 o2 (1 1 2 2 :
where I'3(q, @2) = N(% + m) + 55 <¢_3 + m) (2¢* + 2¢3). Equation 4.12
can be written more compactly as

0S(q,t 1
O51) _ 5 R(g)S(a. 001 + Z(a.0)] + 5Cla). (4.13)
where we have made use of the fact that that polymer blends are, in general, isotropic
by writing S(q,t) as S(¢,t). The product R(q)[1 + Z(q,t)] can be thought of as a
modified amplification factor.
To determine C'(q), we consider the ¢ — oo limit of equation 4.13, requiring that

S(q,t) = Seq(q), hence

C(q) = =2V R(q)Seq(q)[1 + Zeq(q)], (4.14)

which allows us to calculate C(q) in terms of S.q(¢q) consistently with the closure
approximations. The equilibrium structure factor must be specified by independent
calculations. At this point in the derivation, we must specialise to either dissolution
or spinodal decomposition.

4.2.1 Dissolution

In dissolution, Seq(g) can be set equal to de Gennes’ random phase approximation for
the static structure factor. In the small-g limit, this is given by equation 2.106. With
an equation for Seq(q), we can proceed with the calculation of Z.,(¢) to complete
the specification of the noise term. We start with the equation for Z(q,t), which, in
full, is given by
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—~MkgTq? ( 1 1 )

201 = Gy aig g T 1= P

1 0% 5 o .
{<N+ 13 >/d 42 S(C_I2,t)+E/d 0@ ¢ S(qg,t)}.

Writing the integrals in terms of spherical polar coordinates and simplifying yields

(4.15)

—M]CBTC]Q( 1 1 >

T 2mnR(g) \&) | (1— ao)?
2

1 o Geut o2 [deut
d ) t — d 4g t }
{<N+ 18)/0 © 12 (Q2v)+18/0 G2 G2 S(q2,1) ¢

where the upper limit g., is introduced to ensure the integral is convergent at
all times. The physical significance of ¢, is that only fluctuation modes with
wavenumbers between 0 and ¢., are coupled together. Akcasu et al. advocate
setting qeut =~ q., where ¢, is the inverse correlation length

_ \/36(X5 — x)(¢o(1 — ¢o))
qC - 0_2
The inverse correlation length is defined by expressing equation 2.106 in the form
Seq(q) = %. Akcasu et al. introduced the parameter @ = %t as a measure
of the range of mode coupling. This is treated as an adjustable parameter in the
theory. Rewriting the integrals in equation 4.16 in terms of § = i yields

Z(q,t)
(4.16)

. (4.17)

—~MkEpT¢*q 1 1 1
260 = SR (6t A ap) i
{(+55) [ 0@ s+ 5% [ ats@an)
N 18 /), ’ 18/, e
In the limit ¢ — oo, replacing S(q,t) with Seq(q), we obtain
Zugla) = e P00 (L LYoy, — 2
2R(g) \6 | (1= 6] 1)
[(&+ @) / dgz 3 (1+33) " + ﬁ/ A, i (1+3) ' }.
N 18/ ), 18 Jo
Upon evaluating the integrals, we arrive at
Zuala) = o0 (L LYoy, — 2
2m2R(q) \¢j (1 — ¢o)? (4.20)

{(% + %Eq:) (a —tan"'(a)) + %gz (%ag —a+ tan’l(a)) }

Substituting equations 2.66, 2.106 and 4.20 into equation 4.14, the noise term in the
case of dissolution is given by

Clg) =2MEsTV (1 + q;;’z? (d)ig + m) (6 =02 (1+ (f)Z) B
2.2

{ (% + %) (o — tan"'(a)) + Ul_é]c (%ag’ —a+ tan’l(a)> }] )
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where we made use of equation 2.105.

Putting everything together, the Akcasu equation applied to dissolution is given
by equation 4.13, where R(q) is given by equation 2.66, Z(q,t) is given by equation
4.18, and C(q) is given by equation 4.21.

The linear CHC-FHdG equation applied to dissolution is recovered from the
Akcasu equation when we set Z(q,t) = Zeq(q) = 0.

4.2.2 Small temperature jump spinodal decomposition

In the case of spinodal decomposition, Akcasu et al. argued that the static structure
factor at the final temperature is unknown [99,100], meaning equation 4.14 cannot
be applied. They suggested a workaround for this in the case of small changes in
X, i-e. small temperature jumps. Namely, assuming we know the value of x in the
one-phase region before the initiation of spinodal decomposition, denoted y;, we
could make the approximation C(q, xr) = C(q, x;), where x is the value of x inside
the spinodal.

Since x = Xf > X, in spinodal decomposition, we must define the inverse cor-
relation length in a different way to equation 4.17. Following Akcasu et al., we
define

ho \/36<x x)(00(1 = o)), (4.22)
o

Putting everything together, the Akcasu equation applied to spinodal decompo-
sition under the assumption of a small temperature jump is given by equation 4.13,
where R(q) is given by equation 2.66 with x = x¢, Z(q,t) is given by equation 4.18
with ¢. = ¢.2 and x = xy, and C(q) is given by equation 4.21 with x = x;.

The linear CHC-FHAG equation applied to spinodal decomposition is recovered
from the Akcasu equation when we set Z(q,t) = Zoq(q) = 0.

4.2.3 General spinodal decomposition

Contrary to Akcasu et al., we argue that, in the case of spinodal decomposition,
the static structure factor is known at the final temperature. The equilibrium state
consists of two coexisting phases with compositions given by the coexistence curve
[6,101]. This situation is shown on a phase diagram in figure 4.1. The coexisting
phases are stable, hence the random phase approximation for the static structure
factor can be applied to each phase and the overall static structure factor is the
average of the two:

1

~(Sea(@: dar) + Seq(q: dar))- (4.23)

Seq(Q) = 2

We have assumed that the contribution of the interface to the scattering is negligible
in a fully phase-separated system. Making use of equation 2.106, we obtain

0.2

Sea(q) = v0 | 20¢; =) + g (M)qﬂ 7 (4.24)

2
NG (A=dp) o . .
at the coexistence compositions. In line with equation 4.17, we define the inverse

where ), = is the value of the interaction parameter on the spinodal

71



correlation length as

, \/36(x; — X) (01— o)) (4.25)

q:
(& 0_2

Putting everything together, the Akcasu equation applied to general spinodal
decomposition is given by equation 4.13, where R(q) is given by equation 2.66,
Z(q,t) is given by equation 4.18 with ¢. = ¢/ and x,; = X%, and

C(q) =2MkgTV ¢

[((xs —x) + %<¢0(11_ %))qQ) ((X’s —-x) + %(M)ﬁ)_l
e Gt )00+ (7))

{(% + 012;2> (a — tan" (o)) + iq’i (la?’ —a+ tan_l(a)) }] ,

18 \3
(4.26)

which follows from substituting R(q), Seq(¢) (equation 4.24) and the corresponding
equation for Z.,(q), i.e. equation 4.20 with ¢. = ¢/, and x, = X/, into equation 4.14.

The linear CHC-FHAG equation applied to spinodal decomposition is not recov-
ered from the Akcasu equation when we set Z(q,t) = Zeq(q) = 0. We refer to the

resulting linear equation as the linear Akcasu equation applied to general spinodal
decomposition.

T T

Coexistence curve
Spinodal

/

0 bu 05
¢

Figure 4.1: A phase diagram illustrating the evolution of the average composition
of a critical, binary, symmetric polymer blend during spinodal decomposition. The
black dot denotes the state of the blend at the start of spinodal decomposition. The

compositions ¢4 and ¢4~ define the equilibrium state of the blend and, therefore,
the limit of phase separation.
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4.3 Methodology

To test the Akcasu equation applied to dissolution, we compared its numerical solu-
tion with synthetic structure factor snapshots from the dissolution time series and
the numerical solution to the linear CHC-FHAG equation applied to dissolution. To
test the Akcasu equation applied to spinodal decomposition under the assumption
of a small temperature jump, we compared its numerical solution with synthetic
structure factor snapshots from the critical shallow time series and the numerical
solution to the linear CHC-FHdAG equation applied to spinodal decomposition. Fi-
nally, to test the Akcasu equation applied to general spinodal decomposition, we
compared its numerical solution with synthetic structure factor snapshots from the
critical shallow time series and the numerical solution to the linear Akcasu equation
applied to general spinodal decomposition.

4.3.1 Dimensionless equations

In order to compare their numerical solutions with the synthetic structure factor
snapshots, we substituted the dimensionless variables in equations 3.4b, 3.8a and
3.8b into the aforementioned equations.

Dissolution

The dimensionless Akcasu equation applied to dissolution is given by

% = r(k)S(k, 7)1 + Z(k, 7)] + C(k), (4.27)
where
_ _2k2 |X — Xs’kQ
T(k) = |X_—X8’ ((Xs - X) + m) (4.28&)
K2 1 1
27 =z = )

1 _ keut - _ Keut B
{(5+ =l Xs|k2) / k28, ) + X=Xl - 8X5| / Ak (1, 7) |
0 0

N 18
(4.28b)

CK) :W;—W 1
Vo 1 1 X — xslK? !
872 (xs — X)? <¢3 " (1- ¢o)3> (1 " 36(xs — X)o(1 — ¢o))

{ (% + —|X 18X5|k2> (a — tan™"(a)) + % (%a?’ —a+ tan_l(a)> H )
(4.28¢)

The upper limit in the integrals is given by k.., = ak., where k. is related to ¢. via
equation 3.8a.

In the dimensionless linear CHC-FHAG equation applied to dissolution, r(k) is
given by equation 4.28a, Z(k,7) = 0 and C'(k) is given by equation 4.28¢c but with
the second term, i.e. the term after the plus sign inside the square brackets, set
equal to zero.
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Small temperature jump spinodal decomposition

In the dimensionless Akcasu equation applied to spinodal decomposition under the
assumption of a small temperature jump, r(k), Z(k,7) and C(k) are given by

r(k) = %k;' (0 = xp) + ?&Jl—%) (4.292)
Z(k, ) =27T2|X__k;|r(k) <¢i€; + m>
{(% L X I8X8|k2) /0 S ) + X 18’(5' /0 " S o)
(4.29b)
C (k) :W;—W [1
s (3 ) O s a=a) |

{(% + —lX I8X8|k2) (o — tan"'(a)) + %gf <%a3 — o+ tan’l(a)) }] )
(4.29¢)

The upper limit in the integrals is given by ke = ak. 2, where k.o is related to ¢,
via equation 3.8a.

In the dimensionless linear CHC-FHdAG equation applied to spinodal decompo-
sition, r(k) is given by equation 4.29a, Z(k,7) = 0 and C(k) is given by equation
4.29c but with the second term set equal to zero.

General spinodal decomposition
In the dimensionless Akcasu equation applied to general spinodal decomposition,
r(k), Z(k,7) and C(k) are given by
_2k2 |X B Xs‘kQ
r() — (O =)+ 22 4.30a
(k) X — X ( ) 36¢0(1 — ¢o) ( )

—k2 (l i 1 >
2m2|x = Xslr(k) \g§ (1 — ¢o)?

1 IX = Xl 2 /kcut 25 X — Xl /kcllt 4G
St S CIEN dkk2S (K, ) + XXl dick S (k
{<N+ 18 ) ; r)+55— | ( ’(T>} )
4.30

_tolx — [ o=l y =l
C(k) _T[((Xs —Xx) + m) ((Xs —X)+ 3600 (1 — qu/))

Z(k, 1) =

wge (1 1 X — X[k -1
TS0 — X <¢% - ¢o>3> (1+ 36(x, — )b (1 — ¢A/>)
2 12

{(% + %H) (o — tan(a)) + Ul—gc (%ag —a+ tan_l(a)) H .
(4.30¢)
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The upper limit in the integrals is given by ke, = ak’, where k!, is related to ¢, via
equation 3.8a.

In the dimensionless linear Akcasu equation applied to general spinodal decom-
position, r(k) is given by equation 4.30a, Z(k,7) = 0 and C'(k) is given by equation
4.30c but with the second term set equal to zero.

4.3.2 Solving the dimensionless equations

To calculate the numerical solutions to the dimensionless equations, we made ap-
proximations consistent with those used to solve equation A.2. Namely, we approxi-
mated continuous time as a series of discrete time steps of duration A7 and the con-
tinuous wavenumber as k = NQXI d, where d is an integer in the range 0 < d < %
We approximated the time derivative as a forward finite difference scheme and cal-
culated the integrals using the trapezoidal method. The numerical solutions to the
resulting discretised equations were calculated by integrating both sides of the equa-
tions over a single time step, approximating the integration as a Riemann sum with
a single term. We ensured the numerical solutions were independent of the value of
AT. )

We set N = 2700, ¢p = 0.5 and 0 = \/2_ng , and we investigated three different
values of a: 0.5, 1 and 1.5.

In the equations corresponding to dissolution, we set xy = 0.000716. The initial
condition was the snapshot corresponding to 7 = 10 in the dissolution time series.
We note that in the simulations of dissolution used to generate the dissolution time
series, dissolution was initiated at 7 = 10.

In the equations corresponding to spinodal decomposition under the assumption
of a small temperature jump, we set x; = 0.000716 and x; = x = 0.000765. In the
equations corresponding to general spinodal decomposition, we set x = 0.000765
and ¢4 = 0.348. We calculated the value of ¢4 using a phase diagram. For both
sets of spinodal decomposition equations, the initial condition was the snapshot
corresponding to 7 = 6.25 x 107° in the critical shallow time series, i.e. the first
snapshot in the time series.

4.4 Results and analysis

4.4.1 Dissolution

We now present our findings from testing the Akcasu equation applied to dissolution.
Figure 4.2 compares synthetic structure factor snapshots from the dissolution time
series with the numerical solutions to the dimensionless Akcasu equation and the
dimensionless linear CHC-FHAG equation. Three solutions to the Akcasu equation
were calculated, corresponding to @ = 0.5, 1 and 1.5. These values of « relate to
keut = 1.5, kewt = 3 and keyy = 4.5, respectively.

The Akcasu equation describes the time evolution of the synthetic structure
factor snapshots more accurately than the linear CHC-FHdG equation for 10 <
7 < 18: there is more overlap between the synthetic structure factor snapshots and
the solutions to the Akcasu equation than there is between the synthetic structure
factor snapshots and the solution to the linear CHC-FHdG equation. For 7 > 18,
the solutions to the Akcasu equation more or less coincide with the solution to the
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Figure 4.2: A comparison between synthetic structure factor snapshots from the
dissolution time series and the numerical solutions to the dimensionless Akcasu
equation applied to dissolution and the linear CHC-FHdAG equation applied to dis-
solution. Three solutions to the Akcasu equation were calculated, corresponding to
a = 0.5, 1 and 1.5. These values of « relate to key = 1.5, kewy = 3 and keyy = 4.5,
respectively. We note that in the simulations of dissolution used to generate the
dissolution time series, dissolution was initiated at 7 = 10. The data corresponds to
times that lag behind the onset of dissolution by 0.25, 0.75, 1, 2, 8 and 40 dimen-
sionless time units, respectively.
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linear CHC-FHAG equation. We infer that the increased accuracy of the Akcasu
equation compared to the linear CHC-FHdG equation for 10 < 7 < 18 is a result of
the mode-coupling term, Z(k,7), in the former, which is the distinguishing feature
between the two equations.

Mode-coupling affects the rate at which the solutions to the Akcasu equation
grow and/or decay: in equation 4.27, the product r(k)[1 + Z(k, 7)] can be thought
of as a modified amplification factor. Figure 4.3 compares the time evolution of
the modified amplification factors associated with the different solutions in figure
4.2. There is only a short period for which the different amplification curves do
not overlap. This suggests there is only a short period for which mode-coupling
has an appreciable effect on the dynamics predicted by the Akcasu equation. The
idea that mode-coupling becomes less appreciable during dissolution is consistent
with the fact that dissolution causes the magnitudes of the composition fluctuations
to decrease. As can be verified using figure 4.2, the effect of mode-coupling is to
enhance the decay rate of the solutions to the Akcasu equation, and, up to a = 1,
the decay rate increases with a. The latter of these findings suggests that, during
the period that mode-coupling is appreciable, only the coupling between modes with
0 < k < k. (k. = 3) affects the decay rate.

7= 10.025

r(k)[1+ Z(k, 7))

r(k)[1+ Z(k,7)]
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Figure 4.3: A comparison between the amplification factors associated with the
different solutions in figure 4.2 at various values of 7.
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Turning our attention back to figure 4.2, we can see that, around 7 = 12, the
three solutions to the Akcasu equation coincide. Later on, around 7 = 18, these
solutions coincide with the solution to the linear CHC-FHAG equation. We think
the most probable explanation for this phenomenon is that the noise term, C'(k),
begins to dominate the dynamics predicted by the Akcasu equation. Consider the
equation that results from substituting equation 4.14 into equation 4.13. As the first
term on the right-hand side approaches the second term on the right-hand side, the
rate of change of the solution will decrease. Based on the data in figures 4.2 and 4.3,
we propose that this will happen earlier for larger values of «, allowing the curves
corresponding to the other solutions to ‘catch up’. In this context, we can think of
the linear CHC-FHAG equation as the Akcasu equation in which a = 0.

We believe the idea that the noise begins to dominate the dynamics predicted
by the Akcasu equation might also explain the temporary discrepancy that develops
between the peaks of the synthetic structure factor snapshots and those of the
solutions to the Akcasu equation around 7 = 12. We are not entirely sure how
we could reduce this artefact. Including more mode-coupling terms in the Akcasu
equation seems unlikely to help. This would mean including more terms in the power
series expansion in equation 4.1. We expect higher-order terms can be ignored as 7
increases.

Both the Akcasu equation and the linear CHC-FHdG equation accurately predict
the locations of the peaks of the synthetic structure factor snapshots, i.e. k(7).
Furthermore, as expected, both the Akcasu equation and the linear CHC-FHdG
equation capture the correct equilibrium behaviour.

The Akcasu equation performed much better here, when tested using synthetic
structure factor snapshots, than it did when tested using experimental scattering
data by Akcasu et al. [31]. Since the parameter values corresponding to the syn-
thetic structure factor snapshots are known, this suggests that part of the reason
for the experimental discrepancy could be poor estimates of the hard-to-measure
thermodynamic and molecular parameters.

4.4.2 Spinodal decomposition
Under the assumption of a small temperature jump

Next, we present our findings from testing the Akcasu equation applied to spinodal
decomposition under the assumption of a small temperature jump. Figure 4.4 com-
pares synthetic structure factor snapshots from the critical shallow time series with
the numerical solutions to the dimensionless Akcasu equation and the dimensionless
linear CHC-FHAG equation. Three solutions to the Akcasu equation were calcu-
lated, corresponding to o« = 0.5, 1 and 1.5. These values of « relate to ke = 1.5,
kews = 3 and ke, = 4.5, respectively. For 7 > 5, the solution to the linear CHC-
FHAG equation is not plotted since it grows exponentially.

During the early stage of spinodal decomposition, i.e. up to about 7 = 0.2,
both the Akcasu equation and the linear CHC-FHdG equation describe the time
evolution of the synthetic structure factor snapshots fairly accurately. As expected
in this regime, the Akcasu equation reduces to the linear CHC-FHdG equation:
the solutions to both equations overlap. Just after 7 = 0.2, the solutions to both
equations start to diverge from one another, and both equations over-predict the
synthetic structure factor snapshots, but, in the cases where it was solved with
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Figure 4.4: A comparison between synthetic structure factor snapshots from the
critical shallow time series and the numerical solutions to the dimensionless Akcasu
equation applied to spinodal decomposition under the assumption of a small temper-
ature jump and the linear CHC-FHdAG equation applied to spinodal decomposition.
Three solutions to the Akcasu equation were calculated, corresponding to a = 0.5, 1
and 1.5. These values of a relate to keyy = 1.5, keyy = 3 and key = 4.5, respectively.

For 7 > 5, the solution to the linear CHC-FHdAG equation is not plotted since it
grows exponentially.
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a = 1 and a = 1.5, the Akcasu equation does so less dramatically. We infer that
this improvement of the Akcasu equation over the linear CHC-FHdAG equation is
rooted in the mode-coupling term of the former. At a time 7 > 1, the solutions to
the Akcasu equation calculated with & = 1 and a = 1.5 coincide and begin to under-
predict the synthetic structure factor snapshots. Later on, these solutions coincide
with the solution calculated with a@ = 0.5. Interestingly, the curves corresponding
to the a = 0.5 solution decrease and move towards the curves corresponding to the
a =1 and a = 1.5 solutions. While we believe this behaviour to be unphysical, it
can be explained by considering the modified amplification factor.

Figure 4.5 compares the time evolution of the modified amplification factors
associated with the different solutions in figure 4.4. The x-axis is truncated at 7
to aid the distinguishability of the amplification curves. For a while after the onset
of spinodal decomposition, the amplification curves corresponding to the a = 0.5
solution to the Akcasu equation overlap with the amplification curves corresponding
to the solution of the linear CHC-FHAG equation, i.e. r(k). This suggests that,
during this period, the coupling between modes with 0 < k < 0.5k. (k. = 3) has
no appreciable effect on the dynamics predicted by the Akcasu equation. Contrary
to this, the amplification curves corresponding to the & = 1 and a = 1.5 solutions
to the Akcasu equation shift below r(k). As can be verified using figure 4.4, the
effect of the mode-coupling is to slow the growth rate of the @« = 1 and o = 1.5
solutions to the Akcasu equation. Furthermore, we note that the mode coupling
enhances the decay rate of these solutions at larger k-values. Around 7 = 5, the
amplification curve corresponding to the a = 0.5 solution to the Akcasu equation
shifts below those corresponding to the o = 1 and a = 1.5 solutions, with the
former having a larger range of negative k-values (associated with decay). Based on
equation 4.29b (Z(k,7) depends on S(k, 7)), we believe the reason for this shift is
that the initial unconstrained growth of the a = 0.5 solution to the Akcasu equation
eventually leads to appreciable mode-coupling between modes with 0 < k < 0.5k..
As a result, the o = 0.5 solution to the Akcasu equation tends towards the a = 1
and « = 1.5 solutions, eventually coinciding. As this happens, the amplification
curve corresponding to the v = 0.5 solution to the Akcasu equation shifts towards
and eventually coincides with the amplification curves corresponding to the a = 1
and o = 1.5 solutions.

The fact that the different solutions to the Akcasu equation end up coinciding
(as do the corresponding amplification curves) implies that the range of k-values for
which the effects of mode-coupling are appreciable on the dynamics predicted by the
Akcasu equation shifts to 0 < k < 0.5k.. This is consistent with coarsening, which
causes k,(7) to shift to smaller values. Indeed, the Akcasu equation captures this
effect of coarsening fairly accurately - a well-known pitfall of the linear CHC-FHdAG
equation.

Unlike in the case of dissolution, the noise term does not begin to dominate
the dynamics of the solutions to the Akcasu equation as 7 increases. Instead, the
solutions to the Akcasu equation continue to grow, albeit at a slower rate than
the synthetic structure factor snapshots. We believe this slower growth rate to be a
consequence of mode-coupling. It seems that the approximation C'(k, xr) =~ C(k, x;)
under the assumption of a small temperature jump does not apply to the critical
shallow time series.
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Figure 4.5: A comparison between the amplification factors associated with the
different solutions in figure 4.4 at various values of 7. The x-axis is truncated at =
to aid the distinguishability of the amplification curves.
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Relaxing the assumption of a small temperature jump

Finally, we present our findings from testing the Akcasu equation applied to general
spinodal decomposition. Figure 4.6 compares synthetic structure factor snapshots
from the critical shallow time series with the numerical solutions to the non-linear
and linear versions of the dimensionless Akcasu equation. Only one solution to the
non-linear equation was calculated, corresponding to e = 1. This value of « relates
to keut = 3.
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Figure 4.6: A comparison between synthetic structure factor snapshots from the
critical shallow time series and the numerical solutions to the linear and non-linear
versions of the dimensionless Akcasu equation applied to general spinodal decom-
position. A single solution to the non-linear Akcasu equation was calculated, corre-
sponding to a = 1. This value of « relates to key = 3.

Clearly, both the non-linear and linear versions of the Akcasu equation com-
pletely fail to describe the time evolution of the synthetic structure factor snap-
shots. There is no overlap between the synthetic structure factor snapshots and the
solutions to the non-linear and linear Akcasu equations. Moreover, the solutions
to the non-linear and linear Akcasu equations both contain negative values, which
is unphysical. We believe the source of the problem must lie in the noise terms of
the respective equations. This is because both equations fail in a similar fashion,
which suggests the source of the problem does not lie in the mode-coupling term
of the non-linear equation, or at least it does not lie solely with the mode-coupling
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term. Figure 4.7 compares the noise terms in the non-linear and linear equations.
The noise terms are more or less identical, which implies that Z. (k) ~ 0 in the
non-linear equation. This is consistent with the assumed equilibrium state consist-
ing of two stable coexisting phases. More significantly, the noise terms are negative
at k-values in the approximate range 0 < k < 3. Therefore, we believe that when
we solve the non-linear and linear equations, the negative values in the noise term
cause the solutions to the equations to be negative at the corresponding k-values.

5 x10~*

T T
Non-linear Akcasu
— — —Linear Akcasu

Figure 4.7: A comparison between the noise terms in the linear and non-linear
versions of the dimensionless Akcasu equation applied to general spinodal decom-
position.

We hypothesise that the noise term might need to be time-dependent for the
Akcasu equation applied to general spinodal decomposition to accurately describe
the time evolution of the synthetic structure factor snapshots. Initially, the noise

1
term should be C'(k) = ”°|X_U+S|§k2 such that the linear Akcasu equation coincides
with the linear CHC-FHdAG equation, which we know describes the early stage of
spinodal decomposition fairly accurately. In the t — oo limit, we believe the noise
term should tend towards equation 4.30c for the reasons outlined in section 4.2.3.

4.5 Summary

We tested the Akcasu equation applied to dissolution and spinodal decomposition us-
ing synthetic structure factor snapshots and the linear CHC-FHdAG equation. Based
on different assumptions, we defined two versions of the Akcasu equation applied
to spinodal decomposition: the Akcasu equation applied to spinodal decomposition
under the assumption of a small temperature jump and the Akcasu equation applied
to general spinodal decomposition. In the case of dissolution, the synthetic struc-
ture factor snapshots came from the dissolution time series. In the case of spinodal
decomposition, they came from the critical shallow time series.

For the most part, the Akcasu equation applied to dissolution accurately de-
scribed the dynamics of the synthetic structure factor snapshots, outperforming the
linear CHC-FHAG equation. The increased accuracy of the Akcasu equation over
the linear CHC-FHAG equation can be traced back to the mode-coupling term in
the former. We hope these findings motivate further testing of the Akcasu equation
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applied to dissolution using experimental data. Contrasting our results, obtained
using synthetic structure factor snapshots, with those of Akcasu et al. [31], obtained
using experimental scattering data, we note that a pre-requisite of any test using
experimental data will be the ability to accurately determine the molecular and
thermodynamic parameters contained in the equation.

While the Akcasu equation applied to spinodal decomposition under the assump-
tion of a small temperature jump did not accurately describe the dynamics of the
synthetic structure factor snapshots, it did capture some important qualitative fea-
tures. For example, the decrease in the growth rate of the synthetic structure factor
snapshots after the early stage and coarsening. The ability of the Akcasu equation
to capture these features can be traced back to the mode-coupling term. In con-
trast to the Akcasu equation, the linear CHC-FHAG equation predicts the structure
factor to grow exponentially and does not predict coarsening.

The Akcasu equation applied to general spinodal decomposition completely failed
to describe the dynamics of the synthetic structure factor snapshots. We believe
the problem with the equation lies with the noise term. For the Akcasu equation
applied to general spinodal decomposition to accurately describe the time evolution
of the structure factor, we hypothesise that the noise term might need to be time-
dependent, shifting between two limiting values. We hope our findings from testing
the Akcasu equation applied to spinodal decomposition motivate further theoretical
work aimed towards the development of an approximate equation of motion for the
structure factor during spinodal decomposition. As far as we know, these are the first
reported findings for testing the Akcasu equation applied to spinodal decomposition.
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Chapter 5

Modelling the time evolution of
the structure factor during
polymeric spinodal decomposition
using dynamic mode
decomposition

5.1 Introduction

In the previous chapter, we showed that one cannot use the Akcasu equation to
accurately model the time evolution of the structure factor during polymeric spin-
odal decomposition. Coupled with the fact that the full equation of motion for the
structure factor is unclosed, this illustrates that the time evolution of the structure
factor is difficult to model using traditional, theory-driven modelling. In contrast to
this, the structure factor can be measured relatively easily using small-angle scat-
tering. Embracing this duality, we propose the application of system identification
techniques to the problem of modelling the time evolution of the structure factor
during spinodal decomposition.

In this chapter, we investigate the use of dynamic mode decomposition (DMD)
to predict future snapshots of the structure factor during spinodal decomposition
based on the knowledge of previous snapshots. Using synthetic structure factor
snapshots from both the critical shallow and off-critical deep time series, we assess
the accuracy and range of the predictions obtained using DMD, and we investigate
the hyperparameter choices required to construct good models.

5.2 Methodology

Two features of DMD that appealed to us are its simple formulation in terms of a
best-fit linear model and its computational efficiency. We believe these features make
it a good choice of technique to benchmark other, more complex techniques against.
In addition to these features, the fact that no knowledge of governing equations or
system parameters is required suggests that DMD has the potential to work well
in a control system. Indeed, among the many extensions of the DMD algorithm is
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dynamic mode decomposition with control (DMDc) [70], which can disambiguate
between the natural and forced components of the dynamics in an actuated system.
Another extension of interest is bagging, optimised DMD (BOP-DMD) [71], which
overcomes two key weaknesses of DMD: sensitivity to measurement noise and a
lack of uncertainty quantification. Measurement noise has been shown to cause
DMD to calculate a spurious eigendecomposition of A (defined in equation 2.141)
[33,66,71,72]. The synthetic structure factor snapshots used in this thesis are free
of measurement noise, but this is unlikely to be the case for experimental data.

Another pertinent limitation of DMD is its inability to handle translations and
scaling [33,66]. It is well known that snapshots of the structure factor measured
during spinodal decomposition translate and grow, while also changing shape, as the
phase-separated microstructure coarsens [15,44,102]. It might then seem ill-judged
to use DMD to model the time evolution of the structure factor. However, our
rationale for doing so is that the slow dynamics of polymeric spinodal decomposition
might lead to the localised decoupling of time and space, potentially opening the
door for DMD to be applied recursively to make predictions of the structure factor
at different points in time.

Using synthetic structure factor snapshots from both the critical shallow and
off-critical deep time series, we trained and tested two batches of 50 DMD models
- one to predict the snapshot of the synthetic structure factor at each integer value
of 7 in the range 1 < 7 < 50. We implemented the training and testing of the
DMD models using MATLAB code adapted from [66]. The performance of DMD
depends on the careful selection of several hyperparameters [33,66]: the number of
snapshots, m; the (dimensionless) time between the snapshots; A7; the rank of the
reduced SVD, 7; and the predictive horizon, 7,,. Based on trial and error, we used
m = 10, A7 = 0.025, 7 = 3 and 7, = 0.75 to obtain the majority of our results. We
also present results obtained using different values of 7,,,. We chose 7 = 3 since this
value seemed to be the most consistent for accurately predicting the time evolution
of the synthetic structure factor snapshots. To put the listed hyperparameter values
into context, the DMD models were trained on ten uniformly synthetic structure
factor snapshots in the range 7 — 1 < 7/ < 7 — 0.750, and the predictions they
made extended beyond the last training snapshot by three times the length of the
training range. For example, the model that predicted the snapshot of the synthetic
structure factor at 7 = 9 was trained on the snapshots at 7 = 8.025, 8.050, ..., and
8.250.

To quantify how well the DMD models were able to predict the synthetic struc-
ture factor snapshots, the percentage errors associated with each prediction were
calculated as a function of the wavenumber using

PE(k,7) = 150 7) ;(EDA;D(k’T” x 100, (5.1)

where S (k, 7) is the value of the synthetic structure factor snapshot to be predicted
and Spas p(k, 7) is the prediction of the corresponding DMD model. To analyse the
errors, box plots describing the summary statistics of PE(k, 7) at different values of
7 were plotted and compared.

In section 3.5, we argued that the small-k limit in the case of the critical shallow
time series corresponds to k < 5, while in the case of the off-critical deep time series,
it corresponds to k < 7. For simplicity, we used the latter limit when working with
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both time series. This corresponds to only using the first 33 k-values associated with
each synthetic structure factor snapshot in the time series.

Compared to fields such as fluid dynamics [33,66], the synthetic structure factor
snapshots we used to obtain the results in this thesis are not high-dimensional. Given
the small-k limit and the size of Ax required to perform accurate and discretisation-
independent simulations, it is hard to generate high-dimensional synthetic structure
factor snapshots using the method outlined in section 3.2. Nevertheless, we were mo-
tivated to apply DMD because of the increased likelihood of our findings generalising
to higher-dimensional snapshots compared with simply applying linear regression.
Furthermore, successfully demonstrating DMD might open the door to applying ex-
tensions of the algorithm, which could shift the focus of research towards working
with experimental data and perhaps even the control of phase separation.

5.3 Results and discussion

We now present our results from using DMD to model the time evolution of the
synthetic structure factor snapshots from the critical shallow and off-critical deep
time series. We obtained similar results using the two time series. In light of this,
we only present the results corresponding to the critical shallow time series in this
chapter. The results corresponding to the off-critical deep time series can be found
in appendix B.

Figure 5.1 compares synthetic structure factor snapshots from the critical shallow
time series with those predicted by DMD models for values of 7 in the range 1 <
7 < 10. The hyperparameters used in the DMD models are listed in section 5.2.
We opted not to use a log scale on the y-axis since this makes the curves less
distinguishable. However, without a log-scale on the y-axis, it is hard to see how
good the predictions are at k-values where the values of the synthetic structure
factor snapshots are small. Therefore, the same comparison is presented with a
log-scale (base 10) on the y-axis in figure B.1. For 7 < 3, there is a low level
of agreement between the synthetic structure factor snapshots and those predicted
by the DMD models. The level of agreement improves for 4 < 7 < 10. These
observations are confirmed by figure 5.2, which shows a box plot of the percentage
errors associated with the predictions of each DMD model. The solid blue line shows
the time evolution of the mean percentage error, which starts off high for 7 < 3 but
decreases over 4 < 7 < 10, eventually reaching a plateau around 3 — 5%.

Another comparison between synthetic structure factor snapshots from the crit-
ical shallow time series and those predicted by DMD models is shown in figure 5.3,
this time for values of 7 in the range 10 < 7 < 50. Again, the hyperparameters used
in the DMD models are listed in section 5.2. The same comparison is presented
with a log-scale (base 10) on the y-axis in figure B.2. For all values of 7, there is a
high level of agreement between the synthetic structure factor snapshots and those
predicted by the DMD models. This is confirmed by figure 5.4, which shows a box
plot of the percentage errors associated with the predictions of each DMD model.
The mean percentage error line is more or less flat, fluctuating between values of
1—-5%.

From figures 5.1-5.4, we infer that, with the exception of 7 < 3, DMD can be used
to accurately model the time evolution of the synthetic structure factor snapshots.

To investigate whether more accurate predictions of the synthetic structure factor
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Figure 5.1: A comparison between synthetic structure factor snapshots from the
critical shallow time series and those predicted by DMD models for values of 7 in
the range 1 < 7 < 10. The hyperparameters used in the DMD models are listed in
section 5.2.
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Figure 5.2: Box plots of the percentage errors associated with the predictions of
each DMD model in figure 5.1. In each box plot, the red line shows the median, the
blue box outlines the interquartile range, the black dotted lines extend beyond the
box by 1.5 times the interquartile range, and the blue circles denote outliers. The
solid blue line shows the time evolution of the mean.
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Figure 5.3: A comparison between synthetic structure factor snapshots from the
critical shallow time series and those predicted by DMD models for values of 7 in
the range 10 < 7 < 50. The hyperparameters used in the DMD models are listed in
section 5.2.
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Figure 5.4: Box plots of the percentage errors associated with the predictions of
each DMD model in figure 5.3. In each box plot, the red line shows the median, the
blue box outlines the interquartile range, the black dotted lines extend beyond the
box by 1.5 times the interquartile range, and the blue circles denote outliers. The
solid blue line shows the time evolution of the mean.
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snapshots could be made for 7 < 3, we tested the predictions of several DMD models
with values of 7,, < 0.75 at 7 = 1 and 7 = 3. Figure 5.5 compares the predictions
of these models with the corresponding synthetic structure factor snapshots. The
figure reveals that the level of agreement between the synthetic structure factor
snapshots and those predicted by the DMD models increases as the value of 7,
decreases. A greater reduction in the value of 7, is required at 7 = 1 than at
7 = 3 to achieve this effect. These findings suggest that there is a trade-off between
the accuracy and extrapolation of the DMD predictions. Furthermore, the trade-
off seems to be coupled to the value of 7 for which a prediction is made: to make
accurate predictions at smaller values of 7, one is constrained by having to use a
smaller value of 7.

Sk, 7)

0.06

0.04

S(k,7)

0.02

Figure 5.5: A comparison between synthetic structure factor snapshots from the
critical shallow time series and those predicted by DMD models with values of
Ton < 0.75 at 7 =1 (top panel) and 7 = 3 (bottom panel). The values of the other
hyperparameters used in the DMD models are the same as those listed in section
5.2.

To test whether the trade-off between the accuracy and extrapolation of the DMD
predictions is indeed time-dependent, we tested the predictions of DMD models with
values of 7, > 0.75 at 7 = 20, 30,40 and 50. We used increasingly large values of
Tph to predict the synthetic structure factor snapshots corresponding to increasingly
large values of 7. Figure 5.6 compares the predictions of these models with the
corresponding synthetic structure factor snapshots. The figure reveals that there
is a high level of agreement between the synthetic structure factor snapshots and
those predicted by the DMD models. This is confirmed by figure 5.7, which shows
a box plot of the percentage errors associated with the predictions of each DMD
model. The percentage errors in figure 5.7 are comparable with those in figure 5.4.
The results in figures 5.6 and 5.7 verify that the trade-off between the accuracy and
extrapolation is time dependent. Specifically, the trade-off is more important early
on and becomes less important as 7 increases. In other words, as 7 increases, one
can maintain a certain level of accuracy while predicting further into the future.

The time-dependent accuracy-extrapolation trade-off can be linked to the growth
rate of the structure factor during spinodal decomposition, which is a diffusion-like
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Figure 5.6: A comparison between synthetic structure factor snapshots from the
critical shallow time series and those predicted by DMD models with values of
Ton > 0.75 at 7 = 20 and 30 (top panel) and 7 = 40 and 50 (bottom panel). The
values of the other hyperparameters used in the DMD models are the same as those
listed in section 5.2.
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Figure 5.7: Box plots of the percentage errors associated with the predictions of
each DMD model in figure 5.6. In each box plot, the red line shows the median, the
blue box outlines the interquartile range, the black dotted lines extend beyond the
box by 1.5 times the interquartile range, and the blue circles denote outliers. The
solid blue line shows the time evolution of the mean.

process. Early on in the process, the growth rate of the structure factor is rapid
(indeed, it is exponential for a short period at the start). As time goes on, the
growth rate decreases. To capture the rapid early growth of the structure factor, the
eigenvalues of A must be highly unstable, which means the resulting DMD models
are only suitable for very short-term predictions. This is exemplified in figure 5.8,
which compares the eigenvalues of the DMD models used to make the predictions
of the synthetic structure factor snapshots at 7 = 3 and 7 = 10 in figure 5.1. The
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Figure 5.8: The eigenvalues of the DMD models used to make the predictions of the
synthetic structure factor snapshots at (a) 7 =3 and (b) 7 = 10 in figure 5.1.

model corresponding to 7 = 3 has eigenvalues that extend beyond the unit circle
further than those belonging to the model corresponding to 7 = 10. This indicates
that they are more unstable.

As mentioned in section 5.2, DMD models with 7 = 3 seemed to be the most
consistent at accurately predicting the time evolution of the synthetic structure
factor snapshots. We believe that the DMD models with 7 < 3 often did not capture
enough of the dynamics, while models with 7 > 3 had an increased likelihood of
containing unstable eigenvalues.

The practicality of DMD in an experimental setting depends on how the di-
mensionless time used to demonstrate the technique scales to physical time. Using
equations 3.4b and 2.64, one can estimate a range of values of the mutual diffusion
coefficient, D, for which the technique is likely to work well. Using equation 3.4b,
it can be seen that for one dimensionless time unit to correspond to more than one

second, M < % Substituting this inequality into equation 2.64, one ob-

tains |D| < ﬁ In the case of the critical shallow time series, o = QO%vé and
(x — xs) & 2 x 107°. A typical value of vy is 1072 m? [2,31]. Substituting these
values of o, (x — xs) and v into the inequality for |D| yields |D] < 10713 m2s~1.
For a meaningful comparison between this value and an experimental value of the
mutual diffusion coefficient to be made, the experimental blend should be analogous
to the synthetic blend. Specifically, the Kuhn lengths, degrees of polymerisation,
average volume fraction and quench depth (x — x;) associated with the experimental
blend should be similar to the synthetic blend. We searched the literature to find a
suitable blend to compare with but did not find anything satisfactory. For the time
being, we used the representative data in [2] to calculate the following ‘experimental’
value of the diffusion coefficient: |Deyp &~ 1071 m?s~!. This compares favourably
with |D| < 1071 m?s™!, which is an encouraging sign.

Given the results above, we propose combining DMD with the technique we pre-
sented in [57] to predict the future characteristics of phase-separated microstructures
as they evolve. DMD lends itself to real-time usage due to its low computational
cost. Real-time predictions of the structure factor and microstructure character-

istics during spinodal decomposition could be useful in a control system, affecting
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the quench depth based on microstructure requirements, for example, thus opening
the door to the control of phase separation as a means of tailoring and tuning the
microstructures of materials derived from polymer blends.

5.4 Summary

Using DMD models constructed from batches of synthetic structure factor snapshots
from the critical shallow and off-critical deep time series, we modelled the time evo-
lution of the structure factor in two simulated polymer blends undergoing spinodal
decomposition. Apart from early on in the process (7 < 3), the DMD models were
able to make accurate future predictions of the synthetic structure factor snapshots
that extended beyond the last training snapshot by three times the length of the
training range. We identified a trade-off between the accuracy and extrapolation of
the DMD predictions. The trade-off was coupled to the value of 7 for which the
prediction was made, i.e. the trade-off was more important early on, decreasing
in importance as 7 increased. Using smaller values of 7,;, to make predictions of
the synthetic structure factor snapshots at 7 = 1 and 7 = 3, we showed that one
could improve the accuracy of the predictions at these times. We also showed that
one could maintain the accuracy of predictions made at later times, specifically at
7 = 20, 30, 40 and 50, while increasing the value of 7,,. We sought to explain
the accuracy-extrapolation trade-off by making a connection with the diffusion-like
nature of spinodal decomposition and the eigenvalues required by the DMD models
to capture the dynamics of the synthetic structure factor snapshots. The practical-
ity of DMD in an experimental setting will likely depend on the mutual diffusion
coefficient of the blend in question.

We believe our results are promising for the development of an experimental
technique to predict structure factor snapshots and microstructure characteristics
corresponding to materials derived from the phase separation of polymer blends in
real time. Such predictions could be useful in a control system. Of course, this will
hinge on being able to replicate our results using experimental data. A limitation
of our investigation is that we used idealised synthetic structure factor snapshots.
To address this, a logical next step should be to demonstrate whether our findings
can be replicated with more realistic synthetic structure factor snapshots, which, for
example, could be corrupt with external noise, have missing values or be sampled
irregularly. There is an extension to DMD for dealing with noise, BOP-DMD, which
might be appropriate to consider. BOP-DMD also offers the ability to quantify the
uncertainty in the predictions, which could make DMD more practical to use in an
experimental setting. It would also be interesting to work with data from multi-
step spinodal decomposition [9,101,103]. Multi-step spinodal decomposition would
mimic a process in which the temperature is changed by a control system in response
to predictions of the structure factor and microstructure characteristics. One might
also consider investigating the application of DMDc to such a system, i.e. one with
actuation. Finally, since DMD is equation-free and linear, it would be interesting
to apply algorithms that offer the opportunity to learn a non-linear equation of
motion for the structure factor during spinodal decomposition. We have made some
progress in this direction. This is the focus of the next chapter.
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Chapter 6

Towards modelling the time
evolution of the structure factor
during polymeric spinodal
decomposition using parsimonious
non-linear system identification
techniques

6.1 Introduction

In the previous chapter, we showed that DMD can be applied recursively to accu-
rately model the time evolution of the structure factor during polymeric spinodal
decomposition. A natural way to build on this work would be to investigate the ap-
plication of parsimonious non-linear system identification techniques. In this chap-
ter, we investigate the application of parametric PDE-FIND and SINDy combined
with the SVD. The relevant sections for each investigation feature tailored intro-
ductions, so we will not go into any more details here. The work in this chapter is
focussed on building foundations and we hope it will provide a solid starting point
for future research.

6.2 Parametric PDE-FIND

6.2.1 Introduction

At first glance, parametric PDE-FIND [83] might seem to be a promising technique
for modelling the time evolution of the structure factor during polymeric spinodal
decomposition. However, after some thought, two issues become apparent:

e To apply parametric PDE-FIND, the structure factor must be represented in a
coordinate system that enables a sparse representation of the dynamics. This
is not the case in the experimental coordinate system since the full equation
of motion is unclosed.
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e The Akcasu equation [19] suggests that integral basis functions are more appro-
priate than differential basis functions. This raises the question as to whether
parametric PDE-FIND can be used to identify parametric integro-differential
equations.

Naively, we began by neglecting the first issue. Instead, we set out to investi-
gate whether parametric PDE-FIND can be used to identify parametric integro-
differential equations. Our hope was that we might be able to apply the resulting
modified technique to learn an accurate approximate equation of motion for the
structure factor. In hindsight, we now know that learning approximate equations
is outside of the scope of parametric PDE-FIND. In the case of PDE-FIND, there
is evidence of spurious terms being identified when the library of candidate basis
functions is incomplete [84].

6.2.2 Methodology

In theory, modifying parametric PDE-FIND to identify integro-differential equations
is straightforward: one simply needs to construct the library of candidate basis
functions out of integral functions instead of differential functions. The functions
we considered for inclusion in the library are shown in table 6.1.

Number \ Function
1 S(k,T)
2 S(k,7) f{ di’ K25 (K, 7)
3 Sk, ) [ did KAS (K, 7)
4 1
5 S(k,7)?
6 (S(k,7) o d K2S(K, 7))2
7 (S(k,7) fy di KS (K, 7))?
8 S, 7)2 [ dk! K2S (K, 7)
9 S, 7)? [ di! KAS (K, 7)
10 | S(k,7)2 fk“t dk’ K25 (K, fok““ dK' K4S (K, 7)
11 S(k,7) fkwt dk' k28 (K, 7))
12 S, 7) (/5 o e K4S(K, 7))?
13 | Sk 1) [ dK’ K251, 7 ) [ dk KS (K, 7)

Table 6.1: The candidate integral basis functions we considered for inclusion in the
library matrix when applying parametric PDE-FIND. Functions 1 and 4 appear in
the linear CHC-FHAG equation for the structure factor during spinodal decomposi-
tion. Function 4 corresponds to the noise term. Functions 1 - 4 appear in the Akcasu
equation applied to spinodal decomposition. Functions 4 - 10 are the squares and
cross terms of functions 1 -3 . Functions 11 - 13 are inspired by the derivation of
the Akcasu equation. Specifically, they are truncated higher-order terms.

We tested the modified technique on several tasks, each increasing in complexity:

e Identify the linear CHC-FHdG equation for the structure factor during spin-
odal decomposition with an exact library, i.e. a library containing only the
terms that appear in the linear CHC-FHdG equation
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e Identify the linear CHC-FHdAG equation with an overcomplete library, i.e. a
library containing the terms that appear in the linear CHC-FHAG equation
and terms that do not

e Identify the Akcasu equation applied to spinodal decomposition under the
assumption of a small temperature jump with an exact library

e Identify the Akcasu equation with an overcomplete library

To facilitate the above tests, we constructed a time series out of snapshots of
the numerical solution to the dimensionless Akcasu equation applied to spinodal
decomposition under the assumption of a small temperature jump - we refer to
this time series as the equation learning (EQL) time series. We calculated the

numerical solution using N = 2700, ¢g = 0.5, 0 = \/%UO%, a =1, xy; = 0.000716,
Xy = 0.000765, Ny = 257, Mpyax = 400000, Az = 0.25 and A7 = 0.00001. The
initial condition was the snapshot corresponding to 7 = 6.25 x 107° in the critical
shallow time series, i.e. the first snapshot in the time series. The EQL time series
comprises snapshots of the numerical solution corresponding to the first and every
125" time step.

3
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Figure 6.1: Snapshots of the numerical solution to the dimensionless linear CHC-
FHAG for the structure factor during spinodal decomposition and the dimensionless
Akcasu equation applied to spinodal decomposition under the assumption of a small
temperature jump (EQL time series) at 7 = 0.2,0.5 and 0.75. The time at which
the two sets of snapshots begin to diverge corresponds to the end of the early stage
of spinodal decomposition. We determined this to be around 7 = 0.25.

In the case of trying to identify the linear CHC-FHAG equation, we only used
snapshots corresponding to the early stage of spinodal decomposition. To determine
the time at which the early stage ends, we compared snapshots from the EQL time
series with snapshots of the numerical solution to the dimensionless linear CHC-
FHAG equation for the structure factor during spinodal decomposition. The time at
which the two sets of snapshots begin to diverge corresponds to the end of the early
stage. We determined this to be around 7 = 0.25. Figure 6.1 compares a selection
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of snapshots from the EQL time series with those of the numerical solution to the
linear CHC-FHAG equation.

6.2.3 Results and discussion

First, we set out to identify the linear CHC-FHdG equation for the structure factor
during spinodal decomposition with an exact library. We constructed the library
such that it only contained functions 1 and 4 in table 6.1. With this library, we
applied parametric PDE-FIND to the first 200 snapshots in the EQL time series.
Figure 6.2 compares the best predictions of the coefficients made by parametric
PDE-FIND with the true values. The figure reveals an excellent match between the
predicted and true values.

%101

20 T T T T 14
True
— — — - Predicted

Coefficient of S(k,7)

60 | \

Coefficient of 1 (noise term)

-80 - \1

-100
0

Figure 6.2: A comparison between the theoretical (‘true’) values of the parametric
coefficients in the dimensionless linear CHC-FHAG equation for the structure factor
during spinodal decomposition and the best values calculated by parametric PDE-
FIND (‘predicted’) using an exact library and the first 200 snapshots in the EQL time
series. Frames (a) and (b) correspond to functions 1 and 4 in table 6.1, respectively.

Next, we set out to identify the linear CHC-FHAG equation with an overcomplete
library. We constructed the library such that it contained all of the functions in table
6.1. With this library, we applied parametric PDE-FIND to the first 200 snapshots
in the EQL time series. Only the correct functions were identified as having non-zero
coefficients. Again, there was an excellent match between the predicted and true
values of the coefficients.

Next, we set out to identify the Akcasu equation applied to spinodal decompo-
sition under the assumption of a small temperature jump with an exact library. We
constructed the library such that it contained functions 1 - 4 in table 6.1. With
this library, we applied parametric PDE-FIND to all of the snapshots in the EQL
time series. Figure 6.3 compares the best predictions of the coefficients made by
parametric PDE-FIND with the true values. The figure reveals an excellent match
between the predicted and true values.

Finally, we set out to identify the Akcasu equation with an overcomplete library.
We constructed the library such that it contained all of the functions in table 6.1.
With this library, we applied parametric PDE-FIND to all of the snapshots in the
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Figure 6.3: A comparison between the theoretical (‘true’) values of the parametric
coefficients in the dimensionless Akcasu equation applied to spinodal decomposition
under the assumption of a small temperature jump and the best values calculated
by parametric PDE-FIND (‘predicted’) using an exact library and the EQL time
series. Frames (a), (b), (¢) and (d) correspond to functions 1,2,3 and 4 in table 6.1,
respectively.

EQL time series. The correct functions were identified as having non-zero coefhi-
cients, however so were some incorrect functions, namely functions 11 - 13. This
result was reproduced for a range of hyperparameter combinations. We note that
the incorrectly identified functions are linearly dependent with some of the correct
functions, specifically functions 1 - 3. This linear dependency makes the sparse re-
gression problem difficult to solve accurately, likely resulting in misidentified terms.

The issue of linear dependency between functions in the library suggests that
parametric PDE-FIND cannot be used to reliably and accurately identify integro-
differential equations. We believe the most promising work around for this issue
is transforming the time series into a coordinate system in which the dynamics are
described by linearly independent basis functions. A good coordinate transformation
would also enable a sparse representation of the dynamics, addressing the first issue
highlighted in section 6.2.1.
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6.3 SINDy combined with the SVD

6.3.1 Introduction

With regards to parsimonious non-linear system identification, coordinate transfor-
mations have the potential to kill two birds with one stone, relieving the issue of
linear dependency between basis functions and enabling a sparse representation of
the dynamics.

In general, the SVD is a good technique to start with when considering coordinate
transformations in the context of dynamical systems [79]. As outlined in section
2.5.2, the reduced SVD allows one to approximate spatio-temporal time series in
terms of a few dominant modes (patterns) whose amplitudes evolve with time. SVD
modes are orthogonal and optimally tailored to the time series.

When the underlying governing equation is known (we note that this is not a
requirement), one can perform a Galerkin expansion with the reduced SVD - a
process in which one converts the governing equation (a non-linear PDE) into a
non-linear ODE in terms of the mode amplitudes [33]. This motivates using SINDy
to model the time evolution of the reduced SVD mode amplitudes in cases where the
Galerkin expansion is unknown. Combining SINDy with the SVD was demonstrated
in the original SINDy paper [76].

A prerequisite to using SINDy to model the time evolution of reduced SVD mode
amplitudes is understanding how well the reduced SVD captures the time series
under consideration. As previously discussed in section 2.5.2, SVD is known not to
handle translations and scaling well. This is at odds with the fact that snapshots of
the structure factor measured during spinodal decomposition are known to translate
and grow, while also changing shape, as coarsening occurs. Not wanting to leave any
stones unturned, we set out to investigate how well the synthetic structure factor
snapshots in the critical shallow and off-critical deep time series can be reconstructed
using the reduced SVD.

6.3.2 Methodology

We calculated the SVD of the critical shallow and off-critical deep time series, one
time series at a time. For various ranks 7, we compared reconstructions of the
snapshots in each time series with the originals. We visually assessed the accuracy
of the reconstructions.

To facilitate the construction of sparse SINDy models, we looked for accurate
reconstructions with low ranks. As the number of modes required to accurately
reconstruct the time series increases, so too does the number of variables to model
with SINDy.

6.3.3 Results and discussion

First, we calculated the SVD of the critical shallow time series and investigated
a five-mode reconstruction of the synthetic structure factor snapshots. Figure 6.4
compares the reconstructed snapshots with the originals at integer values of 7 be-
tween 1 and 5. In the interest of orderliness, we present supplementary results in
appendix B. Figures B.9a and B.9b present the same comparison at earlier and later
times, respectively. We note that the snapshots in the figures are presented with a
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log scale on the y-axis to make it easier to assess the accuracy of the reconstructions
at k-values where the values of the synthetic structure factor snapshots are small.
The figures reveal that the level of agreement between the reconstructed and original
snapshots is low, although it does seem to improve for higher values of 7.

SVD rank = 5

10°

1072

S(k,T)

7 = 1 Synthetic snapshot
— — —-7=1SVD
7 = 2 Synthetic snapshot
— — —-7=28VD
7 = 3 Synthetic snapshot
— — —-7=38VD
7 = 4 Synthetic snapshot 4
| — — — -7=48SVD
| 7 = 5 Synthetic snapshot
T=258SVD

1078

1010 I I I

Figure 6.4: A comparison between the five-mode SVD reconstruction of synthetic
structure factor snapshots from the critical shallow time series and the originals at
7 =1,2,3,4 and 5. The snapshots are presented with a log scale on the y-axis.
Some of the reconstructed values were negative. These values are not plotted.
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Figure 6.5: A comparison between the 25-mode SVD reconstruction of synthetic
structure factor snapshots from the critical shallow time series and the originals at
7 =1,2,3,4 and 5. The snapshots are presented with a log scale on the y-axis.
Some of the reconstructed values were negative. These values are not plotted.

Next, we investigated a 25-mode reconstruction of the synthetic structure factor

snapshots in the critical shallow time series. Figure 6.5 compares the reconstructed
snapshots with the originals at integer values of 7 between 1 and 5. Figures B.10a
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and B.10b present the same comparison at earlier and later times, respectively.
Again, we note that the snapshots in the figures are presented with a log scale on
the y-axis. The figures reveal a much improved level of agreement between the
reconstructed and original snapshots relative to the five-mode reconstruction. This
finding is an indicator of a translation and scaling-induced breakdown of the reduced
SVD [33,104].

A rudimentary fix for the scaling is to take the log of the time series before
calculating the SVD. We first applied this fix to the critical shallow time series and
investigated a five-mode reconstruction of the synthetic structure factor snapshots.
Figure 6.6 compares the reconstructed snapshots with the originals (now the log
(base 10) of the synthetic structure factor snapshots in the critical shallow time
series) at integer values of 7 between 1 and 5. Figures B.11a and B.11b present
the same comparison at earlier and later times, respectively. The figures reveal
an improved level of agreement between the reconstructed and original snapshots
relative to the five-mode reconstruction where the scaling was not accounted for.
These findings generalise to the off-critical deep time series. In this case, figure 6.7
compares the reconstructed snapshots with the originals (now the log (base 10) of
the synthetic structure factor snapshots in the off-critical deep time series) at integer
values of 7 between 1 and 5. Figures B.12a and B.12b present the same comparison
at earlier and later times, respectively.

SVD rank = 5

S(k, )

Figure 6.6: A comparison between the five-mode SVD reconstruction of the log (base
10) of synthetic structure factor snapshots from the critical shallow time series and
the originals at 7 =1,2,3,4 and 5.

Due to time constraints, we did not attempt to construct SINDy models for
the reduced SVD mode amplitudes corresponding to the log of the critical shallow
and off-critical deep time series. For context, figure 6.8 shows the time evolution of
the mode amplitudes corresponding to the reconstructed synthetic structure factor
snapshots in figures 6.6, B.11a and B.11b. If an appropriate SINDy model can be
identified, this would suggest that the reduced SVD enables a sparse representation
of the dynamics. However, there is no guarantee that the SVD will enable a sparse
representation of the dynamics.
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Figure 6.7: A comparison between the five-mode SVD reconstruction of the log (base
10) of synthetic structure factor snapshots from the off-critical deep time series and
the originals at 7 =1,2,3,4 and 5.
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Figure 6.8: The time evolution of the mode amplitudes corresponding to the snap-
shots in figures 6.6, B.11a and B.11b.

When applying parsimonious non-linear system identification techniques, if a
given coordinate system does not enable a sparse representation of the dynamics,
the task at hand is not simply model discovery but rather the joint discovery of
suitable coordinates and a model. To address this, Champion et al. developed the
SINDy autoencoder (AE) [82] - an extension of SINDy that combines the SINDy
optimisation procedure with the optimisation of an autoencoder. The role of the
autoencoder is to discover a coordinate transformation that enables a sparse repre-
sentation of the dynamics. The SINDy model is constructed in terms of the latent
variables of the autoencoder (the middle layer). An autoencoder can be thought of
as a non-linear generalisation of the SVD [79]. Like the SVD, there is no guarantee
an autoencoder will learn a suitable coordinate transformation when trained in iso-
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lation. Hence, the innovation of SINDy AE is the joint optimisation of the SINDy
model and the autoencoder. This is facilitated by a combined loss function, which
promotes an accurate autoencoder reconstruction and a sparse, accurate dynamical
model. We believe the application of SINDy AE to the problem of modelling the
time evolution of the structure factor during polymeric spinodal decomposition to
be a promising avenue of future research.

Whether using SINDy combined with the SVD or SINDy AE, an important con-
sideration is ensuring that the resulting dynamical model is generalisable. In the
case of SINDy AE, the structure of the SINDy model has the potential to generalise
to new time series corresponding to different system parameters (thermodynamic
and molecular parameters in the context of polymer blends). However, the coor-
dinate transformation, i.e. the autoencoder, is unlikely to generalise. To remedy
this, one can retrain the autoencoder using a new time series while keeping the
structure of the SINDy model fixed. This optimisation problem is more straightfor-
ward than the original joint optimisation problem and should, therefore, be quicker
to solve [82]. Retraining the autoencoder is analogous to redefining a coordinate
system when drawing free-body diagrams. For example, Newton’s laws are equally
applicable to objects on a flat or an inclined plane, but for each type of plane, it is
convenient to define a different coordinate system. In the case of SINDy combined
with the SVD, we are not entirely sure how one might go about ensuring that the
resulting dynamical model is generalisable. It would be interesting to see whether
the ideas outlined above can be applied, i.e. perhaps a SINDy model structure can
be identified with one time series and then refit to a new time series - recalibrating
the coefficients. Here, instead of retraining an autoencoder, one would calculate
a new SVD. If there is any success applying SINDy combined with the SVD or
SINDy AE, it would be interesting to investigate the possibility of characterising
the coefficients in the SINDy model in terms of the molecular and thermodynamic
parameters corresponding to each time series.

To end this discussion of potential avenues for future research, we wish to high-
light that we only addressed the scaling of the synthetic structure factor snapshots in
the time series and not the translation phenomena. Since accounting for the scaling
of the snapshots led to such an improvement in the five-mode SVD reconstructions,
we are inclined to believe that the scaling was the main issue regarding our initial
attempts at reconstructing the snapshots, i.e. the effects of translations were not as
detrimental. However, if it is deemed that the effects of translations need addressing,
a potentially useful technique might be Unsupervised Travelling Wave Identification
with Shifting and Truncation (UnTWIST) [104]. This technique automatically iden-
tifies and shifts travelling waves such that they appear stationary in a new reference
frame. The technique also allows one to learn an interpretable model describing the,
in general, non-constant speed of the reference frame. Shifting the travelling wave
snapshots should aid one in obtaining accurate low-rank SVD reconstructions of the
snapshots.

6.4 Summary

We investigated the application of two parsimonious non-linear system identification
techniques - parametric PDE-FIND and SINDy combined with the SVD - to the
problem of modelling the time evolution of the structure factor during polymeric

103



spinodal decomposition.

The application of parametric PDE-FIND to the problem is not well-founded.
This technique requires that the state vector is represented in a coordinate system
that enables a sparse representation of the dynamics and that the library of can-
didate functions is overcomplete. Clearly, in the experimental coordinate system,
this is not possible - the full equation of motion for the structure factor during
spinodal decomposition is unclosed. Naively, we neglected this and sought to inves-
tigate whether parametric PDE-FIND can be used to identify parametric integro-
differential equations. We were motivated by the idea of learning an approximate
equation of motion for the structure factor during spinodal decomposition. The
Akcasu equation suggests that integral basis functions are more appropriate than
differential basis functions, hence our interest in parametric integro-differential equa-
tions. We found that the linear dependency between integral basis functions makes
the sparse regression problem difficult to solve accurately.

To make progress, we believe the use of coordinate transformations will be vital.
Coordinate transformations have the potential to enable a sparse representation of
the dynamics in terms of linearly independent basis functions. In this direction, we
considered SINDy combined with the SVD. We sought to investigate how well the
synthetic structure factor snapshots in the critical shallow and off-critical deep time
series can be reconstructed using the SVD - a prerequisite task for using SINDy
to model the dynamics of the structure factor in the space spanned by reduced
SVD modes. A successful application of SINDy combined with the SVD would
likely require accurate SVD reconstructions using as few modes as possible. We
found that many modes were required to reconstruct the synthetic structure factor
snapshots. Noting that the SVD breaks down when there are translations and
scaling, we addressed scaling in the time series by taking the log of the constituent
snapshots. We found that fairly accurate low-rank reconstructions of the snapshots
are possible when the scaling of the snapshots has been accounted for in this way.

A natural next step would be to try to construct SINDy models for the reduced
SVD mode amplitudes corresponding to the log of the critical shallow and off-critical
deep time series. If this fails, a promising technique to consider is SINDy AE, which
combines both coordinate and model discovery via the joint optimisation of an
autoencoder and a SINDy model in terms of the latent variables of the autoencoder.
We are excited to see how this work develops in the future, especially as the field of
system identification grows and matures. Indeed, we believe this problem could be
a stimulating test bed for future system identification techniques.
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Chapter 7

Conclusions and future work

The time evolution of the structure factor during polymeric spinodal decomposition
and dissolution is relatively easy to measure but hard to model. We believe the
latter could be impeding our ability to control these processes, preventing us from
tailoring and tuning the microstructures of materials derived from polymer blends.
In an attempt to rectify this, we set out to

e Test the Akcasu equation for describing the time evolution of the structure
factor

e Explore the application of system identification techniques to the problem of
modelling the time evolution of the structure factor

To allow us to have as much control as possible in our investigations, we worked
with synthetic time series of structure factor snapshots. In chapter 3, we detailed
how we generated these time series. The method we used involves a finite difference
scheme for simulating polymeric spinodal decomposition and dissolution. When
using finite difference simulations, one must be careful in the selection of Az and
AT values. We discussed how we chose suitable values of Ax and A7, demonstrating
that the time series we generated are independent of these values. Furthermore, we
showed that the snapshots in the dissolution time series tend towards de Gennes’
random phase approximation for the static structure factor, indicating our method
for generating the time series was derived and implemented correctly. The code and
data we developed is available on GitHub [96].

In chapter 4, we tested the Akcasu equation. One of our aims was to shed light
on the quantitative discrepancy between the predictions of the Akcasu equation and
experimental scattering data reported by Akcasu et al. [31] in the case of dissolution.
It was unclear whether the Akcasu equation failed as a result of the equation being
inadequate or incorrect parameter values being used. We found that the Akcasu
equation applied to dissolution performed much better when tested on the synthetic
structure factor snapshots in the dissolution time series than it did when tested
using experimental scattering data. Since the parameter values corresponding to the
synthetic structure factor snapshots are known, this suggests that the experimental
discrepancy could have been due to incorrect parameter values. We hope these
findings motivate further testing of the Akcasu equation applied to dissolution using
experimental data.

Based on different assumptions, we defined and tested two versions of the Ak-
casu equation applied to spinodal decomposition: the Akcasu equation applied to
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spinodal decomposition under the assumption of a small temperature jump and the
Akcasu equation applied to general spinodal decomposition. The former captured
some important qualitative features of the dynamics of the synthetic structure factor
snapshots in the critical shallow time series but lacked accuracy. The latter com-
pletely failed to describe the dynamics of the synthetic structure factor snapshots.
We traced this failure back to the noise term and hypothesise that this term may
need to be time-dependent, shifting between two limiting values. We hope our find-
ings from testing the Akcasu equation applied to spinodal decomposition motivate
further theoretical work aimed towards the development of an approximate equa-
tion of motion for the structure factor during spinodal decomposition. As far as we
know, these are the first reported findings for testing the Akcasu equation applied
to spinodal decomposition.

In chapter 5, we turned our attention towards the application of system identi-
fication techniques to the problem of modelling the time evolution of the structure
factor during spinodal decomposition. Specifically, we investigated the use of DMD
to predict future snapshots of the synthetic structure factor based on the knowl-
edge of previous snapshots. For both the critical shallow and off-critical deep time
series, DMD was able to accurately model the time evolution of the synthetic struc-
ture factor snapshots when applied recursively. We identified a trade-off between
the accuracy and extrapolation of the DMD predictions, which seemed to be time-
dependent: as spinodal decomposition proceeds, it becomes less important.

We believe our findings are promising for the development of an experimental
technique to predict structure factor snapshots and microstructure characteristics
during spinodal decomposition. Such predictions could be useful in a control sys-
tem. A limitation of our DMD investigation is that the synthetic structure factor
snapshots we used are idealised. To address this, we propose that future research
should aim to demonstrate whether our findings can be replicated with more realistic
(e.g. noisy and incomplete) synthetic time series of structure factor snapshots and,
eventually, experimental scattering data. Extensions to DMD, such as BOP-DMD,
which was developed to handle noise, might need to be considered.

In chapter 6, we investigated the application of parametric PDE-FIND and
SINDy combined with the SVD to the problem of modelling the time evolution
of the structure factor during spinodal decomposition. Contrary to DMD, which
is linear and equation-free, parametric PDE-FIND and SINDy combined with the
SVD output parsimonious non-linear governing equations.

We determined that the application of parametric PDE-FIND to the problem is
not well-founded. Among several issues is that parametric PDE-FIND requires the
structure factor to be represented in a coordinate system that enables a sparse repre-
sentation of the dynamics - this is not the case in the experimental coordinate system
since the full equation of motion is unclosed. To make progress, we believe the use of
coordinate transformations will be vital, which led us to consider SINDy combined
with the SVD. The reduced SVD allows one to approximate spatio-temporal time
series in terms of a few dominant modes whose amplitudes evolve with time. SINDy
can be used to model the time evolution of the reduced SVD mode amplitudes.

Before applying SINDy to model the time evolution of the reduced mode ampli-
tudes, a prerequisite task is to investigate how well the reduced SVD can reconstruct
the synthetic structure factor snapshots under consideration. For both the critical
shallow and off-critical deep time series, we found that fairly accurate low-rank re-
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constructions of the synthetic structure factor snapshots were possible when the
scaling of the snapshots was accounted for by taking the log of the snapshots. Due
to time constraints, we did not attempt to construct any SINDy models for the time
evolution of the reduced SVD mode amplitudes. This would be a natural next step.
If this were to fail, we identified SINDy AE as a promising technique to investigate.
SINDy AE combines both coordinate and model discovery via the joint optimisa-
tion of an autoencoder and a SINDy model in terms of the latent variables of the
autoencoder.

As far as we know, our work in chapters 5 and 6 is the first to attempt applying
system identification techniques to the problem of modelling the time evolution of
the structure factor during spinodal decomposition. We believe this problem could
be a stimulating test bed for future system identification techniques, and we hope
our findings provide a solid starting point for future research.
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Appendix A

Supplementary information for
chapter 3

This appendix contains supplementary information for chapter 3 and is split into
two sections. In section A.1, we derive equations 3.1, 3.5 and 3.7. In section A.2,
we attempt to quantify the small-k limit of equation 3.1.

A.1 Deriving the key equations

Finite difference scheme (equation 3.1)

To begin the derivation, we nondimensionalise equation 2.62. We make use of the
dimensionless variables in equations 3.4a - 3.4c. Upon substituting these dimension-
less variables into equation 2.62, we obtain, after rearranging,

=20 ) (Vap

3925(8«’1:7)_%@2[ Xe |1n( ¢) 2x¢ 1

- 2x —xs| N =0/ [x—xl %<(¢(1—¢))2

! )20 +é(@. 7). (A1)

”(m

Next, we write equation A.1 in a slightly different form. A rescaled dimensionless

noise term v(x, 7) = ﬁf (x,7) can be identified by substituting equations
v " IX—Xs

~ U1/2 - / .
3.4a - 3.4c into equation 2.54b. Upon substituting &(x, 7) = %y(m, T) into

equation A.1, we obtain

Op(z, 7) 1@2[ Xe |ln< ¢) 2x¢ +1< 1—2¢ )(%)2

or 20 L—x.] \1-¢/ [x—x| 36\(e(1-0))
L Vel w0 I —xl
(36¢(1 _ ¢))v o] + R (@, 7). (A2)
The first and second moments of v(x, T) are given by
<v(x,7)>=0 (A.3a)
< vz, T)v(x 7)) >= -V*(x —x)o(r — 7). (A.3Db)
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We note that a common simplification to equation A.2 used in previous theoretical
and computational studies of spinodal decomposition is to set vy equal to unity
[26,53,105,106]. Similarly, in some studies, o has also been set equal to unity [90-92].

Ultimately, we want to write down the numerical solution to equation A.2.
Therefore, following [53], we introduce some discretisation approximations. Specifi-
cally, we approximate continuous time as a series of discrete time steps of duration
A7 and continuous space as a simple cubic lattice (with periodic boundary condi-
tions) comprising N2 lattice sites of length Az. We label the lattice sites with the
indices (j, k,1) and the time steps with the index m. To approximate the spatial
derivatives, we use central finite difference schemes. After integrating the result-

ing discretised equation over a single time step, we write the numerical solution
as [53,107-109]

AT X O 22Xk,
m+1 __ m [ c h’l( ML )_ 1%,
> |

R N |>< —
1 — 20,
+ 55 p ) | | o
36 (%k,z(l —m )2/ ang? L1 O (A.4)
/2, (1/4
! v "Ix Xs|
—2( ) |+ 2 -
36¢?7k,l(1 — o7 kl Ax? Z ik 53/2 okl

where ) and [, are the short-hand operators in equations 3.2a and 3.2b and

m

M7, = fTT+AT v(x, 7)dr. We approximated the integral of the term with the square
brackets as a Riemann sum with a single term.

To make use of equation A.4, we must specify how to implement M} ;. Following
[108,109], we use equation A.3 to compute

<M, >=0 (A.5a)
< M M,y >= —V?5(x — )0 AT. (A.5b)

Approximating the Laplacian using central finite differences and §(x—x’) as %ﬁgdl”,

we obtain

1 04Ok, O1 v
< M k;lM / k" J >= Ax2 ; (A—"L‘g)ém’mlAT. (A6)

It can be shown that

627 if (5, k1) = (5, K/, 1) and m = m/

Axd
< M; klM,k, v >= —Aﬁg if (4,k,1) and (5/,K',I') are NN and m =m’, (A.7)
0 otherwise

where NN is an abbreviation for nearest neighbours. When m = m/, the second line
on the right-hand side of this equation reveals the covariance of M} ; is negative for
lattice sites that are nearest neighbours. Therefore, positive values of M, at one
lattice site, which correspond to an increase in @7} ;, are compensated by negative
values at the neighbouring lattice sites and vice versa. It follows that material is
conserved. Ultimately, this conservation property stems from the presence of V2
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in equation 2.56. Replacing V? in equation 2.56 with a numerical factor results in
the covariance term in the second line of equation A.7 becoming zero. In this case,
material would no longer be conserved.

To generate values of M, in accordance with equations A.5a and A.6, we
follow [97,105,108] in defining

1
m _ m m m m m m
Ml = Ar [tk = M+ 51— Mg + Mkien — M) (A.8)

where the 7, are independent Gaussian random variables with the following statis-
tical properties:

. " AT
< Mgkttt b 0 >= 75 O 0.5 Ok O Orm (A.9b)

Finally, upon substituting equation A.8 into equation A.4, we obtain equation 3.1.

Snapshots of the power spectrum and the structure factor (equations 3.5
and 3.7)

To begin the derivation, we nondimensionalise equation 2.92. We make use of the
dimensionless variables in equations 3.4a, 3.8a, and 3.8b. Upon substituting these
dimensionless variables into equation 2.92, we obtain, after rearranging,

Sk, 1) = %</d3x e_ik'm&b(azﬂ')/d%’ eik'm/5¢(w',7)>, (A.10)

- 3
where V' = V‘><;—§<"" We note that the expression inside the angle brackets is the

dimensionless power spectrum ﬁ’(k, 7), i.e. a dimensionless version of equation 2.93.

Next, consistently with the derivation of the finite difference scheme, we in-
troduce discretisation approximations into equation A.10. Most significantly, we
approximate the Fourier transforms as discrete Fourier transforms. The resulting
discretised equation can be expressed in two parts:

om 1 DM
Sd = W < Pd > (Alla)

len :A$6< L L 5¢;nkl e~ 2’” (aj+bk+cl)

)Yy

(A.11b)

Ns—1 Ng—1 Ns—1

2‘rr7, bk! I
E E E 5¢/k/l/€N5 (aj’ bk +cl’) R,

=0 k'=0 l'=

where a, b and ¢ are integers in the range # < a,bc < st’l, and < ... >p
denotes a radial average. The radial average can be written explicitly as

Za,b,c s.t. round(va?+b2+c?)=d fa,b,c

| (A.12)
Za,b,c s.t. round(va2+b2+c2)=d 1

< fape >r= fa =
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where d is an integer in the range 0 < d < % We introduce the radial average
since P (k, 7) depends only on the magnitude of k - we expect polymer blends to be
isotropic during dissolution and spinodal decomposition. The integers a, b and c are
related to k via k = N %z (a,b,¢). The integer d is related to k = k| via k = ° 2.
Next, we propose approximating ¢ &~ 0 to make equation A.11b consistent with
a small-angle scattering experiment. This corresponds to approximating ¢, =~ 0,
where ¢, is the z-component of g, and reduces the three-dimensional discrete Fourier
transforms in equation A.11b to two-dimensional discrete Fourier transforms:

Ns—1 Ns—1 Ns—1 Ns—1 Ns—1 Ns—1

GRS 9 90 LTI TR 30 9) SLTAE B
j=0 k=0 (=0 J'=0 K'=0 l'= f
(A.13)
The radial average becomes
a,b s.t. roun a fab
< fap >rR= fa = Db st rowd (Ve (A.14)

Za,b s.t. round(va24b2%)=d 1
Our logic behind approximating ¢, ~ 0 is as follows. Consider figure 1.2, which shows
a schematic of a typical small-angle scattering experiment. Defining the z-axis to be
parallel to the incident beam, the scattering vector of an arbitrary scattering event
is given by

qf,x 0 qf.x
a=qr—aq=[qgy,| -1 0| = Aty : (A.15)
qf,z qi,z qfz — 4iz

Assuming that the scattering is elastic (therefore |q;| = |gy|), it can be deduced
using trigonometry that

¢ = lgrl(cos(0) —1). (A.16)
By definition, the scattering angle in small-angle scattering is small, therefore

92 04
Qz:|Qf|(1___+__ -_1)%0' (A.17)

Finally, for simplicity, we propose neglecting the time average represented by
< ... > in equation A.l1la. Instead, noting that the sizes of simulated blends are
significantly smaller than the sizes of blends studied experimentally, we propose
taking < ... > to mean an ensemble average [15,16]. This allows us to model the
scattering throughout a ‘large’ experimental blend using /N, simulations of ‘small’
blends:

1 &
Sy = ———= g P A.18a
d NTNSA.TS n;d ( )
s n=1
Ns—1 Ng—1 Ng—1 Ng—1 Ng—1 Ns—1
S A 6 s s s 6 . 7%(aj+bk) s s il 5 m! %(aj’%»bk:’)
nd — 2T Prijr € Prsr b € .
j=0 k=0 1[=0 j'=0 k'=0 I'=0

(A.18Db)
These equations are equivalent to equations 3.7 and 3.5, respectively.
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A.2 Quantifying the small-k limit of equation 3.1

The small-k limit of equation 3.1 stems from deriving the square gradient coefficient
to be consistent with the small-¢g limit of de Gennes’ random phase approximation
(see section 2.4.9). Specifically, instead of using complete Debye functions in the
derivation of the square gradient coefficient, de Gennes used its linear expansion,
which is only valid in the limit ¢R, = kry, << 1. We attempt to quantify this limit
below.

The dimensionless radius of gyration is given by

N - Xs
ry = \/—|X6 Xs| (A.19)

Therefore, the limit kr, << 1 can be written as

N - AXs
o/ VI = x|

6
Substituting N = 2700 and the values of x and y, corresponding to each time series
into equation A.19, we determine that

<< 1. (A.20)

e 7, ~ 0.10 = k << 10 in the case of the critical shallow and dissolution
time series

o 7, ~0.24 = k << 4.2 in the case of the off-critical deep time series

In an attempt to quantify what is meant by ‘<<’, we turn to the Debye function
and its linear expansion:

fo(z) = %(g; 14 e—x) ~1— g (A.21)
where z = (qR,)* = (kr,)?. Figure A.1 shows the percentage error between the
Debye function and its linear expansion as a function of z. At x = 0.5, the percent-
age error is approximately 2.22 %, which suggests the linear expansion is a good
approximation to the full Debye function when z < 0.5. Using = < 0.5 and the
values of r, listed above, we determine the following small-k limit inequalities:

e k < 7 in the case of the critical shallow and dissolution time series

e k < 3 in the case of the off-critical deep time series
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Figure A.1: The percentage error between the full Debye function and its linear
expansion as a function of x = (¢R,)* = (kr,)%.
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Appendix B

Supplementary results for
chapters 5 and 6

B.1 Supplementary results for chapter 5

B.1.1 Critical shallow time series

Figures B.1 and B.2 present the same comparison as figures 5.1 and 5.3, respectively,
but with a log scale (base 10) on the y-axis.
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Figure B.1: A reproduction of figure 5.1 with a log-scale (base 10) on the y-axis.
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Figure B.2: A reproduction of figure 5.3 with a log-scale (base 10) on the y-axis.

B.1.2 Off-critical deep time series

Figures B.3 and B.4 compare several synthetic structure factor snapshots from the
off-critical deep time series with those predicted by DMD models. The snapshots in
figure B.3 correspond to values of 7 in the range 1 < 7 < 10, while the snapshots in
figure B.4 correspond to values of 7 in the range 10 < 7 < 50. The hyperparameters
used in the DMD models are listed in section 5.2. Figures B.5 and B.6 show a box
plot of the percentage errors associated with the predictions of each DMD model
in figures B.3 and B.4, respectively. From figures B.3 - B.6 we infer that, with the
exception of the early stage of the process (7 < 3), DMD can be used to accurately
model the time evolution of the synthetic structure factor snapshots.

Figure B.7 compares the predictions of DMD models obtained using values of
Ton < 0.75 at 7 = 1 and 7 = 3 with the corresponding synthetic structure factor
snapshots. Figure B.8 compares the predictions of DMD models obtained using
values of 7,, > 0.75 at 7 = 20,30,40 and 50 with the corresponding synthetic
structure factor snapshots. The results in figures B.7 - B.8 illustrate the trade-off
between the accuracy and extrapolation of the DMD predictions, which is coupled
to the value of 7.

Overall, the results presented in this section, which we obtained with the off-
critical deep time series, are consistent with the results presented in section 5.3,
which we obtained using the critical shallow time series.
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Figure B.3: A comparison between synthetic structure factor snapshots from the
off-critical deep time series and those predicted by the DMD models for values of 7
in the range 1 < 7 < 10. The hyperparameters used in the DMD models are listed
in section 5.2.
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Figure B.4: A comparison between synthetic structure factor snapshots from the
off-critical deep time series and those predicted by the DMD models for values of 7
in the range 10 < 7 < 50. The hyperparameters used in the DMD models are listed
in section 5.2.
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Figure B.5: Box plots of the percentage errors associated with the predictions of
each DMD model in figure B.3. In each box plot, the red line shows the median, the
blue box outlines the interquartile range, the black dotted lines extend beyond the
box by 1.5 times the interquartile range, and the blue circles denote outliers. The
solid blue line shows the time evolution of the mean.
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Figure B.6: Box plots of the percentage errors associated with the predictions of
each DMD model in figure B.4. In each box plot, the red line shows the median, the
blue box outlines the interquartile range, the black dotted lines extend beyond the
box by 1.5 times the interquartile range, and the blue circles denote outliers. The
solid blue line shows the time evolution of the mean.

118



%1073 T=1

Synthetic suapshot
6L |-——-DMDr=07
—— DMD 7y, = 0.5
©  DMD 7, =025

0.4

0.3 -

=
S 02f
n

0.1+

Figure B.7: A comparison between synthetic structure factor snapshots from the
off-critical deep time series and those predicted by DMD models with values of
Tpn, < 0.75 at 7 =1 (top panel) and 7 = 3 (bottom panel). The values of the other
hyperparameters used in the DMD models are the same as those listed in section
5.2.
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Figure B.8: A comparison between synthetic structure factor snapshots from the
off-critical deep time series and those predicted by DMD models with values of
Tpn > 0.75 at 7 = 20 and 30 (top panel) and 7 = 40 and 50 (bottom panel). The
values of the other hyperparameters used in the DMD models are the same as those
listed in section 5.2.
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B.2 Supplementary results for chapter 6

In the case of the critical shallow time series, figures B.9a and B.9b compare the five-
mode reconstruction of synthetic structure factor snapshots with the originals at 7 =
0.25,0.5,0.75,1 and 7 = 10, 20, 30, 40, 50, respectively. Similarly, figures B.10a and
B.10b compare the 25-mode reconstruction of synthetic structure factor snapshots
with the originals at 7 = 0.25,0.5,0.75,1 and 7 = 10, 20, 30, 40, 50, respectively. We
note that the snapshots in the figures are presented with a log scale on the y-axis.
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Figure B.9: A comparison between the five-mode SVD reconstruction of synthetic
structure factor snapshots from the critical shallow time series and the originals at
(a) 7 = 0.25,0.5,0.75,1 and (b) 7 = 10, 20, 30, 40, 50. The snapshots are presented
with a log scale on the y-axis. Some of the reconstructed values were negative.
These values are not plotted.
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Figure B.10: A comparison between the 25-mode SVD reconstruction of synthetic
structure factor snapshots from the critical shallow time series and the originals at
(a) 7 =0.25,0.5,0.75,1 and (b) 7 = 10, 20, 30, 40, 50. The snapshots are presented
with a log scale on the y-axis. Some of the reconstructed values were negative.
These values are not plotted.
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In the case of the log (base 10) of the critical shallow time series, figures B.11a and
B.11b compare the five-mode reconstruction of synthetic structure factor snapshots
with the originals at 7 = 0.25,0.5,0.75,1 and 7 = 10, 20, 30, 40, 50, respectively. In
the case of the log (base 10) of the off-critical deep time series, figures B.12a and
B.12b compare the five-mode reconstruction of synthetic structure factor snapshots
with the originals at 7 = 0.25,0.5,0.75,1 and 7 = 10, 20, 30, 40, 50, respectively.
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Figure B.11: A comparison between the five-mode SVD reconstruction of the log
(base 10) of synthetic structure factor snapshots from the critical shallow time series
and the originals at (a) 7 = 0.25,0.5,0.75,1 and (b) 7 = 10, 20, 30, 40, 50.
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Figure B.12: A comparison between the five-mode SVD reconstruction of the log
(base 10) of synthetic structure factor snapshots from the off-critical deep time series
and the originals at (a) 7 = 0.25,0.5,0.75,1 and (b) 7 = 10, 20, 30, 40, 50.
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