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Abstract

Understanding the climates and habitability of Earth-like exoplanets is important for

assessing the potential for life beyond our Solar System. These planets are influenced

by a complex interplay of factors, including host star type, atmospheric composition,

surface characteristics, and orbital configurations such as high eccentricity and tidal

locking. Many rocky exoplanets exhibit higher orbital eccentricities than those in our

Solar System, and terrestrial exoplanets orbiting M dwarfs are often tidally-locked due

to their proximity to the host stars.

In this thesis, I employ the Whole Atmosphere Community Climate Model Version 6

(WACCM6), a fully coupled Earth-system model, to simulate and examine the climates

of Earth-like exoplanets in highly eccentric and tidally-locked orbits. I aim to provide

a basic understanding of how these two orbital parameters influence planetary climate,

surface habitability and observational signatures. My simulations reveal that orbital

eccentricity and tidal locking both have a significant and distinct impact on the climate.

A highly eccentric Earth-like exoplanet (e = 0.4) exhibits a warmer global mean surface

temperature than its circular orbit counterpart (e = 0) due to lower surface and cloud

albedo and weaker longwave cloud forcing. The seasonally asymmetric stellar irradiance

in the highly eccentric orbit redistributes surface albedo feedback and cloud radiative

effects spatially and temporally. This leads to an increased surface temperature, with

enhanced meridional heat transport when the planet is closer to its star, improving

habitability at higher latitudes. Additionally, we find a non-linear rise in stratospheric

water vapor concentration as surface temperatures increase, which drives a corresponding
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annual mean increase in water loss rates via the thermal escape of hydrogen species.

Despite the higher water loss rate, the highly eccentric Earth-like planet can retain its

water reservoir throughout the system’s lifetime. For a case study of the tidally-locked

Proxima Centauri b with the substellar point over the Pacific Ocean, our results reveal

a colder climate than pre-industrial Earth, attributed to lower stellar irradiance, higher

surface albedo, and reduced greenhouse effects. Nonetheless, the planet sustains an

"eyeball-shaped" open ocean around the substellar point. The stratospheric ozone layer

is significantly thinner than that of the pre-industrial Earth, largely due to reduced

atomic oxygen production resulting from the lower photolysis rate of molecular oxygen

and water vapor, a consequence of the host star’s weaker ultraviolet radiation. Notably,

atmospheric circulation, ocean dynamics and topography are critical in modulating the

day-night temperature contrast and shaping the ozone distribution of the tidally-locked

planet. We find that the surface ozone levels remain below harmful concentrations,

further supporting the potential habitability in the open ocean region.

Using the Planetary Spectrum Generator, we simulate idealized spectra for both stud-

ies considering eccentricity and tidal locking effects. The highly eccentric planet shows

stronger water vapor absorption features, suggesting that such exoplanets may be prime

targets for future atmospheric characterization. For the tidally-locked planet, water va-

por signals are much weaker despite the planet being an ocean world. Nevertheless,

ozone and carbon dioxide produce the more notable absorption features in the spec-

tra, indicating a higher possibility of detection through direct imaging and transmission

spectroscopy.

Overall, this thesis highlights the profound impact of orbital configurations, such as ec-

centricity and tidal locking, on the climate dynamics, atmospheric composition, potential

habitability and theoretical observations of Earth-like exoplanets. My research addresses

the necessity of using comprehensive three-dimensional global circulation models coupled

with interactive chemistry and ocean dynamics to better assess the spatial and temporal

variations in climate. This research contributes to the broader quest to identify and
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characterize potentially habitable worlds beyond our Solar System.
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Chapter 1

Introduction

Are we alone in the Universe? For centuries, this profound question was primarily the

domain of philosophy and science fiction. However, recent advancements in observational

techniques, telescopes and sophisticated modelling have significantly enhanced our ability

to address this enduring question. Since the first confirmed exoplanet detection around

a pulsar in 1992 (Wolszczan et al., 1992) and the discovery of 51 Pegasi b around a

G dwarf in 1995 (Mayor et al., 1995), the number of known exoplanets has surged

to over 5700 as of 2024 (NASA Exoplanet Science Institute, 2024). The search for

life beyond our solar system has shifted from speculation to systematic investigation.

Central to this quest is the study of Earth-like exoplanets, worlds orbiting stars outside

our solar system that might share the fundamental characteristics necessary for life as

we know it. Yet, the potential habitability of these planets is influenced by their orbital

configurations. Variations in orbital parameters can shape a planet’s climate, alter its

atmospheric chemistry, and impact the habitability and potential bio-signatures.

I used WACCM6, a state-of-the-art Earth System Model, to explore how different or-

bital configurations, such as eccentricity, obliquity, and tidal locking, can influence

Earth-analogue or Earth-like exoplanets’ climate, atmospheric chemistry, habitability,

and observability. While the terms “Earth-analogue” and “Earth-like” are often used

interchangeably, this thesis distinguishes them based on the extent of model modifica-
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1.1. Exoplanet Observations

tions. Earth-analogues, which involve changes only in orbital configurations without

altering internal parameters, are considered in our studies of orbital eccentricity. In

contrast, Earth-like exoplanets, as in our simulations of Proxima Centauri b, involve

modifications to planetary radii and rotation rates while leaving most internal param-

eters unchanged. This chapter introduces observations, climate modelling, habitability

studies, and fundamental knowledge of terrestrial exoplanets’ atmospheres, providing the

necessary background for understanding the research.

1.1 Exoplanet Observations

The number of confirmed and candidate exoplanets has surged rapidly over the past two

decades. This increase is driven by significant advancements in observational techniques,

the development of more powerful telescopes, and humanity’s enduring curiosity about

the universe. Figure 1.1 shows the cumulative number of exoplanets over time, high-

lighting the surge in discoveries following the launch of dedicated space missions such

as Kepler. However, an Earth-analogue exoplanet has yet to be found, and many of the

discovered exoplanets are distinctly different from our solar system planets. This diver-

sity of exoplanets challenges our understanding of planetary formation and habitability

archetypes.

Figure 1.1 illustrates 11 different detection methods, each with its own strengths and

limitations (Ramirez et al., 2013). The majority of exoplanet discoveries have been made

using four primary methods: the transit method (T), radial velocity (RV), gravitational

microlensing (M), and direct imaging (I). Among these, the transit and direct imag-

ing methods are particularly notable for their success in detecting exoplanets and their

applications in observing and characterising the atmospheres of these distant worlds.

This section briefly introduces the transit and direct imaging methods, as well as their

applications in transit spectroscopy and direct imaging spectroscopy for studying the

atmospheres of rocky planets beyond our solar system.

2



Chapter 1. Introduction

Figure 1.1: Figure illustrates the distribution of exoplanets discovered using different detec-
tion methods, according to data from the NASA Exoplanet Archive. The detection methods
are labelled as T (Transit), RV (Radial Velocity), M (Microlensing), I (Direct Imaging), TTV
(Transit Timing Variations), ETV (Eclipse Timing Variations), OBM (orbital brightness mod-
ulation), PT (Pulsar Timing), PTV (Pulsation Timing Variations), A (Astrometry), and DK
(Disk Kinematics)
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1.1. Exoplanet Observations

1.1.1 Transit Observations

The transit method is the most successful of these primary detection techniques, account-

ing for over 4000 confirmed exoplanets. This method involves monitoring a star’s light

over time; if an exoplanet passes in front of the star in its orbit, a portion of the starlight

is blocked, causing a measurable dimming. The extent of this dimming is directly re-

lated to the planet’s size relative to the star, allowing for the calculation of the planet’s

radius if the stellar radius is known (see Figure 1.2 for a demonstration). Space-based

missions, such as the 2009-launched Kepler spacecraft, have significantly advanced the

number of exoplanet discoveries by the transit method. This spacecraft discovered over

2700 confirmed exoplanets, and the mission was later extended (dubbed K2), adding over

500 confirmed exoplanets (see NASA Exoplanet Science Institute, 2024). The Transiting

Exoplanet Survey Satellite (TESS), launched in 2018, has further contributed to the

discovery of over 7000 candidate exoplanets, with over 500 confirmed so far and many

more expected to be confirmed in the coming years (see NASA Exoplanet Science In-

stitute, 2024). Compared to the Kepler mission, TESS conducts a much larger, nearly

all-sky survey that includes the Kepler field with extended observation time, contribut-

ing to the discovery of additional exoplanets and enabling more precise characterization

of planetary orbital parameters (Christ et al., 2019; Kane et al., 2021).

When an exoplanet with an atmosphere transits its star, the observed specific flux can

be expressed by considering the atmospheric absorption. If the exoplanet had no atmo-

sphere, the flux Ftel observed by the telescope would be reduced solely by the opaque

disk of the planet, given by:

Ftel = F∗

(
1−

πR2
p

πR2
∗

)
(1.1)

Here, Rp and R∗ are the radii of the exoplanet and the host star, respectively, and F∗

4



Chapter 1. Introduction

Figure 1.2: Demonstration of a planet transiting its host star, resulting in the stellar brightness
dimming during the transit. Image credit. B. Liu.

is the incident flux from the star. This equation reflects the fraction of starlight blocked

by the planet.

However, when atmospheric absorption is included, this expression becomes:

Ftel = F∗

(
1−

Σλ + πR2
p

πR2
∗

)
(1.2)

= F∗

(
1− π(Rp +∆Rλ)

2

πR2
∗

)
(1.3)

Here, Σλ represents the equivalent disk surface area of absorption due to the wavelength-

dependent atmospheric opacity, as described by Figure 1.3 in Ehrenreich et al. (2006).

The value of Σλ depends on factors such as atmospheric pressure, temperature, and

chemical composition and is given by:

Σλ = 2π

∫ bmax

Rp

b
(
1− e−τ(b)

)
db (1.4)
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1.1. Exoplanet Observations

In this equation, b is the impact parameter, τ(b) is the optical depth as a function

of b, and bmax is the maximum impact parameter, which refers to the altitude above

which a molecular species in the atmosphere (such as H2O, O3, CO2, O2) is likely to be

destroyed or modified either by photolysis or ionizing radiation, such as Lyman-alpha

or EUV (Ehrenreich et al., 2006). So, Σλ increases for a denser atmosphere or one with

molecules strongly absorbing at the observed wavelength. Alternatively, the flux can also

be described using an effective altitude ∆Rλ, representing the planet’s apparent radius

increase (i.e., effective height) due to the atmosphere’s opacity at a specific wavelength

(λ).

Figure 1.3: Adapted from Ehrenreich et al. (2006): schematic view of the transmitted stellar
radiation through the planetary atmosphere. The planet is optically thick and is indicated as a
solid circle (blue) with a radius R. The absorption of the stellar radiation occurs along the line
of sight dl with an altitude h and impact parameter b.

The transit method allows astronomers to determine the size of a transiting planet by

analyzing the light curve during the transit event. When combined with the radial ve-

locity method, which measures the planet’s mass, it becomes possible to calculate its

density, providing valuable insights into the planet’s interior composition and structure.

As the planet transits its star, starlight passes through and interacts with the planet’s
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Chapter 1. Introduction

atmosphere, where different wavelengths of light are absorbed or scattered depending

on the atmospheric constituents present. Transmission spectroscopy, obtained by sub-

tracting the in-transit spectrum from the out-of-transit spectrum, reveals features in the

chemical absorption, aerosol scattering, cloud and haze optical effects at the day-night

terminator of the planet. For example, in the ultraviolet (UV) range, absorption can

occur due to ozone in the Hartley and Huggins bands between 200-360 nm, and ionized

metals may be absorbed in the Lyman-α region (∼ 121.5 nm). In the visible spectrum,

Rayleigh scattering and the absorption by metal elements and oxides, such as sodium

(Na), potassium (K), and titanium oxide (TiO), are prominent. In the infrared spec-

trum, molecules such as water (H2O), methane (CH4), carbon monoxide (CO), carbon

dioxide (CO2), and ozone (O3) play significant roles in absorption (e.g. Madhusudhan

et al., 2016).

Transmission spectroscopy, when combined with spectra retrieval methods, is a powerful

tool for characterizing planetary atmospheres. Spectra retrieval methods work by iden-

tifying the model parameters that best match the observed data, thereby constraining

the properties of the planetary atmosphere. For instance, LHS 1140 b, a planet with

a mass of 5.6 M⊕ and a radius of 1.73 R⊕, is located within the radius valley—a rare

zone that separates rocky super-Earths from mini-Neptunes, typically between 1.5 to 2

R⊕ (Fulton et al., 2017). Initially, there was uncertainty regarding whether LHS 1140 b

was a mini-Neptune with a thin hydrogen atmosphere or a water world (a mini-Neptune

with a substantial fraction of its mass composed of water) (Cadieux et al., 2024b). This

uncertainty exists because planets with the same mass and radius can have varying

interior compositions and structures. The spectra retrieval method helps resolve this

ambiguity by ruling out unphysical atmospheric compositions based on observational

data. Using the NIRSpec instrument on James Webb Space Telescope (JWST), the sce-

nario of LHS 1140 b being a mini-Neptune with a thin hydrogen atmosphere was ruled

out, favouring the possibility that it is more likely a water world (Damiano et al., 2024;

Cadieux et al., 2024a). Furthermore, recent JWST transit spectroscopy has detected
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CH4 and CO2 in the atmospheres of sub-Neptune planets K2-18 b (Madhusudhan et al.,

2023) and TOI-270d (Benneke et al., 2024), enhancing our understanding of atmospheric

characterization in the sub-Neptune regime.

Besides the study of super-Earth and sub-Neptune planets, the search for rocky planet

atmospheres around M dwarf stars is a major focus of JWST due to the favourable

planet-to-star size ratios and the proximity of the habitable zone around the host star,

which can enhance the detectability of atmospheric features. Also, M dwarfs are the most

common type of stars in the Universe. This is because they are formed in significantly

greater numbers than higher-mass stars, as described by the Initial Mass Function (IMF)

which represents the distribution of stellar masses that form in one star formation event

in a given volume of space (e.g. Kroupa, 2002; Li et al., 2023), and their long lifespans

(Adams et al., 1997; Laughlin et al., 1997; Bochanski et al., 2010, e.g.). It is estimated for

the lowest-mass main sequence stars (> 0.08 M⊙) that the hydrogen-burning timescale

is on the order of 1013 years (Laughlin et al., 1997). For example, the hydrogen-burning

timescale is estimated to be on the order of 1013 years for the lowest-mass main sequence

stars (0.08 M⊙) (Laughlin et al., 1997). As a result, the statistical likelihood of finding

potentially habitable exoplanets around M dwarfs is much higher than around other types

of stars (Shields et al., 2016a). However, little is currently known about the compositions

of these planets, and solid evidence of atmospheres around terrestrial exoplanets orbiting

M dwarfs has yet to be confirmed (e.g. Lustig-Yaeger et al., 2023; Lincowski et al., 2023).

Given the highly variable and extreme UV radiation environments of M dwarfs (e.g. Van

Looveren et al., 2024), the persistence of a secondary atmosphere remains uncertain (e.g.

Van Looveren et al., 2024; Diamond-Lowe et al., 2024).

Characterizing the atmospheres of rocky planets around M dwarfs using transmission

spectroscopy is an ongoing focus of JWST’s Near InfraRed Spectrograph (NIRSpec).

While direct imaging of the TRAPPIST-1 system remains beyond current capabilities,

secondary eclipse observations of TRAPPIST-1 b from JWST’s Mid-Infrared Instrument

(MIRI) (Greene et al., 2023) and TRAPPIST-1 c (Zieba et al., 2023) have shown that
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TRAPPIST-1 b is consistent with having no atmosphere, and that TRAPPIST-1 c could

either be a bare rock or host a thin atmosphere. Follow-up studies on TRAPPIST-1 c

compared the observed secondary eclipse depth with synthetic spectra across a broader

range of plausible environments. These studies confirmed that a thick atmosphere is

implausible for TRAPPIST-1 c but found that a wider range of thin atmospheres remains

possible; however, additional data is needed to discriminate between these possibilities

or to confirm the bare rock scenario proposed earlier (Lincowski et al., 2023). Another

example is LHS 475 b, a rocky exoplanet with a size nearly identical to Earth (0.99

R⊕), was first detected by TESS and later confirmed by JWST. Its featureless near-

infrared transmission spectra leave several possibilities open: the planet may possess

a high-altitude cloud deck similar to Venus, a thin atmosphere like Mars, or it might

lack a significant atmosphere entirely, resembling Mercury (Lustig-Yaeger et al., 2023).

Similarly, other terrestrial planets around M dwarfs, such as GJ 341 b (Kirk et al.,

2024), GJ 1132 b (May et al., 2023), and GJ 486 b (Moran et al., 2023), have also shown

spectra consistent with the absence of an atmosphere. In these studies, the challenge lies

in distinguishing whether deviations from a featureless spectrum are due to stellar flare

contamination or the presence of an atmosphere, addressing the importance of multi-visit

repeatability with JWST before making definitive claims about atmospheric detections.

1.1.2 Direct Imaging Observations

Unlike indirect methods like the transit or radial velocity methods, direct imaging is a

method that involves capturing the actual light of exoplanets by separating the light from

the planet from the overwhelming glare of its host star. This technique is particularly

useful for detecting planets far from their host stars, where the contrast between the

star’s brightness and the planet’s reflected light is less extreme. Direct imaging is a

challenging technique because stars are immensely brighter than the planets that orbit

them—often by a factor of 1010 for Earth-like planets in the habitable zone (e.g. Currie

et al., 2023).
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To overcome this challenge, coronagraphs are equipped on telescopes to block out the

star’s light, allowing the much fainter light from the planet to be detected (e.g. Currie

et al., 2023). Additionally, adaptive optics (AO) systems are used for ground-based

telescopes to correct for the distortion caused by Earth’s atmosphere, producing sharper

images (e.g. Hippler, 2019).

Using a spectrograph, the light from a planet produced by the direct imaging method

can be divided into two distinct components: reflection and emission (infrared). The

reflection spectra capture the stellar radiation reflected by the planet in the UV and

visible ranges, while the emission spectra reveal the planetary flux emitted at the infrared

wavelengths. For a face-on orbit, where the inclination angle is 0◦, observations capture

a mix of both the day-side and night-side hemispheres, which is similar to an edge-on

orbit at quadrature phase. In contrast, for a transiting orbit with an inclination angle of

90◦, the optimal time to observe a planet using the direct imaging method is just before

it enters its secondary eclipse or occultation, close to an orbital phase of 180◦, when one

side of the planet is nearly fully illuminated (Madhusudhan, 2018). The spectra obtained

from direct imaging are often presented in units of the planet-star flux ratio (ppm) due to

the relatively small amount of flux reflected or emitted by the planet compared to that of

the star. By probing the thermal emission across specific wavelength bands as a function

of the orbital phase, astronomers can generate a phase curve that reveals variations

in the signal, offering insights into potential seasonality and heat redistribution due to

atmospheric circulation.

To date, thermal emission observations have characterized several rocky planets around

M dwarfs as bare rock planets. For instance, LHS 3844 b, a rocky planet with a radius of

1.3 R⊕ orbiting an M dwarf, has been shown to be consistent with having no atmosphere

since the spectral retrieval indicated that the data are best fitted by a bare-rock model

with a low Bond albedo (Kreidberg et al., 2019). Similarly, GJ 1252 b, a hot rocky

super-Earth, has also been shown to lack a significant atmosphere based on data from

the Spitzer Space Telescope (Crossfield et al., 2022). Recent spectroscopic emission
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observations of hot Earth-sized planets around M dwarfs have generally refuted the

existence of thick atmospheres, suggesting that any atmospheres on such short-period

planets struggle to survive. Nevertheless, the airless worlds that are to be confirmed

can help us narrow down the distribution and abundance of potentially habitable worlds

around M dwarfs.

1.1.3 Future Observations

As discussed above, the presence of atmospheres on rocky planets around M dwarfs has

not been completely ruled out by recent transit and direct imaging observations. M

dwarfs, particularly late M dwarfs, are among the most active stars, and their stellar

activity poses significant challenges to detecting and characterizing exoplanetary atmo-

spheres (Roettenbacher et al., 2017). Discriminating between stellar contamination and

genuine atmospheric signals in observed spectra requires follow-up observations to refute,

or otherwise, the presence of an atmosphere.

In the next decades, detecting and characterizing Earth-analogue exoplanets in the hab-

itable zone for habitability and biosignature studies remains a central goal for next-

generation telescopes and missions. For example, Proxima Centauri b, the closest known

exoplanet to Earth, is unlikely to transit and, hence, is a promising target for future di-

rect imaging observations (Kipping et al., 2017; Vaughan et al., 2024). Ground-based

telescopes like the Extremely Large Telescope (ELT, Gilmozzi et al. (2007) and Padovani

et al. (2023)) are expected to provide the spectral and angular resolution necessary to

detect Earth-sized rocky worlds around G-type stars (Snellen et al., 2013; Vaughan et

al., 2024). Future space telescopes, such as the PLAnetary Transits and Oscillations

of stars (PLATO), aim to detect terrestrial exoplanets in the habitable zone around

Sun-like stars using the transit method (Rauer et al., 2016). Moreover, future space tele-

scopes and concept missions such as the Habitable Worlds Observatory (HWO) and the

Large Interferometer For Exoplanets (LIFE) mission will characterize the atmospheres

of long-period rocky planets and search for potential biosignatures through direct imag-
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ing spectroscopy (Quanz et al., 2022). Furthermore, it has been suggested that HWO

could detect exomoons around Earth-sized rocky exoplanets by observing mutual stellar

and lunar eclipse events, by which the effects of exomoons or exorings on potentially

habitable planet observations could be disentangled (Limbach et al., 2024).

1.2 Climate Modelling

With the rapid advancement of next-generation telescopes, we are entering a new era

in which the detection and characterization of terrestrial exoplanetary atmospheres are

becoming increasingly feasible. Meanwhile, growing research using numerical models to

simulate the potential climate states of these planets enables us to better predict and

understand the actual climate of the exoplanets. Climate refers to the statistical de-

scription of the mean and variability of relevant quantities, such as surface temperature,

over periods ranging from months to millions of years (Intergovernmental Panel on Cli-

mate Change (IPCC), 2023). The concept of “radiative forcing,” or simply “forcing,”

is widely used in climate studies to compare the climatic effects of various planetary

changes. A strong radiative forcing is generally expected to result in a significant and

proportionate change in global mean temperature (e.g. Carslaw, 2022). Figure 1.4 illus-

trates a broad range of periodic climate variations across timescales from millions of years

to days, alongside corresponding external forcings and internal variability mechanisms

(see the figure caption for more details). This thesis focuses on macroweather climate,

evaluating (inter)annual mean and seasonal climate variability of Earth-analogue and

Earth-like exoplanets. The climate models used for studying rocky exoplanets generally

span macroweather to macroclimate scales unless specified otherwise. Short-timescale

climate (i.e., weather) involves greater uncertainty and requires higher grid resolution,

making it more suited for regional weather forecasts. On the other hand, megaclimate

variability requires model simulations over millions of years, and the associated internal

variability, such as tectonism, is beyond the scope of current remote observations.
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Figure 1.4: Adapted from von der Heydt et al. (2021): This figure illustrates a broad range of
climate variations spanning timescales from millions of years to days. The upper part highlights
external forcings, while the lower part illustrates internal variabilities. Different climate defini-
tions are also provided based on their timescale, such as megaclimate, which refers to climate
behavior over galactic timescales (107 to 109 years), and macroweather, which covers climate
variations from a month to a few decades. Abbreviations of a list of Earth’s climate variability
modes are shown in the cyan region according to their respective timescales, including HE (Hein-
rich Event), DO (Dansgaard Oeschger Event), SOVC (Southern Ocean Centennial Variability),
AMV (Atlantic Multidecadal Variability), PDO (Pacific Decadal Oscillation), ENSO (El Nino-
Southern Oscillation), QBO (Quasi-biennial Oscillation) and NAO (North Atlantic Oscillation).

1.2.1 Model Hierarchy

Climate models have evolved in complexity, starting from simple zero-dimensional en-

ergy balance models (EBMs) and one-dimensional column models to more advanced 3D

global circulation models (GCMs) and Earth system models (ESMs). As models become

more comprehensive, they incorporate more mathematical and physical factors to better

explain and predict real-world climate systems based on observations. However, this

increasing complexity can sometimes make the models difficult to understand, as noted

by Polvani et al. (2017). Additionally, complex models are computationally expensive

and often lack the flexibility of simpler models, making it challenging to simulate long-

term climate evolution on timescales greater than 103 years or to explore a wide range

of parameter spaces. As the well-known phrase from Box (1979) suggests, “All models
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are wrong, but some are useful”, highlighting the need for a spectrum of models with

varying degrees of complexity tailored to different scientific objectives.

Figure 1.5, adapted from Bony et al. (2013), illustrates the complexity of climate models

along two axes: simplicity in understanding (y-axis) versus system complexity (x-axis).

The “Platonosphere” at the top represents the fundamental laws we understand, while

the conceptual and understanding abyss refers to processes that are both conceptually

and computationally challenging. Bony et al. (2013) argue that simpler models are es-

sential for understanding underlying processes, especially when those that more complex

models struggle to explain. They emphasize the need to “close the conceptual gaps” by

developing a framework that connects model behaviour across different levels of realism

and simplification.

Figure 1.6, adapted from Maher et al. (2019), shows how simple atmospheric models

connect to reality through a sequence of models, with Atmospheric General Circula-

tion Models (AGCMs) positioned within the model hierarchy. The figure highlights

different hierarchies: dynamical (equations), process (boundary conditions and diabatic

processes), and scale (convective organization across varying domain sizes and resolu-

tions).

Recent advancements in machine learning (ML) have introduced a powerful data-driven

method in climate modelling, leveraging vast datasets to learn complex, nonlinear rela-

tionships. Unlike traditional models based on physical principles, ML models primarily

rely on empirical data, offering a novel approach to modelling processes, weather fore-

casting, and climate systems. These models complement the existing model hierarchy

by improving accuracy, accelerating simulations, and uncovering new insights. ML ap-

proaches are increasingly integrated into climate studies, enabling process isolation and

model calibration (Mansfield et al., 2023).
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Figure 1.5: Adapted from Bony et al. (2013): This figure illustrates the distribution of models
based on their simplicity relative to the system they aim to represent (vertical axis) and the
system’s complexity (horizontal axis). Adding more complexity doesn’t necessarily enhance
realism if underlying processes are not fully understood with simpler models. Progress requires
bridging conceptual gaps across models with varying realism, advancing understanding through
a framework that connects model behaviours across this abstraction-complexity space.

1.2.2 Energy Balance Model

The simplest climate model, known as the Energy Balance Model (EBM), is derived from

the basic principle that in a closed system, the energy entering the system should equal

the energy leaving it. In this context, the planet absorbs stellar radiation (shortwave)

and emits infrared radiation (longwave) as a blackbody:

S

4
(1−A) = σT 4

s (1.5)
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Figure 1.6: Adapted from Maher et al. (2019): This figure illustrates the connection between
simple atmospheric models and comprehensive models used for weather and climate prediction.
It complements Figure 1.5, highlighting the links to Atmospheric General Circulation Models
(AGCMs) through different hierarchies: dynamical (equations), process (boundary conditions
and diabatic processes), and scale (convective organization across varying domain sizes and
resolutions).

Rearrange it, we get:

T 4
s =

S(1−A)

4σ
(1.6)

Where Ts is the equilibrium surface temperature of the planet (in K), S is the stellar

flux at the planet’s orbital distance (in W m−2), A is the planetary albedo, σ is the

Stefan-Boltzmann constant (in kg s−3 K−4). The factor of 4 arises from the difference

in geometry: while the stellar flux S is incident on a circular disk with an area of πR2

where R is the planetary radius (in m) at the planet’s orbital distance, the total surface

area of the planet is 4πR2. Therefore, the planetary surface, on average, receives S
4 of
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the stellar flux.

Using this basic EBM with Earth’s planetary albedo A = 0.3 and solar constant S =

1365Wm−2 results in a surface temperature of 255 K. This is much colder than Earth’s

actual temperature, suggesting that Earth would be outside its habitable zone.

To account for the greenhouse effect, which warms the Earth’s surface above the tem-

perature predicted by the simple EBM, we can assume a fixed transmissivity τ for the

atmosphere. This transmissivity conceptually represents the fraction of the emission

from the surface that makes it all the way to space (τσT 4
s ). Substituting this into the

energy balance equation and simplifying, we get:

Ts =

(
L(1−A)

4τσ

) 1
4

(1.7)

This equation considers the greenhouse effect by modifying the effective outgoing radi-

ation, influencing the predicted surface temperature Ts. As τ decreases, representing a

stronger greenhouse effect, the surface temperature Ts increases.

Substituting the known values for solar constant (S = 1365Wm−2), Earth’s planetary

albedo (A = 0.3) and Earth’s atmosphere transitivity (τ = 0.6), the EBM predicts a

surface temperature of approximately 288.15 K. Note that this model is purely analytical

and empirical, and does not predict temperature for the atmosphere.

Further improvements from the simple EBM involve adding additional atmospheric lay-

ers, each accounting for the emissivity of the outgoing longwave radiations. The emis-

sivity represents the proportion of blackbody radiation that is absorbed or emitted.

The one-layer leaky greenhouse model is a simple 1D case that can be solved analytically.

This model accounts for not all outgoing longwave radiation (OLR) escaping directly

to space; some is absorbed and re-emitted by the single-layer atmosphere. Figure 1.7

demonstrates the energy balance above and below the one-layer atmosphere.
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Figure 1.7: Illustration of the Leaky Greenhouse Model. This model depicts the energy balance
for a planet with a single-layer atmosphere. The surface emits longwave radiation as σT 4

s , where
Ts is the surface temperature. The atmosphere absorbs and re-emits some of this radiation,
characterized by the emissivity ϵ. The outgoing longwave radiation from the atmosphere is
depicted as ϵσT 4

A, where TA is the atmospheric temperature, and the fraction of surface emission
that escapes directly to space is (1− ϵ)σT 4

s . Image credit. B. Liu.

The incoming solar radiation at the top of the atmosphere is L
4 . The reflected solar

radiation is LA
4 . The outgoing longwave radiation (OLR) from the top of the atmosphere

(which includes the emission by the atmosphere and the fraction that escapes from the

surface) is given by:

OLR = ϵσT 4
A + (1− ϵ)σT 4

s (1.8)

where ϵ is the emissivity of the atmosphere (i.e., the proportion of blackbody radiation

that is absorbed or emitted.), 1− ϵ represents the transmissivity of the atmosphere (i.e.,
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the proportion of blackbody radiation that can pass through the atmosphere), TA is the

temperature of the atmosphere, and Ts is the surface temperature.

The energy balance at the top of the atmosphere (TOA) takes place when the down-

welling flux from the star (S4 ) balances the reflected stellar flux (SA4 ) and OLR:

S

4
=

SA

4
+ ϵσT 4

A + (1− ϵ)σT 4
s (1.9)

Similarly, the energy balance on the surface states that the downwelling flux from the

star (S4 ) and the one-layer atmosphere (ϵσT 4
A) balances the reflected stellar flux on the

surface (SA4 ) and the surface emission (σT 4
s ):

S

4
+ ϵσT 4

A =
SA

4
+ σT 4

s (1.10)

Combining Equation 1.9 and Equation 1.10 and solving for Ts, we can find:

T 4
s = 2T 4

A (1.11)

Equation 1.11 indicates that the one-layer atmosphere must be cooler than the surface to

maintain the law of energy conservation. Substituting Equation 1.11 into either Equation

1.9 or Equation 1.10, we can solve for T 4
s in terms of S:

T 4
s =

S(1−A)

4σ(1− ϵ
2)

(1.12)
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Compared with the energy balance model without considering the atmosphere (see Equa-

tion 1.6), the surface temperature in the leaky greenhouse model shown above becomes

higher due to the greenhouse effects of the one-layer atmosphere.

Overall, though 0D and 1D EBMs can incorporate additional factors like surface heat

capacity and vertical heat diffusion through parameterizations (e.g. North, 1975; Guen-

delman et al., 2022), they still have limitations, such as assuming a grey atmosphere with

no spectral dependence in radiative transfer and oversimplifying vertical heat transport.

These factors are better addressed in more complex 1D models by explicitly incorporating

radiative transfer and convective adjustment within the atmosphere.

1.2.3 1D Radiative-Convective Model

A 1D Radiative-Convective Model (RCM) is a climate model that focuses on the vertical

structure of the atmosphere in a single column, balancing radiative transfer and convec-

tive processes to determine atmospheric temperature profiles. The simplest case assumes

a single surface temperature with uniform longitudinal and latitudinal heat distribution.

However, it can also be latitudinally dependent by considering a vertical profile for each

latitudinal grid (e.g. Guendelman et al., 2022). 1D RCMs calculate how radiation is ab-

sorbed, emitted, and scattered by atmospheric gases and aerosols while also adjusting the

vertical temperature gradient to prevent convective instability. RCMs are widely used to

simulate Earth’s atmosphere and in exoplanetary atmospheres, especially in exoplanet

research (e.g. Kasting et al., 1993; Kopparapu et al., 2013).

In an RCM, the radiative transfer is calculated by solving the radiative transfer equation

for each atmospheric layer. This includes accounting for the absorption, emission, and

scattering of radiation by gases, clouds, and aerosols. The goal is to determine the

temperature profile that results from radiative equilibrium, where the energy absorbed

by the atmosphere and the Earth’s surface is balanced by the energy emitted as longwave

radiation. This process is described mathematically by the radiative transfer equation,

which accounts for both absorption and emission of radiation.
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The absorption cross-section σν measures the probability that a single molecule or par-

ticle will absorb a photon of frequency ν. It represents the effective area that a molecule

presents to incoming radiation for absorption.

The number density n is the number of particles per unit volume of the atmosphere.

The product of the absorption cross-section and the number density gives the absorption

coefficient αν , which quantifies the ability of the atmosphere to absorb radiation at a

given frequency:

αν = nσν (1.13)

The absorption mean free path s is the average distance a photon travels before being

absorbed by the atmosphere. It is related to the absorption coefficient αν by:

s =
1

αν
(1.14)

The radiative transfer equation for the change in specific intensity Iν of radiation along

the path l due to absorption is:

dIν
dl

= −ανIν = −nσνIν (1.15)

Where Iν is the specific intensity of the radiation. The solution to this differential

equation, describing how the intensity changes along the path l, can be expressed in

terms of the optical depth τν :
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Iν(l) = Iν,0 exp(−τν) (1.16)

Where τν = αν l is the optical depth along the path l. This equation shows that the

intensity of radiation decreases exponentially as it travels through the atmosphere, with

the rate of decrease determined by the optical properties of the atmosphere, specifically

the optical depth. The equation 1.16 is known as the Lambert-Bouguer-Beer law of

extinction.

When the optical depth τν ≫ 1, the atmosphere is optically thick, meaning that the

radiation is almost entirely absorbed. Conversely, when τν ≪ 1, the atmosphere is opti-

cally thin, meaning that most of the radiation passes through unimpeded. For example,

Earth’s atmosphere is transparent in the visible wavelength, as most visible radiation

from the Sun passes through the atmosphere because the atmosphere is optically thin at

these wavelengths. Figure 1.8 provides a detailed illustration of the absorption features

in Earth’s atmosphere. It shows the absorption bands and their impact on both incom-

ing solar radiation and outgoing thermal radiation. The individual absorption spectra

for major greenhouse gases and the effects of Rayleigh scattering are also depicted.

In addition to absorption, radiation is also emitted by the atmosphere. The emission

coefficient jν represents the amount of energy emitted per unit volume, per unit solid

angle, per unit frequency interval. Including both absorption and emission, the radiative

transfer equation becomes:

dIν
dl

= −ανIν + jν (1.17)

Since τν scales with atmospheric height, we can express this equation in terms of optical

depth τν , we use the relation dτν = ανdl, giving:
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Figure 1.8: This figure illustrates the shortwave and longwave radiation from 0.2 to 70 microns
for the Sun and Earth, assuming blackbody radiation for given temperatures (top panel), the bulk
absorption spectrum in Earth’s atmosphere (middle panel), and individual absorption features
for major greenhouse gases along with Rayleigh scattering. Image Credit: Robert A. Rohde for
the Global Warming Art project. Licensed under CC BY-SA 3.0.

dIν
dτν

= −Iν +
jν
αν

(1.18)

Where jν
αν

is often denoted as the source function Sν , so the equation can be written as:
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dIν
dτν

= −Iν + Sν (1.19)

This is the fundamental equation of radiative transfer in terms of optical depth. It de-

scribes how the specific intensity of radiation changes as it travels through an atmosphere,

considering both absorption and emission along a specific direction.

This equation is solved to simulate the radiative transfer in climate models, often using

the two-stream approximation method for computational efficiency. Instead of integrat-

ing beams over all incident angles, the method approximates beams in all directions into

the upward and downward directions. The governing equations for two-stream approxi-

mation without considering scattering effects are known as the Schwarzschild equations:

dUν

dτν
= −Uν + E(ν, T (τν)) (1.20)

dDν

dτν
= Dν − E(ν, T (τν)) (1.21)

Where Uν and Dν are the specific intensities of the upward and downward beams at

frequency ν, respectively. τν is the optical depth at frequency ν, E(ν, T (τν)) is the

blackbody emission at frequency ν and temperature T (τν), governed by the Planck func-

tion:

E(ν, T ) = πB(ν, T ) (1.22)

The Planck function B(ν, T ) is given by:
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B(ν, T ) =
2hν3

c2
1

exp
(
hν
kT

)
− 1

(1.23)

Where h is Planck’s constant (6.626×10−34 J s), c is the speed of light (3.00×108 m s−1),

k is the Boltzmann constant (1.38× 10−23 J K−1).

These equations describe the upward and downward beams attenuated by absorption

(the first term) and augmented by emission assuming blackbody radiation (the second

term) in each layer of the atmosphere. To consider the scattering effects for the two-

stream approximation, the radiation from the host star can be split into a direct part,

which goes upward at the same angle, and a diffuse part, which travels over all angles.

The scattering from the direct beam acts as a source term for the diffuse radiation.

The detailed formulation for two-stream approximation with scattering can be found in

Pierrehumbert (2010).

Since the radiative transfer depends on the radiation frequency ν, and in particular, the

absorption coefficient αν , climate models need to compute the wavelength-dependent

absorption coefficient from each molecule present in an atmosphere, this is known as the

line-by-line method. The line-by-line method provides good accuracy at the expense of

computational cost. To address the computational demands of the line-by-line method

while still maintaining accuracy in modeling, the correlated-k method offers a more ef-

ficient alternative. This method involves grouping absorption coefficients by strength

within a given frequency interval covering a range of atmospheric pressure and temper-

ature, leading to a statistic “k distribution” that requires significantly fewer frequency

points to represent the spectral absorption effectively (Lacis et al., 1991). One of the po-

tential challenges of the correlated-k method is handling overlapping gaseous absorption,

where multiple gases absorb within the same spectral interval (e.g. Lacis et al., 1991;

Amundsen et al., 2017). This issue arises because the relative strength of absorbers can

change with variations in temperature and pressure, leading to significant overlap in the
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absorption spectra of different gases. Refined methods have been developed to address

these overlapping absorption bands in cases involving multiple gases (e.g. Mlawer et al.,

1997). Informed by principles from radiative transfer theory and the implementation

of the correlated-k method in atmospheric modeling, it is important to note that re-

calibration of the correlated-k distribution may be necessary when conducting climate

sensitivity analyses under different atmospheric compositions.

Radiative processes alone would lead to a temperature profile where the atmosphere

cools rapidly with height, known as a radiative equilibrium profile. However, this is

often unstable because it can produce a temperature gradient (lapse rate) that is steeper

than the atmosphere can support without overturning due to convection. 1D RCMs use

convection adjustment, which redistributes heat vertically to stabilize the temperature

profile while maintaining the law of energy conservation (e.g. MacKay et al., 1991).

When the atmospheric lapse rate (the rate at which temperature decreases with altitude)

becomes steeper than the adiabatic lapse rate, the atmosphere is considered convectively

unstable. The adiabatic lapse rate describes how quickly the temperature of an air parcel

changes when it moves vertically without exchanging heat with its surroundings. Under

unstable conditions, the warmer and less dense air parcels near the surface tend to rise,

and the cooler and denser air aloft tends to sink, resulting in convective overturning that

redistributes heat and helps stabilize the atmosphere. In our Earth’s troposphere, the

actual lapse rate often lies between the dry and the moist adiabatic lapse rate. The dry

lapse rate and the moist lapse rate refer to the temperature changes of a rising air parcel

when it is unsaturated (dry) and when it has reached saturation (moist), respectively.

When air parcels reach saturation, they release heat and follow the moist adiabatic lapse

rate, which is lower than the dry adiabatic rate. If the environmental lapse rate is steeper

than this moist rate, the saturated parcels will continue to rise, leading to convective

conditions (i.e., clouds and storms).

To derive the adiabatic lapse rate of dry air, it’s crucial to establish the concept of hy-
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drostatic equilibrium. Hydrostatic equilibrium refers to the balance between the upward

pressure gradient force (dFp) and the downward gravitational force (dFg) in a stationary

atmosphere:

dPA = −ρgAdz (1.24)

where dP is the change in pressure, A is the cross-section area in which pressure acts

on, dz is the change in height, ρ is the air density g is the acceleration due to gravity.

Simplifying Equation 1.24, we get the hydrostatic equation:

dP

dz
= −ρg (1.25)

The dry adiabatic lapse rate is derived assuming no condensation occurs, meaning the

air is unsaturated. The derivation begins with the ideal gas law:

PV = nRT (1.26)

Where V is the volume of air, n is the number of moles, R is the universal gas constant,

and T is the temperature.

By diving the mass of the air (M) in Equation 1.26, and substituting n = M
m and Rd = R

m

where m is the molar mass and Rd is the specific gas constant for dry air, we can get an

alternative form of the ideal gas law:
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Pv = RdT (1.27)

where v is the specific volume (i.e., volume per unit mass), Rd = R
m is the specific gas

constant for dry air, and T is the gas temperature. The total derivative of Equation 1.27

is:

Pdv + vdP = RddT (1.28)

The first law of thermodynamics for the adiabatic process is:

dQ = cvdT + PdV = 0 (1.29)

where dQ is the heat exchange and is zero in the adiabatic process, cv is the specific heat

capacity at constant volume, cvdT is the internal energy of the air parcel and PdV is

the work done by air volume expansion.

By combining the first law of thermodynamics for the adiabatic process (see Equation

1.29) with the total derivative of the ideal gas law (see Equation 1.28) and Mayer’s

relation of cp = cv + Rd where cp is the specific heat capacity at constant pressure, we

can get the dry adiabatic lapse rate Γd:

Γd = −dT

dz
=

g

cp
(1.30)
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For Earth’s atmosphere, this value is approximately 9.8K/km.

The moist adiabatic lapse rate accounts for the latent heat released during condensation.

Water vapor contains latent heat of vaporization, which is released when the air parcel

cools and water vapor condenses. As a parcel of air rises and cools, it eventually becomes

saturated. With further cooling, excess water vapor condenses, forming clouds and

releasing latent heat. This release of latent heat slows the rate of cooling compared to

dry air, resulting in the moist adiabatic lapse rate Γm
1:

Γm = −dT

dz
=

g

cp

 1 + Lvr
RvT

1 + L2
vr

cpRvT 2

 (1.31)

Where r is the mass mixing ratio of the water vapor to the dry air. For Earth’s atmo-

sphere, the moist adiabatic lapse rate typically ranges from 4K/km to 7K/km, depending

on the temperature and moisture content of the air.

In summary, 1D RCMs simulate planetary climates by solving the radiative transfer

equations and applying convective adjustment to correct the vertical temperature pro-

file within a single-column atmosphere. However, similar to EMB, 1D RCMs do not

explicitly account for radiative, dynamic, and chemical processes across latitudinal and

longitudinal dimensions. These aspects are addressed by 3D General Circulation Models,

which we will briefly overview in the next subsection.

1.2.4 3D Global Circulation Models

Global Circulation Models (GCMs), also known as Global Climate Models, are toward

the higher end of the model hierarchy in terms of their complexity and difficulty to

fully understand. These models incorporate the three-dimensional nature of the at-

mosphere and/or ocean. GCMs can exist as fully coupled ocean-atmosphere models
1The derivation of the moist adiabatic lapse rate can be seen in Ambaum (2020)
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(AOGCMs) or as independent circulation models for the atmosphere (AGCMs) and

ocean (OGCMs). These models aim to simulate as many processes as possible and pro-

duce a three-dimensional picture of the time evolution of the state of the whole climate

system.

Figure 1.9 shows an example of the grid structure of GCMs. GCMs compute the spatial

average of various prognostic state variables, and the prognostic variables are updated

sequentially by the “dynamics core” and then the “model physics”. The dynamics core

refers to the simulation of large-scale fluid motion using primitive equations 2, and “model

physics” refers to the simulations of other sub-grid physical processes such as radiative

transfer, cloud formation, and convection (Edwards, 2011).

GCMs simulate the Earth’s climate by dividing the planet into a three-dimensional grid,

where each grid cell is defined by specific longitude, latitude, and altitude (or pressure)

coordinates. In atmospheric modelling, two common approaches are used to simulate the

movement of air and other processes in the atmosphere: the Eulerian and Lagrangian

methods.

In the Eulerian dynamical core, the model calculates how air and other quantities (like

temperature and humidity) change at fixed points on a grid. This method is straight-

forward and aligns well with the way data is typically collected, but it can struggle with

accurately capturing processes that involve rapid or complex movement, as it doesn’t

follow the actual path of air parcels. On the other hand, the Lagrangian dynamical core

tracks individual parcels of air as they move through the atmosphere, allowing for a

more detailed representation of air movement. The Finite-Volume (FV) dynamical core

combines aspects of both the Eulerian and Lagrangian approaches. It operates with a

fixed grid in the horizontal directions (like the Eulerian approach), ensuring that key

quantities like mass and energy are conserved as air moves through the grid. Vertically,

it adopts a quasi-Lagrangian discretization, following the movement of air parcels more
2The primitive equations refer to a set of nonlinear partial differential equations for approximating

atmospheric/oceanic flow.
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closely, which helps maintain accuracy in the model (NCAR, 2024).

The grid-based framework enables detailed computations within each cell, where key vari-

ables such as temperature, pressure, wind speed, and humidity are calculated. GCMs

solve these variables incrementally over time, updating their values based on the ex-

change of energy, momentum, and mass between adjacent cells, a process known as

forward modelling. To accurately simulate climate, GCMs require boundary conditions:

upper boundary conditions such as top-of-atmosphere solar radiation and lower bound-

ary conditions such as greenhouse gas concentrations, both of which are termed radia-

tive forcings due to their impact on Earth’s energy balance. The lower boundary also

includes topography and orography (e.g., mountains). Additionally, initial conditions

must be provided at the start of each simulation to initialize the model.

The dynamic core solves the governing equations, including the conservation of mass and

momentum (known as the Navier-Stokes equation) and laws of thermodynamics. A list

of the equations in its original form is given below for reference:

Conservation of Mass (Continuity Equation):

∂ρ

∂t
+∇ · (ρu) = 0 (1.32)

where ρ is the air density, u is the velocity vector and ∇· is the divergence operator.

This equation ensures that mass is conserved within the atmosphere.

Conservation of Momentum (Navier-Stokes Equation for a Rotating System):

∂u

∂t
+ (u · ∇)u+ 2Ω× u = −1

ρ
∇p+ g + Ffriction (1.33)

where Ω is the Earth’s rotation rate, p is the pressure, g is the gravitational acceleration,

and Ffriction represents frictional forces. This equation models the forces acting on air

parcels, including Coriolis effects due to Earth’s rotation.
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Figure 1.9: Adapted from Edwards (2011): This figure illustrates the structure of a GCM,
showing how the planetary surface and atmosphere are divided into a grid of cells. Each cell
contains information about the physical state of the atmosphere, including variables like tem-
perature and pressure. The model computes vertical exchanges between layers and horizontal
exchanges between columns, ensuring the conservation of mass, momentum, and energy across
the entire system. The lower inset highlights some of the key physical processes, such as radia-
tion, advection, and exchanges of momentum, heat, and water.

Conservation of Energy (First Law of Thermodynamics):

∂T

∂t
+ u · ∇T =

1

cp

(
Q

ρ
−∇ · Fradiation

)
(1.34)

where T is temperature, cp is the specific heat at constant pressure, Q represents internal

heating (such as latent heat release), and Fradiation is the radiative flux. This equation

ensures that the total energy is conserved, accounting for both radiative processes and

internal heat exchanges.

Equation of State (Ideal Gas Law):

P = ρRT (1.35)
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where R is the specific gas constant. This equation links the thermodynamic properties

of the atmosphere by relating pressure, temperature, and density.

For planets with thin atmospheres, the primitive equations can be simplified for an

incompressible fluid under hydrostatic equilibrium, known as the shallow water approx-

imation.

Overall, 3D GCMs offer a comprehensive and detailed approach to modelling the Earth’s

climate system. By solving the fundamental equations of fluid dynamics and thermo-

dynamics and incorporating the effects of smaller-scale processes through parameteriza-

tions, GCMs enable the exploration and prediction of complex climate phenomena with

a high degree of realism. However, this comes with the trade-off of greater complexity,

which can make it more challenging to fully understand the underlying physical processes

driving the model’s behaviour.

1.3 Habitability

1.3.1 Definitions

Habitability refers to the ability of an environment to support the activity of at least

one known organism, according to the binary classification: a planetary body is either

habitable or uninhabitable at any given time in its geological history, depending on the

location on, above, or underneath the planetary surface (Cockell et al., 2016). This con-

cept of habitability can be divided into two categories: instantaneous habitability and

continuous planetary habitability, and each suits for different types of studies (Cockell

et al., 2016). Instantaneous habitability refers to microscopic scale habitable conditions

in an instant in time on a planetary body that allows at least one organism to survive. It

requires benign conditions for life, such as the presence of a solvent for biochemical reac-

tions to occur (i.e., water), the range of temperature that allows metabolic activity, the

source of energy for maintenance, growth, or reproduction of life, and the availability

of six elements (C, H, N, O, P, and S) to build the basic structure of life. Contin-
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uous planetary habitability is defined as the set of conditions that allow a planetary

body to support habitable environments in at least part of the planet over geological

timescales. This concept is particularly relevant for (exo)planetary science, where re-

searchers are interested in understanding the long-term potential of a planet to maintain

life-supporting conditions. In contrast, instantaneous habitability, which is more aligned

with (astro)biological studies, focuses on the conditions that allow for life at specific

moments in time (Cockell et al., 2016).

1.3.2 Habitable Zone

The habitable zone (HZ) concept was first proposed by Huang (1959). It is defined as

a spherical shell around a star within which a planet can maintain liquid water on its

surface, depending on the amount of stellar radiation it receives. The HZ definitions

have been progressively refined as climate models have advanced, allowing for more pre-

cise estimations of habitability. Hart (1978) developed a 0D climate model with a wide

range of parameterised processes to examine the Earth’s climate evolution. Their results

show a narrower HZ range for Earth from 0.95 to 1.01 AU than simple EMB predic-

tions. The inner edge of the HZ (IHZ) is defined as the runaway greenhouse state, and

the outer edge of the HZ (OHZ) is the point at which the runaway glaciation state (or

snowballing state) takes place. The runaway greenhouse state (RGH) occurs when the

planet’s orbit is close enough such that high surface temperatures vaporize volatiles in

the atmosphere, increasing the thermal re-emission from greenhouse gasses and creating

a positive feedback loop for increasing surface temperature. The critical surface temper-

ature is 70◦ Celsius, assuming an Earth-like atmosphere with 1 bar atmospheric pressure

on the surface (Ingersoll, 1969). The runaway greenhouse effect also causes the water

vapor to escape into space via irreversible thermal escape Catling et al. (e.g. 2017a).

In fact, the surface temperature required to render a planet too hot to be habitable is sig-

nificantly lower than the runaway greenhouse (RGH) limit. The moist greenhouse state is

associated with strong greenhouse effects, a wet stratosphere, and significant water loss,
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requiring a lower surface temperature and exhibiting a longer water loss timescale than

the RGH state (Kasting, 1988). The moist greenhouse state may eventually transition

into an RGH state. Simulating the moist greenhouse effect can be challenging with 1D

models, which often assume a fully saturated troposphere, but GCMs have proven ca-

pable of simulating these conditions more accurately by incorporating three-dimensional

atmospheric dynamics, including horizontal and vertical transport of heat, moisture and

cloud processes (Haqq-Misra et al., 2016). Wolf et al. (2014) used a 3D GCM to examine

the timescale for Earth to enter a moist greenhouse state under a brightening sun. Their

findings suggest that Earth’s climate may remain safe from thermal runaway and signif-

icant water loss for at least another 1.5 billion years, even with a 15.5% increase in the

solar constant. This indicates a greater resilience to water loss than previously predicted

by 1D models, largely due to the more realistic 3D representation of atmospheric dy-

namics and cloud processes. Further studies using 3D GCMs show that on aqua-planets

(planets with a large fraction of their surface covered by oceans, like Earth) in the moist

greenhouse state, water loss can occur rapidly enough to preclude an RGH state. These

models also suggest that a planet’s climate could stabilize into a dry, desert-like state,

allowing for habitable surface temperatures even under higher stellar radiation (Abe et

al., 2011; Wolf et al., 2015).

On the other hand, the snowball state is associated with both positive and negative feed-

back loops. The positive feedback can drive the climate away from habitable conditions.

This occurs when a planet’s orbit is far enough from its star that more volatiles, such as

H2O and CO2, condense, leading to H2O and CO2 cloud stabilizing effects by reflecting

more stellar radiations and suppression of greenhouse effects by removing these green-

house gasses from the atmosphere. The condensation of these volatiles can also increase

the planet’s surface albedo due to larger surface ice coverage, known as the ice-albedo ef-

fect (Jack J.Lissauer, 2017; Shields et al., 2013). Opposite to the positive feedback, when

planets are farther away from the host star, CO2 in the atmospheres begins accumulat-

ing due to the negative feedback between silicate weathering and surface temperature
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(Walker et al., 1981). However, the increase in CO2 concentrations can cause more CO2

saturated air which enhances Rayleigh scattering and CO2 condensation (Kasting et al.,

1993; Shields et al., 2016b), which decreases the surface temperature. When a further

increase in CO2 cannot contribute to the overall warming, it is said that the “maximum

greenhouse limit” is reached at the OHZ. This definition of OHZ is widely adopted in

later studies with 1D and 3D models (e.g. Abe et al., 2011; Kopparapu et al., 2013).

In addition, the habitable zone of a planet may move outward as a star’s luminosity

increases over time as it evolves through the main sequence. The continuously habitable

zone (CHZ), often a narrower band than the HZ, is defined as the zone that remains

habitable around a star during a given period (Hart, 1978). Kasting et al. (1993) used

a 1D radiative-convective climate model described in Kasting et al. (1984) to estimate

the CHZ around our Sun and other main sequence stars. They found that the CHZ

becomes wider for later spectral classes of main sequence stars. For instance, M and

K dwarfs, due to their longer lifetimes, may have more extended CHZs compared to G

and K dwarfs. This extended CHZ allows for potentially habitable conditions over more

prolonged periods, which could be favourable for the maintenance and development

of life. However, they also noted that the initial climate state of a planet influences

the extent and stability of the CHZ. This concept addresses the evolution of planetary

habitability over time. In our solar system, Venus and Mars serve as key examples of

this evolution. Venus, currently a hot planet with a thick, dense atmosphere, may have

had habitable conditions approximately 1 billion years ago if the planet transitioned

from a water world to a dry land planet (Abe et al., 2011). These conditions could

have persisted for nearly 3 billion years before the Sun’s increasing brightness triggered a

runaway greenhouse or moist greenhouse state, leading to its present inhospitable climate

(Way et al., 2020). However, Turbet et al. (2021) argues that early Venus may never

have had an ocean due to strong night-side clouds and greenhouse warming effects which

prevent water vapor condensation. To date, the question of the existence of Venus’ past

habitability remains open and more observational data is required to further constrain
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its past climate states (Westall et al., 2023). Similarly, Mars, now a cold planet with

a thin atmosphere, likely had liquid water on its surface around 3 billion years ago.

This is supported by geological evidence indicating the presence of surface water flow

in Mars’ past (Thomas et al., 2022; Jaumann et al., 2024). These examples highlight

how planetary climates can evolve dramatically over geological timescale, influenced by

factors such as the host stars’ luminosity and orbital configurations.

1.3.3 Climate Bistability

Climate bistability refers to more than one climate steady state that can be reached from

the same parameter space (i.e., external stellar radiation), depending on the planet’s

initial states (Boschi et al., 2013). An example of this is the bistability climate of

Earth about 5 million years ago when Earth transitioned from a snowballing state to

a warm state. Hoffman et al. (1998) used 0D EBM to explore the bistable climate on

Earth and found that the bistability depends on the ice-albedo feedback (Zaliapin et al.,

2010). Murante et al. (2020) used a 1D EMB to investigate the bistability of Earth-

like exoplanets with varying orbital configurations and atmospheric pressure. Their

study revealed that the planetary conditions necessary for climate bistability significantly

overlap with those required to support complex life on a planet’s surface. This suggests

that the presence of climate bistability could be a critical factor in the habitability

of exoplanets. Climate bistability has also been investigated using 3D GCMs, further

supporting that the Earth’s bistable climate states can exist in its past and present (e.g.

Marotzke et al., 2007; Lucarini et al., 2019). The concept of climate bistability suggests

that even planets currently in extreme climates, such as a snowball state, might still

possess the underlying conditions necessary to support life, provided that their climate

systems can transition to more temperate states.
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1.3.4 Atmospheric Bistability

The habitability of Earth underwent significant changes before and after the Great Oxy-

genation Event (GOE) around 2.4 billion years ago due to the emergence of oxygenic

photosynthesis. The GOE, also known as the Oxygen Catastrophe, marks the onset of

the atmospheric bistability of oxygen, where Earth’s atmosphere could maintain either

a low oxygen steady state (10−5 PAL) or a high oxygen steady state (> 5 · 10−3 PAL).

This transition took place long after oxygenic photosynthesis is thought to have evolved,

and the delay arises because oxygen levels needed to exceed 10−5 PAL for UV shielding

by ozone to become effective, which in turn increased the lifetime of atmospheric oxygen

(Goldblatt et al., 2006).

Cooke et al. (2022) used an Earth System Model (ESM) and found that lower O3 column

densities than previously estimated allowed higher fluxes of biologically harmful UV

radiation to reach the surface. This increased UV radiation enhanced the production

of hydroxyl radicals (OH), significantly reducing the lifetime of methane (CH4). These

findings suggest that methane alone may not have provided sufficient greenhouse effect

during the Mesoproterozoic (also known as the Middle Proterozoic Era) to resolve the

faint young Sun paradox: a contradiction between geological evidence of a warm early

Earth and model calculations suggesting the Sun’s output was too weak to prevent Earth

from freezing (Feulner, 2012). Charnay et al. (2020) argue that this paradox may have

been resolved by higher CO2 concentrations, which could have warmed Earth’s surface

sufficiently.

These studies highlight the necessity of considering planetary climate across geologi-

cal timescales, considering the effects of varying stellar radiation and internal planetary

changes. Thus, the CHZ concept should be considered when evaluating planetary hab-

itability, as it offers a framework for assessing the long-term potential for life on planets

both within our solar system and beyond.
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1.3.5 Super-habitability

Super-habitability, a concept that allows for a comparative analysis of habitability, moves

beyond the binary categorization of planets as simply habitable or uninhabitable, offer-

ing a more nuanced approach to quantifying the habitable conditions on a planetary

body (Heller et al., 2014). Such studies often rely on 3D GCMs or at least latitudinal-

dependent 1D models to capture the temporal and spatial variations in habitability.

Arguably, super habitable planets might not necessarily resemble Earth, yet the astro-

physical conditions could permit planets to be even more suitable for life than our own

(Schulze-Makuch et al., 2020). One approach to assessing the super-habitability of ex-

oplanets relies on simulating Earth-analogues or Earth-like planets across a range of

parameter spaces. This is because Earth is the planet we know best, and its habitable

conditions can serve as a benchmark for comparative habitability studies under different

parameters.

He et al. (2022) investigated the roles of obliquity and rotation period in the habitability

of Earth-like exoplanets using a 3D GCM. They defined a habitability metric based

on annual mean surface temperature and cumulative precipitation. Their simulations,

covering obliquities from 0◦ to 90◦ and rotation periods from 1 to 128 days, found that

the most habitable conditions occur at 45◦ obliquity with fast rotations (1 to 8 days).

This configuration enhances habitability by up to 25% compared to Earth’s current

conditions through the spatial redistribution of clouds and water vapor. Additionally,

the 45◦ obliquity leads to the highest sensitivity to the rotation period, allowing for a

broader range of possible climate conditions compared to other obliquities.

While He et al. (2022) approached habitability from a climate perspective, considering

temperature and precipitation, Jernigan et al. (2023) explored it from an astrobiolog-

ical angle. They utilized a 3D marine biogeochemical model coupled with a GCM to

examine the response of Earth-like marine life to a range of obliquities (0◦ to 90◦) and

eccentricities (0 < e < 0.4). Their findings indicate that marine biological activity and
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the production of potential biosignatures, such as O2 and CH4, increase with higher

obliquity and eccentricity. They argue that planets with these characteristics may be

superhabitable and particularly favourable for detecting exoplanetary life.

1.3.6 Orbital Configurations

Recent observational statistics have shown that rocky planets with highly eccentric orbits

(e > 0.1) are relatively common in the Universe. Figure 1.11 illustrates the distribution

of exoplanets in the mass-eccentricity space, with rocky worlds highlighted by red circles,

defined as having masses and radii less than 10 M⊕ and 1.6 R⊕ (Rogers, 2015; Lopez et

al., 2019; Wordsworth et al., 2021). To date, the most eccentric rocky exoplanet identified

is Kepler-127 b (e = 0.47) (Van Eylen et al., 2015). In total, 56 rocky exoplanets with

e > 0.1 have been identified among 967 confirmed rocky exoplanets, indicating that less

than 6% of rocky planets have e > 0.1, compared to over 22% for other exoplanet types.

This discrepancy may suggest an observational bias, as smaller exoplanets with longer

orbital periods are more difficult to detect (see Figure 1.10). Thus, the eccentricity

distribution of rocky planets is arguably unknown.

A key question for planets in eccentric orbits is whether they could maintain habitability

outside the traditional habitable zone, especially if they experience long-term eccentricity

oscillations. To explore this, the eccentric habitable zone (EHZ) extends the concept of

the habitable zone (HZ), defining it as a spherical shell around a star based on the

average stellar flux a planet receives throughout its eccentric orbit (Barnes et al., 2008).

Williams et al. (2002) introduced the mean flux approximation, suggesting that the

climate of eccentric planets primarily depends on the annual mean stellar radiation they

receive. However, it has been argued that the climatic effects of seasonality should also

be considered, particularly for planets with highly eccentric orbits, where variations in

stellar flux could have substantial impacts on climate (e.g., Bolmont et al., 2016; Palubski

et al., 2020).

Orbital parameters like eccentricity and obliquity can oscillate over geological timescales
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Figure 1.10: Distribution of confirmed exoplanets in planetary radius vs orbital period space.
Blue circles represent all confirmed exoplanets, while green circles highlight terrestrial exoplanets.
Terrestrial exoplanets with highly eccentric orbits (e > 0.1) are shown as pink circles. Solar
system planets are represented by larger circles in different colors.

due to gravitational perturbations, akin to Earth’s Milankovitch cycles (Berger, 1988).

These cycles—encompassing changes in orbit shape (eccentricity), axial tilt (obliquity),

and rotational axis orientation (precession)—affect stellar radiation distribution on the

planetary surface, impacting climate stability and habitability. For instance, Way et

al. (2023) used numerical simulations of full equations of motion and a 3D GCM to

demonstrate that Earth’s climate remains stable across a range of obliquity (0◦, 23.5◦,

45◦) and eccentricity (0 < e < 0.53), with regional habitability varying over time and

finding that a moist greenhouse state is only possible at the highest eccentricity. Sim-

ilarly, Deitrick et al. (2018) employed an N-body model and a 1D latitudinal EBM to

study Exo-Milankovitch cycles for Earth-like exoplanets, finding that climate instability

leading to a snowball state can occur at obliquities greater than 35◦ or eccentricities

exceeding 0.1. These studies highlight the critical role of long-term orbital evolution in

determining climate states and potential habitability.
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Eccentric orbits can be circularized by tidal effects from the host star acting on the

planetary body (known as solid tide) as well as its atmosphere (known as atmospheric

tides or thermal tides). These two have distinctively different effects. The former tends

to circularize an eccentric orbit for close-in orbits, and the latter has the opposite effects

for planets with longer orbital periods (e.g. Leconte et al., 2015; Auclair-Desrotour et al.,

2017). The net torque from both solid tides and atmospheric tides determines the state

of planetary rotation. The solar tidal effects on Earth have a negligible effect due to the

long orbital distance to the Sun, but the effect can be much more significant for planets

with close-in orbits around their host stars. Lower-mass stars can induce stronger tidal

effects than higher-mass stars. For late M dwarfs, the orbits of potentially habitable

planets are likely to be circularized within 1 billion years (Barnes, 2017). It is worth

noting that, even with a thin atmosphere, the atmospheric tides can be enough to drive

the planet out of synchronicity, so long-term stable eccentric orbits are possible (Leconte

et al., 2015).

Tidal locking is common for rocky planets around M dwarfs due to their short orbital

periods and the long lifetimes of M dwarfs, making tidal forces more effective at cir-

cularizing their orbits. However, planets in circular orbits can still experience other

orbital resonances. Synchronous rotation is unlikely for planets with high eccentrici-

ties, like Mercury (e ∼ 0.21), but it’s not guaranteed even for circular orbits. This is

because planets in circular orbits could pass through spin-orbit resonances, where the

planet’s rotational period aligns with its orbital period (e.g., Rodríguez et al., 2012).

For instance, Mercury has a 3:2 spin-orbit resonance, and Proxima Centauri b may also

exhibit a similar 3:2 resonance (Ribas et al., 2016).

Tidal locking causes permanent day and night-side hemispheres in circular orbits. With

zero obliquity, there would be no seasonal variations in stellar radiation, leading to no

seasonal climate changes. Studies indicate that non-zero obliquity is unlikely for tidally-

locked planets due to tilt erosion (e.g. Heller et al., 2011). Tidal locking can impact

habitability, as the planet’s night side could freeze while the day side overheats. The
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habitability of tidally-locked rocky planets has been debated. One of the concerns is

about high XUV radiation and coronal mass ejection (CME) activity from M dwarfs,

which could cause atmospheric erosion (e.g., Lammer et al., 2007). However, it has also

been suggested that the magnetic fields of active M dwarfs may suppress CME activity,

preventing atmospheric loss (e.g., Alvarado-Gómez et al., 2022). Other concerns include

these long-lived stars’ intense and prolonged stellar activity, which may lead to large

amounts of harmful UV radiation reaching the surface. However, Ridgway et al. (2023)

used 3D GCMs with an Earth-like atmosphere and showed that the increasing ozone

formation due to stellar flares might reduce the impact of subsequent flares.

Earth-like planets around M dwarfs can exhibit either eyeball-shaped habitability (e.g.,

Pierrehumbert, 2011; Turbet et al., 2016; Wolf, 2017; Boutle et al., 2017; Turbet et al.,

2018; Del Genio et al., 2019; Yang et al., 2020) or habitability restricted to terminator

regions (“terminator habitability”) (Lobo et al., 2022; Lobo et al., 2023) from model

simulations, depending on the planetary water reservoir. In these studies, the eyeball-

shaped habitability is characterized by a limited open ocean near the substellar point,

typically found in water-rich worlds. In contrast, terminator habitability, often seen in

drier planets, is confined to the ring-shaped region near the day-night boundary. Both

configurations could support similar habitable areas under various constraints, but differ-

ent observational strategies are favoured. For eyeball-shaped habitability, direct imaging

such planets right before their secondary eclipse might reveal a water-rich atmosphere,

potential biosignatures from the thermal emission spectrum and surface albedo from

the reflection spectrum (Pierrehumbert, 2011), while terminator habitability is better

studied through transmission spectroscopy. The terminator regions have limited precipi-

tation, which reduces cloud coverage (Lobo et al., 2022), thus enhancing the detectability

of absorption features of potential biosignatures during observations.

43



1.3. Habitability

Figure 1.11: A scatter plot showing the relationship between planetary mass (in Earth masses)
and orbital eccentricity for exoplanets. The blue dots represent all known exoplanets, while the
red circles highlight terrestrial exoplanets (planets with masses comparable to Earth). Data is
sourced from the NASA Exoplanet Archive.

1.3.7 Biosignatures

By definition, a habitable planet is not necessarily inhabited by life. Earth, the only

known habitable planet, provides us with a fundamental understanding of environments

supporting life. Thus, we can look for biosignatures derived from Earth’s environment

to find evidence of life outside the solar system. In the context of exoplanets, a biosig-

nature is a remotely observable indication of living processes that influence a planet’s

atmosphere or surface (Schwieterman et al., 2024).

Biosignatures can include a suite of molecules, surface features (such as the “red edge”

(Seager et al., 2005)), or time-dependent modulations of gases or surface characteristics

linked to life. The “red edge” refers to a sharp increase in Earth’s reflectance spectrum

between 700 and 750 µm due to vegetation’s reflectivity. Typical potential biosigna-

tures include those that are prevalent on Earth today, such as O2, O3, CH4, and N2O

(Schwieterman et al., 2024).
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In this brief introduction, we focus on the biosignatures O3, a chemical by-product of

O2, as it is among the most well-studied potential remote biosignatures (Schwieterman

et al., 2024) and is particularly relevant to our study. The main absorption feature

in the O2 A-band at 0.76 µm is often too narrow and weak to be detected, especially

given the much larger flux from the star. However, O3, a photochemical by-product

of atmospheric O2, can serve as an indicator of O2 presence (e.g. Leger et al., 1993).

Most of Earth’s O3 is formed in the stratosphere via the Chapman Cycle, resulting from

the photolysis of O2 (Chapman, 1930). The strongest mid-infrared feature for O3 is at

9.65 µm, which has long been proposed as an indirect indicator of O2 in the mid-infrared,

where O2 bands are too weak to detect (e.g. Leger et al., 1993). Recent studies suggest

that detecting O3 at a 3σ significance on TRAPPIST-1e, assuming it to be an Earth-like

planet, would require around a few tens of transit observations with JWST’s NIRSpec

or MIRI instruments (e.g. Gialluca et al., 2021).

The UV absorption of O3 in the Hartley band, centred near 0.25 µm and extending

from 0.2 to 0.31 µm, can shield Earth’s surface from harmful UV radiation. This band

could potentially be detected in reflected light by a future space-based telescope, such as

the Habitable Worlds Observatory (HWO), via its absorption in the Hartley band (e.g.

Damiano et al., 2023). Recent 3D modelling studies on ozone observability also predict

that Earth-like planets around M dwarfs are sensitive to flare events (e.g. Tilley et al.,

2019) and the input stellar spectra in the UV wavelength (e.g. Cooke et al., 2023b) and

degenerate interpretations of O3 are likely considering the uncertainties in the stellar

activities.

Abiotic oxygen production could also lead to misinterpretation (false positive) of O3. We

use Figure 1.12 from Meadows et al. (2018b) to illustrate five possible scenarios where O2

and O3 could be discriminated between biotic and abiotic sources. The text at the bottom

of the figure indicates the preferred bands for transmission and reflection observations,

while the text at the top outlines the planetary types. For instance, in Earth’s case, the

abiotic source of O2 and O3 can be confirmed if CO (indicated by the red crossed circle)
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is not detected. The green circles shown in other cases identify absorption species such

as O4 (O2-O2 collisionally induced absorption), which could help fingerprint the origin

of O2 and/or O3 in various planetary context. Additionally, Ranjan et al. (2023), using

a high-top photochemistry model, demonstrate that the upper atmospheric processes

(i.e., escape mechanisms and photochemical reactions) can moderate or even prevent the

runaway accumulation of O2 from CO2 photolysis alone. This updates the discussion in

Meadows et al. (2018b) on the O2 false positives by narrowing down the scenarios in which

O2 might appear abiotically, making future detections of O2 signals from exoplanets more

robust and hence less prone to misinterpretation as false positives.

Figure 1.12: From Meadows et al. (2018b): Five possible false positive scenarios for O2 and
O3 detections. The non-detections of forbidden molecules (crossed red circles), and detection of
active molecules (green circles) can be used to separate biotic O2 and O3 from abiotic sources.

1.3.8 This thesis

Recent advances in telescope and observation techniques have made detecting and char-

acterizing terrestrial planets orbiting nearby main-sequence stars increasingly promis-

ing. This progress has motivated simulations to explore the climates of these planets

across a range of orbital parameters. This thesis uses WACCM6 to simulate an Earth-
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analogue exoplanet in a highly eccentric orbit, benchmarking it against its circular orbit

counterpart, and to simulate an Earth-like exoplanet, Proxima Centauri b, assuming a

tidally-locked orbit. The next section introduces the models used to simulate planetary

climates and synthetic spectroscopic observations of exoplanet atmospheres. Specific

model configurations and their implementation are detailed in the method section of

each science chapter. This thesis consists of three science chapters addressing the cli-

mate, atmospheric circulation, water vapor and ozone photochemistry, potential surface

habitability, and observability of Earth-like exoplanets in eccentric orbits (Chapters 2

and 3) and Earth-analogue exoplanets in tidally-locked orbits (Chapter 4).

Orbital eccentricity introduces seasonally-varying stellar irradiation on the planet, and

how it interacts with the planetary internal parameters and affects the planetary climate

remains an area of ongoing research. This thesis quantifies the water and ocean loss

rates due to a highly eccentric orbit for the first time using WACCM6 (see Chapter 2). I

present idealized synthetic transmission spectra comparing the highly eccentric case and

its circular equivalent, highlighting the annual mean and seasonal variations of H2O, O3,

and CO2 features. The results provide new insights for future observations of highly

eccentric Earth-like worlds. My follow-up research focuses on detailed climate changes

due to increased orbital eccentricity (see Chapter 3). I explain differences in surface

temperature from albedo, cloud radiative effects, and atmospheric circulation patterns.

Surface habitability is assessed using simplified metrics accounting for the diversity of

lifeforms on Earth, and we demonstrate how increased orbital eccentricity contributes

to land surface habitability, supplemental to the water loss rate analysis in the previous

research.

Several potentially habitable terrestrial exoplanets so far are those orbiting M dwarfs,

such as Proxima Centauri b, likely in a 3:2 resonance or tidally-locked orbit. In Chapter

4, I present the simulation configurations and the simulation results for Proxima Cen-

tauri b, assuming a tidally-locked orbit with the substellar point located over the Pacific

Ocean. The climate, atmospheric circulation, O3 chemistry, and surface habitability of
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Proxima Centauri b are analyzed and compared to previous studies. While the overall

climate state agrees with previous work, differences are found in many places. Idealized

synthetic transmission, reflection, and emission spectra observations for Proxima Cen-

tauri b are shown to highlight potential observables assuming the best theoretical spectra

possible. Finally, I summarize the thesis and propose future directions that may further

contribute to understanding how orbital parameters affect the climate, habitability, and

observability of terrestrial exoplanets.

1.3.9 Modelling Tools

WACCM6

Simulations are performed using WACCM6 (the Whole Atmosphere Community Climate

Model version 6), which is a configuration in CESM2.1.3 (the Community Earth Sys-

tem Model version 2.2) (Gettelman et al., 2019). The Community Earth System Model

(CESM) is an open-source, fully-coupled global climate model that provides state-of-

the-art computer simulations of the Earth’s past, present, and future climate states.

WACCM6, an updated version from WACCM4 (Marsh et al., 2013), is a high-top 3D

atmosphere model used primarily for studying the pre-industrial, present-day and po-

tential future climates of Earth. As an Earth-system model, WACCM6 couples with the

following models: the Community Land Model Version 5 (CLM5; Lawrence et al., 2019);

the Los Alamos Sea Ice Model Version 5 (CICE5; Hunke et al., 2017); the - Parallel

Ocean Program Version 2 (POP2; Smith et al., 2010); the Model for Scale Adaptive

River Transport (MOSART; Tesfa et al., 2014) and the Community Ice Sheet Model

Version 2 (CISM2; Lipscomb et al., 2013). A schematic representation of the model’s

capabilities is shown in Figure 1.14.

WACCM6 is capable of studying Earth’s climate with whole atmosphere chemistry and

dynamics, spanning from the surface (∼ 1000 hPa) to the lower thermosphere (6× 10−6

hPa). The model offers two horizontal resolution options, ∼ 1◦ and ∼ 2◦, allowing it

to capture processes on scales of approximately 100 to 200 km, which is essential for
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accurately representing atmospheric dynamics, such as jet streams and large-scale wave

patterns. WACCM6 captures the complex vertical structure of Earth’s atmosphere,

which includes several distinct layers.

Figure 1.13 presents the vertical temperature profile of Earth’s atmosphere as computed

by the WACCM6 model. The temperature profile is plotted against pressure (in hPa)

on the left y-axis and altitude (in km) on the right y-axis. Major atmospheric layers are

identified: the troposphere, where temperature decreases with height and weather phe-

nomena occur; the stratosphere, characterized by an increase in temperature with height

due to the absorption of ultraviolet radiation by the ozone layer; the mesosphere, where

temperatures again decrease with height and meteors burn up; and the thermosphere,

where temperatures rise sharply due to the absorption of high-energy solar radiation,

leading to the homopause, which marks the transition to a region where molecular dif-

fusion dominates over turbulent mixing.

While approximately 80% of the atmospheric mass is concentrated in the troposphere,

the middle atmosphere, which includes the stratosphere and the mesosphere (ranging

from about 10 to 100 km), plays a crucial role in radiative, dynamic, and (photo)chemical

processes that can affect the climate and surface habitability (Stolarski, 1986). Therefore,

the coupling between different atmospheric layers and the surface in WACCM6 provides

a more comprehensive view of the climate system than models considering just the lower

atmosphere.

WACCM6 uses a Finite-Volume (FV) dynamic core, the same as in CAM6. WACCM6 is

identical to CAM6 in the range of parameterized processes, with the only exception being

the representation of parameterized gravity waves (Gettelman et al., 2019). Compared

with low-top models, WACCM6 provides improvements in high-latitude climate vari-

ability at the surface and in sea ice extent, offering better alignment with observations

(Gettelman et al., 2019).

The chemical mechanism selected for our simulations is the middle atmosphere chem-
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Figure 1.13: Vertical temperature profile of Earth’s atmosphere as simulated by WACCM6.
The left y-axis shows the pressure levels in hPa, while the right y-axis indicates the corresponding
altitudes in km. The plot highlights the key atmospheric layers: the troposphere, stratosphere,
mesosphere, and thermosphere, with their characteristic features. The homopause, above which
molecular diffusion dominates over turbulent mixing, is marked at about 100 km. The temper-
ature curve demonstrates the lapse rate, characterized by different governing processes in each
atmospheric layer. Image credit. B. Liu.
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Figure 1.14: This cartoon illustrates some of the key features of WACCM6, including its
fully interactive chemistry, coupled ocean, sea-ice, land, atmosphere, and chemistry components.
Simplified radiative transfer processes are also depicted. These features highlight the model’s
comprehensive approach to simulating Earth’s climate system. Image credit. B. Liu.

istry scheme (MA), which is a subset of the comprehensive troposphere-stratosphere-

mesosphere-lower thermosphere chemistry scheme (TSMLT) (Gettelman et al., 2019;

Emmons et al., 2020). This chemistry scheme is based on the Model of Ozone and Re-

lated Chemical Tracers (MOZART) (Emmons et al., 2020). The MA scheme includes

97 chemical species, 208 chemical reactions, and 90 photolysis reactions. Compared to

TSMLT, the MA scheme requires significantly fewer computational resources due to a

reduced set of tropospheric reactions (e.g., prescribed sulfate aerosols and the exclu-

sion of non-methane hydrocarbons). Specifically, the scheme accounts for ozone (O3)

through the inclusion of the Chapman cycle, as well as HOx, NOx, SOx, BrOx, and

ClOx species, which are involved in catalytic cycles that contribute to the destruction of

O3 in the stratosphere and mesosphere.

The radiative transfer code is the Rapid Radiative Transfer Model for GCMs (RRTMG)

using the correlated-K approach (Mlawer et al., 1997; Iacono et al., 2008; Liu et al.,

2012; Gettelman et al., 2019) in which the line integration over discrete wave number
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is replaced by the integration over correlated continuous cumulative probability density

function. RRTMG employs the two-stream approximation to calculate both shortwave

radiation from the host star and longwave radiation from the surface and atmosphere,

accounting for the effects of scattering, absorption, and emission by gases, clouds, and

aerosols in the atmosphere. In WACCM6, shortwave is defined as the radiation from the

Sun for wavelengths between 0.2 to 12 µm; longwave is defined as the radiation from the

Earth for wavelength from 3 to 1000 µm.

The parameterizations for the boundary layer, shallow convection, and cloud macro-

physics are unified and performed using the Cloud Layers Unified By Binormals (CLUBB)

approach. In this method, small-scale variabilities are predicted by a multivariate prob-

ability density function (Larson et al., 2002; Bogenschutz et al., 2013; Li et al., 2022).

Cloud microphysics is parameterized using the Morrison-Gettelman Version 2 micro-

physics (MG2), which explicitly predicts the mixing ratios and number concentrations of

cloud water droplets and cloud ice for precipitation (Park et al., 2014; Gettelman et al.,

2015). Aerosol processes are treated using the Modal Aerosol Model Version 4 (MAM4),

where aerosol size distributions are represented by multiple lognormal functions (Liu

et al., 2012; Liu et al., 2016; Mills et al., 2016).

All of the simulations in this thesis start with the pre-industrial case in 1850 (PI-control

case). Typically, branching from the PI-control case means the simulation repeats the

same boundary conditions from that year after we introduce the modifications. We mod-

ify a constant solar spectrum in the simulations for Earth-analogue exoplanets, excluding

the 11-year solar cycle. The solar spectrum data is from the recommended dataset for the

large model inter-comparison program—Coupled Model Intercomparison Project Phase

6 (CMIP6) (Matthes et al., 2017). The PI-control case has been run and scientifically

validated for 300 years in CMIP6 (Eyring et al., 2016).

We use the model in a horizontal grid resolution of 1.9◦ × 2.5◦ in latitude and longi-

tude, respectively. Vertically, there are 70 pressure layers in the hybrid sigma-pressure
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coordinate. The hybrid sigma-pressure coordinate is a vertical coordinate system that

transitions smoothly from a terrain-following sigma coordinate near the surface to a

pressure coordinate in the upper atmosphere. This allows for better representation of

both surface and free-atmosphere processes. The model time step is set to 30 minutes,

and the radiative transfer is calculated every other model time step. The coupling time

step for the ocean and sea ice components is set to be the same as in the atmosphere

component (i.e., 30 minutes).

Our methodology is based on the Earth system model, but our investigation has broader

relevance to Earth-like exoplanets. WACCM6 has been extensively used to study Earth’s

climate from ancient geological eras to pre-industrial and modern times (e.g. Marsh

et al., 2013; Pettit et al., 2018; Zeng et al., 2022; Richter et al., 2022; Dubé et al.,

2022). Recently, the model has also been employed to explore the climate and potential

habitability of Earth-like exoplanets (e.g. Chen et al., 2021; Cooke et al., 2022; Cooke

et al., 2023a; Cooke et al., 2023b; Cooke et al., 2024).

Planetary Spectrum Generator

The Planetary Spectrum Generator (PSG) is a powerful radiative transfer tool that syn-

thesizes and retrieves planetary spectra, covering a broad wavelength range from 50 nm

to 100 mm. In PSG, the layer-by-layer radiative transfer is done by the Planetary and

Universal Model of Atmospheric Scattering (PUMAS; Villanueva et al., 2018), and the

line-by-line intensity calculation uses molecular cross sections from the latest HITRAN

database (Gordon et al., 2022). PSG supports observations from a variety of platforms,

including ground-based observatories like JWST and ALMA, conceptual telescopes like

LIFE, and user-defined telescopes with customizable spectral resolving power, noise lev-

els, and other parameters. The telescope resolving power (R) measures the number of

wavelength bins for a given wavelength (R = λ
∆λ) where λ is the wavelength and ∆λ

is the width of the wavelength bin. The telescope noises can be categorised into time-

dependent random noises and a time-independent noise floor (i.e., systematic noise). The
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random noise decreases with the square root of the observation time, while the noise floor

remains unchanged with the observation time.

The Global Emission Spectra application (GlobES) in PSG can take climatological data

from a variety of General Circulation Models (GCMs) and accurately synthesize trans-

mission spectra along the planetary terminator and direct imaging spectra (i.e., reflection

and emission spectra) over the observable planetary disk (Villanueva et al., 2022). Figure

1.15 shows how the processes for computing the transmission spectra and direct imaging

spectra from 3D GCM data in GlobES. Once users convert their GCMs’ 3D climatologi-

cal data in netCDF format (i.e., temperature, pressure and chemical profiles, and surface

properties and cloud properties) into PSG GCM binary files (the format which can be

taken by GlobES) and upload the files to GlobES, the 3D data are then displayed graph-

ically for the different variables. GlobES samples data along the terminator to generate

transmission spectra, assigning equal weight to each point. For direct imaging spectra,

it samples points across the observable planetary disk, applying weights based on the

projected area of each point before integrating. Users can adjust the binning number to

control the balance between calculation speed and accuracy. A higher binning number

decreases the number of sample points for faster computation. For example, a binning

number of 3 can group 9 data points, spanning 3 latitudinal and longitudinal grids, into

a single sample. This results in a 9 times faster calculation while sacrificing a minor loss

in accuracy.
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Figure 1.15: Figure adopted from Villanueva et al. (2022): The forward modelling capabilities
of the Planetary Spectrum Generator (PSG; Villanueva et al., 2018) are displayed. 3D GCM
data can be uploaded to the Global Emission Spectra application (GlobES) in PSG to compute
transmission spectra (calculated from profiles at the terminator) or direct imaging spectra (cal-
culated by integrating across the observable disk). Image credit: NASA.
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Earth as an Exoplanet in an Eccentric Orbit I:

Temperature, Water and Observables

2.1 Introduction

The orbital parameters of a planet, such as eccentricity, play an important role in affect-

ing the planetary climate. If we adopt 1.6 R⊕ (Earth radii) and 10 M⊕ (Earth masses)

as the upper limits for defining rocky exoplanets, we find that among a total of 114

confirmed rocky exoplanets, 49 of them have measured eccentricities, and 9 of them have

an eccentricity greater than 0.11. For instance, TOI-1238 b has an eccentricity of 0.25,

LTT 1445A c has an eccentricity of 0.223, and L 168-9 b has an eccentricity of 0.21

(González-Álvarez et al., 2022; Winters et al., 2022; Astudillo-Defru et al., 2020). To

date, GJ 1061 d, a potentially rocky exoplanet (> 1.5 M⊕) detected by the radial velocity

method, has the largest constrained eccentricity (e < 0.54) (Dreizler et al., 2020). The

10 M⊕ sets the boundary between super-Earth and ice/gas giant planets, and beyond 1.6

R⊕, the planet’s density would be too low to be rocky (Rogers, 2015; Lopez et al., 2019;

Wordsworth et al., 2021). Super-Earth and mini-Neptune exoplanets could vary largely

in their planetary compositions, and the absence of their analogues in the Solar System
1The Extrasolar Planets Encyclopaedia: http://exoplanet.eu/

56

http://exoplanet.eu/


Chapter 2. Earth as an Exoplanet in an Eccentric Orbit I:
Temperature, Water and Observables

makes it difficult to fully characterize them and determine if they are predominantly

rocky.

The climate response of rocky planets to changes in eccentricity has been investigated

in previous work. Williams et al. (2002) examined the climate of the current Earth with

elliptical orbits near the Sun’s habitable zone (HZ). They pointed out that long-term

climate stability primarily depends on the average stellar flux received over an entire

orbit, known as the mean flux approximation. However, later Bolmont et al. (2016)

demonstrated that the mean flux approximation becomes less reliable for tidally-locked

Earth-like planets in highly-eccentric orbits (e ≥ 0.6) with host star luminosities between

10−4 L⊙ and 1 L⊙ as surface liquid water may not persist for the entire course of an orbit

as the planet moves in and out of the habitable zone. The seasonality effects induced by

higher eccentricities were considered by Dressing et al. (2010), who found that Earth-

like planets surrounding Sun-like stars do not necessarily suffer from long winters near

aphelion due to thermal inertia if at least 10% of the surface is ocean-covered. In addition,

Linsenmeier et al. (2015) showed that for Earth-like planets, eccentric orbits extend the

habitable zone’s outer edge and effectively limit the transition into snowball states.

The time it takes for the planetary atmosphere to adapt to changes in radiation, also

known as the atmospheric radiative timescale, can be affected by the mass of the at-

mosphere, the equilibrium temperature and the surface thermal inertia (Donohoe et al.,

2014; Guendelman et al., 2019; Ji et al., 2023). The seasonal response of temperature

for rocky planets in eccentric orbits and with zero obliquity is strongly dependent on

the interplay of the orbital period, rotation rate and radiative timescale (Adams et al.,

2019; Guendelman et al., 2020; Guendelman et al., 2022; He et al., 2022). For example,

the amplitude of the seasonal response decreases with decreasing rotation rate. For a

constant rotation rate, longer orbital periods give the atmosphere more time to adjust

to the changes in insolation, resulting in a stronger seasonal cycle. On the other hand, a

longer radiative timescale means a weaker seasonal cycle because the atmosphere needs

more time to respond to variations in insolation.
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Ohno et al. (2019a) revealed that eccentricity might influence temperature patterns in-

directly by affecting the radiative timescale; hence, a transition from a diurnal mean

insolation-controlled climate to an annual mean insolation-controlled one is possible.

Because equilibrium temperature increases with increasing eccentricity (Quirrenbach,

2022), we can deduce that the orbital eccentricity can modulate the seasonal tempera-

ture response for a given atmospheric mass and orbital period.

Eccentricity could also affect the habitability of rocky planets by affecting atmospheric

loss rates. Originating near the planetary surface, hydrogen-bearing species in the form

of H2O, H2, and CH4 travel upward to the homopause through advection and turbulent

mixing. In the upper homosphere, hydrogen-bearing molecules are dissociated by ultra-

violet radiation, leaving hydrogen in atomic and molecular form only. Hunten (1973)

showed that the diffusion-limited hydrogen escape flux (Φi), in units of molecules lost

per unit time per unit area, is

Φi =
bifi
Ha

(2.1)

where bi is the binary diffusion parameter, fi is the mixing ratio of the hydrogen-bearing

species at the homopause in units of moles per mole of air, and Ha is the temperature-

dependent atmospheric scale height at the homopause. The detailed derivation can be

found in Catling et al., 2017b. The atmospheric water concentration due to the effect of

eccentricity has been examined by Way et al., 2017b, in which they identify temperate

climatic conditions when varying the eccentricity from 0 to 0.283. They found that the

tropopause water vapor mixing ratio is the highest at e = 0.283. However, it is still nearly

15 times lower than the moist-greenhouse limit2 at perihelion. In addition, Palubski et al.

(2020) showed ocean worlds with higher eccentricity orbits are more likely to lose water

and that if the eccentricity is greater than 0.55 for an Earth-like aqua-planet orbiting

a G-type star, the whole water inventory will be lost owing to the runaway greenhouse
2The moist-greenhouse limit occurs when water vapor starts accumulating in the stratosphere with

a mixing ratio > 10−3.
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effect.

The effects of eccentricity on water loss owing to an increased solar constant have been

studied using both 1D radiative-convective models (RCMs) (e.g. Kasting et al., 1984;

Kasting et al., 2015) and 3D general circulation models (GCMs) (e.g. Wolf et al., 2015;

Linsenmeier et al., 2015; Kopparapu et al., 2017; Guendelman et al., 2020). They

find a general trend that water loss increases with increasing solar constant. While

there are a few papers which addressed the climate seasonality effect due to increasing

eccentricity with the mean flux approximation for Earth-like exoplanets (e.g. Williams

et al., 2002; Bolmont et al., 2016), they did not quantify the atmospheric water vapor

abundance with varying eccentricity. In addition, the 3D GCMs used in Williams et al.,

2002 and Bolmont et al., 2016 are not coupled with whole atmosphere chemistry, and the

atmosphere’s vertical extent does not reach the homopause at which the diffusion-limited

escape of hydrogen can be estimated. This study quantifies the water abundance and

estimates the water loss rate for a highly eccentric rocky exoplanet using the fully-coupled

whole-atmosphere Earth-system model, WACCM 6 (1.3.9). We describe the WACCM6

simulation configurations in Section 2.2.1. The Planetary Spectrum Generator (PSG)

generates synthetic transmission spectra using the WACCM6 outputs as inputs (1.3.9),

and the model configurations are shown in Section 2.2.2. The simulation results are

shown in Section 2.3. The impact of our results on the potential observability is included

in the Discussion (Section 2.4). In Section 2.5, we summarize our findings.

2.2 Methods

2.2.1 WACCM6 Configurations

We use WACCM6 in the Middle Atmosphere chemistry (MA) configuration with a hor-

izontal resolution of 1.875◦ in latitude and 2.5◦ in longitude to simulate an Earth-like

planetary climate in a circular orbit (e = 0) and in a highly eccentric orbit (e = 0.4) to

investigate the effects of increasing orbital eccentricity on the climate and habitability
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in terms of water loss.

We initialize our simulations with equilibrated conditions on January 1st in the year 1850

(so-called pre-industrial era or PI) with a mean surface temperature of 287.2 K to isolate

the climate response from those induced by human activities.

To focus on the climate response due to varying eccentricity only, we fix the total solar

irradiance (TSI) of the e = 0.4 and the e = 0 cases to the same value as for the Earth’s PI

case (1360.75 W m−2) by scaling their solar radiation spectra input accordingly. Using

Eq. 2.2 and Eq. 2.3, the TSI is 1248.58 W m−2 for the e = 0.4 case, and 1360.94 W m−2

for the circular case.

TSIe=0.4 = TSIPI ·
Fe=0.4

Fe=0.0167
(2.2)

TSIe=0 = TSIPI ·
Fe=0

Fe=0.0167
(2.3)

The relationship between the orbital eccentricity and the TSI in WACCM6 follows the

numerical computations of the Earth’s orbital elements in Berger, 1978.

To avoid numerical instability caused by a sudden change in TSI due to the modifications

of the eccentricity, we first run the PI case from January 1st for 101 days. This is when

the TSI in the PI case approximately equals the TSI in the circular (e = 0) and in the

highly-eccentric case (e = 0.4) on the same day in their orbits. This allows both the

circular and the highly eccentric case to start with a TSI not far from the TSI in the PI

case to avoid numerical instability caused by a sudden change in the solar forcing. In

addition, we modified the planetary obliquity from the default 23.5◦ in the PI case to

zero in a circular orbit case and a highly eccentric case to mute the effects of the seasonal

variability caused by a non-zero obliquity.

The lower boundary conditions for the zonally symmetric surface chemical emissions in

the PI-control case are cyclic, meaning they repeat annually with the same amplitudes

and seasonal variations for each chemical species. For instance, the mixing ratios of the
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greenhouse gases at the surface, such as CO2, CH4, and N2O, have an annual global

mean of 284 ppmv, 0.808 ppmv and 0.273 ppmv, respectively. These greenhouse gases

have similar seasonal variations of 1%. Surface emissions from other H species, like H2,

are constant year-round at 0.5 ppmv and are assumed to be the same at all latitudes.

The main atmospheric components are O2 (21%) and N2 (78%).

Two important modifications were made in the simulation configurations compared with

a default PI run. Firstly, we mute the QBO (Quasi-biennial Oscillation in the strato-

sphere) forcing in the simulations 3. This is because the QBO is not a prognostic variable

but is parameterized in the atmosphere with a ∼ 2◦ horizontal resolution to reproduce

the Earth’s stratospheric water vapor distribution from observation. Secondly, we disable

MARBL4 (Marine Geo-biochemistry Library) in the model configurations to simplify the

calculations and because it is also tailored to Earth’s ecosystem, which we cannot as-

sume is the same on other planets. Additionally, solutions to resolve model numerical

instabilities associated with the e = 0.4 case involve adjusting the physical time steps in

the atmosphere component and modifying sub-grid parameterizations, as described in

Appendix A.

After running 30 simulation years for each case, we find that the inter-annual variability

of the Earth Energy Imbalance becomes close to zero (∆F = FS,D−FL,U , where FS,D and

FL,U are the downwelling shortwave radiation at the top of the model and the outgoing

longwave radiation at the top of the model, respectively. ∆F can be approximated as the

difference between the shortwave and longwave radiation at the top of the model because

the host star is the only source of shortwave radiation, and the planet contributes all

of the longwave radiation. Even though the ∆F in each case has not reached zero due

to the long timescale of the deep ocean circulation, we can verify that the simulations

have passed their spin-up phase and have reached the quasi-steady states as the inter-
3QBO is a regular variation of the winds in the Earth’s tropical stratosphere, and the oscillation

alternates between easterly and westerly wind phases, with each phase lasting approximately 28 to 29
months.

4MARBL is a sub-model that controls marine ecosystem dynamics and the coupled cycles of carbon,
nitrogen, phosphorus, iron, silicon, and oxygen (Long et al., 2021).
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annual variability of the surface temperature for both cases becomes sufficiently small

(i.e., ∆TS ∼ 0.1K). In addition, both cases ended with negative ∆F in the year 30,

indicating ongoing cooling with further simulation time. However, the circular case has

a more negative ∆F than the highly eccentric case (∆Fe=0 −∆Fe=0.4 = −1.6W m−2),

which indicates it would continue to cool down faster than the e = 0.4 case on the slow

approach to the final steady state. To minimize inter-annual variability, we averaged

over the monthly mean outputs in the last five simulation years for both cases for the

climatology analysis.

2.2.2 PSG Configurations

To gain observational insights from our WACCM6 simulations, we adopt the Planetary

Spectrum Generator (PSG;Villanueva et al., 2018) with an idealized telescope (i.e., no

instrumental noise) and a constant spectral resolving power of 250. For all cases, we

focus on one orbital scenario where the planet is in a transit orbit with 90◦ inclination

angle (edge-on). The geometry of the observation is set such that the planet is in front

of the host star at a phase of 180◦.

Model data from WACCM6 were re-binned to a resolution of 5.625◦ in latitude (i.e., a

binning number equal to 3) to save costs for computing the radiative transfer in PSG.

Hence, a total of 32 sample points in latitude on the terminator are averaged over

instead of the original 96 latitudinal points from the WACCM6 runs. We also adjust

the number of stream pairs (NMAX) and the Legendre terms (LMAX) in PSG and find

that NMAX=3 and LMAX=41 can produce accurate simulations in relatively fast time

(See Villanueva et al. (2022) for more details about the two parameters).

The atmospheric composition is assumed to be made of N2, H2O, O2, O3, CO2, N2O, CH4

as they are the dominant absorbers expected over our chosen wavelength range. We feed

PSG with the instantaneous WACCM6 output, which includes the pressure-temperature

structure, the mixing ratios of the molecules in the atmosphere, cloud fraction, and

cloud ice fraction. Using the WACCM6 outputs, PSG computes the layer-by-layer ra-
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diative transfer in the atmosphere, including the line-by-line intensity calculation using

molecular cross-sections from the latest HITRAN database.

We configure PSG to generate the transit spectrum between 0.2 to 20 µm covering the

UV, visible and infrared regions to determine if the predicted water abundances for both

cases lead to potentially observable differences. For the eccentric case, we take snapshots

of the climate on April 16th and November 12th to represent the hottest and coldest days,

respectively. The planet-star separation of the e = 0.4 case is 1.03 au on April 16th, and

1.2 au on November 12th. For the circular case, the planet-star separation is fixed at

1 au, and we take one snapshot on April 16th only for comparison since the climate

experiences no seasonal variation (recall that both simulations assume zero obliquity).

Note that we simulate spectra only at two distinct points in the orbit representative

of two extreme cases (corresponding to the hottest and coldest day). We may expect

simulated spectra from other orbital positions to lie within these two scenarios, but this

should be tested with further simulations.

2.3 Results

2.3.1 Temperature and Water Vapor Profiles

Figure 2.1 shows the globally-averaged annual mean vertical temperature profiles for

the circular case (blue) and the e = 0.4 case (red). The temperature decreases with

increasing altitude in the troposphere up to the tropopause, at which a temperature

inversion occurs. We show the globally-averaged monthly mean temperature profiles to

demonstrate the range in temperature experienced by the eccentric planet in April (red

dotted line) and November (pink dotted line) at which the highest and lowest surface

temperatures are reached, respectively, and to compare with the annual means. The

annual mean temperature profile for the e = 0.4 case has a slightly warmer troposphere

with a 1.3 K higher surface temperature than the circular case. The tropopause is moved

up in altitude in the e = 0.4 case but its tropopause temperature is lower than the
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Figure 2.1: The annual mean atmospheric temperature profile for the e = 0.4 case (red) and
the circular case (blue) from the surface to the homopause. The hot (red shaded area) and
cold (pink shaded area) passages for the e = 0.4 case cover the time when the atmospheric
temperature is higher than the mean and is lower than the mean, respectively. The temperature
profiles for the hottest month (April) and the coldest month (November) are indicated by the
dotted lines on the outer boundary of the shaded areas. For demonstration purposes, we give
a secondary y-axis to indicate the altitude in km for the circular case. For the e = 0.4 case,
the corresponding altitude in km does not deviate much from the secondary y-axis because they
have similar atmospheric scale heights (δH ∼ 0.5 km).

circular case by 1.2 K. In the upper atmosphere from the tropopause to the mesopause,

the annual mean temperature in the e = 0.4 case is lower by 6.7 K on average than

in the circular case, and the maximum temperature difference of 11.1 K occurs at the

stratopause. That the stratosphere is colder may be due to a 3 % less annual mean

ozone column due to increased production of OH radicals from increased water vapor

photolysis (see Section 2.4 for more details). Less ozone means fewer UV absorbers, and

hence they contribute less heating to the stratosphere. In addition, the increase in water

vapor in the stratosphere could have a radiative cooling effect (Oinas et al., 2001).

Although the stratosphere and mesosphere are, on average, colder in the eccentric case,

there is significant seasonal variation in the temperature profiles which reaches a max-
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imum in April and a minimum in November due to the lagged response of surface and

tropospheric temperature. It takes roughly two months for both the planetary surface

and the atmosphere to respond to the highest insolation at perihelion, and three months

to respond to the minimum insolation at aphelion (see Fig. 2.1). The lag may corre-

spond to the radiative timescale of the coupling between the surface and the atmosphere

(Cronin et al., 2013). A simplified approach from Guendelman et al. (2020) states that

the radiative timescale, τ , can be approximated as

τ ∝ CQ−3/4

where C is the atmospheric heat capacity and Q is the incoming insolation at the top

of the atmosphere. Assuming that C remains approximately constant over the eccentric

orbit, the radiative timescale should decrease with increasing Q. This is consistent with

what we see here which is that the surface and tropospheric temperature lagged response

at aphelion is longer than at perihelion. Furthermore, the surface temperature difference

between the peak and the annual mean (|δTS| = 12.8 K) is significantly greater than the

difference between the trough and the annual mean (|δTS| = 7.8 K). Thus, the lagged

response of surface and tropospheric temperature for the e = 0.4 case is seasonally

asymmetric in both the response time and the response magnitude.

The top panel of Fig. 2.2 shows the annual mean temperature (top panel) from the

surface to the stratopause as a function of latitude for the e = 0.4 case, and the bottom

two panels show the temperature difference at perihelion (middle panel) and aphelion

(bottom panel) relative to the annual mean temperature profile. The mean temperature

pattern reflects the fact that Earth’s obliquity is set to zero such that the zonal mean

surface temperature decreases between the tropics and the poles. Similar to Earth, the

Arctic region is warmer at the surface than the Antarctic region because the former is

ocean-covered and hence has a larger heat capacity mitigating the cold winters in the ec-

centric orbit. Unlike the whole atmospheric and surface warming and cooling during the
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hottest month (April) and the coldest month (November) shown in the middle and bot-

tom panel of Fig. 2.3, respectively, one feature in Fig. 2.2 is the atmospheric and surface

lagged response to the change in insolation, as shown in the bottom panel. At perihelion

where the planet receives 2.64 times its mean insolation, the troposphere (< 102 hPa) is

colder than the annual mean temperature. However, the temperature pattern is reversed

in the stratosphere between 102 to 1 hPa. We find that the stratospheric temperature is

lagged by 1 month relative to perihelion, and 2 months relative to aphelion, whereas the

tropospheric temperature is better coupled with the surface temperature. In addition to

the ocean heat buffer at aphelion, that the troposphere and the surface are warmer in

the e = 0.4 case can be attributed to a weaker cloud shortwave radiative effect, which

contributes about 5 Wm−2 more into the system compared to the circular case. The

cloud shortwave effect controls the transmitted radiation from the cloud layer down to

the surface. The atmospheric and surface lagged response to insolation helps the climate

to remain temperate in these two extreme scenarios.

During the hot orbital passage, more surface water can be evaporated and uplifted into

the tropical troposphere as the surface temperature rises. Through condensation, the

tropical tropopause, also known as the cold trap, confines most of the rising water vapor

in the form of clouds, but a small amount of water vapor can escape into the strato-

sphere 5. The stratospheric water vapor concentration oscillates seasonally at the same

frequency as the tropical tropopause temperature, which is known as the ‘tape recorder’

signal. Here, we examine the ‘tape recorder’ signal in the circular and e = 0.4 cases. The

upper panel in Fig. 2.4 shows the seasonal variation of tropical tropopause temperature

for the e = 0.4 case (red) and the circular case (blue). The corresponding stratospheric

water vapor mixing ratios in ppmv for these two cases are shown in the middle and

bottom panels of Fig. 2.4. The tropical tropopause altitude is calculated for each month

over the last five simulation years after steady state is reached since the tropopause can

be lifted upward or downward depending on the surface temperature in the e = 0.4 case.
5Moist air could bypass the cold trap for high obliquity worlds (Kang, 2019)
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Figure 2.2: Upper panel: annual, zonal mean of air temperature from the surface to the
stratopause over the last five simulation years after steady state is reached for the e = 0.4 case.
Middle panel: the difference in air temperature between perihelion and the mean for the e = 0.4
case. Bottom panel: the difference in air temperature between aphelion and the mean for the
e = 0.4 case. Note that the top panel has a different color scale than the middle and bottom
panels. The plus and minus signs in the figure denote the positive and the negative temperature
differences, respectively.
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Figure 2.3: Upper panel: annual, zonal mean of air temperature from the surface to the
stratopause over the last five simulation years after steady state is reached for the e = 0.4 case.
Middle panel: the difference in air temperature between the warmest month (April) and the
mean for the e = 0.4 case. Bottom panel: the difference in air temperature between the coldest
month (November) and the mean for the e = 0.4 case. Note that the top panel has a different
color scale than the middle and bottom panels.
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As indicated by the dotted lines in the top panel of Fig. 2.4, the annual mean tropical

tropopause temperatures are 194.27 K in the e = 0.4 case and 193.07 K in the circular

case. Although the annual mean temperatures differ by ∼ 1 K between these two cases,

the seasonal variation of the tropical tropopause temperature in the e = 0.4 case is sig-

nificantly higher than in the circular case. From the middle and the lower panels, the

water vapor mixing ratios at the bottom of the stratosphere for both cases follow the

same temporal pattern as shown in their tropical tropopause temperature profiles. This

also indicates that the water vapor mixing ratios at the cold trap are in phase with the

surface and tropospheric temperature. In April, the temperature is over ∼ 215 K in the

e = 0.4 case, in contrast to ∼ 193 K in the circular case. The cold trap in April for the

e = 0.4 case becomes less effective, allowing a larger amount of water vapor (up to 30

ppmv) to enter the stratosphere, producing a clear tape recorder signal.
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Figure 2.4: Upper panel: the seasonal variation in the tropical tropopause temperatures for
the e = 0.4 case (red solid line) and the circular case (blue solid line). Also shown are the annual
mean of the tropical tropopause temperatures for the e = 0.4 case (red dotted line) and the
circular case (blue dotted line) over the last five consecutive years of the simulations. Perihelion
takes place in February (grey dotted line), and aphelion takes place six months afterwards in
August (grey solid line). Middle and lower panels: the H2O mixing ratio in the stratosphere
for the circular case and the e = 0.4 case over the last five consecutive years of the simulation,
respectively. Note the presence of the ‘tape recorder’ signal in the bottom plot for the e = 0.4
case. The black contours highlight a constant mixing ratio of 20 ppmv and the ‘tape recorder’
signal is moving vertically upward in each case.
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2.4 Discussion

2.4.1 Water Loss Rate and Ocean Loss Timescale

Figure 2.5 shows the H2O and total H species (H + 2 · H2 + 2 · H2O + 4 · CH4) mixing

ratios. For simplification, we assume that the total hydrogen species comprises only the

four listed species, as these are the primary hydrogen carriers in the upper atmosphere

of modern Earth. The annual mean mixing ratio of the tropical tropopause water vapor

for the e = 0.4 case (red dotted line) is 11.3 ppmv and is about three times greater

than that for the circular case (blue dotted line), though it is still about two orders of

magnitude lower than the threshold of 3× 103 ppmv needed to trigger moist greenhouse

states (e.g. Kasting et al., 1984; Kasting, 1988).

To quantify how quickly water can escape into space, we compute the total loss rate at

the homopause, in units of atoms cm−2 s−1, as the sum of individual hydrogen-bearing

species as follows:

ΦH =
1

Ha
· (bHfH + 2 · bH2fH2 + 2 · bH2OfH2O + 4 · bCH4fCH4) (2.4)

where f is the mixing ratio of the selected hydrogen carrier in ppmv, b is the binary

diffusion parameter in units of cm−1 s−1, and Ha is the atmospheric scale height in cm.

The scale height is Ha =
kBThp

mg where kB is Boltzmann’s constant, Thp is the globally

averaged homopause temperature, m is the mean atmospheric molecular mass, and g is

the surface gravity. The binary diffusion parameter formulas can be found in Hunten,
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Figure 2.5: The global, annual mean H2O and total H species mixing ratios in the stratosphere
averaged over the last 5 simulation years for the e = 0.4 case (red solid and red dotted line,
respectively) and the circular case (blue solid and blue dotted lines, respectively). The vertical
scale in the plot is set to cover from the tropopause to the homopause for the circular case.
For demonstration purposes, we give a secondary y-axis which is used to indicate the altitude
in km for the circular case only. For the e = 0.4 case, the corresponding altitude in km does
not deviate much from the secondary y-axis because both cases have similar atmospheric scale
heights (δH ∼ 0.5 km).
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1973 for bH, bH2 , bH2O, and in Banks et al. (1973) for bCH4 , and we reproduce them here:

bH = 6.5× 1017 · T 0.7
hp

bH2 = 2.67× 1017 · T 0.75
hp

bH2O = 0.137× 1017 · T 1.072
hp

bCH4 = 0.756× 1017 · T 0.747
hp

(2.5)

where Thp is the homopause temperature in K.

The homopause is taken to be at a pressure level of 1.458×10−3 hPa (∼ 100 km), and the

total hydrogen species mixing ratios at homopause in the e = 0.4 case (red dotted line

in Fig. 2.5) is 24.2 ppmv. This is about three times larger than the 8.5 ppmv calculated

for the circular case (blue dotted line). The escape fluxes calculated using the above

equations are 6.33 × 108 and 2.31 × 108 atoms cm−2 s−1 for the e = 0.4 case and the

circular case, respectively. Additionally, we have compared the escape fluxes from taking

the global annual mean operator over the individual component on the right hand side

of Eq. 2.4 against taking the global annual mean operator over the sum of all species,

and we find a 0.3% difference in the escape flux. Thus, it can be confirmed that this

uncertainty is not significant. To compare with previous estimates, the H escape flux

in the circular case is lower than that Catling et al. (2017b) calculated for the Earth’s

eccentricity case (3.5 × 108 atoms cm−2 s−1). This could be due to the obliquity and

eccentricity differences, which result in a lower homopause temperature, a smaller scale

height, and a lower total hydrogen species mixing ratio when calculating the escape flux.

In addition, the hydrogen mixing ratio values in that work are taken from the lower

stratosphere instead of the homopause. Thus, any bottlenecks that could exist above

the lower stratosphere may not have been included in their calculations (see Fig. 2.5 for

the differences in the total H mixing ratio at different altitudes).

We can use our calculated H escape fluxes to estimate the ocean survival timescale for
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both cases. The total mass of water in Earth’s ocean is 1.4×1024 g (e.g. Wolf et al., 2015;

Kopparapu et al., 2017). We compute the corresponding total hydrogen reservoir to be

about 9.36×1046 atoms so that the ocean loss timescale is 2,437 Gyr for the circular case

and 891 Gyr for the e = 0.4 case. As a result, an Earth-like planet in an eccentric orbit

(e = 0.4) around a Sun-like star loses its water inventory in approximately one third of

the time it takes a planet in a circular orbit to lose its water inventory. Despite this

higher ocean loss rate, our results suggest that a highly-eccentric Earth-like exoplanet

could retain its oceans over the lifetime of the stellar system. Our result agrees with

Palubski et al. (2020) who predict, using a 1D model, that an Earth-like exoplanet

around a G-type star in an e = 0.4 orbit has a dry upper atmosphere (i.e., one that

is far away from entering a runaway greenhouse state). However, it is worth noting

that complete ocean water loss has been predicted to occur within 2 Gyr for our Earth

under the brightening Sun due to its evolution through the main sequence stage (Wolf

et al., 2015). Thus, the ocean loss timescale under a brightening host star should be

much shorter than what we have estimated here for both the circular and the eccentric

cases. How both orbital eccentricity and evolving host star luminosity together affect

the water loss should be tested in future simulations. On the other hand, our water

loss rate estimates are upper bounds under constant insolation as they are computed

based on the mixing ratio of the total H species which can enter into the homopause

(Hunten et al., 1974). So, the ocean loss timescales calculated in the two cases here

could be longer depending on the efficiencies of active escape mechanisms (i.e., thermal

escape, non-thermal escape, impact erosion). We note also that the water loss rate on

an Earth-like exoplanet is also likely to be influenced by the stellar type of the host star

(e.g. Wolf et al., 2017; Kaltenegger et al., 2021). Moreover, the ocean loss timescale also

depends on the initial water inventory, and so it is possible for an Earth-like exoplanet

with a much smaller initial water reservoir (<1%) to lose all of its water content within

the lifetime of its stellar system.
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2.4.2 Implications for Observations

We use PSG (Planetary Spectrum Generator) to generate synthetic transit spectra for

the e = 0 and e = 0.4 cases. The upper panel of Fig. 2.6 shows the synthetic transit

spectra for the circular case (black), the snapshot on April 16th for the e = 0.4 case (red)

and the snapshot on November 12th of the e = 0.4 case (blue). The lower panel shows

the differences in transit depth between the circular case and the snapshot on April 16th

of the e = 0.4 case (red) and between the circular case and the snapshot on November

12th of the e = 0.4 case (blue), and between the snapshots on April 16th and November

12th of the e = 0.4 case (green). Absorption signatures from H2O, O3, CO2 and CH4

are present in the synthetic spectra. The strong absorption feature near 4.8 µm is due

to CO2 with a transit depth of 55 km. For water, the dominant feature is at 2.6 µm

with a ∼ 37 km transit depth. The largest O3 feature with a transit depth of 65 km

is at around 0.25 µm. The feature at 15 µm has a transit depth of 50 km and is due

to both CO2 and O3. The baselines of the three cases are different due to a combined

effect of differences in the planet-star separation, cloud coverage and temperature. In

general, a larger planet-star separation, more cloud coverage and higher temperature all

increase the baseline (Bétrémieux et al., 2014; Fauchez et al., 2019). The effect of clouds

is important in the e = 0.4 case because there is more cloud than in the circular case,

and the cloud extends vertically to the lower stratosphere below 20hPa. Thus, the cloud

in the e = 0.4 case can, not only increase the transit depth of the baseline, but also

decrease the depth of spectral features in the infrared.

In the lower panel of Fig. 2.6, the water features on April 16th are about 5 km deeper

than on November 12th (green line), reflecting the largest seasonal difference in the water

abundance in the e = 0.4 case. This is seen in the water absorption features present

at 1.36 µm, 1.87 µm, 2.7 µm and between 5.93 µm and 6.64 µm. The difference in the

depth of the water features between the April 16th snapshot in the e = 0.4 case and the

circular case is 1 to 2 km larger (red line) than the maximum seasonal difference. The
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Figure 2.6: Upper panel: the transit spectra of the circular case (black), the snapshot on April
16th of the e = 0.4 case (red) and the snapshot on November 12th of the e = 0.4 case (blue)
between 0.2µm to 20 µm; Bottom panel: the transit depth difference between the snapshot on
April 16th of the e = 0.4 case and the circular case (red), the transit depth difference between
the snapshot on November 12th of the e = 0.4 case and the circular case (blue) and the transit
depth difference between the snapshots on April 16th and November 12th of the e = 0.4 case
(green).
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differences in the depth of the water features between the November 12th snapshot in the

e = 0.4 case and the circular case (blue line) is the smallest of our three comparisons;

however, slightly stronger water absorption features are present even on the coldest day

of the e = 0.4 case. The reason for this is related to the strong release of water vapor

into the stratosphere during the warmest month (April in the e = 0.4 case) which slowly

propagates upward in the stratosphere (see the bottom panel Fig. 2.4). Thus, the water

vapor column above the baseline at a given time depends on both the current and the

previous release of water vapor above the cold trap. This is essentially a result of the

strong seasonality induced by the large eccentricity.

The stronger water features on April 16th compared to November 12th and the circular

case can be explained by the higher temperature in the April 16th snapshot for the

e = 0.4 case. A higher surface temperature increases the evaporation rate of H2O, which

increases the H2O number density with altitude; more H2O molecules mean stronger

absorption in the infrared. Some secondary effects could also contribute to the transit

depth difference. For example, the H2O absorption cross-section positively correlates to

the temperature at these wavelengths (Gordon et al., 2022). The higher temperature on

April 16th also causes a more inflated atmosphere, and hence more water vapor molecules

are present at a higher altitude.

Unlike the H2O features which are always stronger in the highly-eccentric case than the

circular case, the CO2 transit depth features near 4.8µm and 15 µm are 2 to 3 km deeper

for the April 16th case than the circular case, but they are about 4 km deeper for the

circular case than on November 12th. The seasonal variation of the CO2 transit features

is about 6 km between the April and the November cases. The reasons for these are the

same as just described for the water. The atmosphere expands at higher temperatures,

and the CO2 density remains high at higher altitudes than if the atmosphere were cooler.

The ozone layer in the stratosphere is an important atmospheric constituent on Earth as

it can prevent harmful UV radiation from reaching the surface. The ozone concentration
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in the atmosphere does not vary as much as the water vapor in the highly eccentric

system. The annual mean ozone column density decreases by about 3% in the e = 0.4

case compared to the circular case, and the seasonal ozone column density in the e = 0.4

case decreases up to about 13% in April compared to the circular case. This is affected

by the water vapor abundance in the atmosphere: a higher water vapor abundance leads

to more OH radicals formed in the atmosphere via photolysis, and hence more ozone

is destroyed by the increasing amount of OH radicals. The seasonal variation of O3

density in the stratospheric ozone layer for the e = 0.4 case (∼ 16%) could impact the

temporal surface habitability (Gómez-Leal et al., 2019). In the upper panel of Fig. 2.6,

the most prominent ozone features of the transit spectrum peaks around 0.25 µm in the

UV region, 0.6 µm in the visible, and around 9.6 µm in the infrared. There are small O3

absorption depth differences between the April 16th snapshot case and the circular case,

whilst there are noticeable O3 absorption depth differences (∼ 2 km) between the April

16th snapshot case and the November 12th snapshot case.

Contrary to expectations, the e = 0.4 case’s ozone features are stronger on April 16th

than on November 12th, as shown in the lower panel of Fig. 2.6, despite the former

having a lower ozone column density than the latter. Similarly, when comparing the

circular case and the November 12th snapshot case, we find that a higher ozone column

density does not correspond to a more pronounced ozone feature. This is because a higher

atmospheric temperature causes larger ozone absorption cross-sections (Serdyuchenko et

al., 2014; Gordon et al., 2022), and the O3 number density above 40 km is higher in both

the April 16th snapshot case and the circular case than in the November 12th snapshot

case. Therefore, future transmission spectra observations could result in degenerate

interpretations for inferring the total ozone column density for Earth-like exoplanets.
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2.5 Conclusions

Terrestrial exoplanets can have large orbital eccentricities up to values as high as 0.4 to

0.5 (Lopez et al., 2019). The climate response of rocky planets to changes in eccentric-

ity has been studied in recent years using both 1D models and 3D general circulation

models (GCMs). Previous work has examined water loss due to an increasing solar con-

stant from both Earth and other potential exoplanet host stars. However, whether the

eccentricity-induced seasonality effect alone has a critical impact on water loss had yet

to be studied. Using the fully coupled 3D Earth climate model, WACCM6, we simulated

the climate response of Earth-like rocky planets around a Sun-like star that have different

orbital eccentricities. We compared the temperature structures and the water loss rates

calculated for a circular orbit case and a highly-eccentric case (e = 0.4). We find that

the water loss rate for a planet in the e = 0.4 orbit is about 3 times larger than if it were

in a circular orbit under the same annual mean insolation. Consequently, the ocean loss

timescale for an Earth-like exoplanet in such an eccentric orbit is about 3 times shorter

than the circular orbit. Moreover, an Earth-like planet with an eccentricity of 0.4 spends

half of its orbit outside of the Earth’s habitable zone as traditionally defined by Kasting

et al., 1993. Nevertheless, we find that the climate remains temperate and the planet

can hold on to its water reservoir. In addition, Earth-like exoplanets with a high orbital

eccentricity could have stronger H2O and CO2 absorption features in simulated trans-

mission spectroscopy than for the same planet in a circular orbit. Hence, the climate

response to eccentricity as indicated by a higher water abundance may be measurable

with future observations. Stronger O3 absorption features seen in future observations

may not always imply a higher ozone column density for an Earth-like exoplanet with an

ozone layer in its atmosphere. It is worth noting the limitations of this study. First of all,

the model we adopted in the simulation uses numerous parameterizations that are tuned

to Earth’s climate and might be inappropriate to generalize to an exoplanetary climate

with different conditions. Hence, these conclusions should be tested in future simulations
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with more flexible chemistry, land and ocean coverage, and cloud and radiative transfer

schemes. Secondly, a variety of effects such as QBO and ocean bio-geochemistry are

excluded from the simulation, though they will not change our results qualitatively. In

addition, the Earth-like exoplanet’s atmosphere evolution over its geological history and

the effects of space weather have been ignored because these factors are beyond the scope

of this study. For a more comprehensive view of the habitability analysis of Earth-like

exoplanets, future work should include a systemic climate study due to the change of

eccentricity with more effects included and more inter-comparisons between different 1D

and 3D model simulations.
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Chapter 3

Earth as an Exoplanet in an Eccentric Orbit II:

Energy Balance, Climate and Surface Habitability

3.1 Introduction

To assess surface habitable conditions on rocky planets, it is essential to consider the role

of the planetary atmosphere, as it can mediate surface temperature through atmospheric

radiative transfer and atmospheric circulation. Recent observations of tidally-locked

planets, such as TRAPPIST-1 b (Greene et al., 2023) and TRAPPIST-1 c (Zieba et al.,

2023), using the James Webb Space Telescope (JWST), have so far shown that these

exoplanets may have no atmosphere. Looking ahead, future space missions like PLAne-

tary Transits and Oscillations of Stars (PLATO) will be able to find Earth-sized planets

around Sun-like stars within the next decade (Heras et al., 2022). Concurrently, ground-

based and space missions, such as the Extremely Large Telescope (ELT) (Padovani et al.,

2023) and the Habitable Worlds Observatory (HWO) 1, will enable astronomers to study

and characterize the atmospheres of rocky exoplanets with long orbital periods around

Sun-like stars (Neichel et al., 2018; Vaughan et al., 2023).

Tidal evolution can circularize the eccentric orbits of exoplanets around low-mass (≃
1The Habitable Worlds Observatory: https://science.nasa.gov/astrophysics/programs/

habitable-worlds-observatory/, accessed on 01/18/2024
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0.1M⊙) to solar-mass stars (≃ 1M⊙) well within the lifetime of the stellar system (<

10 Gyr). Nevertheless, depending on the initial rotational period and possible tidal

interactions between planets and moons in the stellar system, planets can also remain

in, or evolve to, highly eccentric orbits (Barnes, 2017). To date, the total number of

exoplanets detected and confirmed has reached approximately 6500 2, of which 160 of

them are potentially rocky exoplanets with masses and radii less than 10 M⊕ and 1.6

R⊕, respectively (Rogers, 2015; Lopez et al., 2019; Wordsworth et al., 2021). Among

these 160 potentially rocky worlds, 89 have measured eccentricities, and 16 are in highly

eccentric orbits (e ≥ 0.1). It is worth mentioning that the eccentricity distribution

of terrestrial planets around Sun-like stars is yet to be determined due to the lack of

detection in this orbital regime, and the above statistics are biased towards close-in

planets around M and K dwarfs that are both easier to detect and more likely to be

circularized. As such, we expect more highly eccentric rocky planets to be detected in

the future.

Understanding the potential climate outcome and surface habitability of highly eccen-

tric (e > 0.1) rocky exoplanets is crucial for the future characterization of long-period

exoplanets. Multiple studies using 1D and 3D simulations have found that increasing

orbital eccentricity results in higher surface temperatures and stronger seasonal varia-

tions.(Williams et al., 2002; Way et al., 2017b; Dressing et al., 2010; Linsenmeier et al.,

2015; Liu et al., 2023; Way et al., 2023; Biasiotti et al., 2024) and hence shifts the hab-

itable zone farther out from the host star. These simulation results generally agree with

what the analytical approach predicts (Quirrenbach, 2022; Ji et al., 2023). However, for

tidally-locked Earth-like exoplanets around Sun-like host stars (1 L⊙), the mean surface

temperature decreases with increasing orbital eccentricity (Bolmont et al., 2016). Recent

work on habitability analysis has focused on Earth-like exoplanets around Sun-like stars

and M-dwarf stars. The former is often theoretical simulation cases investigating an

Earth-twin planet with different sets of orbital parameters, host star types and ocean-
2The Extrasolar Planets Encyclopaedia: http://exoplanet.eu/, accessed on 27/06/2024
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land distribution (e.g. Ozaki et al., 2021; Sproß et al., 2021; He et al., 2022; Höning

et al., 2023); the latter, due to observability advances in recent years, have conducted

habitability analysis for both theoretical and actual exoplanets cases covering a large

set of parameter space (e.g. Valente et al., 2022; Macdonald et al., 2022a; Lobo et al.,

2023; Braam et al., 2023a; Biasiotti et al., 2024). In these studies, the surface habitable

conditions are often analyzed from the climate parameters, where surface temperature,

precipitation and evaporation are usually the main variables of interest, and hence such

studies necessitate 3D GCMs. In an aqua-planet (a planet with an ocean covering its

entire surface) simulation, the nutrient uptake rate in the ocean-mixed layer has been

used to determine the extent of habitability (Jernigan et al., 2023). Whether an ex-

oplanet is habitable to the lifeforms adapted for Earth is challenging to answer with

the limited information available from observations, and it depends on the definition of

habitability and classification methods considered (e.g. Kane et al., 2012; Cockell et al.,

2016; Safonova et al., 2021; Basak et al., 2021).

This study examines the radiative energy balance for a highly eccentric Earth-like planet

and compares it with its circular orbit counterpart under the same annual mean irra-

diance. We define criteria to assess how orbital eccentricity can affect the habitable

conditions on the land surface, and we explain our results considering the changes in the

global radiative balance and atmospheric circulation. The model description is presented

in Section 2.1; the simulation configurations are described in Section 2.2; the simulation

results are shown in Section 3; the discussion, including the implications, caveats and

possible future directions, is in Section 4, and we present our conclusions in Section 5.

3.2 Methods

Following the work in Chapter 2, which focuses on the water loss via hydrogen escape and

potential observability, we use the same WACCM6 configurations to output an additional

set of variables for a more detailed climate and habitability analysis for the e = 0 and
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e = 0.4 cases.

To compare the habitability of a highly eccentric planet with its circular equivalent, we

must define a metric. Since we are not simulating a completely exotic world and both

cases stay relatively similar to our PI Earth configuration, we define our habitability

metrics as a combination of the surface temperature and cumulative precipitation over

land, similar to He et al. (2022).

We choose a lower limit for a habitable surface temperature to be the freezing point of

water (273 K) at one standard atmospheric pressure. While we realize many lifeforms

on Earth can exist in the ocean with various temperatures, pressures and salinities, we

restrict the scope of this study only to land habitability based on the availability of

liquid water. For the upper limit, the boiling point of water is not reasonable since the

climate can enter the moist or runaway greenhouse state far below the boiling point

temperature, during which the water will be irreversibly lost into space (e.g. Wolf et al.,

2014). We choose a conservative temperature upper limit above which only thermophilic

microorganisms can survive and reproduce (323 K), and beyond which the biodiversity

on Earth significantly decreases (Clarke, 2014). In addition to the surface temperature

limits, we define the accumulative precipitation limits in the same way as in He et al.

(2022), which requires the annual total precipitation to be greater than 30 cm over land

to separate the desert regions from those which can exhibit higher biodiversity and are

potentially more habitable.

3.3 Results

3.3.1 Energy Balance

The annual global mean surface temperature in the e = 0.4 case is 289.6 K, which is

1.9 K higher than in the circular case due to a 6.3 W m−2 stronger average incoming

radiation at the top of the model (FS,D). If the global mean surface temperature were

the only metric used, we might conclude that both configurations sit within the habitable
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zone and are equally habitable (see the variables that describe the atmospheric energy

balance in Table.3.1). For the e = 0.4 case, the higher surface temperature causes a

4.7 W m−2 increase in the outgoing longwave radiation at the top of the model (FL,U )

than in the circular case, resulting in a positive Earth Energy imbalance (∆F ) anomaly

of 1.6 W m−2. The positive 1.6 W m−2 ∆F anomaly indicates that the e = 0.4 case

will become even warmer than the circular case (∆TS > 1.9 K) as the model slowly

approaches radiative equilibrium because it is cooling at a slower rate. As a result, the

surface temperature anomaly of 1.9 K is a lower bound since the temperature difference

will rise further, given more simulation time. The higher surface temperature in the

e = 0.4 case is associated with a 0.5 % lower annual global mean planetary albedo.

The planetary albedo is calculated from the ratio of the upwelling shortwave flux at the

top of the model and the net total shortwave flux at the top of the model FS,U

FS,U+FS,D
).

The diffuse surface albedo (AS) and the cloud albedo (AC) can both contribute to the

planetary albedo (AP ) 3. The cloud albedo is calculated based on the difference between

the cloud-free and cloud-included cases. In a cloud-free case, we expect that the surface

albedo and aerosol scattering only contribute to the planetary albedo. With the cloud

included, the effects of the surface and the cloud are entangled. The planetary albedo

can be roughly estimated by taking the arithmetic average of the cloud albedo and the

surface albedo, scaled by the cloud coverage fraction and the fraction of the surface not

covered by clouds, respectively. In the e = 0.4 case, the diffuse surface albedo is 0.5 %

lower than the circular case, indicating that the surface is less reflective by 2.4 W m−2,

which is calculated by the difference of the reflected flux at the surface between the two

cases.

Figure 3.1 shows the seasonal variations of the zonal mean total shortwave flux (excluding

far-UV below 200 nm) at the top of the atmosphere (FT , top panel), zonal mean surface

temperature (TS , middle panel) and zonal mean surface albedo (AS , bottom panel). The

latitudinal variation of the temporal mean and temporal variation of the global mean
3Other effects on planetary albedo such as the Rayleigh scattering are omitted here.
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Table 3.1: Key variables that describe the energy balance of the circular case (e = 0), the
highly eccentric case (e = 0.4), and their differences. FS,D and FL,U are the net downwelling
shortwave and the net upwelling longwave at the model top, respectively; ∆F is the Earth
Energy Imbalance calculated by ∆F = FS,D − FL; FS,U is the upwelling shortwave flux at the
model top; AP is the planetary albedo and TS is the surface temperature. For all variables,
uncertainties are the standard deviation around their temporal mean, which reflects their 5-year
inter-annual variability.

Variable e=0 e=0.4 (e=0.4) - (e=0)

FS,D (W m−2) 237.2± 0.3 243.5± 0.3 6.3± 0.6
FL,U (W m−2) 239.7± 0.1 244.4± 0.2 4.7± 0.2
∆F (W m−2) −2.5± 0.3 −1.0± 0.3 1.6± 0.4
FS,U (W m−2) 103.0± 0.3 97.6± 0.3 −5.4± 0.4
AP (%) 34.1± 0.1 33.6± 0.1 −0.5± 0.1
TS (K) 287.7± 0.1 289.6± 0.1 1.9± 0.1

Table 3.2: Key variables that contribute to the surface albedo of the circular case (e=0), the
highly eccentric case (e = 0.4), and their differences. The table includes the surface albedo
(AS), Sea-ice fraction, total land snow volume and the effective land snow coverage defined as
the land surface fraction covered by at least 30 cm of snow layer. For all variables, uncertainties
are the standard deviation around their temporal mean, which reflects their 5-year inter-annual
variability.

Variable e=0 e=0.4 (e=0.4) -
(e=0)

Surface Albedo (AS) (%) 59.30± 0.03 58.8± 0.1 −0.5± 0.1
Sea-ice Fraction (%) 5.6± 0.1 5.5± 0.1 −0.1± 0.1
Total Land Snow Volume (1012m3) 13.3± 0.4 1.31± 0.04 −11.9± 0.4
Effective Land Snow Coverage

24.1± 0.1 19.3± 0.5 −4.8± 0.7for Snow Depth > 30 cm (%)
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Figure 3.1: The seasonal variations of the zonal mean planetary insolation at the
top of the atmosphere (FT in units of W m−2, top panel), zonal mean surface
temperature (TS in units of K, middle panel) and zonal mean surface albedo (AS

in %, bottom panel) for the circular case (left column) and the e = 0.4 case
(right column). We take monthly mean outputs for the data analysis, and the
peak at the perihelion highlights that the incoming radiation is the highest at this
point. Two supplemental subplots are given to the left and the bottom axes of
each 2D color map. The left subplots (red lines) show the latitudinal variation for
the temporal mean of each variable, and the bottom ones (blue lines) show the
temporal variation of the global mean for each variable.
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Table 3.3: Key variables that describe the cloud radiative forcings of the circular case (e=0),
the highly eccentric case (e = 0.4), and their differences. In the table, the cloud radiative
forcing (CRF ) is the sum of the shortwave cloud forcing (CSWF ) and the longwave cloud forcing
(CLWF ); The low-level cloud is defined to lie between 1000 and 680 hPa, and its area-weighted
fraction is denoted as CL in the table; the pressure of 440 hPa is the lower altitude bound for
the high-level cloud, and its fraction is denoted as CH ; CT represents the total cloud fraction;
CW stands for the total cloud liquid water path, which is the cloud’s vertically integrated liquid
water content; AC , as shown in the last column of the table, is the cloud albedo calculated from
the difference of surface shortwave flux in cloudy and cloud-free conditions. For all variables,
uncertainties are the standard deviation around their temporal mean, which reflects their 5-year
inter-annual variability.

Variable e=0 e=0.4 (e=0.4) - (e=0)

CRF (W m−2) −26.0± 0.3 −21.0± 0.2 5.0± 0.4
CSWF (W m−2) −49.0± 0.4 −43.0± 0.3 6.0± 0.5
CLWF (W m−2) 23.0± 0.1 22.0± 0.1 −1.0± 0.1
CL (%) 44.0± 0.3 44.1± 0.3 0.1± 0.4
CH (%) 43.5± 0.1 45.7± 0.2 2.2± 0.2
CT (%) 70.7± 0.1 72.7± 0.3 2.0± 0.3
CW (g m−2) 64.0± 0.8 67.9± 0.4 3.9± 0.9
AC (%) 15.7± 0.1 17.6± 0.1 1.9± 0.2

variables are added to the left (red) and the bottom (blue) of the 2D maps, respectively.

For FT , its latitudinal variations for both cases are the same, which is consistent with

our simulation setup in which two cases have the same annual flux and zero obliquity.

However, unlike the circular case, the insolation in the e = 0.4 case shows a considerable

seasonal variation. The seasonal variation of the insolation is nonlinear, which is up

to 2.5 times more intense than the annual mean during the hot period of the eccentric

orbit (February, March and April, hereafter referred to as the ‘hot period’) and is only

about half of the annual mean during the rest of the orbital period. During the hot

period, the surface temperature in the e = 0.4 case increases from an average of 289.6

K to a maximum of 340 K near the equator in March, approximately one month after

perihelion (the planet’s closest approach to the star) due to the Earth-like atmospheric

radiative timescale. From Figure 3.1, the northern hemisphere (NH) experiences a much

larger surface temperature swing throughout the orbit than the southern hemisphere

(SH). This is likely because the NH has more land and less ocean than the SH, hence a

lower heat capacity and shorter radiative timescale to the seasonally varying insolation.
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The bottom panel of Figure 3.1 shows the corresponding changes in surface albedo due

to the seasonal variation in surface temperature. The surface albedo in the e = 0.4 case

decreases significantly in the NH during the hot period, whilst the SH has a much more

stable surface albedo throughout the orbit.

Both changes in land snow and sea ice can contribute to the difference in the surface

albedo between the two cases. The total land snow volume in the e = 0.4 case is lower

than the circular case by a factor of 10 (see Table 3.2). The deeper land snow in the

circular case is due to the zero-obliquity configuration, which mutes the seasons for the

circular case and allows the snow layer to accumulate over a significant fraction of the

high-latitude NH land area due to year-round sub-zero temperatures (see Figure 3.2).

Based on the nonlinear relationship between snow depth and snow albedo, the effective

land snow coverage is defined as the ratio of the snow-covered land area to the total

land area for snow depths greater than 30 cm (Chen et al., 2014). Using the definition

above, we find a 4.8% decrease in the effective land snow coverage in the NH for the

eccentric case, contributing to a decrease in the surface albedo. Figure 3.2 shows the

distributions of annual mean land snow depth and sea ice fraction. In both cases, the sea

ice is restricted to the polar regions due to the zero-obliquity configuration, and only a

small amount of radiation reaches the polar regions. We expect that the 0.1% difference

in sea ice fraction between the two cases (see Table 3.2) is only significant in shaping

the climate regionally rather than globally. The annual global mean sea-ice fraction is

less in the e = 0.4 case, which corresponds to a decrease in sea ice in the Arctic and a

slight increase in Antarctica, which is a result of the hemispheric surface temperature

differences that we see in Figure 3.1. That the sea-ice extent in the SH increases in the

e = 0.4 case is likely because of positive feedback triggered by the higher eccentricity.

When the planet is far from the host star, sea ice forms in the Antarctic regions due

to the sub-zero temperatures. This increases the surface albedo, reducing the incoming

heat and the surface temperature, thereby preventing the sea ice from melting when the

planet moves closer to the star.
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Besides the decrease in surface albedo found in the e = 0.4 case, we find that the annual

global mean cloud albedo is about 2 % lower in the e = 0.4 case compared with the

circular case, despite the total cloud fraction (i.e., area-weighted total cloud coverage)

increasing by roughly 2 % (see Table 3.3). This suggests that more cloud coverage does

not necessarily lead to higher cloud albedo due to the interplay between insolation and

cloud properties in different phases along the highly eccentric orbit. Figure 3.3 shows

the seasonal variation of zonal mean cloud albedo (AC), low cloud fraction (CL) and

total vertically-integrated cloud liquid water path (CW ). The latitudinal variation of the

temporal mean variables and time variation of the global mean variables are added to

the left and the bottom of the 2D maps, respectively. The top panel shows that cloud

albedo decreases in the equatorial to mid-latitude regions in the e = 0.4 case during

its hot period. This is associated with the decreased NH low cloud fraction during

the hot period due to the higher NH surface temperature and lower tropospheric relative

humidity. However, during the hot period and two months after, the cloud albedo around

60◦ south of the equator in the e = 0.4 case increases even though the cloud fraction

is roughly the same as in the same region in the circular case. This is because a larger

amount of water vapor can be evaporated into the atmosphere in the ocean-dominated

latitudes during the hot period. Since cloud albedo increases with cloud liquid water

path (Webster, 1994), the low cloud around 60◦ south of the equator becomes more

reflective in the e = 0.4 case than in the circular counterpart, explaining the localized

increase in AC shown in Figure 3.3. Furthermore, the decrease of cloud albedo due to

decreased cloud fraction in the lower latitudes outweighs the small increase in the higher

latitudes in the e = 0.4 case, resulting in a net decrease of 2 % in the annual global mean

cloud albedo in the e = 0.4 case, as compared with the circular case. Note that cloud

albedo at lower latitudes has a greater impact on the global average because the uniform

lat-lon grid in the model has larger grid cells toward the lower latitudes. With zero

obliquity, lower latitude regions consistently receive more radiation than higher latitude

regions, making clouds at lower latitudes more effective at reflecting radiation.
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Clouds can not only cool the planet by reflecting stellar radiation into space, but also

warm the surface by absorbing the outgoing longwave radiation from the surface. Figure

3.4 shows the seasonal variations of the longwave cloud forcing (CLWF ), the high cloud

fraction (CH) and the cloud vertical distribution (C) for both low-level cloud (between

1000 and 680 hPa) and high-level cloud (above the pressure level of 440 hPa). The first

two color maps have supplemental subplots along the axes, similar to Figures 3.1 and

3.3. CLWF represents the greenhouse effect of clouds due to absorption and re-emission

of longwave radiation. In the e = 0.4 case, the seasonal variation of the longwave cloud

forcing during the hot period is associated with the seasonal variation in the high cloud

fraction in the equatorial to mid-latitude regions as the thin, cirrus-type high cloud has a

strong warming effect (Zelinka et al., 2010). During the hot period, the tropical regions

in the e = 0.4 case have a strong upward convective mass flux and a higher tropopause

altitude associated with the higher surface temperature. This helps the vertical transport

of water vapor to higher altitudes. However, due to the high tropospheric temperature

in the equatorial region during the hot period, water vapor condensation and cloud

formation can be suppressed, and a high cloud gap appears in the tropics in the e = 0.4

case. As the planet moves further away from the host star, the water vapor in the upper

troposphere condenses into a wider band of high clouds due to the cooler tropospheric

temperature. While the seasonal trend of tropopause temperature in the highly eccentric

case closely follows the surface temperature with no lag (or a lag of less than one month

throughout the year), the tropopause locations, determined by the vertical lapse rate, do

not strictly correlate with surface temperature trends. This discrepancy arises from the

complex interplay of various atmospheric processes, such as radiative heating and cooling

rates and the Brewer-Dobson circulation in the stratosphere (Austin et al., 2008). In the

highly eccentric case, the tropopause pressure varies from 35.9 hPa in July to 73.7 hPa in

January/December, with the latter value matching that found at all times in the circular

case. This variation in tropopause levels can affect the location of high cloud formation,

causing high clouds in the e = 0.4 case to form higher in the upper troposphere compared
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to the circular case, as illustrated in the bottom panel of Figure 3.4. The high cloud

gap during the hot period reduces the cloud warming effect, and the wider high cloud

band in the colder phases of the e = 0.4 orbit warms the planet. The net effect of the

two opposing factors is a slight decrease (1W m−2) in the annual global mean CLWF ,

which indicates that the overall high cloud warming effect becomes slightly weaker in

the e = 0.4 case than in the circular case.

The annual global mean cloud radiative forcing (CRF ) for both circular and highly ec-

centric cases are negative (see Table 3.3), meaning clouds have a net cooling effect on

the planet, which is similar to our current Earth. The net cooling effect of clouds

is because the shortwave cloud forcing (CSWF ) outweighs the longwave cloud forcing

(CLWF ). Shortwave cloud forcing describes the net radiative effect of absorbing and

reflecting shortwave radiation by clouds. It is important to note that shortwave cloud

forcing differs from the cloud albedo effect as the latter only describes the reflected part

of the CSWF . Table 3.3 shows that CSWF and CLWF are weaker by 6 W m−2 and

1 W m−2 in the e = 0.4 case than in the circular case, respectively. The sum of the

weaker CSWF and CLWF yields a 5 W m−2 weaker CRF (cloud radiative forcing) in the

e = 0.4 case. Overall, the change in the cloud radiative effects plays a more important

role than the change in the radiative effects of surface albedo in shaping the energy

budget and the climate of the e = 0.4 case.

3.3.2 Habitability Analysis

Using the land habitability criteria defined in Section 2.2 regarding the surface temper-

ature and accumulative precipitation, we analyse and compare the number of months in

which each of the two habitability conditions has been met. Figure 3.5 shows the pre-

cipitation habitability map (first row), the temperature habitability map (second row),

and the combined habitability map (third row) in sequence. The precipitation habit-

ability map adopts a binary criterion in which the land regions become uninhabitable

if the annual accumulative precipitation is less than 30 cm/yr (hereafter referred to as
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Figure 3.2: Top panel: annual mean land snow depth (m) for the circular case (left), the
e = 0.4 case (middle) and their difference (right); Bottom panel: annual mean sea ice fraction
(%) for the circular case (left), the e = 0.4 case (middle) and their difference (right).

the dry zone). Compared with the circular case, the dry zone decreases significantly in

the e = 0.4 case, resulting in more habitable land regions according to the precipitation

criterion. Figure 3.6 shows the latitudinal (upper panel) and seasonal variations (lower

panel) of the total precipitation over land (PT ), convective precipitation over land (PC),

and large-scale precipitation over land (PL). While convective precipitation is associated

with localized, intense updrafts mainly within the convective cells in the lower latitudes,

large-scale precipitation is linked to larger atmospheric circulation patterns that occur

over larger geographic areas and can be less intense than convective precipitation. The

lower panel in Figure 3.6 shows that the annual mean total precipitation is lower in the

e = 0.4 case because of the lower annual mean convective precipitation. The annual

mean large-scale precipitation is higher in the e = 0.4 due to a large spike in April, one

month after the hottest month. This is due to the relative humidity, controlled by the

temperature and water vapor mixing ratio in the troposphere, reaching its maximum

in April. The upper panel in Figure 3.6 shows that the lower total precipitation in the

e = 0.4 case results from the lower convective precipitation in the lower latitudes, and
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Figure 3.3: The seasonal variations of the zonal mean cloud albedo (AC in %, top panel), zonal
mean low-level cloud fraction (CL in %, middle panel) and zonal mean vertically-integrated cloud
liquid water path (CW in units of kg m−2, bottom panel) for the circular case (left column) and
the e = 0.4 case (right column). Two supplemental subplots are given to the left and the bottom
axes of each 2D color map. The left subplots (red lines) show the latitudinal variation for the
temporal mean of each variable, and the bottom ones (blue lines) show the seasonal variation of
the global mean for each variable.
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Figure 3.4: The seasonal variations of the zonal mean longwave cloud forcing (CLWF in units
of W m−2, top panel), zonal mean high-level cloud fraction (CH in %, middle panel) and global
mean total cloud vertical distribution (C in %, bottom panel) for the e = 0 case (left column)
and the e = 0.4 case (right column). Two supplemental subplots are given to the left and the
bottom axes of the 2D color maps in the upper and middle panels. The left subplots (red lines)
show the latitudinal variation for the temporal mean of each variable, and the bottom ones (blue
lines) show the seasonal variation of the global mean for each variable.
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it also shows a lower but more spread-out large-scale precipitation in the e = 0.4 case,

which explains the reduced dry zone in the e = 0.4 case. For the highly eccentric case, it

is worth mentioning that whilst the maximum tropospheric temperature in the e = 0.4

case has exceeded the lower limit (∼ 320 K) required to trigger the hot-house climate

regime 4 (Seeley et al., 2021; Spaulding-Astudillo et al., 2023; Song et al., 2023), the

annual mean temperature at any latitude is still far below the threshold. Thus, the

hot-house climate regime is not found in our simulation, except for the brief period in

which the maximum temperature exceeds 320 K.

The temperature habitability map in the second row of Figure 3.5 assumes that land

regions are only habitable if the monthly mean surface temperature is 0 to 50◦C (see

Section 2.2). Unlike the circular case, the equatorial regions in the e = 0.4 case become

temporarily less habitable (< 12 months); however, the higher latitudes that are unin-

habitable in the circular case become seasonally habitable (> 0 months) in the e = 0.4

case. This is due to the large surface temperature swings in the NH in the e = 0.4

case (see Figure 3.1). Compared with the SH, the NH is more sensitive to the seasonal

variation of the insolation due to the lower surface heat capacity of the land-dominated

surface. In addition, fewer clouds can form in the NH than in the SH during the hot

period in the e = 0.4 case. The cloud fraction gap causes less insolation to be reflected

and further increases the surface temperature in the NH. Furthermore, the deep land

snow melts at high latitudes in the NH in the e = 0.4 case, and the land surface albedo

decreases significantly during the hot period in the e = 0.4 case compared with the

circular case. Consequently, the seasonally habitable land area expands to the Arctic,

excluding the usually ice-sheet-covered Greenland.

A climate habitability metric that combines the previous temperature and precipitation

habitability maps is shown in the last row of Figure 3.5. It shows that ∼ 75% of land

regions in the e = 0.4 case have seasonal habitability, which exceeds the ∼ 54% of land
4The hot-house climate regime has a unique feature in precipitation: with a hot surface temperature,

the moist static energy builds up to break the convection inhibition layer, and enormous precipitation
would occur. This process is periodic and has a short timescale of a few days.
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regions in the circular case that has year-round habitability. Specifically, for 10 out of

12 months, the e = 0.4 case has more land area (up to 25 % more) with the defined

habitable conditions. The least habitable month in the e = 0.4 case is March, when the

surface temperature reaches the highest, and the land precipitation is at a minimum. The

changes in the precipitation distribution and the surface temperature are also associated

with the change in the global circulation pattern in the e = 0.4 case. Figure 3.7 (top

row) shows each case’s annual mean mass stream function, representing the mass flow in

the atmosphere at different latitudes. The mass stream function Φp(ϕ, p) is defined as:

Φp(ϕ, p) =
2π cosϕ

g

∫ ps

p
V dp (3.1)

where Φp(ϕ, p) is the mass stream function in terms of latitude ϕ, gravity g and pressure

p, ps is the surface pressure level and V is the meridional wind.

Both cases exhibit three-cell circulation patterns (sometimes referred to as the Hadley,

Ferrel and Polar cells), similar to our Earth. On Earth, the Hadley cell is a low-latitude

overturning circulation driven by convection, characterized by the ascent of warm, moist

air near the equator, poleward movement in the upper atmosphere, and descent as drier

air in the subtropical regions. The color maps represent the clockwise (northward) over-

turning circulations (red) and the counter-clockwise (southward) overturning circulations

(blue). However, an abrupt change in the circulation pattern occurs during the hot pe-

riod of the eccentric case (bottom row of Figure 3.7). Specifically, the polar cell vanishes

due to the expansion of the Hadley cell towards 50◦ latitude. This results in a two-cell

circulation pattern featuring the Hadley and Ferrel-like cells during the hot period. A

weak polar cell remains visible in Antarctica in both cases due to the continent’s unique

geographical location, elevation, and temperature. Even during the warmest period of

the orbit, katabatic winds—strong, persistent winds flowing from the dense, cold interior

to the coast—continue to dominate the region’s climate. The second plot of the bot-
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tom panel in Figure 3.7 shows the difference in the annual mean mass stream function

between the two cases, with green denoting a decrease in clockwise circulation and pur-

ple denoting an increase in counter-clockwise circulation. The expansion of the Hadley

cell in the e = 0.4 case contributes to a weakened annual mean Hadley cell compared

with the circular case. This weakening is particularly notable for the updrafts near the

equator, implying a weaker convection strength and decreased convective precipitation

on the annual average. The changing circulation pattern can also affect the distribution

of clouds. For example, the cloud gap in the lower latitudes during the hot period of the

e = 0.4 case is associated with the expanded Hadley cell (see Figure 3.3). The Hadley

cell expansion can cause the re-distribution of the latent heat and precipitation by de-

livering more moist static energy from the equatorial oceanic regions to higher latitude

land regions, enhancing the land temperature and precipitation habitability in the mid-

to-high latitudes. Along with the expansion of the Hadley cell towards 50◦ latitudes in

the e = 0.4 case, two stronger jet streams form at the edges of the Hadley cell, com-

pared to the jet stream on Earth that forms at about 25◦ latitudes in the circular case.

The stronger jet streams can drive the zonal water transport from the ocean to land

around the 50◦ latitude, reducing the dry zone and further augmenting the precipitation

habitability.

Our habitability metric indicates that the highly eccentric case exhibits greater land

habitability than the circular case. This enhanced habitability is attributed to a com-

bination of factors, including variations in albedo, cloud radiative effects, heat capacity

contrast between hemispheres, and global circulation patterns. Together, these changes

may create a more favorable environment for life to thrive on land in the highly eccentric

case.
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Figure 3.5: Top panel: Precipitation habitability, where brown marks the dry zone (desert-like
regions), and green represents the land regions that meet the precipitation criterion. Middle
panel: Temperature habitability, evaluated by the number of months in a year in which the land
regions meet the habitable temperature range, with dark red indicating a full year and light yellow
representing none. Bottom panel: Climate habitability, a combination of the precipitation and
temperature maps. Dark green marks the land regions that meet the habitability criteria all
year round.
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Figure 3.6: Top panel: Latitudinal variation of annual mean total precipitation (PT , in units
of cm), convective precipitation (PC , in units of cm) and large scale precipitation (PL, in units of
cm) over land. Bottom panel: seasonal variation of global mean total precipitation (PT , in units
of cm/month), convective precipitation (PC , in units of cm/month) and large-scale precipitation
(PL, in units of cm/month) over land. The red lines indicate the e = 0.4 case, whereas the blue
lines represent the circular case. In the top panel, the light blue bars around 60◦ south and near
the north pole highlight the ocean-exclusive latitudes and are excluded from the land habitability
analysis. In the bottom panel, the dotted lines indicate the annual mean precipitation for each
case.

Figure 3.7: Top row: the annual mean mass stream function Φp(ϕ, p) (vertically-integrated
zonal mean meridional wind) for each case. Bottom row: the mass stream function for e = 0.4
during the hot period of the orbit, specifically, the average of February, March and April (left);
and the difference in the annual mean between the two cases (right).
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3.4 Discussion

In this study, we employed a fully-coupled 3D Earth system model to explore the impact

of orbital eccentricity on climate and land habitability. We compare a highly eccentric

Earth-like planet with its circular counterpart, both subjected to the same annual mean

insolation. The orbital configuration in the model is set up such that the semi-major axis

remains fixed whilst the semi-minor axis is reduced, leading to sinusoidal variations in

insolation over time and an increased amplitude of the annual mean insolation. Notably,

our approach disentangles the effects of seasonality from the annual mean insolation on

the climate, which shows that an Earth-like planet with an eccentricity of 0.4 experi-

ences a warmer climate compared with the circular case while remaining within a stable

and temperate climate regime. This result generally agrees with the previous research

in which both effects of seasonality and increased annual mean insolation are examined

(e.g. Williams et al., 2002; Dressing et al., 2010; Linsenmeier et al., 2015; Palubski et

al., 2020), and emphasizes the importance of the effects of seasonality on the climate

and habitability. Our findings for the non-synchronously rotating Earth-like planet are

consistent with Bolmont et al. (2016)’s predictions for tidally-locked planets, where or-

bital eccentricity causes significant climate deviations from the mean flux approximation

proposed by Williams et al. (2002). This is due to the seasonally varying stellar flux re-

ceived by the planet and the internal feedback loops in the climate of the planet. Unlike

other studies that sweep a larger range in eccentricity, we specifically investigated and

compared only two eccentricity cases. Specifically, the e = 0.4 case is an extreme case

representing the upper limit of the eccentricity range for terrestrial exoplanets due to

the current occurrence of highly eccentric rocky planets from observations. Therefore,

we expect the simulated climate outcomes and habitable conditions on land to be upper

limits.

For the highly eccentric case, the weaker cloud radiative effects significantly contribute

to the annual global mean warming. Counter-intuitively, we find a lower cloud albedo
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and a higher total cloud fraction in the e = 0.4 case. To explain this phenomenon,

the temporal and latitudinal variations in the interactions between insolation and cloud

optical properties must be considered. The hemispherical asymmetry in ocean and land

distribution can also indirectly influence the cloud radiative effects by impacting surface

temperature. Future work could focus on a sensitivity test of orbital eccentricity with

different GCMs in which different cloud parameterizations are adopted and with high

spatial resolution global cloud-resolving models (GCRM) or cloud-permitting models

(CPM) which can offer more accuracy in representing cloud behaviours (Sergeev et al.,

2020; Yang et al., 2023). Also, variations in cloud fraction during the hot/cold periods

of the eccentric orbit can lead to potential decreases/increases in the baseline of transit

spectra (e.g. Boutle et al., 2017; May et al., 2021) and hence, the transit depth of the

molecules of interest such as H2O, O3 and CO2 (e.g. Liu et al., 2023). This multi-

dimensional analysis provides a more realistic representation of climate and is achievable

only with 3D GCMs.

Compared with the circular case, the e = 0.4 case becomes 1.9 K warmer due to the

lower annual global mean surface albedo and the cloud albedo. The greenhouse effects

from higher water vapor abundance in the e = 0.4 case may also contribute to the

warmer surface temperature. We estimate the total warming effect of all greenhouse

gases between the two cases to approximate the impact of water vapor, as it shows the

largest difference between the e = 0.4 and e = 0 cases, with a threefold increase in the

e = 0.4 case. In contrast, other greenhouse gases, such as CH4 and CO2, exhibit less than

a 10 % difference in the troposphere and lower stratosphere between the two cases. The

longwave radiation emitted by the surface should equal the longwave radiation at the top

of the atmosphere if cloud and greenhouse gases are absent and the aerosol scattering

is neglected. The difference in the longwave radiation emitted by the surface between

the two cases is 10.3 W m−2, and the difference in the net longwave flux at the top of

the atmosphere between the two cases is 4.7 W m−2 (∆FLW = FLW,e=0.4 − FLW,e=0).

So, the longwave radiation gap required to be filled by cloud and greenhouse gases is
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5.6 W m−2. Since the difference of the longwave cloud forcing is -1 W m−2 (∆CLWF =

CLWF,e=0.4−CLWF,e=0), shown in Table 3.3), which indicates longwave cooling from the

cloud, this yields a difference in the total greenhouse gas warming between the two cases

to be < 6.6 W m−2. Although this increases the annual mean surface temperature in the

e = 0.4 case, it does not necessarily mean that stronger greenhouse warming promotes

greater land habitability. We must also consider the water vapor lifetime—the duration

water vapor remains in the atmosphere before precipitating out, calculated using the

column density of water vapor divided by the precipitation rate—and its location before

precipitation. While most water vapor is concentrated in the tropics for both cases, the

water vapor lifetime in the e = 0.4 case reaches a maximum of 37 days in the hottest and

driest month (March), compared to 9 days in the circular case. Since the stronger water

vapor greenhouse warming effect mainly occurs in the tropics during the hottest month,

it likely buffers radiative warming near perihelion, potentially reducing the habitable

land area around the equator during the hot period of the eccentric orbit.

The seasonally varying surface temperature and precipitation in the highly eccentric case

create a more complex picture of land habitability than in the circular case. Using our

habitability metric defined earlier in Section 2.2, we find more land areas are seasonally

habitable in the e = 0.4 case (see Figure 3.5). On the other hand, our previous study

(Liu et al., 2023) shows a 3% reduction in the annual mean ozone column density in the

e = 0.4 case with the maximum decrease of 13% in March compared with the circular

case. The seasonally weaker ozone layer may directly impact temporal habitability by

increasing the amount of harmful UV radiation reaching the surface (e.g. Marshall et

al., 2020; Cooke et al., 2022). The transient land habitability in the highly eccentric

case may pose a stressor on living organisms (e.g. Dressing et al., 2010; Linsenmeier

et al., 2015). Figure 3.8 shows the total habitable land area fraction (AHab) for the

e = 0.4 case (bar charts) and the circular case (line plots) versus the number of months

that meets the criteria (N), as a more straightforward view to Figure 3.5. Criterion

I (dark green) and criterion II (coral) use our previously defined surface temperature
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Figure 3.8: The habitable land area fraction for a given number of months that meet a criterion
for the e = 0.4 case (bar charts) and e = 0 case (line plots) using three different criteria for
habitability. Criterion I (dark green) uses only the surface temperature metric; criterion II (dark
blue) uses the metric with both the surface temperature and precipitation constraints; criterion
III (dark orange) uses the same precipitation constraint as criterion II but with a tighter wet-
bulb temperature constraint. For the e = 0 case, criteria I and III yield the same values as
denoted by the blue and orange dotted lines.

habitability and the combined habitability from the surface temperature and cumulative

precipitation metrics, respectively. Criterion III adds the wet bulb temperature limit

for humans as an additional constraint to Criterion II. The wet bulb temperature is the

lowest temperature to which air can be cooled by the evaporation of water into the air

at constant pressure. A wet-bulb temperature of 308 K (35◦ C) is commonly accepted as

the threshold for human survivability. Beyond this temperature, the evaporative cooling

mechanism through sweating becomes inefficient (Lu et al., 2023).

In all criteria, AHab decreases with increasing N (the number of months that meet the

criteria) for the highly eccentric case, whereas AHab only decreases slightly with increas-

ing N for the circular case. Note that the slight variations found in the circular case are

associated with our use of monthly mean output, which can be affected by variations in

the diurnal mean, which itself varies due to daily changes in temperature and climate.
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Criterion II and III have the same AHab for N smaller than 10. However, the AHab

decreases more in the tighter criterion III than criterion II for a larger N. This is because

the wet bulb temperature, calculated from surface temperature and relative humidity,

significantly increases during the hot period of the highly eccentric orbit. Also, crite-

ria II and III have a much smaller AHab than criterion I for both cases. This suggests

that the annual accumulative precipitation metric is crucial in shaping land habitability

and that using the surface temperature metric alone would potentially overestimate land

habitability for an Earth-like planet in a highly eccentric orbit. The e = 0.4 case is

more habitable than the circular case only if N < 6, < 9 and < 10 for criteria I, II and

III, respectively. Thus, whether the highly eccentric Earth-like planet is more habitable

than its circular counterpart should be answered conditionally, depending on both the

habitability metric adopted and the fraction of the orbital period when the conditions

provided by the habitability metric hold. When averaged across all N, criteria II and

III can yield 7% and 5% higher AHab in the e = 0.4 case than in the circular case,

respectively; however, with the less constrained criterion I, the e = 0.4 case exhibits a

5% lower AHab than the e = 0 case.

Due to the numerous parameters tuned in WACCM6 to align with Earth’s historical

data, we exclude simulated land biomass and disable marine biogeochemistry. However,

studies on ocean habitability have been conducted in recent years. For instance, Jernigan

et al. (2023) employed a 3D marine biogeochemical model coupled with an atmospheric

general circulation model (cGENIE-PlaSim) to study the response of an Earth-like bio-

sphere to different eccentricity and obliquity in an aqua-planet configuration. Their

findings indicated increased marine biological activity with increasing orbital eccentric-

ity, attributed to a higher nutrient uptake rate in the ocean mixed layer. This supports

the notion that Earth-like marine life can adapt well to the conditions of a highly ec-

centric aqua-planet, suggesting that such worlds might be potentially super-habitable5

(Heller et al., 2014; Schulze-Makuch et al., 2020). For numerical efficiency, we only run
5Super-habitability or super-habitable conditions refer to the theoretical conditions that could sup-

port life even more effectively or sustainably than Earth.
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the simulations to quasi-steady states. Running the deep ocean circulation to a steady

state would require over 103 simulation years. However, the simulations suggest that

the annual global mean surface temperature in the e = 0.4 case would become even

higher than in the circular case. This can be inferred from the energy budget difference

(∆F = 1.6 W m−2) at the top of the atmosphere (see Table 3.1). The slightly higher

surface temperature at the final steady state could buffer the hydrological cycle, lead-

ing to more atmospheric water vapor and stronger meridional heat transport from the

equator to higher latitudes. Consequently, this may further increase land habitability

at higher latitudes but decrease land habitability near the equatorial regions in highly

eccentric cases. Additionally, we note that WACCM6 does not consider changes in tidal

forcing due to increased orbital eccentricity. The tidal force, proportional to 1/r3 (with

r being the distance from the planet to the host star), increases eight-fold when halving

the Earth-Sun distance at perihelion. In the e = 0.4 configuration, the host star be-

comes a more dominant source of tidal effects than the moon, leading to an anticipated

annual cycle of solar tides peaking around perihelion in the e = 0.4 orbit. The effects of

eccentricity-induced stellar tides on climate and habitability are beyond the scope of this

study but have been investigated for synchronously rotating planets around low mass

stars (Colose et al., 2021). Colose et al. (2021) studied the climate states given different

host star types and resonant states with and without tidal heating with increasing stellar

radiation, and they found that tidal heating may increase the climate instability at the

inner edge of the habitable zone due to the tidal warming effects. Potential future work

aims to enhance the flexibility of complex Earth-system models like WACCM6, incorpo-

rating customized topography to explore potential climate, a less Earth-tuned biosphere

model for changes in land and ocean bio-activities, and a refined representation of tidal

forcing in highly eccentric orbits.
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3.5 Conclusions

The detection of highly eccentric terrestrial exoplanets (e > 0.1) is low due to the limi-

tation of the current observation techniques, which are biased toward close-in and thus,

tidally-locked exoplanets in circular orbits. However, with the upcoming ground and

space telescope missions such as PLATO, ELT and HWO, more highly eccentric Earth-

like rocky exoplanets may be revealed and characterized. Understanding the potential

climate outcomes and habitability of highly eccentric rocky exoplanets remains a chal-

lenging task. Recent 1D and 3D simulations suggest that increased orbital eccentricity

can increase the surface temperature and potentially expand the habitable zone. In this

work, we employed a 3D Earth-system model, WACCM6, to investigate and compare a

highly eccentric Earth-like planet around a Sun-like star with its circular equivalent with

zero obliquity and the same annual mean insolation. Overall, we find a > 1.9 K warmer

surface temperature for the Earth-like planet in the e = 0.4 orbit than its circular orbit

counterpart. The higher surface temperature results from a lower surface albedo and a

weakened cloud radiative effect in the e = 0.4 case. Differences were found in many plan-

etary attributes associated with the hydrological cycle (i.e., sea ice, land snow, cloud),

and these were combined to explore a more nuanced view of land habitability than global

mean surface temperature alone. Specifically, we adopt a habitability metric which uses

both surface temperature and precipitation over land. A comparison of land habitability

reveals distinct patterns between the two cases. In the e = 0.4 case, land surface temper-

ature habitability increases at high latitudes but decreases in equatorial regions due to

extreme temperatures following the perihelion and the aphelion in the orbit. Enhanced

precipitation habitability in the e = 0.4 case results from a more evenly distributed

large-scale accumulative precipitation over land. The circulation pattern undergoes a

notable shift from an Earth-like three-cell to a two-cell configuration during the orbit’s

hot phase, marked by the Hadley cell expansion toward 50◦ in both hemispheres. The

annual mean Hadley cell weakens in the e = 0.4 case, decreasing the total precipitation
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in the tropics while increasing the accumulative large-scale precipitation in mid to high

latitudes. Using the combined habitability metric reveals that the land habitability in

the e = 0.4 case surpasses the circular case for over 80% of the orbital period, with an

increase of > 7% averaged over all number of months that meet the habitability crite-

ria. It is important to note that the habitability of land depends on the chosen metric

and the duration of time during which the conditions are met for a specific metric. We

conclude that, under the same annual mean stellar flux, an Earth-analogue planet with

zero-obliquity in a highly eccentric orbit (e = 0.4) around a Sun-like star may have

enhanced land habitability compared to its circular counterpart.
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Chapter 4

Climate and Habitability of Tidally-locked Planets:

A Case Study of Proxima Centauri b

4.1 Motivation for this study

Building on the investigation of orbital eccentricity effects on Earth-twin exoplanets in

previous chapters, this chapter examines the climate and potential habitability of Prox-

ima Centauri b (PC-b) assuming it is under a tidally-locked orbital configuration. As

such, if PC-b were in a synchronous orbit around its M-dwarf host, it would experience

a stark contrast in the received stellar flux between its permanent day and night-side.

Using the state-of-the-art Earth System Model (WACCM6) with Earth-like atmospheric

and surface conditions, this research evaluates surface temperature distributions, atmo-

spheric circulations, ozone chemistry, and synthetic spectra. While the findings agree

with previous research suggesting an overall snowball-like state with a limited habitable

surface, the inclusion of the coupled chemistry, dynamic surface albedo scheme, ocean

dynamics, and Earth’s topography and orography in WACCM6 reveals subtle deviations

in many aspects such as surface temperature distribution, cloud properties and cloud

radiative effects, atmospheric circulation, and stratospheric ozone distribution.
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4.2 Introduction

Recent advancements in observational astronomy, particularly with the James Webb

Space Telescope (JWST), have enabled detailed studies of tidally-locked exoplanets.

These planets, often orbiting M-dwarfs which comprise 70% of all stars (Bochanski et

al., 2010), present a unique configuration where one hemisphere perpetually faces the

star while the other remains in darkness, leading to temperature differences between

day-side and night-side. Proxima Centauri b (PC-b), the closest exoplanet to our solar

system (∼ 1.3 parsecs), is a prime candidate for these studies, offering an unprecedented

opportunity to investigate the nature of terrestrial planets orbiting M dwarfs.

PC-b is situated within its habitable zone (Anglada-Escudé et al., 2016), and is consid-

ered to be a candidate potentially habitable planet for future characterizations (Ribas

et al., 2016; Barnes et al., 2016). Previous studies have employed 1D and 3D models

to explore the climate and potential habitability of PC-b. For instance, Meadows et al.

(2018a) used 1D coupled climate-photochemical models to simulate several potential at-

mospheres for PC-b, with different atmospheric compositions. In particular, they found

that PC-b with a pre-industrial Earth atmosphere can be potentially habitable with a

mean surface temperature of 273 K, suggesting a possible open ocean on the day-side

hemisphere. 3D simulations (e.g. Turbet et al., 2016; Boutle et al., 2017; Lewis et al.,

2018; Del Genio et al., 2019; Salazar et al., 2020b; Galuzzo et al., 2021) also predict that

PC-b could be habitable, featuring an open ocean on the dayside hemisphere, across

a range of orbital states (e.g., synchronously rotating or in 3:2 resonance with highly

eccentric orbit (i.e., e > 0.1) (e.g. Anglada-Escudé et al., 2016)) and atmospheric com-

positions, including CO2-dominated, N2-dominated, and Earth-like atmospheres. These

studies also emphasize the need for future detailed climate modeling using interactive

chemistry and non-homogeneous surface conditions for climate and habitability assess-

ments.

The ozone (O3) chemistry on PC-b has also been a critical area of research due to its

110



Chapter 4. Climate and Habitability of Tidally-locked Planets:
A Case Study of Proxima Centauri b

impact on atmospheric dynamics and potential surface habitability. Using the Met Of-

fice Unified Model (UM), De Luca et al. (2024) found that simulations with interactive

O3 chemistry exhibit higher temperature and wind speed variability than those without,

with stronger wind speeds and increased night-side trapping of O3 in dynamically stable

states. The spatial variation of O3 was studied by Braam et al. (2023b), who attributed

the O3 accumulation on the nightside of PC-b to stratospheric circulation driven by the

radiative heating and cooling contrast between the day and night sides. Further investi-

gations using WACCM6 highlighted significant variations in O3 columns under identical

O2 initial conditions due to differences in the strength and shape of the adopted UV

spectrum, affecting the interpretation of the O2 and O3 abundance from the transmis-

sion and emission spectra (Cooke et al., 2023b). Additionally, Cooke et al. (2024) showed

that surface O3 concentrations on TRAPPIST-1 e and PC-b could exceed harmful lev-

els, which should be considered alongside surface temperature and precipitation when

evaluating land habitability.

Observational prospects for PC-b have also been extensively studied. Synthetic spectra

and thermal phase curves have been generated to evaluate the capability of observational

instruments to differentiate between climate states. For example, JWST observations

beyond 10 µm could provide insights into atmospheric heat transport and molecular

composition, while direct imaging spectra might detect key atmospheric features like O4

(O2-O2 collisionally induced absorption), CO2, and CO, making direct imaging the most

effective method for assessing habitability (Meadows et al., 2018a). Thermal phase curves

derived from the synthetic exoplanet’s spectrum (assuming an Earth-like atmosphere)

suggest that, using JWST, PC-b’s thermal phase curve in the far-IR could be marginally

distinguished with a signal-to-noise ratio (S/N) of approximately 1, requiring a minimal

exposure time of 5 hours per orbital epoch (Galuzzo et al., 2021). It has been shown

that JWST observations from 5-12 µm can test for the existence of an atmosphere and

potentially detect the 9.8 µm ozone band, which could constrain the possibility of life

around PC-b (Kreidberg et al., 2016). Snellen et al. (2017) found that CO2 features at
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15 µm are more prominent than O3 at 9.6 µm and could be detected with a signal-to-

noise ratio (S/N) of 2 with 20 days of JWST observing. While CO2 is not a potential

biosignature like O3, detecting it can indicate the presence of an atmosphere and provide

constraints on the planet’s temperature structure (Snellen et al., 2017). Future missions

aimed at detecting and characterizing PC-b’s atmosphere, such as the Extremely Large

Telescope (ELT) (e.g. Hawker et al., 2019; Galuzzo et al., 2021; Zhang et al., 2024) and

the Large Interferometer for Exoplanets (LIFE) (e.g. Carrión-González et al., 2023), will

further enhance our capability to characterize tidally-locked exoplanets.

The impact of surface conditions on the climate of PC-b and other tidally-locked exoplan-

ets has also been a focus of 3D simulations. Using the EXOPLASIM model, Macdonald

et al. (2022b) demonstrated that varying land configurations can alter global surface

temperature by up to 20 K and atmospheric water vapor content by several orders of

magnitude. Lewis et al. (2018) used the Met Office Unified Model (UM) with a land-

surface model to investigate the climate effects of a continent at the substellar point of

PC-b. They found that substellar land causes global cooling and increases day-night tem-

perature contrasts by limiting heat redistribution. Introducing substellar land leads to a

regime change in atmospheric circulation, forming two mid-latitude counter-rotating jets

and weakening the equatorial super-rotating jet. These land-related climate differences

highlight significant uncertainties in climate assessment through atmospheric observa-

tions alone, even if the atmospheric composition is known. Another study on TRAPPIST

1e using WACCM6 explored O3 asymmetry in the atmosphere due to Earth-like orogra-

phy, finding that land masses on the nightside cause drag in near-surface flows, leading

to an asymmetric meridional overturning circulation and asymmetric ozone distribution

over the poles (Sainsbury-Martinez et al., 2024).

Recent findings have revealed significant variability and complexity in the climate and

atmospheric chemistry of Earth-like scenarios for PC-b, driven by factors such as sur-

face conditions, atmospheric composition, stellar radiation and different climate models

adopted (e.g. Turbet et al., 2016; Boutle et al., 2017; Lewis et al., 2018; Del Genio
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et al., 2019; Salazar et al., 2020b; Galuzzo et al., 2021). Motivated by this, we used a

fully-coupled Earth System Model - WACCM6 in this study to simulate the climate of

PC-b with the substellar point over the ocean (PC-b) assuming Earth-like initial con-

ditions and modified orbital and planetary parameters to match those of PC-b’s. To

understand the possible climate states of PC-b, we outline our methodology in Section

4.2 and present results for the PC-b case compared to a modern Earth case in Section

4.3. We focus on the primary climate diagnostics, analyzing surface temperature and

its alignment with other PC-b studies (Section 4.3.1). I investigate atmospheric circula-

tions and the stratospheric ozone layer in Sections 4.3.2 and 4.3.3, respectively. A brief

analysis of the potential surface habitability and theoretical observables is presented in

the discussion (Section 4.4). I conclude our findings in Section 4.5.

4.3 Methods

4.3.1 Simulation Configurations

PC-b is located within its host star’s habitable zone with an equilibrium surface tem-

perature of 234 K (Kopparapu et al., 2013; Anglada-Escudé et al., 2016). However, the

planet’s habitability depends on various factors, including its intrinsic planetary char-

acteristics and environmental space conditions. Additionally, diverse evolutionary paths

could lead to different climate states. These aspects can be addressed in 1D and 3D

climate models. Here, we simulate the climate of PC-b with an Earth-like atmosphere

using WACCM6, an Earth System Model. More details about the model specifications

can be found in the previous chapters (see Chapters 1.3.9 and 2).

We start with a model configuration in the Earth’s pre-industrial era in 1850, then,

we modify the planetary parameters to match those of PC-b’s. Table 4.1 shows the

modified planetary parameters in the model setup. We adopt the stellar spectrum of

Proxima Centauri (GJ 551) from the MUSCLES treasury survey (France et al., 2016;
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Figure 4.1: Spectral flux comparison between the Sun and Proxima Centauri.
The plot shows the spectral flux distribution for the Sun (orange) and Proxima
Centauri (red) across wavelengths ranging from UV to infrared incident on the
top of atmospheres. The x-axis represents the wavelength in nm, and the y-axis
shows the spectral flux in W m−2 nm−1. The vertical line at 121.6 nm indicates
the Lyman-α line. The flux in the wavelength bin to the left of the Lyman-α
emission in the MUSCLES spectra is consistent with zero from the measurements.
Shaded regions denote key spectral ranges: UV (100 to 400 nm, purple), visible
(400 to 700 nm, green), near-infrared (700 to 2500 nm, blue), and infrared (2500
nm and beyond, coral). This comparison highlights the differences in emission
characteristics between a G-type star (the Sun) and an M-type star (Proxima
Centauri).

Youngblood et al., 2017) 1. A comparison of the spectral flux between the Sun and

Proxima Centauri is given in Figure 4.1.

Inspired by previous studies that suggest that different land/ocean distribution can lead

to the variability of climate and chemistry, we choose to tidally lock the planet so that

the sub-stellar point is over the 180◦ longitude and the 0◦ latitude (i.e., over the Pacific

Ocean), and keeping the Earth’s atmosphere composition, topography and orography

(the PC-b case). Currently, the PC-b case has been running for 320 years since the

benchmarked Earth case. The PC-b case has reached a quasi-steady state, with a top-

of-atmosphere (TOA) energy imbalance of approximately -1 W m−2. For climatology

analysis, we take the annual mean of ∼ 30 orbits for the PC-b case. For the benchmarked
1This can be found at: https://archive.stsci.edu/prepds/muscles/

114

https://archive.stsci.edu/prepds/muscles/


Chapter 4. Climate and Habitability of Tidally-locked Planets:
A Case Study of Proxima Centauri b

Table 4.1: Modified planetary parameters for PC-b simulations

Parameter Value Unit

Radius R 1.07 R⊕
Orbital Period Porb 11.18 days
Peak Insolation I 840 W m−2

Surface Gravity g 12.2 m s−2

Obliquity ϵ 0 radian
Eccentricity e 0 radian

Earth case, we averaged over the monthly mean outputs for five simulation years (i.e., 5

Earth’s orbits).

Similar to that done in Chapters 2 and 3, we have muted the QBO forcings and the marine

geobiochemistry since they are tuned parameters to match the Earth’s observation. The

QBO forcing is muted in our 2-degree resolution simulation (i.e., 1.9◦×2.5◦ in latitude and

longitude) to save computational resources, such that wave dissipation in the stratosphere

will not align with Earth’s observation, but similar inter-annual oscillation features can

exist and can potentially affect the climate. One caveat in the model setup is that

the dynamic ocean component model has the Earth’s rotation rate instead of that for

the PC-b’s, which might cause inaccuracy regarding ocean heat transport and sea ice

dynamics.

The data produced by WACCM6-CESM2.1.3 was branched from the original datasets

(credits to Greg Cooke and the ARC4 HPC facilities at the University of Leeds) 2.

4.3.2 Tidally-locked Coordinates

It is important to note that throughout the scientific analysis in this chapter, we occasion-

ally switch to tidally-locked coordinates from geographic coordinates, particularly when

variables of interest are influenced by wind patterns and day-to-night circulations. This

shift allows for a more appropriate representation of the unique dynamics of tidally-locked
2Detailed description of the datasets can be found in the GitHub repository, available on GitHub:

https://github.com/exo-cesm/CESM2.1.3/tree/main/Tidally_locked_exoplanets.

115

https://github.com/exo-cesm/CESM2.1.3/tree/main/Tidally_locked_exoplanets


4.3. Methods

exoplanets compared to geographic coordinates, highlighting the hemispheric differences

between the day- and the night-side.

Compared with geographic coordinates, the tidally-locked (TL) coordinates have their

own advantage when analysing the climate outcomes of tidally-locked planets with longer

orbital periods (Koll et al., 2015; Hammond et al., 2021) due to their climate symmetry

connecting the substellar and the anti-stellar points. In the tidally-locked coordinates,

the 90/-90-degree latitude is set to be the substellar/anti-stellar point, with the 0-degree

latitude marking the terminator separating the day and the night side hemispheres 3.

Figure 4.2 shows how the TL coordinates are visually connected to the geographic coor-

dinate for the PC-b case, to aid our understanding of the TL coordinates. The left panel

shows half of the globe with the substellar point over the Pacific Ocean at the longitude

of 180◦ and the latitude of 0◦ with Antarctica in the centre. The right panel shows the

full projected map in the TL coordinates, in which the TL longitude between 90◦ and

270◦ corresponds to the half of the globe in the left panel.

3To transform the geographic coordinates to TL coordinates, one can follow the detailed steps in
Koll et al., 2015, and an example code is documented in GitHub at https://github.com/danielkoll/
tidally-locked-coordinates/tree/master/TL_coordinates.
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Figure 4.2: Illustration of the tidally-locked coordinate system for the PC-b case. Left: A view
of half the globe oriented in TL coordinates, with the substellar point located over the Pacific
Ocean at 180◦ longitude and 0◦ latitude. The red line indicates the terminator, separating the
day side from the night side hemisphere. Right: The entire globe is projected onto the TL
coordinates. Vertical black dashed lines represent the equator, while the horizontal red dashed
line marks the terminator. The positions of the south pole, north pole, substellar point (SP),
and antistellar point (AP) are labelled according to their locations in TL coordinates.

4.4 Results

4.4.1 Primary Climate Diagnostics

Table 4.2 shows the annual global mean surface temperature, the total stellar irradiance

(TSI), the planetary albedo (AP ), the surface albedo (AS), the cloud albedo (AC) and

the top-of-atmosphere energy imbalance (∆F ) for the Earth case and the PC-b case. The

Earth case is the default pre-industrial Earth case (with the solar spectrum) simulating

the climate in the year 1850 and can be compared to the tidally-locked cases to aid

our understanding of how the change in orbital configuration and stellar spectrum has

affected the climate. The PC-b case has essentially reached a quasi-steady state since

|∆F | ∼ 1W m−2, and the surface temperature variance in successive orbits is small

(∆T < 0.24 K).

The PC-b case has a colder annual global mean surface temperature of 220.5 K, compared
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Table 4.2: Energy balance: annual global mean variables

Variables Earth PC-b

TS (K) 288.2 220.5
TSI (W m−2) 341.8 220.9
AP (%) 31.6 40.1
AS (%) 14.9 56.3
AC (%) 18.0 18.8
∆F (W m−2) 0.41 −1.1

to 288.2 K in the Earth case. The PC-b case receives less stellar radiation (TSIPC−b ∼

0.65 TSI⊕), so the surface temperature is inevitably colder. The planetary albedo is

higher (∆AP = 8.5%) in the PC-b case because of a much higher surface albedo (∆AS =

41.4%) and a slightly higher cloud albedo (∆AC = 0.8%).

Figure 4.3 shows the surface temperature maps in geographic coordinates for both cases,

with the white contours highlighting the regions where the surface temperature is above

the freezing point of typical saline water on Earth. The freezing point of saline water

depends on the salinity and ocean layer pressure (e.g. Fujino et al., 1974). For sim-

plicity, we adopt the constant freezing point temperature (−1.8◦ or 271.35 K), which is

parameterised in the sea ice model (CICE5) (Hunke et al., 2013) for demonstrating the

open ocean area in our simulations. The ocean surface albedo decreases with increasing

wavelength from the visible to the infrared band due to the differences in the optical

properties of water, snow and ice (e.g. Briegleb et al., 2007), and the fact that PC-b

receives more near-infrared radiation compared to Earth (see Figure 4.1) can cause the

ocean surface to be less reflective. However, the larger sea ice coverage in the PC-b case

appears to be a stronger effect. In the PC-b case, about 65% of the day-side surface is

covered or partially covered by sea ice, which is significantly higher than the global mean

sea ice fraction of 3.9% in the Earth case.

Despite the below-freezing global mean surface temperature (220.5 K), an open ocean

is always retained in the PC-b case. This aligns well with the previous Earth-like PC-

b simulations regardless of the inclusion of ocean dynamics (e.g. Turbet et al., 2016;
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Figure 4.3: The surface temperatures for the PC-b case. The black contour highlights the
boundary of land continents, and the white contour indicates the open ocean area where the
surface temperature > 271.35 K. The wind vectors at the surface are shown in black arrows.

Boutle et al., 2017; Lewis et al., 2018; Del Genio et al., 2019; Salazar et al., 2020b;

Galuzzo et al., 2021). Del Genio et al. (2019) explored the impact of ocean dynamics

on an Earth-like PC-b’s climate and discovered a “lobster-shaped” open ocean region

formed by wind-driven currents. This pattern emerges due to Rossby wave-induced

cyclones resembling the “claws of a lobster” on each side of the equator and an elongated

equatorial "tail" driven by a tropical eastward Kelvin wave 4 (Hu et al., 2014). When

continents are included, they can block zonal heat transport, shifting the pattern to

an “eyeball-shape” ocean, similar to the scenarios that exclude ocean dynamics (Del

Genio et al., 2019; Salazar et al., 2020a). This explains the eyeball-shaped open ocean

in the PC-b case from our simulations, in which both ocean dynamics and the Earth’s

ocean/land distribution are included.
4Equatorially trapped waves that propagate eastward without any meridional component due to a

balance between the Coriolis force and pressure gradients
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Figure 4.3 shows the temperature distribution across the day-side and night-side hemi-

spheres, with a maximum surface temperature of 278 K on the day-side and a minimum

of 177 K on the night-side. The maximum day-side surface temperature is not located

at the substellar point. Instead, we notice an eastward shift from the substellar point

(180◦ in longitude) to a longitude of 195◦. This eastward shift of the maximum sur-

face temperature may be explained by the tropospheric super-rotating jet stream in the

equatorial region for the PC-b case (see Figure 4.9). Compared to Boutle et al. (2017),

which used the UM model to simulate PC-b with an Earth-like atmosphere and a slab

ocean (2.4 m mixed layer), our simulations show a colder day-side surface temperature

(278 K vs. 290 K) but a warmer night-side (177 K vs. 150 K). The higher day-side

albedo in our case (40% vs. 35%) likely explains the cooler day-side, while enhanced

heat transport from ocean dynamics may account for the warmer night-side temperature

by more effectively distributing heat across the planet. Our results for the maximum

and minimum surface temperatures are significantly lower than those reported by Del

Genio et al. (2019), who used the ROCKE-3D GCM (Resolving Orbital and Climate

Keys of Earth and Extraterrestrial Environments with Dynamics; Way et al. (2017a)) to

simulate PC-b with an Earth-like atmosphere and land-ocean configuration with ocean

dynamics. Their simulation found a day-side maximum surface temperature of 291 K

and a night-side minimum of 196 K. Among a variety of different parameterizations em-

ployed in our model (WACCM6) and in ROCKE-3D, a key difference that may explain

the temperature differences is the treatment of land surface albedo. Way et al. (2017a)

assume a constant land surface albedo of 0.2 (typical of a terrestrial desert), while the

Community Land Model Version 5 (CLM5; Lawrence et al., 2019) coupled to WACCM6

calculates the land surface albedo dynamically, varying spatially and temporally based

on surface characteristics. In the Earth case, our simulations show that the global mean

land surface albedo is ∼ 0.23, only slightly higher than that used in Way et al. (2017a).

However, the PC-b case evolves from the Earth case, the land surface albedo increases

significantly to ∼ 0.67, as the surface albedo is largely influenced by land snow and ice
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accumulations due to the cold temperatures.

Apart from the albedo effects, surface temperature can be affected by the cloud radiative

effects and warming from greenhouse gases. As shown in Boutle et al. (2017), cloud

representation in GCMs is crucial to determine the mean surface temperature and explain

the day-night temperature contrast for PC-b. Figure 4.4 shows the spatial distributions

of the low-level (1000 to 680 hPa), mid-level (680 to 440 hPa) and high-level (< 440

hPa) effective cloud fractions, in which their morphologies are driven by the wind at the

atmospheric pressures of 850 hPa, 500 hPa and 250 hPa, respectively. In Figure 4.4, the

low-level cloud blankets nearly the entire planet, covering both the day-side and night-

side hemispheres. On the day-side, these clouds are driven by upwelling moist convergent

winds in the lower troposphere, similar to the cloud formation processes in Earth’s

Intertropical Convergence Zone (ITCZ). The day-side low-level cloud are optically thicker

than other cloud types and effectively block a significant portion of stellar radiation from

reaching the surface. In contrast, the night-side low-level cloud does not form locally

due to the colder temperatures and limited atmospheric water vapor. Instead, it results

from the tropospheric overturning divergent circulation (similar to the Hadley cell on

Earth) and the tropospheric eastward equatorial jet stream (e.g. Hammond et al., 2021),

where moist air is transported from the day-side to the night-side at higher atmospheric

level (i.e., from the high-level cloud), condensing as it descends to the lower level on the

night-side atmosphere (e.g. Boutle et al., 2017).

While the low-level cloud is formed in the rising branch of the convergence zone around

the substellar point through “shallow convection”, the high-level cloud is formed in the

divergent upper branch through “deep convection” and does not cover the night-side

except in the polar regions of the lower stratosphere (see Figure 4.5). Similar to the

formation of Polar Stratospheric Clouds (PSCs) during the Antarctic winter on Earth,

the polar clouds can form in the very dry stratosphere with extremely cold temperatures

(∼ 200 K) in the PC-b case. Positioned between the low-level and high-level clouds, the

mid-level cloud primarily covers the substellar regions and shifts toward the northern
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Figure 4.4: The total cloud fraction (upper left), the low-level cloud fraction (upper right), the
mid-level cloud fraction (bottom left) and the high-level cloud fraction (bottom right). Wind
vectors are plotted as black arrows at each corresponding pressure level at 850 hPa, 500 hPa
and 250 hPa for low-level, mid-level and high-level clouds, respectively.

Figure 4.5: Vertical cloud distributions from the surface (1000 hPa) to 1 hPa for the PC-b
case (top-left) and the Earth case (top-right). The bottom panels show cloud distributions in
the PC-b case across day-side longitudes (bottom left) and across night-side longitudes (bottom
right).

hemisphere on the day-side. Its spatial distribution is influenced by both the meridional

overturning circulation and the equatorial jet stream in the mid-level troposphere. As
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shown in Figure 4.8, the overturning circulation is slightly tilted northward, enhancing

the northward wind flow, while the equatorial jet stream drives the cloud eastward (see

Figure 4.9).

Figure 4.6: A multi-panel figure showing cloud radiative effects, cloud properties, and surface
latent heat. The first row presents the longwave cloud radiative forcing (CLWF ) on the left and
the shortwave cloud radiative forcing (CSWF ) on the right. The second row displays the net
cloud radiative forcing (CRF ) on the left and the cloud albedo (CA) on the right. The third row
includes the vertically integrated total cloud water path (CW ) on the left and the latent heat
flux (FLH) on the right. Colorbars for CLWF , CA, and CW are adjusted to emphasize lower
values, enhancing the visibility in their corresponding colormaps.

Table 4.3 shows that the global mean CRF in the PC-b case is 10 W m−2, compared to

the -25 W m−2 in the Earth case. The positive CRF indicates overall cloud radiative

warming in contrast to the net cloud cooling effect on Earth. In other words, the cloud

in PC-b regulates the climate in an opposite way compared to Earth on a global scale.

To explain this, we can split the CRF into CSWF and CLWF . As described previously in

Chapter 3, CSWF refers to the combination of cloud shortwave absorption and reflection,
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Table 4.3: Cloud properties and surface latent heat flux: annual global mean variables

Variables Earth PC-b

CRF (W m−2) −25.0 10.0
CSWF (W m−2) −47.7 3.4
CLWF (W m−2) 22.6 6.7
CW (g m−2) 63.4 11.4
FLH (W m−2) 85.9 10.8

while the reflection part is often shown as cloud albedo. The positive W m−2 CSWF in

the PC-b case indicates that the shortwave absorption is strong enough to outweigh the

reflection. This is mainly because of the differences in the stellar spectrum between

Proxima Centauri and the Sun. As seen in Figure 4.1, Proxima Centauri’s spectrum has

significantly less radiation in the visible range, which explains the weaker cloud shortwave

reflection, while the stronger near-infrared radiation in the spectrum enhances absorption

by water cloud. The global mean CSWF (3.4 W m−2) and CLWF (6.7 W m−2) in our

simulations differ from those reported by Del Genio et al. (2019), in which CSWF and

CLWF are -32 W m−2 and 13 W m−2, respectively. This could be due to the different

cloud parameterizations adopted between the models.

Figure 4.6 shows the spatial distribution of cloud shortwave (CSWF ), longwave (CLWF )

and net radiative effects (CRF ), together with the cloud albedo (CA), cloud water content

(CW
5) and surface latent heat flux (FLH). CSWF (right panel in the first row) is only

present on the day-side hemisphere due to the absence of stellar irradiation on the night-

side, similar to the cloud representation in Boutle et al. (2017). CSWF is predominantly

positive around the substellar point, except for a negative annular region where the

high-level cloud is absent. The high-level cloud acts as a warming layer by absorbing

near-infrared radiation, situated above the more reflective low-level cloud (right panel in

the second row).

CLWF (left panel in the first row) is predominantly positive on the day-side hemisphere,
5CW is the total amount of water (liquid and ice) per unit area in the column of air from cloud base

to top.
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where the high-level cloud is present. The high-level cloud exerts a strong longwave

warming effect by absorbing upwelling longwave radiation and re-emitting it at its colder

temperature. However, there is no longwave cloud warming on the night-side hemisphere.

The night-side cloud is optically thin due to its limited cloud water (CW ). CW originates

from surface latent heat flux (FLH) in an annular region of the substellar point on the

day-side hemisphere, where strong surface convergent winds can enhance the rate of

liquid water evaporation, similar to the findings in Boutle et al. (2017). In addition, the

lack of longwave cloud warming is associated with the vertical temperature inversion on

the night-side hemisphere. In the lower troposphere, the temperature inversion causes

the cloud top to be warmer than the surface (see Figure 4.13), switching off the cloud’s

longwave warming effect (i.e., cloud greenhouse warming effect) and turning on the

longwave cloud cooling effect. This phenomenon is described as the “radiator fin” analogy

for effective night-side cooling (Yang et al., 2014). This “radiator fin” is evident in the

“arm-shaped” region with a negative CLWF , where the cloud water content is higher

than the rest of the night-side hemisphere (left panel in the third row). The increased

cloud water is driven by the tropospheric overturning circulation and the equatorial

super-rotating jet stream in the PC-b case.

In addition to surface albedo and cloud radiative effects, the clear-sky greenhouse effect

(CGE) plays an important role in explaining the lower surface temperature in the PC-b

case. Compared to the Earth case, which exhibits a strong global mean CGE of 135

Wm−2, the PC-b case has a significantly lower global mean CGE of only 9 Wm−2 (not

shown). This reduction in CGE is primarily due to lower water vapor concentrations

in the PC-b case (see Figure 4.13), which weakens the trapping of outgoing longwave

radiation. Similar to the cloud greenhouse effect in the PC-b case, the CGE shows

opposite effects between the day-side and night-side hemispheres. The day-side has a

positive CGE of 38 Wm−2, driven by the presence of water vapor and warmer surface

temperatures, which lead to longwave absorption and re-emission. On the other hand,

the night-side shows a negative CGE of -20 Wm−2. This negative value arises because the
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night-side surface, being much colder and drier than the overlying atmosphere, inverts

the greenhouse effect.

4.4.2 Atmospheric Circulation

In section 4.4.1, we have demonstrated that the surface temperature differences between

the PC-b case and the Earth case are controlled by the variables such as the surface

albedo, cloud radiative effects and clear-sky greenhouse effects. As briefly discussed

earlier, differences in atmospheric circulation are also crucial to understanding the spatial

distributions of these variables.

On a tidally-locked exoplanet such as PC-b, the large day-to-night temperature and

pressure gradients can induce strong atmospheric circulation, modified by the horizontal

temperature gradients and the Coriolis force due to the slower planetary rotation rate.

Based on the rotation period of tidally-locked planets, Haqq-Misra et al. (2018) defined

three dynamical regimes (i.e., slow rotation, fast rotation and Rhines rotation) evaluated

in terms of the equatorial Rossby deformation radius (λR) and the Rhines length (LR).

For tidally-locked planets, λR refers to the maximum extent of the mean zonal circulation

from the day to the night side, and LR indicates the latitudinal scale at which turbulent

flow can organize into zonal jets (e.g. Haqq-Misra et al., 2018).

The following dimensionless equations for λR evaluated at the equator and LR shown in

Haqq-Misra et al. (2018) are:

λR/a = (

√
gH

2βa2
)
1
2 (4.1)

LR/a =
π

a

√
U

β
(4.2)
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where a is the radius of the planet; g is the gravitational constant; H = TSR
mairg

is the

atmospheric scale height in terms of the area-weighted mean surface temperature TS ,

universal gas constant R, air density and gravitational constant g; β = 2Ω is the Coriolis

parameter in terms of the rotational angular velocity Ω, U is the area-weighted mean

surface wind.

Applying the parameters value of PC-B in Table 4.1 and TS = 220.45K and U =

5.33 m s−1 from our model outputs, we find that λR/a = 1.19 and LR/a = 0.77. These

values of PC-b align with the Rhines rotator regime in which λR/a > 1 and LR/a < 1.

In other words, we expect that PC-b can have a day-to-night overturning circulation

from a planetary-scale Rossby wave, with the presence of turbulence-driven jet streams.

This agrees with what Haqq-Misra et al. (2018) predicts that planets around stars with

a rotation period of 5 to 20 days are Rhines rotators.

To gain a more detailed view of the large-scale atmospheric circulation patterns in PC-b,

we show the mass stream function for the meridional overturning circulation (see Fig-

ure 4.8) and the zonal mean zonal wind for the jet streams (see Figure 4.9). Figure

4.8 shows the mass stream function Φp(ϕ, p) as a function of latitude (ϕ) and vertical

pressure (p) for the PC-b case (see Equation 4.1 in Chapter 3 for details on the mass

stream function). The panels compare the geographic coordinate system (top-left) with

the tidally-locked (TL) coordinate system (top-right), representing the mean meridional

circulation in the troposphere and stratosphere (1000 hPa to 1 hPa). The top-left panel

shows Φp(ϕ, p) averaged over all longitudes, while the bottom-left and bottom-right

panels highlight the day-side and night-side hemispheres, respectively. In geographic

coordinates, a northward clockwise circulation (red) is observed in the northern hemi-

sphere, and a southward counterclockwise circulation (blue) in the southern hemisphere,

resembling Earth’s Hadley cells but extending from the equator to the poles. When

examined separately for the day-side and night-side, however, the circulation patterns

reverse, with the night-side exhibiting a pole-to-equator flow. While the circulation pat-

terns are opposite on the day-side and night-side hemispheres in geographic coordinates,
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the TL coordinates can capture the day-to-night circulation as a whole (top-right panel).

Notably, a spatially small night-to-day circulation appears between the antistellar point

(AP) and approximately −30◦ TL latitude, driven by the surface temperature gradient

and horizontal winds flowing from the AP to the coldest region around −30◦ TL latitude.

This temperature gradient can be seen in Figure 4.7, which highlights the hemispherically

asymmetric cold temperatures on the night-side.

Similar to the PC-b simulation in Braam et al. (2023b), we find that the PC-b case has

a single thermally driven cell that transports heat from the day-side to the night-side

seen in the TL coordinates. However, the maximum circulation strength in our case is

two orders of magnitude lower than found in that work (1012 kg s−1 vs. 1014 kg s−1),

and this is related to the smaller meridional surface temperature gradient in our case

possibly due to the finer model horizontal resolution and the inclusion of ocean dynamics.

However, in Braam et al. (2023b), the night-side downwelling circulation takes place in

the Rossby gyre location 6 at −30◦ TL latitude but does not reach the antistellar point

(AP). This is different from our case; we find a weaker downwelling circulation occurs

at the AP and a stronger downwelling wind in the gyre location. In addition, the wind

speed (around 400 hPa) in the gyre location is much weaker (25 m s−1) compared to

Braam et al. (2023b) (50 m s−1).

Figure 4.9 shows the zonal mean zonal wind in the whole atmosphere between 1000 hPa

to 6 · 10−6 hPa for the PC-b case (panel) and the Earth case (right panel). For the

Earth case, we can see a pair of mid-latitude zonal wind jets in the troposphere and

asymmetric polar wind jets in the stratosphere. The polar jets are part of the Brewer-

Dobson circulation and are associated with tropical upwelling and polar downwelling on

Earth, both driven by extratropical Rossby waves originated in the troposphere and that

propagate upwards and break in the stratosphere (e.g. Carone et al., 2018). For the PC-b

case, we find a single super-rotating jet stream in the equatorial region in the troposphere.
6On a tidally-locked planet, the Rossby gyre is a large-scale atmospheric vortex on the night-side

formed due to the interaction of planetary-scale Rossby and Kelvin waves generated by the strong day-
night thermal contrast and influenced by the planet’s rotation (e.g. Sainsbury-Martinez et al., 2024).
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The super-rotation criterion for a planetary atmosphere can be obtained by allowing the

atmospheric axial angular momentum (rp cos θ(ωrp cos θ + U)) to be greater than the

equatorial angular momentum (ωr2p) (e.g. Galuzzo et al., 2021), and the resulting zonal

wind threshold is U =
ωrp sin θ2

cos θ where ω is the angular velocity of the planetary rotation,

rp is the planetary radius and θ is the planetary latitude. At the equator, any positive

(eastward) wind velocity is considered super-rotating since sin 90◦ = 0.

Interestingly, our simulation results, which show the formation of a pair of polar super-

rotating jets in the stratosphere, differ from the predictions of Carone et al. (2018) for

exoplanets with intermediate rotation periods (4 days < P < 25 days). According to

their results, exoplanets with Porb ≤ 25 days are expected to have circulation dominated

by standing tropical Rossby waves in both the troposphere and stratosphere, which leads

to either a strong equatorial eastward super-rotating jet or no equatorial jet in the strato-

sphere, depending on the assumptions for the stratosphere wind breaking. The lack of

stratospheric polar jets for slow rotators in Carone et al. (2018) may be because their

study focuses on the jet formation from the tropical Rossby waves and does not incor-

porate other mechanisms like extratropical waves, gravity waves, or turbulence-driven

processes that can contribute to jet formation. As we will discuss later, atmospheric

circulation patterns are important to determine the spatial distribution of ozone (O3)

and its impact on surface habitability.
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Figure 4.7: Surface temperature for the PC-b case in TL coordinates, where the substellar
point is denoted as SP and the antistellar point is denoted as AP. Tropospheric wind vectors at
about 400 hPa are shown on the plot.
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Figure 4.8: The top-left panel depicts the global mean mass stream function Φp(ϕ, p) (vertically
integrated zonal mean meridional wind) in geographic coordinates for the PC-b case, while the
top-right panel shows it in tidally-locked coordinates. To understand the global mean Φp(ϕ, p)
in geographic coordinates, we split it into the day-side (lower left) and night-side mean (lower
right). In geographic coordinates, clockwise (northward) overturning circulations are indicated
in red, and counterclockwise (southward) circulations are shown in blue. In the tidally-locked
coordinate system, the day-to-night overturning circulation is shown in red, and the night-to-day
circulation is in blue.

Figure 4.9: Zonal mean zonal wind for the PC-b case (left panel) and the Earth case (right
panel). For the PC-b case, an equatorial superrotating jet stream in the troposphere flows
eastward at about 25 m s−1, and a pair of stratospheric superrotating jet streams flows eastward
at about 70 m s−1, in contrast to the Earth case.
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4.4.3 Stratospheric Ozone Layer

O3 in the stratosphere plays a crucial role in protecting life on Earth by absorbing

harmful ultraviolet (UV) radiation. The formation and maintenance of the ozone layer

are primarily explained by the Chapman cycle. The Chapman cycle involves a series

of photochemical reactions. The cycle begins with the photodissociation of molecular

oxygen (O2) by short-wavelength UV radiation (< 240 nm), producing atomic oxygen

(O), O2 + hν → 2O. Next, an oxygen atom O reacts with another O2 molecule to

form O3, O+O2 +M → O3 +M. Here, M represents a third body, typically molecular

nitrogen or oxygen, that carries away excess energy from the reaction. O3 can absorb

UV radiation, leading to its photodissociation back into an oxygen molecule and an

oxygen atom, O3 + hν → O2 +O. Additionally, O3 can react with O to regenerate O2,

O3 + O → 2O2. In addition, it is necessary to consider the catalytic loss cycles of O3

(Brasseur et al., 2005). For example, catalysts such as nitrogen oxide radicals (NOx =

NO + NO2), hydrogen oxide radicals (HOx = H + OH + HO2 + H2O2) and chlorine

and bromine oxide radicals (ClOx = Cl + ClO and BrOx = Br + BrO) can destroy O3

but are not consumed in the reactions. These reactions create a dynamic equilibrium

that maintains the O3 concentration in the stratosphere. O3 can absorb ultraviolet (UV)

radiation across three primary bands: the Hartley (200 to 310 nm), Huggins (310 to 340

nm), and Chappuis (400 to 650 nm) bands. The absorption in the Hartley and Huggins

bands can block the most harmful UV-C and UV-B radiation from reaching the surface.

To understand the differences in O3 chemistry between the PC-b case and the Earth case,

we compare the global mean O3 column density and analyze the spatial distribution of

O3. The global mean O3 column density in the PC-b case is 188 Dobson Units (DU; 1

DU = 2.687 × 1020 molecules m−2), which is significantly lower than in the Earth case

(275 DU). The lower stellar UV radiation from Proxima Centauri (see Figure 4.1) reduces

the production rate of O3, which can explain the lower O3 in the PC-b case. In addition,

we find that a lower O mixing ratio in the PC-b case compared to the Earth case (see
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Figure 4.13). This reduction is related to the colder surface temperatures in the PC-b

case, which result in decreased evaporation of water vapor into the troposphere, and the

colder tropopause that acts as a “cold trap”, preventing water vapor from entering the

stratosphere. Consequently, the stratospheric H2O mixing ratio is lower in the PC-b

case (see Figure 4.13). Since O can be produced through the photolysis of H2O, the

reduced H2O abundance leads to lower O concentrations in the PC-b case. However, the

H2O mixing ratio is not the limiting factor for the decreased global mean O3 column

density in the PC-b case as O is mainly generated via O2 photolysis (see Figure 4.10).

The lower O production rate seen in the PC-b case is due to the lower photolysis rate of

O2, which is caused by the weaker UV radiation of Proxima Centauri compared to the

Sun-like host star.

Moreover, we find that the stratospheric temperature is colder in the PC-b case, which

can increase the three-body reaction rate in O + O2 + M → O3 + M (Atkinson et al.,

2004). Notice that the lower stratospheric temperature also indicates lower reaction rates

from the catalytic cycles, which decreases the rate of O3 loss. Additionally, the mixing

ratios of catalysts such as HOx and NOx in the PC-b are lower than in the Earth case

(see Figure 4.13). In the upper atmosphere, NOx undergoes continuous production via

energetic particle precipitation and absorption of high-energy photons and is destroyed

primarily via photolysis. The observed NOx profile is the result of a balance between

photochemistry and transport. However, the increased three-body reaction rate and the

weaker catalytic cycles are insufficient to counterbalance the effects of the increased O

productions from O2 photolysis.

Figure 4.11 and Figure 4.12 show the spatial distribution of O3 column density in the

geographic coordinates and in the TL coordinates, respectively. In geographic coordi-

nates, O3 column density in the PC-b case concentrates toward the higher latitude of

the southern hemisphere around Antarctica, with a maximum O3 column density of 295

DU. However, the O3 column density in the PC-b case is low elsewhere, particularly

in the poles (25 DU). Compared to the Earth case, we find similar stratospheric polar
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Figure 4.10: Vertical profiles of O production rates from H2O and O2 photolysis for the PC-b
case and the Earth case. The left panel shows the production rates (ppmv s−1) for H2O and
O2 photolysis resulting in O production, while the right panel displays the O2 photolysis rates
(s−1). The solid lines represent the global mean variables, with black indicating the Earth case
and green indicating the PC-b case.

Figure 4.11: O3 column density spatial distribution in geographic coordinates for the PC-b case
(left panel) and the Earth case (right panel), with wind vectors (∼ 40 hPa) in the stratosphere.

Figure 4.12: For the PC-b case, O3 column density spatial distribution in TL coordinates (left
panel), and zonal mean O3 number density in TL coordinate (right panel), with wind vectors
(∼ 40 hPa) in the stratosphere.
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vortices (i.e., high-speed, cyclonically rotating winds, characterized by the zonal mean

zonal winds around the polar regions) that limit O3 meridional transport to the polar

regions. Another factor that may further reduce the lower O3 column density in the

poles is the presence of the polar stratospheric clouds (PSCs) in our simulations (see

Figure 4.5). On Earth, these clouds provide surfaces that promote the production of

chlorine radicals that destroy ozone catalytically (e.g. Tritscher et al., 2021).

One interesting finding is that the O3 column density is hemispherically asymmetric in

the PC-b case, and the O3 column density in the northern hemisphere is much lower

than that in the southern hemisphere. Since ozone is a long-lived species (i.e., the

chemical lifetime exceeds the dynamical lifetime) (e.g. Proedrou et al., 2016; Braam

et al., 2023a), the spatial distribution of O3 is controlled by the atmospheric dynamics

instead of the gain/loss from the chemical reactions on site. Sainsbury-Martinez et al.

(2024) used the same model (WACCM6) and model configurations as ours to study

the climate of TRAPPIST-1e, and they attribute the north-south O3 asymmetry to the

difference in the polar vortex strength, in which the stronger stratospheric jet streams in

the southern hemisphere act as a more effective O3 trap than in the northern hemisphere.

In contrast to Braam et al. (2023a), who found that O3 accumulates exclusively on the

night-side hemisphere at Rossby gyre locations, our simulations demonstrate a symmetric

O3 column density around the terminator (see Figure 4.12). This symmetry is likely

due to the presence of two high-latitude stratospheric super-rotating jet streams in our

simulations (see Figure 4.9), which limits the stratospheric downwelling branch of the

day-to-night circulation from reaching the gyre locations (see Figure 4.8). In comparison,

Braam et al. (2023a) found a single equatorial jet stream in the troposphere and the

stratosphere so that the descending air can reach the gyre location. This discrepancy in

the stratospheric dynamics of PC-b may result from the inclusion of Earth’s topography

(i.e., land/ocean distribution) and Earth’s orography, as similar studies suggest (e.g.

Sainsbury-Martinez et al., 2024).
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Figure 4.13: Vertical profiles of global mean, day-side mean and night-side mean temperature
and atmospheric chemical mixing ratios for the PC-b case and the Earth case. The top-left panel
displays the temperature profile, while the remaining subplots show mixing ratios (in ppmv) for
H2O, O3, O2, O, and HOX + NOX. Black and green lines represent the global mean variables
for the Earth case and the PC-b case, respectively. Red and blue lines denote the day-side and
night-side mean variables, respectively.
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4.5 Discussion

4.5.1 Surface Habitability

There are a variety of factors that could affect the habitability of PC-b. These factors

are overviewed in Meadows et al. (2018a). In this work, we briefly assess the surface

habitability of PC-b using only two metrics: surface temperature and surface O3 con-

centrations. We excluded the precipitation metric, which was adopted in Chapter 3 for a

highly-eccentric Earth-analogue planet, as the land continent area with the surface tem-

perature above the freezing point in the PC-b case is negligible. While an understanding

of the habitability under the ocean surface requires a coupled marine biogeochemistry

model, we have disabled this in our model (similar to the simulations in Chapter 2 and

Chapter 3) because it is tuned to match Earth’s observation and we cannot assume it is

the same for exoplanets. Other factors that may affect the surface habitability of PC-b,

such as the UV radiation at the surface and in the ocean mixed layer and the stellar

flares, are beyond the scope of this work but are important to consider for future stud-

ies. While the O3 layer is an important shield from harmful UV radiation in the Earth’s

stratosphere, O3 is considered a pollutant at the surface and in the troposphere due to

its ability to cause molecular and biological damage to life from its oxidative properties

(e.g. Cooke et al., 2024). Cooke et al. (2024) have shown that a lethal amount of surface

O3 (> 40 ppbv) is possible for exoplanets with a variety of atmospheric compositions,

and they suggested that surface O3 concentrations should be incorporated into frame-

works that aim to determine planetary habitability. Following this suggestion, we added

the surface O3 concentration as a new metric in addition to the surface temperature for

analyzing the surface habitability of PC-b.
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Figure 4.14: The top panel shows the O3 transport from the stratosphere to the troposphere
in the night-side gyre location in the TL coordinates. The bottom panel shows the surface
ozone mixing ratio in parts per billion (ppb) in geographic coordinates, with a white contour
highlighting the surface temperature above the freezing point.

Figure 4.14 shows the stratospheric and tropospheric O3 mixing ratio (ppmv) in TL

coordinates (top panel) and the surface O3 mixing ratio in geographic coordinates (bot-

tom panel). Compared to Braam et al. (2023b), we find a lower amount of O3 (∼ 10−2
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ppmv) transported from the stratosphere to troposphere in the night-side Rossby gyre

locations, and such transport can only occur in the northern hemisphere in our simu-

lations. This discrepancy is likely due to the symmetry-breaking effect of including the

Earth’s topography and orography discussed in section 4.4.3 and in Sainsbury-Martinez

et al. (2024). The bottom panel of Figure 4.14 shows the resulting surface O3 mixing

ratio is the highest in Greenland (26 ppbv), corresponding to the gyre location where

the stratosphere-to-troposphere O3 transport occurs in the northern hemisphere. The

O3 mixing ratio is < 40 ppbv anywhere on the surface, and hence the surface is exempt

from the O3 oxidizing stress according to our habitability metrics. Based on our results,

if PC-b has a substellar point over the ocean, with a similar land-ocean distribution and

atmospheric composition to Earth’s, its day-side surface is likely to be partially habitable

over the open ocean area.

4.5.2 Synthetic Spectra

In this study, we assume that PC-b is an Earth-like exoplanet with a radius of 6816.9

km and a surface gravity of 12.2 m s−2 (Table 4.1). This corresponds to a planetary

mass of 1.425 M⊕, assuming the same density as Earth. The minimum estimated mass

for PC-b is approximately 1.07 M⊕, based on an edge-on inclination orbit (Faria et al.,

2022). Our assumed mass yields an inclination angle of 48.84◦. However, the actual

inclination angle of PC-b is unknown, and it is likely to orbit at a lower inclination,

making its transit undetectable. PC-b may also have a highly eccentric orbit (e > 0.1)

and be in a 3:2 orbital resonance, possibly due to gravitational interactions with other

undetected planets in the system and with Alpha Centauri—the triple-star system that

includes Proxima Centauri (Ribas et al., 2016). If the planet is not tidally-locked and has

a non-zero eccentricity, tidal heating could play a significant role in its climate evolution

and stability, further complicating the scenario (e.g. Driscoll et al., 2015; Colose et al.,

2021). For simplicity, we assume that PC-b is in a tidally-locked orbit with an inclination

angle of 90◦, an eccentricity of 0, and an obliquity of 0◦.
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To demonstrate potential observables in the atmosphere of the PC-b case, we use the

Global Emission Spectra application (GlobES) within the Planetary Spectrum Generator

(PSG) to generate synthetic spectra based on WACCM6 3D outputs (more details about

GlobES are provided in Chapter 1.3.9). In the PSG simulations, synthetic spectra are

generated assuming an idealized telescope configured as a single-dish instrument with

a resolving power of 250 over the wavelength range of 0.1 to 20 µm, covering the UV,

visible, and infrared bands. For computational efficiency, we averaged our WACCM6

output data in the longitude by a factor of 4 (i.e., 36 longitudinal points instead of 144)

before feeding it into PSG for radiative transfer calculations. To generate the synthetic

transit spectra, we set the binning number to 10, which yields a total of 20 samples

uniformly distributed over the terminator, and each sample has 70 vertical atmospheric

layers. For the direct imaging spectra, we additionally averaged the latitude by a factor

of 2 (i.e., 48 latitudinal points instead of 98), and with the same binning number, we have

15 samples over the observational disk. These modifications allow PSG radiative-transfer

calculations to be faster without sacrificing too much accuracy.

There are a few other assumptions made in the PSG simulations. Firstly, we do not

consider the Doppler effect in our analysis. Although the effect may be small for PC-b,

given its proximity at 1.3 parsecs, it becomes relevant for high-resolution spectroscopic

simulations and high-contrast imaging (HCI). Additionally, we do not account for stellar

contamination in our models. In practice, high-contrast imaging (HCI) observations usu-

ally require a coronagraph to suppress starlight and isolate the planetary signal. More-

over, we treat the observation (transit spectroscopy and direct imaging) as a snapshot

rather than continuous observations of the planet orbiting the star at different orbital

phases. This means we do not compute the full ephemeris, which describes the planet’s

continuous motion in its orbit relative to the observer on Earth over time. Since we

use an instantaneous snapshot, the planet’s atmospheric and climatic conditions are as-

sumed to be constant during the observation period, neglecting any temporal variations

that may occur due to possible interannual oscillations similar to the Quasi-Biennial
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Oscillation (QBO) as seen on Earth. Therefore, the synthetic spectra we present in this

work are synthetic spectra in their simplest forms and can only represent the theoretical

circumstances.

Figure 4.15 presents the synthetic transmission spectrum (0.1 to 25 µm) for the PC-

b case, based on snapshot data from WACCM6 output on 2024/01-01 00:00 UT. We

compared PC-b’s spectrum to an Earth-Sun analogue positioned at the same distance

(i.e., 1.3 parsec away). Seasonal variability in transit depth due to Earth’s non-zero

obliquity was verified to be minimal (less than 1 km); thus, we used a single snapshot

to represent the Earth case. The upper panel displays the full spectrum for each case

(solid lines), accounting for contributions from seven atmospheric molecules (N2, H2O,

O2, O3, CO2, N2O, and CH4), as well as effects from cloud liquid and ice droplets,

Rayleigh scattering, and collision-induced absorption (CIA). Major absorption features

are labelled at their corresponding wavelengths. The most prominent absorption feature

in the PC-b case, exceeding 50 km in transit depth, is from O3 around 0.25 µm in the

Hartley band, amplified by the Rayleigh scattering effect in the baseline. At longer

wavelengths, where Rayleigh scattering becomes weaker and nearly constant, the O3

feature at 9.8 µm shows a smaller transit depth (∼ 25 km). CO2 absorption features at

4.2 µm and 15 µm are the second largest, with depths of ∼ 35 km. The contribution of

H2O to the full spectrum is minor due to PC-b’s cold surface temperature, which limits

atmospheric water vapor. The H2O infrared band between 5 and 7 µm has a transit depth

of about 5 km, comparable to the CH4 features at 3.3 and 7.5 µm. Vertical gray bars in

the upper panel indicate transit depths in ppm (10, 20, and 30 ppm). Considering the

James Webb Space Telescope’s (JWST) optimistic noise floor of 5–10 ppm (i.e., 3.5–7

km) (e.g. Schlawin et al., 2020), all absorption features in the PC-b case are within the

theoretical detection limit, with O3 at 0.25 µm providing the strongest signal.

The dashed lines in the upper panel represent baselines from Rayleigh scattering and CIA

(notably between 4 and 5 µm). PC-b’s baseline is lower (∼ 7 km) compared to Earth’s,

primarily due to PC-b’s colder temperature and higher surface gravity, which reduces the
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atmospheric scale height and compresses its atmosphere. The middle panel decomposes

the full spectrum into individual contributions from key atmospheric constituents for each

case, while the bottom panel highlights the differences between PC-b and Earth. Despite

PC-b’s lower baseline, its O3, CO2, and H2O absorption features are weaker than Earth’s.

The largest differences occur for O3 between 0.2 and 0.3 µm (∼ 12 km) and CO2 between

4 and 5 µm (∼ 10 km). While the weaker CO2 absorption is attributed to temperature

differences, the reduced O3 and H2O features are due to lower mixing ratios in PC-b’s

atmosphere. As a result, the absorption features in the PC-b’s transit spectrum are

more challenging to observe compared to Earth’s, despite the smaller planet-star radius

contrast enabling deeper probing of its atmosphere.

Figure 4.16 presents the synthetic reflection spectra (0.1 to 3 µm) and emission spectra

(3 to 20 µm) for the PC-b case, compared against the Earth case at three orbital phases:

ϕ = 90◦, 270◦, and 350◦. The first two phases (90◦ and 270◦) correspond to quadrature,

where half of the planet’s surface along the line of sight is illuminated by the host star,

while the other half remains in darkness. The phase ϕ = 350◦ occurs just before the

planet enters its secondary eclipse, when the entire illuminated dayside hemisphere is

visible from an observer on Earth. Key absorption features are labelled using the same

decomposition method as in Figure 4.15.

The direct imaging spectra of PC-b exhibit baselines approximately three orders of mag-

nitude higher than those of the Earth case, primarily due to differences in the stellar

luminosity. As an M dwarf, Proxima Centauri has a much lower bolometric luminosity

than the Sun (Lstar ≈ 0.0015L⊙) (e.g. Ribas et al., 2017), and in practice, a coronagraph

would be necessary to enhance the planet-to-star contrast for directly imaging Earth-like

exoplanets around Sun-like stars. For the idealized reflection spectra, the most promi-

nent absorption features, along with the largest planet-to-star contrast, arise from O3 in

the Hartley band between 290 and 350 nm, as well as H2O and CO2 between 2.5–3 µm

at ϕ = 350◦. Due to the small variations in surface temperature on PC-b, the emission

spectrum shows minimal differences between orbital phases, except for a slightly elevated
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Figure 4.15: Idealized transit spectra for the PC-b case compared against the Earth case.
The upper panel displays the full spectra, which includes contributions from seven molecules
(N2, H2O, O2, O3, CO2, N2O, CH4), cloud liquid and ice droplets, and the effect of Rayleigh
scattering and collision-induced absorption (CIA). Major absorption features are labelled at their
corresponding wavelengths. The dashed lines indicate the baselines due to Rayleigh scattering
and CIA for both cases. The vertical grey bars indicate the corresponding transit depths in units
of ppm, with values marked at 10 ppm, 20 ppm, and 30 ppm. The middle panel decomposes
the full spectra into individual key atmospheric constituents for both cases, highlighting the
contribution of each to the overall absorption features. The bottom panel shows the transit
depth difference of the key atmospheric constituents between the PC-b case and the Earth case.
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Figure 4.16: Synthetic reflection spectra (left panel) and emission spectra (right panel) for the
PC-b case compared against the Earth case in three orbital phases (i.e., 90, 270 and 350 degrees).
The y-axis represents the relative flux contrast between the planet and its host star in parts per
million (ppm). Major absorption features are labelled with their corresponding molecules.

baseline at ϕ = 350◦, attributed to a larger portion of the planet’s illuminated hemi-

sphere facing the observer. CO2 dominates the absorption features between 14–16 µm,

while the O3 absorption feature at 9.6 µm is relatively weak. Compared to the Earth

case, the CO2 absorption features in the emission spectra exhibit noticeable differences.

The PC-b case lacks the characteristic spikes at approximately 4.3 and 15 µm associated

with CO2 absorption, indicating an absence of sufficient O3 to heat the stratosphere (e.g.

Rugheimer et al., 2018).

4.6 Conclusions

In this study, we utilized the Whole Atmosphere Community Climate Model Version 6

(WACCM6) to simulate Proxima Centauri b (PC-b) in a tidally-locked orbit with the

substellar point over an ocean surface, assuming an Earth-like atmosphere, topography,

and orography. Specifically, we analyzed the climate, atmospheric circulation, ozone

chemistry, surface habitability, and observability for this specific case of PC-b (PC-

b). Our findings indicate that the PC-b case exhibits a significantly colder climate

than the pre-industrial Earth case. This difference can be attributed to lower stellar

irradiance, higher surface albedo, weaker cloud radiative effects, and reduced greenhouse
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effects compared to the Earth case. Our results agree with similar work that PC-b can

retain a dayside open ocean despite the global mean freezing temperature. We find that

the stratospheric O3 layer in the PC-b case is substantially weaker than in the Earth

case due to the lower atomic oxygen produced by the weaker photolysis of O2 and the

weaker UV radiation of Proxima Centauri. The spatial distribution of the stratospheric

O3 layer is driven by the asymmetric stratospheric polar jets between the north and

south hemispheres, which trap more O3 around the south pole. For assessing surface

habitability, we considered surface O3 levels as an additional metric and found that no

lethal O3 concentration is present at the surface. We also noticed some deviations from

other studies of PC-b in terms of surface temperature, cloud coverage, greenhouse gas

concentrations, and atmospheric circulations. These discrepancies are likely attributable

to differences in surface albedo and cloud parameterizations and the inclusion of ocean

dynamics and Earth’s topography in our model.

To investigate the observability of PC-b, we employed the Planetary Spectrum Gener-

ator (PSG) to compute correlated-k radiative transfer using the climate outputs from

WACCM6. However, our approach includes several caveats, including the assumption of

an idealized telescope and the use of only single-snapshot climate data, which excludes

potential temporal variability in climate and atmospheric dynamics. Overall, we find

that O3, centred at 0.25 µm, dominates the absorption features in the synthetic transit

spectrum (exceeding 71 ppm), largely due to the overlapping H2O absorption band and

the effects of Rayleigh scattering. H2O primarily influences the synthetic reflection spec-

trum in the near-infrared, particularly between 1.3–1.5 µm and 1.8–1.95 µm. However,

because of the relatively low planet-to-star irradiance contrast at these wavelengths, all

features remain well below 1 ppm. In the synthetic emission spectrum, CO2, centred at

15 µm, produces the largest feature for direct imaging, exceeding 15 ppm.

We encourage future follow-up studies to examine the detectability of PC-b using existing

state-of-the-art telescopes like the James Webb Space Telescope (JWST) (e.g. Kreidberg

et al., 2016; Snellen et al., 2017; Meadows et al., 2017) and the Extremely Large Tele-
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scope (ELT) (e.g. Vaughan et al., 2024), as well as conceptual telescopes such as HWO

(e.g. Meadows et al., 2017) and LIFE (e.g. Angerhausen et al., 2024), making direct

comparisons with these studies. Additionally, inferring the presence of dayside open

oceans from the gradual reduction in albedo as the open ocean comes into view may be

plausible using thermal emission spectra and thermal phase curves (e.g., Pierrehumbert,

2011), warranting further investigation. Moreover, this study does not consider alterna-

tive atmospheric compositions, land/ocean distributions, or orbital configurations that

could induce different climate, dynamics, and chemistry and potentially affect observable

features compared to the case we focused on here.
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Conclusion

5.1 Summary

In this thesis, I use WACCM6, a fully coupled Earth system model, to perform climate

simulations for planets in different orbital configurations, and PSG, a radiative transfer

model, to synthesize theoretical spectra based on the outputs from WACCM6. This

thesis consists of three science chapters that address the climate, chemistry, potential

surface habitability and observability of Earth-like and Earth-analogue exoplanets with

varying orbital parameters. In this summary, we can divide the research into two major

parts. The first part focuses on the effects of the orbital eccentricity of Earth-analogue

exoplanets around Sun-like stars, covered in Chapters 2 and 3 of the thesis, while the

second part focuses on a case study of the exoplanet-Proxima Centauri (PC-b) in a

tidally-locked orbit Chapter 4.

5.1.1 Eccentric orbits

Climate and implications on habitability

Terrestrial exoplanets around Sun-like stars (i.e., G-type stars) are expected to have an

occurrence rate of approximately 0.01 to 2 according to data from the Kepler mission (e.g.
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Burke et al., 2015; Bryson et al., 2021). The large uncertainty is due to the limited sample

size of detected planets and the challenge of constraining the planet radii and stellar

parameters from measurements. Recent observational statistics from Kepler and TESS

space telescopes have shown that terrestrial planets with highly eccentric orbits (e > 0.1)

are relatively common outside our solar system. The most eccentric terrestrial exoplanet

identified to date is Kepler-409 b (Bonomo et al., 2023), with e < 0.69, Rp = 1.199R⊕

and Mp < 6M⊕. Among 967 confirmed terrestrial exoplanets, 56 have highly eccentric

orbits, indicating ∼ 6% of terrestrial planets have e > 0.1. While the occurrence rate of

the highly eccentric terrestrial worlds is low (∼ 6%) compared to other exoplanet types

(∼ 22%) for other exoplanet types, it is likely to be an observational bias caused by the

current detection limits.

Previous studies using 1D climate models suggest that the long-term climate states of

a highly eccentric Earth-like exoplanet primarily depend on the average stellar flux re-

ceived over an entire elliptical orbit, known as the mean flux approximation (Williams

et al., 2002). The mean flux approximation means that the seasonal temperature varia-

tions caused by a highly eccentric orbit are unlikely to be strong enough to drive a stable

temperate climate state to another (e.g., snowballing or runaway greenhouse state). Mul-

tiple studies using 1D and 3D simulations have found that increasing orbital eccentricity

will not transform an Earth-like exoplanet to a different climate state, but the higher

eccentricity can result in higher global mean surface temperatures and stronger seasonal

variations which extend the outer edge of the habitable zone (Williams et al., 2002; Way

et al., 2017b; Dressing et al., 2010; Linsenmeier et al., 2015; Liu et al., 2023; Way et al.,

2023; Biasiotti et al., 2024). These simulation results generally agree with what the

analytical approach predicts (Quirrenbach, 2022; Ji et al., 2023). However, it is impor-

tant to note that the mean flux approximation becomes less reliable for tidally-locked

Earth-like planets as surface liquid water may not persist for the entire course of a highly

eccentric orbit (Bolmont et al., 2016), though the tidal-locking effect can circularize the

eccentric orbits of exoplanets around low-mass (≃ 0.1M⊙) to solar-mass stars (≃ 1M⊙)
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well within the lifetime of the stellar system (< 10 Gyr).

The climate response to a temporally varying stellar irradiance (i.e., seasonality) is not

instantaneous. The time it takes for the planetary atmosphere to adapt to changes in

radiation, known as the atmospheric radiative timescale, can be influenced by many

factors such as the planet’s equilibrium temperature, the atmosphere mass, the surface

thermal inertia, the orbital period, the rotation rate and orbital eccentricity (Donohoe et

al., 2014; Guendelman et al., 2019; Adams et al., 2019; Ohno et al., 2019a; Guendelman

et al., 2020; Guendelman et al., 2022; He et al., 2022; Ji et al., 2023). To gain insights

into how eccentricity itself can affect the annual mean climate and the seasonality for

Earth-like exoplanets around Sun-like stars, we fix the stellar irradiation received at the

top of the planetary atmosphere in our simulations. For this purpose, we set up two

simulation cases: one with an eccentricity of 0.4 (e = 0.4) and one with a circular orbit

(e = 0), both with zero obliquity. The choice of an eccentricity of 0.4 represents an

upper limit for terrestrial exoplanets, and we expect that an eccentricity smaller than

this value will induce less pronounced seasonality.

Using the Earth System Model (WACCM6), we investigated the spatial and temporal

variations in many planetary attributes associated with the hydrological cycle (e.g., sea

ice, land snow, and cloud) to explore a more nuanced view of land habitability than

global mean surface temperature alone. The eccentric case has a small increase in the

annual global mean surface temperature (> 1.9 K) compared to its circular counterpart.

If the global mean surface temperature were the only metric used, we might conclude that

both configurations sit within the habitable zone and are equally habitable. However, the

temporal variation of stellar irradiance is nonlinear, which is up to 2.5 times more intense

than the annual mean during the hot period of the eccentric orbit (February, March and

April, hereafter referred to as the ‘hot period’) and is only about half of the annual

mean during the rest of the orbital period. The temporally varying stellar irradiance has

more pronounced effects in the northern hemisphere than in the southern hemisphere.

During the hot period, a sharp increase in surface temperature is found in the northern
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hemisphere. Since the exoplanet we simulate has the same land and ocean distribution as

Earth’s, the northern hemisphere (NH) is land-dominated and has a lower heat capacity

than the ocean-dominated southern (SH). The increased surface temperature in NH

triggers a positive feedback loop of sea ice and land snow coverage, in which a significant

reduction of effective land snow coverage (4.8%) results in a subsequent decrease in

surface albedo and further increases the temperature.

In addition, we find that NH also experiences a larger decrease in the low-level cloud

coverage during the hot period due to the higher NH temperature and hence lower water

vapor condensation rates. The higher tropospheric temperature in NH also indicates

a higher water vapor mixing ratio and a longer water vapor lifetime, which enhances

the water vapor greenhouse effects in the NH equatorial to mid-latitudes. In the SH,

the surface temperature is colder than in NH during the hot period, and an increased

mid-latitude cloud albedo due to a higher amount of cloud water is found to further

contrast the hemispherical temperature difference. Clouds can not only cool the planet

by reflecting stellar radiation into space but also warm the surface by absorbing the

outgoing longwave radiation from the surface. During the hot period, a tropical cloud

gap appears due to the higher temperature. As the planet moves further away from the

host star, the water vapor in the upper troposphere condenses into a wider band of high

clouds due to the cooler tropospheric temperature. The high-level cloud gap during the

hot period reduces the cloud warming effect, and the wider high-level cloud band in the

colder phases of the e = 0.4 orbit warms the planet. The two opposing effects are also

not linear due to the nonlinear temporal variation of the stellar irradiance, which the net

effect is a slight decrease (1W m−2) in the annual global mean longwave cloud warming.

However, the reduced longwave cloud warming effect is small in the global energy budget

and outweighed by the increased shortwave cloud cooling effect associated with low-level

cloud reduction in the NH. Overall, the warmer global annual mean surface temperature

in the e = 0.4 case is due to the temporally varying stellar irradiance and a larger NH

climate sensitivity described by the feedback loops in the hydrological cycles (i.e., surface
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albedo, cloud radiative effects and greenhouse effects).

Assessing the habitability of an exoplanet is a complex process involving multiple factors

and varying definitions (e.g. Cockell et al., 2016). In this study, we employ a simplified

Earth-centric habitability metric that focuses solely on two key parameters: surface tem-

perature and precipitation over land. For the surface temperature criterion, we set the

lower limit to 273 K, corresponding to the freezing point of water at 1 bar atmospheric

pressure, and the upper limit to 323 K, representing the threshold above which Earth’s

biodiversity significantly decreases (Clarke, 2014). Similarly, to account for biodiversity,

we adopt the accumulative precipitation limits defined by He et al. (2022), requiring an-

nual precipitation over land to exceed 30 cm. A comparison of land habitability reveals

distinct patterns in the e = 0.4 case. The land surface temperature habitability increases

at high latitudes but decreases in equatorial regions due to extreme temperatures fol-

lowing perihelion and aphelion in the orbit. Enhanced precipitation habitability in the

e = 0.4 case results from a more evenly distributed large-scale accumulative precipitation

over land. Using the combined habitability metric reveals that the land habitability in

the e = 0.4 case surpasses the circular case for over 80% of the orbital period, with an

increase of > 7% averaged over all number of months that meet the habitability criteria.

These changes are closely tied to the shift in meridional circulation patterns in the e = 0.4

case. During the orbit’s hot phase, the circulation transitions from an Earth-like three-

cell structure to a two-cell configuration, with the Hadley cell expanding toward 50◦ in

both hemispheres. The annual mean Hadley cell weakens in this case, leading to reduced

total precipitation in the tropics but increased large-scale precipitation accumulation in

mid to high latitudes.

The significantly higher surface temperatures during the hot period raise concerns about

the timescale for water loss and its impact on long-term habitability. In the e = 0.4

case, the annual global mean water vapor mixing ratio in the stratosphere exceeds 20

ppmv—about five times higher than the 4 ppmv observed in the circular orbit—due to

increased photolysis during the hot period. Assuming water loss occurs mainly through

151



5.1. Summary

thermal escape and disregarding other mechanisms like non-thermal escape and impact

erosion, the ocean loss rate in the e = 0.4 case is approximately three times faster than in

the circular orbit. However, this loss rate suggests that such a highly eccentric Earth-like

planet could retain its water reservoir over the system’s lifetime, suggesting that long-

term habitability is unaffected by the higher water loss. We conclude that, under the

same annual mean stellar flux, an Earth-analogue planet with zero-obliquity in a highly

eccentric orbit (e = 0.4) around a Sun-like star may have enhanced land habitability

compared to its circular counterpart and can retain its atmosphere despite the higher

water loss rates.

Synthetic transmission spectra

Using the Planetary Spectrum Generator (PSG) with an idealized telescope and a con-

stant spectral resolving power of 250, we calculated the transit spectra in the UV, visible,

and infrared regions (0.2 to 20 µm) to determine observable differences in water abun-

dances between two cases: one with an eccentricity of 0.4 and one with a circular orbit.

For the eccentric case, climate snapshots were taken on April 16 and November 12 to

represent the hottest and coldest days, respectively, with varying planet-star separations

(1.03 au and 1.2 au). For the circular case, a snapshot was taken on April 16 at a fixed

1 au separation. The atmospheric composition included N2, H2O, O2, O3, CO2, N2O,

and CH4. The spectra revealed significant absorption features, particularly for H2O,

CO2, and O3, with notable differences in transit depths due to seasonal and orbital

variations.

The most prominent H2O absorption feature was observed at 2.6 µm with a transit depth

of approximately 37 km. Additional water absorption features were noted at 1.36 µm,

1.87 µm, 2.7 µm, and between 5.93 µm and 6.64 µm. For CO2, the major absorption

features were found at 4.8 µm and 15 µm, with transit depths of 55 km and 50 km,

respectively. The largest O3 absorption feature appeared at 0.25 µm in the UV region,

with a transit depth of 65 km, and other significant features at 0.6 µm in the visible
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region and around 9.6 µm in the infrared region.

Seasonal variations in the eccentric orbit significantly influenced the absorption features.

On April 16, the higher temperatures led to increased H2O) evaporation and a more

inflated atmosphere, resulting in stronger water absorption features. The presence of

seasonally varying clouds in the eccentric case also affected the baseline transit depths,

although their effect was smaller than that of changes in temperature. Compared with

the circular case, the eccentric case showed more pronounced changes in absorption

features. The H2O features were generally stronger on April 16 in the eccentric case

compared to November 12 and the circular case due to higher temperatures and increased

H2O vapor abundance. Even on the coldest day (November 12), slightly stronger H2O

absorption features were observed in the eccentric case compared to the circular case.

This is because the large amount of water vapor evaporated on April 16th can travel

upward and remain in the stratosphere and mesosphere due to the slow advection speed.

The O3 column density showed a 3% annual mean decrease in the eccentric case compared

to the circular case, with up to 13% seasonal variation. Despite this decrease, stronger

O3 features are observed on April 16 in the eccentric case due to higher atmospheric

temperatures, which increase O3 absorption cross-sections. This resulted in stronger

O3 absorption features despite a lower O3 column density compared to other periods,

indicating a possible degenerate interpretation from future observations.

The analysis of the transit spectra revealed significant CO2 absorption features at 4.8 µm

and 15 µm. These features exhibited more notable seasonal differences in the eccentric

orbit than the differences between the eccentric and circular orbit cases. The seasonal

variation in the CO2 transit features was approximately 6 km between the hottest (April

16) and coldest (November 12) days in the eccentric case. Unlike H2O and O3, CO2

absorption features in the transmission spectra correlate better with temperature.

This study investigates and quantifies the climate differences between highly eccentric

and circular orbits for an Earth-analogue planet orbiting a Sun-like star. We showed
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and explained the surface temperature differences between the two cases by offering a

comprehensive view into the surface albedo, cloud radiative effects and meridional circu-

lation patterns. Adopting the surface temperature and the land precipitation criteria for

assessing land surface habitability, we found that eccentric orbits can be super-habitable

compared to circular orbits. Our synthetic transmission spectra highlight the theoret-

ical observables at different orbital phases, suggesting that planets in eccentric orbits

could be prime targets for future transmission spectroscopy observations to confirm or

refute the presence of atmospheric water vapor. These insights contribute to the current

understanding of the climate and habitability of highly eccentric rocky exoplanets.

5.1.2 Case study of PC-b

M dwarfs are believed to be the most common type of stars in our Galaxy due to

their long lifespans (Adams et al., 1997; Bochanski et al., 2010). There is currently no

statistical evidence from Kepler’s data for more Earth-sized exoplanets in the habitable

zone of M dwarfs than FGK dwarfs (Bergsten et al., 2023). However, the habitable zones

of M dwarfs are closer to the star, increasing the probability and frequency of transits,

as well as the amplitude of the induced radial-velocity variation, making these planets

ideal targets for detection and characterization (e.g. Wunderlich et al., 2019). Due to the

proximity of the habitable zone around M dwarfs, the terrestrial exoplanets around M

dwarfs are likely to be in tidally-locked orbits (e.g. Barnes, 2017). A tidally-locked orbit

causes one hemisphere of the planet to always face the star while the other hemisphere

remains in permanent darkness. This unique configuration can lead to extreme variations

in climate, atmospheric circulations and chemistry. Proxima Centauri b (PC-b), the

closest exoplanet to our solar system (∼ 1.3 parsecs), is a prime candidate for studying

the effects of the tidally-locked orbits.

In this work, we simulated a specific case for PC-b using a fully-coupled Earth System

Model-WACCM6. Details for the model configurations can be seen in the Methods

section in Chapter 1. Overall, we performed a comparative analysis for the PC-b case
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with the sub-stellar point over ocean (STPocn) with the pre-industrial Earth case (PI)

to highlight how the climate of PC-b deviates from the world that we are familiar with.

Specifically, we analyzed the climate, atmospheric circulation, ozone chemistry, surface

habitability, and observability for the STPocn case. We find that understanding the

atmospheric circulation is important to explain the climate behaviours in the tidally-

locked STPocn case.

Primary climate diagnostics

The STPocn case exhibits a significantly colder climate than the pre-industrial Earth

case (PI), which can be attributed to lower stellar irradiance, higher surface albedo,

weaker cloud radiative effects, and reduced greenhouse effects compared to the PI case.

We find that an “eyeball-shaped” open ocean is possible on the day-side hemisphere

despite the global mean cold temperature, which is similar to the findings in previous

work (Turbet et al., 2016; Boutle et al., 2017; Lewis et al., 2018; Del Genio et al., 2019;

Salazar et al., 2020b; Galuzzo et al., 2021). We notice an eastward shift of the maximum

day-side surface temperature (278 K) from the substellar point due to the tropospheric

super-rotating jet stream in the equatorial region for the STPocn case. Differences in

the simulated day-side and night-side surface temperatures are found compared to other

work with a similar model setup (Boutle et al., 2017; Del Genio et al., 2019). For

example, the lower day-side and night-side surface temperature compared to Del Genio

et al. (2019) arises from the different land surface albedo treatments, and the lower day-

to-night surface temperature contrast compared to Boutle et al. (2017) is likely due to

the inclusion of ocean dynamics.

In addition to the surface albedo, we analysed and compared the cloud radiative effects

and the clear-sky greenhouse warming effect in the STPocn case with the PI case and the

literature. We specifically demonstrated the low-level, mid-level and high-level clouds

regarding their spatial distribution and radiative effects. The low-level cloud blankets

almost the entire planet, covering both the day-side and night-side hemispheres because
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of the strong day-to-night overturning circulation in the lower troposphere. The day-side

low-level cloud contributes to a large portion of the reflected shortwave radiation because

of its high water content, originating from wind-driven evaporation in the annular region

around the substellar point. Conversely, the night-side low-level cloud does not form

locally due to the colder temperatures and limited atmospheric water vapor. Instead,

It comes from the tropospheric overturning divergent circulation and the tropospheric

eastward equatorial jet stream, where water vapor is transported from the day-side to

the night-side at higher atmospheric level. Hence, the night-side cloud is optically thin

due to limited water content, and it is radiatively inactive due to the absence of stel-

lar irradiation in the night-side hemisphere. The day-side and night-side cloud spatial

distribution is similar to the findings in Boutle et al. (2017).

Clouds on PC-b can not only reflect shortwave from the host star but also absorb it. The

increased shortwave cloud absorption in the STPocn case is due to the enhanced cloud

water absorption from the stronger near-infrared radiation emitted by the M dwarf -

Proxima Centauri. The net effect of the global mean reflection and absorption in short-

wave (CSWF ) is positive (3.4 W m−2), which differs from the largely negative shortwave

cloud forcing (-32 W m−2) in Del Genio et al. (2019). This could be due to the different

cloud parameterizations adopted between the models. Considering the longwave cloud

warming effect, the STPocn case has a global mean CLWF of 6.7 W m−2. CLWF is

predominantly positive in the day-side hemisphere, where the high-level cloud is present

due to the deep convection of the upwelling overturning circulation around the substellar

point. The high-level cloud exerts a strong longwave warming effect by absorbing the

upwelling longwave radiation from the surface and emitting it at its colder temperature.

Interestingly, we find that the greenhouse warming effects of the night-side cloud can

be reversed due to the vertical temperature inversion in the night-side hemisphere. The

cloud layer in the night-side hemisphere is warmer than the surface and hence acts as a

“radiator fin” for effective night-side cooling, which is similar in Yang et al. (2014) and

Del Genio et al. (2019). Additionally, we find that the “radiator fin” is active in a spe-
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cific region in the night-side hemisphere following the path of day-to-night water vapor

transport. The clear-sky greenhouse effect for the STPocn case is only 9 W m−2, which

is significantly lower than that for the PI case (135 W m−2). The reduced clear-sky

greenhouse effect is mainly due to lower water vapor concentrations in the STPocn case

from the colder surface temperature. Similar to the night-side reversed cloud longwave

forcing, there is an anti-greenhouse effect of -20 Wm−2 from water vapor due to the

night-side temperature inversion.

Atmospheric circulation

As we concluded above, the spatial variations in the surface temperature, cloud coverage,

cloud radiative effects and greenhouse effects are significantly influenced by the unique

atmospheric circulation of PC-b. Thus, it is necessary for us to look more closely at the

circulation patterns. On a tidally-locked exoplanet such as PC-b, the large day-to-night

temperature and pressure gradients can induce strong atmospheric circulation, modi-

fied by the horizontal temperature gradients and the Coriolis force due to the slower

planetary rotation rate. We find that the STPocn case belongs to the Rhines rotation

dynamical regime according to the definition given in Haqq-Misra et al. (2018). The

Rhines rotation regime is a transition between the fast and slow rotation regimes, char-

acterized by the temperature-driven day-to-night global circulation and the emergence

of turbulence-driven zonal jet streams. For the day-to-night overturning circulation,

we show the meridional mass stream function in the geographic coordinates and in the

tidally-locked (TL) coordinates. Unlike in geographic coordinates, in which the circu-

lation can only be accurately represented by showing separately in the northern and

southern hemispheres and the day-side and night-side hemispheres, the TL coordinates

can represent the day-to-night overturning circulation in a single cell. Compared with

Braam et al. (2023b), the maximum circulation strength in our case is two orders of

magnitude lower (1012 kg s−1 vs. 1014 kg s−1). Additional differences between our case

and Braam et al. (2023b) are found for the location where the night-side downwelling
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circulation occurs. Braam et al. (2023b) shows that the downwelling branch occurs in the

Rossby gyre location at −30◦ TL latitude but not in the anti-substellar point. However,

we find a weaker downwelling circulation occurs at the AP and a stronger downwelling

wind in the gyre location. The weaker circulation strength in our case can result from

a smaller meridional surface temperature gradient, possibly due to the finer model hori-

zontal resolution and the inclusion of ocean dynamics. The locations of the downwelling

circulation branch are related to the symmetry-breaking effect (Sainsbury-Martinez et

al., 2024) from including the ocean/land distribution in our case compared to the slab

ocean model adopted in Braam et al. (2023b).

Besides the meridional stream function, we also analysed the jet streams from the zonal

mean zonal wind. For the PI case, a pair of mid-latitude zonal wind jets are found

in the troposphere, and asymmetric polar wind jets are found in the stratosphere. For

the STPocn case, we found a single super-rotating jet stream in the equatorial region

in the troposphere and another super-rotating jet in the mid-latitudes in the strato-

sphere. This differs from Carone et al. (2018), in which they show exoplanets with

Porb ≤ 25 days can have either a strong equatorial eastward super-rotating jet or no

equatorial jet in the stratosphere depending on the assumptions for the stratosphere

wind breaking. This is likely due to the exclusion of the stratospheric wave breaking

from the weaker extratropical Rossby waves, the gravity waves from the Earth’s orog-

raphy, and/or turbulence-driven processes that can contribute to the stratospheric jet

formation.

Stratospheric ozone layer and surface habitability

In this study, we find that the atmospheric circulation patterns and the photochemistry

are important to determine the spatial distribution of ozone (O3) concentrations in the

stratosphere. The global mean O3 column density in the STPocn case is 188 DU which

is significantly lower than in the PI case (275 DU). The difference is mainly due to a

lower photolysis rate from the lower stellar UV radiation of Proxima Centauri, a lower
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O mixing ratio resulting from the photolysis of less stratospheric water vapor in the

STPocn case. Additional factors that contribute to the lower stratospheric O3 in the

STPocn case are the lower stratospheric temperature which slows the reaction rate of O3

production and lower mixing ratios of the catalysts such as HOx and NOx. The spatial

distribution of the stratospheric O3 layer is driven by the asymmetric stratospheric polar

jets between the north and south hemispheres, which trap more O3 around the south

pole. The driver of the North-South hemispherical asymmetry is explained in more detail

in Sainsbury-Martinez et al. (2024). We found that the stratospheric O3 can transport

to the troposphere through the Rossby gyre in the night side at about −30◦ latitude in

the TL coordinates, similar to the findings in Braam et al. (2023b).

For assessing surface habitability, we considered surface O3 levels as an additional metric

(Cooke et al., 2024) and found that no lethal O3 concentration (40 ppbv) is present at

the surface. The highest surface O3 is found in Greenland (26 ppbv), corresponding

to the gyre location where the stratosphere-to-troposphere O3 transport occurs in the

northern hemisphere. Thus, the planetary surface is safe from the O3 oxidizing stress.

Together with the day-side open ocean, we concluded that the sub-stellar point of PC-b

is likely to be habitable given the simplified habitability metric.

Synthetic spectra

To investigate the observability of PC-b, we employed the Planetary Spectrum Gener-

ator (PSG) to compute line-by-line radiative transfer using the climate outputs from

WACCM6. Similar to the eccentricity studies in Chapter 2 and Chapter 3, we assumed

an idealized telescope and used a single snapshot of climate data. Overall, we find that

O3, centred at 0.25 µm, dominates the absorption features in the synthetic transit spec-

trum (> 50 km or 71 ppm). This is because of the overlapping H2O absorption band

and the effects of Rayleigh scattering. H2O features are dominant in the near-infrared

of the synthetic reflection spectrum, particularly between 1.3–1.5 µm and 1.8–1.95 µm.

However, because of the relatively low planet-to-star irradiance contrast at these wave-
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lengths, all absorption features are less than 1 ppm in the reflection spectrum. In the

synthetic emission spectrum, CO2, centred at 15 µm, produces the largest feature for

direct imaging, exceeding 15 ppm.

5.2 Future work

Building on the findings presented in my thesis, several promising avenues of research

remain to be explored. In this section, I propose future directions that may further

contribute to understanding how orbital parameters affect the climate, habitability, and

observability of terrestrial exoplanets. Additionally, I suggest future directions for model

development to better address these questions.

1. For our eccentricity studies, we specifically examined two cases: zero obliquity with

eccentricities of 0.4 and 0. These cases are upper and lower bounds for climate out-

comes across other potential eccentricities (e < 0.4). The upper eccentricity limit is

conservative and based on current observational data. It would be valuable to ex-

plore higher eccentricities (i.e., e>0.6) to understand whether an Earth-like planet

can sustain a stable climate, enter a snowball state, or transition to a runaway

greenhouse effect, given the complex interaction between external solar forcing

and internal feedback mechanisms.

2. Eccentricity is not the only factor that can induce seasonality; other orbital pa-

rameters, such as obliquity and the longitude of perihelion, can also significantly

affect climate. These factors can modulate the distribution of stellar radiation

across the planetary surface, influencing the intensity and duration of seasons and

impacting the climate and potential habitability (Linsenmeier et al., 2015; Ohno

et al., 2019b; Kang, 2019; Colose et al., 2019; He et al., 2022; Jernigan et al., 2023).

Future research should investigate the effects of these factors using fully coupled

GCMs. Such studies could be compared with previous research to better assess the

diversity of climates on Earth-like terrestrial exoplanets and refine the predictions
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of their potential to support life.

3. Our work on the effects of eccentricity does not account for the evolution of a

planet’s atmosphere, topography, and stellar radiation over geological timescales.

For instance, Earth’s topography has evolved dramatically due to plate tectonics

and volcanic activity, leading to different configurations such as large supercon-

tinents surrounded by oceans (e.g. Nance, 2022). Additionally, stellar luminosity

increases as a star evolves along the main sequence, which can significantly impact

planetary climate and habitability (e.g. Wolf et al., 2015). Orbital elements such as

eccentricity, obliquity, and precession can also oscillate over geological timescales,

as evidenced by Earth’s Milankovitch cycles (e.g. Deitrick et al., 2018). Considering

these factors would provide a more comprehensive understanding of the evolution

of long-term climate and habitability.

4. Our research for the case study of PC-b has many assumptions. One key assump-

tion is that we assume the substellar point is over the centre of the Pacific Ocean

(STPocn). The substellar point ocean/land size is an important factor affecting

the planetary climate and atmospheric circulations (Lewis et al., 2018; Macdon-

ald et al., 2022b). Thus, it would be interesting to investigate how the substellar

point location over the Earth’s topography can affect our results by comparing

the STPocn case with another case in which the substellar point is over the land

continent (STPlnd). This is a work in progress as we have simulated the STPlnd

case for about 170 years. However, we did not present and compare the results

for the STPlnd case with the STPocn case described in Chapter 4. This is because

the STPocn case has a top-of-atmosphere radiative energy imbalance of about -4

W m−2, which indicates that it has not reached a quasi-steady state and the surface

temperature would decrease faster than that in the STPocn case. We expect that

the STPlnd case requires another 40 to 50 years of simulation to reach quasi-steady

and ongoing efforts are in place to solve the problem of numerical instabilities and

to push the model across crashes.
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5. While our model configurations assume that PC-b is in a tidally-locked orbit with

zero eccentricity, it is possible for PC-b to be in a 3:2 resonance state with a

highly eccentric orbit (Anglada-Escudé et al., 2016). To understand PC-b’s climate

under this alternative orbital configuration and to enable direct comparisons with

previous studies that have explored this scenario (Turbet et al., 2016; Boutle et al.,

2017; Lewis et al., 2018; Del Genio et al., 2019; Salazar et al., 2020b; Galuzzo et al.,

2021), future research can focus on conducting simulations for the 3:2 resonance

orbit with WACCM6.

6. Cloud and haze radiative effects introduce significant uncertainties in climate sim-

ulations. Conducting sensitivity tests on orbital eccentricity using various GCMs

with different cloud parametrizations and employing high-resolution global cloud-

resolving models (GCRMs) or cloud-permitting models (CPMs) would likely yield

more accurate cloud behaviour simulations.

7. For assessing the theoretical observables, we setup PSG simulations using an ideal

telescope with many simplifications. For future research, we should examine the

observability assuming real telescopes such as JWST and ELT and future concept

telescopes such as HWO and LIFE. This would involve considering different tele-

scope resolving powers and more realistic noise estimates. In our PSG simulations,

we treat the observation (transit spectroscopy and direct imaging) as a snapshot

rather than continuous observations of the planet orbiting the star at different or-

bital phases. Future work should compute the thermal phase curve using a full

ephemeris. The Quasi-Biennial Oscillation (QBO) forcing was excluded from our

simulations due to the model’s 2-degree resolution, as it is a tuning parameter used

to match the Earth’s observation. Exploring the QBO-like interannual oscillation

in the stratosphere may reveal time variability in the synthetic spectra and affect

the observation strategy.

8. In the highly eccentric case, the host star can exert a more significant tidal effect
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than the moon, making it interesting to study the impact of solar tides on the

climate and habitability of an eccentric exo-Earth. WACCM6 does not account for

changes in tidal forcing due to increased orbital eccentricity, and we suggest future

model development to incorporate such effects.

9. We anticipate that simulating exoplanets with non-Earth-like atmospheres, such

as those similar to Martian or Venusian atmospheres, would yield different climate

outcomes. While other general circulation models (GCMs) offer flexibility for such

simulations, the Earth-system model we used provides greater accuracy and de-

tail, though it is specifically designed for Earth’s conditions. Modifications could

include implementing a more adaptable correlated-k radiative transfer scheme to

better simulate Earth-like exoplanets, as the current model’s absorption coeffi-

cients are optimized for Earth’s atmosphere and may not be valid for different gas

compositions.

10. The exclusion of ocean biogeochemistry, specifically developed for Earth, limited

our study to land surface habitability. Future work can incorporate a more flexible

biogeochemistry model to explore both land and ocean habitability.

11. One caveat in the model setup for PC-b simulations is that the dynamic ocean

component model has the Earth’s rotation rate instead of that for the PC-b’s, which

might cause inaccuracy regarding ocean heat transport and sea ice dynamics. Even

though we expect that atmospheric dynamics play a more important role in heat

transport and the inaccuracy in the wind-driven ocean current is small because of

the largely frozen ocean surface, it would be more accurate to make the dynamic

ocean component consistent with other parts in the model. This is part of the

model development suggestions for making an Earth system model more feasible

for studying Earth-like exoplanets with different orbital configurations.

12. The ocean/land distribution of Earth is a crucial factor that shapes the climate

and atmospheric dynamics. To study and compare the effects of different ocean/-
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land distributions on climate, habitability, and potential observability with other

more flexible models, ongoing efforts are being made to allow WACCM6 to have

customized topography.

5.3 Conclusion

Understanding the climate and habitability of terrestrial exoplanets is a fundamental

question in exoplanetary science, as it addresses the potential for life beyond our Solar

System and enriches our knowledge of planetary diversity in the Universe. My research

contributes to this overarching goal by investigating how different orbital parameters,

specifically orbital eccentricity and tidal locking, affect the climate, atmospheric chem-

istry, potential habitability, and observability of Earth-like exoplanets. Utilizing a fully-

coupled Earth System model (WACCM6), I explored scenarios such as highly eccentric,

circular and tidally-locked terrestrial exoplanets. Our findings contribute to previous

work that habitable conditions may exist across a range of orbital parameters.

Based on my research, future work should investigate a broader range of eccentricities

and obliquities using more flexible 3D climate models that incorporate additional physi-

cal processes. Model intercomparisons within the climate model hierarchy are necessary,

as they can refine our interpretations of the underlying physics in the climate systems

of terrestrial exoplanets. Integrating space weather, geological processes and biological

components into 3D climate models will further contribute to the interdisciplinary field.

Future missions equipped with next-generation telescopes and instruments could pro-

vide the necessary sensitivity and resolution to observe key atmospheric constituents,

confirming or refuting the predictions by climate modeling and thereby stepping forward

to answer the profound questions about the prevalence of life in the Universe.
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Appendix Chapter

A.1 Common Errors in WACCM6 Simulations

Simulating Earth-analogue exoplanets with different eccentricity and obliquity, as dis-

cussed in Chapters 2 and 3, may seem straightforward, but it involves several modifi-

cations to the source code in WACCM6. More importantly, we had to resolve crashes

caused by numerical instabilities, also encountered when simulating Earth-like exoplanets

orbiting M dwarfs, as covered in Chapter 4.

In this chapter, we outline two common simulation errors encountered during these

simulations, including those related to the changes in eccentricity and obliquity and M

dwarf environments, and provide general methods for resolving/mitigating them.

A.1.1 Lagrangian Crossing Error

In the FV dynamical core, while the vertical movement of air is treated in a quasi-

Lagrangian manner, there are strict numerical checks to ensure that the model remains

stable and physically realistic. One such check is related to the Lagrangian crossing

error:

What is Lagrangian Crossing?
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The model calculates the pressure at different vertical levels. For the model to be stable,

these pressure levels must not “cross” each other. That is, the pressure at a higher level

(say level k) must always be greater than the pressure at the level below it (say level

k − 1). If the pressure difference between two adjacent levels becomes too small (less

than a critical threshold), the model detects a Lagrangian crossing. This indicates that

the layers are too close, which can cause numerical instability.

Error Condition:

The error is triggered if the difference between the pressure at level k and the pressure

at level k − 1 falls below a critical threshold:

P (k)− P (k − 1) < 10−11 (A.1)

Here, P (k) is the pressure at level k, and P (k− 1) is the pressure at the level just below

it.

Why This Happens:

Changing Radiative Forcings: When modifying the model, such as changing the orbital

eccentricity, it can lead to seasonal variations in the solar forcing and, hence, larger

vertical temperature gradients. This, in turn, causes the air parcels to move more rapidly

in the vertical direction, increasing the chance of Lagrangian levels crossing.

Solution: When this error occurs, the model may suggest increasing the variable NSPLTVRM,

which controls how often the model’s vertical remapping is performed. More frequent

remapping can help prevent the layers from crossing and maintain stability.

A.1.2 CFL Violation

The Courant-Friedrichs-Lewy (CFL) condition is a fundamental criterion for ensuring

the numerical stability of simulations that use explicit time-stepping methods, such as
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those employed in the Finite Volume (FV) dynamic core of models like WACCM6.

Understanding CFL Violation

The CFL condition ensures that the numerical domain of dependence encompasses the

physical domain of dependence. In practical terms, this means that the time step ∆t

used in the simulation must be small enough to prevent a signal (e.g., a wave or flow

feature) from traveling across more than one grid cell in a single time step. The CFL

condition is mathematically expressed as:

u∆t

∆x
≤ C (A.2)

where u is the flow speed, ∆x is the grid spacing, and C is the CFL number, typically

set to be less than 1 to maintain numerical stability.

CFL Violation in the Sea Ice Component (CICE)

CFL violations can occur not only in the atmospheric component but also in the sea ice

component of WACCM6, known as CICE. In high-resolution sea ice simulations, rapid

changes in sea ice velocity can lead to a violation of the CFL condition. When this

happens, the model may output an error related to “bad departure points,” indicating

that the calculated positions of fluid parcels have moved too far in one-time step, leading

to numerical instability.

The error is triggered if the displacement of the departure points falls outside the bounds

defined by the grid cell dimensions. Specifically, the condition in the model is:

if (dpx(i,j) < -HTN(i,j) .or. dpx(i,j) > HTN(i+1,j) .or.

dpy(i,j) < -HTE(i,j) .or. dpy(i,j) > HTE(i,j+1)) (A.3)
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Here, dpx(i,j) and dpy(i,j) are the displacements of sea ice in the x and y directions,

respectively, while HTN(i,j) and HTE(i,j) are the grid cell dimensions in the north-

south and east-west directions. The simulation crashes if these conditions are met.

Possible Solutions

• Increase the Coupling Frequency: For high-resolution simulations, increasing

the coupling frequency between the atmosphere and sea ice components can help

reduce the likelihood of CFL violations by ensuring that the model updates more

frequently. However, this adjustment is typically only feasible in initial or hybrid

runs, not in branch runs. Branch runs require bit-for-bit reproducibility, so a

potential solution is to convert branch cases into hybrid cases and then adjust the

coupling timesteps. This requires closely checking the simulation outputs before

and after the modification, which can only be valid if they largely agree.

• Tune CLUBB Parameters: The parameterizations for the boundary layer, shal-

low convection, and cloud macrophysics in WACCM6 are unified under the Cloud

Layers Unified By Binormals (CLUBB) framework. Adjusting CLUBB param-

eters, particularly those related to the damping of horizontal wind speed, may

help mitigate CFL violations by reducing excessive wind speeds that can lead to

instability.

• Sub-Stepping in CICE: Increasing the thermodynamic time-stepping within the

CICE component can help the model better handle rapid changes in sea ice velocity,

thereby reducing the risk of CFL violations.
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