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Thesis Summary

In this thesis we examine how chiral connection formulations of gravity can be applied in

the fields of quantum cosmology and unimodular gravity. Chiral connection formulations

are reformulations of general relativity (GR) in which the central dynamical field is a gauge

connection à la Yang–Mills, as opposed to a metric tensor or a tetrad. Here, the fields

are assumed to be complex, and we require further reality conditions to get solutions for

Lorentzian GR. These formulations are derived from the (chiral) Plebański formulation by

integrating out variables. Unimodular gravity refers to formulations in which the cosmolog-

ical constant arises as an integration constant, which can be achieved by fixing the value

of the metric determinant with a dynamical constraint. We construct actions for chiral

connection formulations of unimodular gravity. We then derive canonical formulations for

these actions, yielding constrained Hamiltonian systems whose constraint algebras resemble

somewhat modified versions of the constraint algebra from GR. Following this, we exam-

ine the classical dynamics of the spatially homogeneous Bianchi I and IX models within a

certain chiral connection formulation. We focus on approaches to implementing reality con-

ditions, including an approach where they are treated as second class constraints in Dirac’s

formalism. We also see how one can derive Lorentzian solutions from Euclidean signature

solutions through a kind of Wick rotation. Finally, we examine the quantum cosmology of

a homogeneous and isotropic FLRW type spacetime from the perspective of Krasnov’s pure

connection formulation of GR. We derive an established result for a two-point function from

a novel perspective.
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5.A.2 Diagonal Bianchi IX model . . . . . . . . . . . . . . . . . . . . . . . . 131

5.A.3 Hamiltonian constraint for the Lorentzian Bianchi IX model . . . . . 132

6 Conclusions 135

6



Conventions

Indices:

• Spacetime tensor indices: µ, ν, ρ, . . . = 0, 1, 2, 3

• Spatial tensor indices: a, b, c, . . . = 1, 2, 3

• Internal Lorentz indices: I, J,K, . . . = 0, 1, 2, 3

• Internal SO(3) Lie algebra indices: i, j, k, . . . = 1, 2, 3

Unless otherwise specified.

SkV : kth symmetric power of the vector space V

ΛkV : kth antisymmetric power of the vector space V

gIJ : flat metric on R4, gIJ = δIJ or gIJ = ηIJ = diag(−1, 1, 1, 1)

δµ1
ν1

...

...
µk
νk

= k! δ
[µ1
ν1 . . . δ

µk]
νk : Generalised Kronecker delta

ϵijk : totally antisymmetric tensor over R3 satisfying ϵ123 = +1

ϵIJKL : totally antisymmetric tensor over R4 satisfying ϵ0ijk = −ϵijk

ϵIJKL : lowered form of ϵIJKL w.r.t gIJ

A rank (p, q) tensor density of weight W ∈ Z transforms under coordinate transforma-

tions via:

det

(
∂x′

∂x

)W

A′µ1...µp
ν1...νq(x

′) =
∂x′µ1

∂xρ1
· · · ∂x

′µp

∂xρp
∂xσ1

∂x′ν1
· · · ∂x

σq

∂x′νq
Aρ1...ρp

σ1...σq(x) .

ϵ̃µνρσ : totally antisymmetric (4, 0) tensor density of weight +1 satisfying ϵ̃ 0123 = +1.

˜
ϵµνρσ : totally antisymmetric (0, 4) tensor density of weight −1 satisfying

˜
ϵ 0123 = +1.
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εµνρσ = ϵIJKL e
I
µe

J
ν e

K
ρ e

L
σ : tensor components of the volume form ε associated to eIµ

εµνρσ : volume form components εµνρσ raised with the inverse metric gµν = eµI e
ν
J g

IJ

Metric signature parameter: σ = ±1,
√
σ = 1, i

P±
µν

ρσ =
1

2

(
δ
[ρ
µ δ

σ]
ν ± 1

2
√
σ
εµν

ρσ

)
: (anti) self dual projector on 2-forms

P±
KL

IJ =
1

2

(
δ
[I
Kδ

J ]
L ± 1

2
√
σ
ϵIJKL

)
: (anti) self dual projector on bivectors

Natural units:

The speed of light in vacuum and Planck’s reduced constant ℏ are normalised to 1.

ℓP =
√
8πG is the reduced Planck length, where G is Newton’s gravitational constant
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Chapter 1

Introduction

This thesis focuses on reformulations of general relativity (GR) and their applications in

quantum cosmology. A comprehensive history of reformulations of GR can be found in the

recent textbook [69]; a brief history will be provided here also. Equally, a history of quantum

gravity approaches can be found in [15, 21, 91]. Quantum gravity (QG) will not be a major

focus in this thesis, so only a short introduction will be provided here. Introductions to

quantum cosmology can be found in [16, 110].

Generally speaking, a reformulation of GR is an alternative theory, possibly of different kinds

of mathematical objects, which produces equations whose solutions are in correspondence

with the solutions of the Einstein field equations. That is, one must be able to construct a

metric tensor from the fields of the reformulation that satisfies the Einstein field equations.

Since the inception of GR in the early twentieth century, many reformulations have been

presented based on a wide variety of geometric principles. The Palatini formulation proposes

a slight modification of GR by taking the metric and connection (Christoffel symbols) to be

independent fields at the level of the action, so that their compatibility arises as a field equa-

tion [84, 102]. Following on from this, the Eddington–Schrödinger formulation [37] solves

the (vacuum) Einstein condition Rµν ∝ gµν for the metric in terms of the Ricci tensor at the

level of the Einstein-Hilbert action, leading to a pure connection formulation of GR. This

formulation only exists for a non-zero cosmological constant, and the construction of the

action comes with certain ambiguities which prevent the theory from being well defined in

the general case [69]. This will be a general theme surrounding pure connection formulations

of GR in which the only independent field is some kind of connection.

There are a number of formulations which come under the umbrella of the tetrad formalism
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[80]. These follow the Palatini philosophy, where the metric tensor is now replaced with a

4-tuple of linearly independent 1-forms called the tetrad, and the Christoffel symbols are

replaced with an SO(1, 3) spin-connection. This is in line with Cartan’s approach to dif-

ferential geometry via moving frames [62]. One can begin with the Holst action [57] or the

Einstein-Cartan action [69] to derive the dynamics of GR in terms of the tetrad and spin

connection. The metric tensor is constructed from the tetrad such that the tetrad constitutes

an orthonormal basis of 1-forms. An aspect of this formulation that distinguishes it from

the standard metric formulation is the appearance of a local ‘internal symmetry’; the tetrad

and spin connection transform under local internal Lorentz transformations. In fact, this

internal symmetry allows one to couple fermionic matter such as Dirac spinors, which was

not possible in the metric formulation.

In both the metric and tetrad approaches to GR, the dynamics are prescribed by equations

involving the curvature. However, one can alternatively encode the dynamics of GR into dif-

ferent elements of the geometry of spacetime. For example one can study teleparallel gravity

[1, 7, 69], a formulation in which one assumes a flat connection with non-vanishing torsion.

The dynamics of GR arise here from the non-trivial torsion instead of the curvature. An-

other formulation, non-metricity gravity (also called symmetric teleparallel gravity) [81, 93],

assumes a flat and torsion free connection which is not compatible with the metric/tetrad

such that the dynamics of GR arise from the non-metricity of the connection. Then GR,

teleparallel, and non-metricity gravity form a trinity of equivalent formulations all built off

distinct geometric principles. While all of these theories reproduce the same classical dynam-

ics, one can ask how they compare at the quantum level. In fact, this is a major motivation

for studying reformulations such as these, and will be a recurring theme in this thesis.

The ADM formalism [8, 9, 10, 101] – named for Arnowitt, Deser and Misner – is a canonical

formulation of GR where one foliates the spacetime manifold into a 1-parameter family of

spatial 3-manifolds on which the dynamical fields are the induced 3-metric and its associ-

ated extrinsic curvature, which are then canonically conjugate. One arrives at a constrained

Hamiltonian system of the kind introduced by Dirac [36, 52], where the Hamiltonian is a

(weighted) sum over constraints. The ADM formalism provides a starting point for canonical

quantisation of GR. One constructs an operator representation of the classical Poisson alge-

bra in which the constraints become operators that annihilate the so-called physical states.

This leads to the famous Wheeler-DeWitt equation, which is unsolvable in the general case.

Furthermore, we arrive at the equally famous problem of time [6] which comes from the
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observation that the right-hand-side of the Schrödinger equation – Ĥ|ψ⟩ – vanishes on phys-

ical states, since the Hamiltonian is pure constraint. Many developments have been made

over the last half-century in the field of canonical quantum gravity which at least partially

alleviate some of the issues discovered through this formalism.

Of central interest in this thesis, one can formulate the equations of GR in terms of the

Hodge dual [41], an automorphism on the space of differential 2-forms induced by the metric.

For Lorentzian metrics, the Hodge dual has a pair of eigenspaces corresponding to eigen-

values ±i called the self-dual and anti-self-dual spaces respectively. The lowered Riemann

tensor, with four covariant indices, decomposes into various dual-dual components. Then in

vacuum, the Einstein condition is equivalent to setting some of these dual-dual components

to zero. This is the geometric principle underlying the Plebański formulation of GR [29, 71,

89]. Of particular note is the chiral Plebański formulation where the metric/tetrad is now

replaced with a triad of complex valued 2-forms, and where the Christoffel/spin connection

is replaced with a complex SO(3) connection à la Yang-Mills. The field equations come from

the Plebański action via standard variational methods. In this formulation, the metric is

secondary and constructed from the complex 2-forms via the construction due to Urbantke

[104], such that those 2-forms become a basis of self-dual 2-forms. This formulation has a

local symmetry corresponding to internal (complex) SO(3) rotations of the fields; it is a

diffeomorphism invariant gauge theory [66, 70]. Since the fields are initially complex val-

ued, one must apply further reality conditions on top of the field equations, resulting in an

Urbantke metric which is Lorentzian (perhaps with a global factor of ±i). The Plebański

formulation admits further formulations derived by repeatedly integrating out variables from

the Plebański action [30, 61, 66]. Of particular note is a chiral pure connection formulation

whose only independent field is the complex Yang-Mills connection [72, 33]. As with the

Eddington-Schrödinger theory, this formulation is not well defined in the general case as the

action involves the square root of a complex matrix. One also has access to a Euclidean

signature (where the metric is positive or negative definite, but not necessarily flat) version

of the Plebański theory in which all of the fields are real valued, and no reality conditions

are required.

Through the canonical analysis of Plebański gravity [3, 4, 28, 61, 86, 90], one recovers the

Ashtekar variables [11, 17, 57], albeit with some nuances regarding the complexity of the vari-

ables in Lorentzian signature. These variables are central to the canonical loop quantisation

scheme [12, 13, 21, 91, 94, 100]. Here, one uses spin-networks – 4-valent graphs whose edges
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are labelled by the spin representations of SU(2) and whose vertices are labelled by equivari-

ant maps between the spin representations called intertwiners – to construct gauge invariant

functions on the space of connections called spin-network states. These spin-network states

span the algebra of square integrable function(al)s of connections, allowing one to formally

define a Hilbert space of connection wavefunctions. Any given spin-network can be inter-

preted as being dual to a complex of tetrahedra, such that each edge has a 2D dual face and

each vertex sits at the center of a tetrahedron. In this way, a spin-network defines a discreti-

sation of space, and one defines hermitian operators corresponding to the volume and the

areas of the faces of the tetrahedra. While implementing the constraints corresponding to the

local SU(2) gauge symmetry and the spatial diffeomorphism symmetry is well understood

here, there is no universally accepted general implementation of the Hamiltonian constraint

– corresponding to time reparametrisations – on spin-network states. In any case, one arrives

at an alternative formulation of the Wheeler-DeWitt equation which is only slightly more

tractable.

An alternative route to quantum gravity starting from the Plebański formulation is through

spin foam models [15, 18, 88, 92]. While LQG provides a framework for canonical quan-

tisation of GR in terms of the Ashtekar variables, spin foam models provide a covariant

path-integral approach to quantising these variables. It is common in spin foam investiga-

tions to work in Euclidean signature so that all of the variables are real valued, and so

that the path integral
∫
DADB e−S[A,B], where S is an action for Euclidean signature GR

in connection variables, is exponentially suppressed instead of oscillatory as it would be in

Lorentzian signature (where one replaces e−S → eiS). To evaluate such a path-integral, one

considers a limit of discretisations of spacetime generated from spin foams: complexes formed

of 2D surfaces labelled by spin representations of SU(2) joined along edges labelled by inter-

twiners. Specifically, each spin foam is dual to a discretisation of spacetime, similar to how

each spin-network is dual to a discretisation of space. This discretisation due to spin foams

allows one to formally define the path integral, and also allows one to approximately evaluate

transition amplitudes between initial and final spin-network states – which can be viewed

as forming the boundary of the spin foam. While this is certainly a great step forward, one

should note that evaluating these transition amplitudes analytically is prohibitively difficult,

and evaluating them numerically is very computationally expensive.

Quantum cosmology refers to a number of related approaches in cosmology. The approach of

greatest relevance to this thesis can be seen in [40, 51, 59, 78, 110], which involves restricting
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an action for GR (in some formulation) to spatially homogeneous and isotropic fields, and

then using that restricted action as a starting point to define a quantum theory. The re-

sulting minisuperspace action is much simpler than the general action, typically resembling

an action for a classical particle. Here, one attains the quantum dynamics either from the

reduced Wheeler-DeWitt equation, taking the form of a first or second order ODE, or via

path integral methods, with both approaches yielding the same results [47]. One of the cen-

tral aims of this field is to compute transition amplitudes between initial and final (current

day) states of the universe, described in terms of different kinds of boundary data [39, 105].

From these investigations we get the Hartle–Hawking no boundary proposal [50], as well as

the Vilenkin quantum tunneling proposal [106, 107].

The term unimodular gravity describes a collection of formulations of gravity that adhere

to a set of common principles [5]. The earliest investigations of unimodular gravity orig-

inated from a simple (partial) gauge fixing of GR where one fixes the value of the metric

determinant, typically to ±1, in order to simplify computations [38, 85]. These early ap-

proaches inspired the development of new formulations in which the metric determinant is

fixed at the level of the action by means of a dynamical constraint [25, 26, 103]. In these

formulations, the symmetry group is reduced to ‘volume preserving’ diffeomorphisms which

leave the value of the metric determinant unchanged. A significant aspect of these theories

is that the value of the cosmological constant is not prescribed in the action; rather the

cosmological constant arises as an integration constant such that these theories contain all

solutions corresponding to all its possible values. This opens up discussion regarding the

so-called cosmological constant problem [63, 95]. An alternative unimodular formulation in-

troduced in [53] achieves the same result for the cosmological constant while retaining the

full diffeomorphism symmetry from GR. Here, one promotes the cosmological constant to an

independent field which is constrained to be constant by means of a Lagrange multiplier-like

field which also parametrises the metric determinant. A noteworthy aspect of this approach

is that the metric determinant is equal to the 4-divergence of a vector density, and hence the

4-volume of any spacetime domain is given by an integral over its 3D boundary. In fact, one

can use this property to define a kind of ‘volume time’ for globally hyperbolic spacetimes.

The equivalence of GR and unimodular gravity is fairly well understood – and universally

agreed upon – at the classical level, however the equivalence at the quantum level is still

debated [31, 76, 42, 74].

We conclude this introduction with an outline of the contents of this thesis. Chapter 2 will
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provide the reader with the necessary technical background to engage with the subsequent

chapters. This includes short technical introductions to: the underlying structure of dif-

feomorphism invariant gauge theories; formulations of gravity such as the tetrad formalism,

Plebański gravity, pure connection gravity, and unimodular gravity; and Dirac’s formalism

for constrained Hamiltonian dynamics. Chapter 3, based on [46], outlines how one can apply

the principles of unimodular gravity in Plebański gravity; we present new actions – alongside

some established actions – for unimodular Plebański formulations of gravity. In addition, we

present unimodular analogues of the chiral connection actions which come from integrat-

ing out variables from the Plebański action, such as Krasnov’s pure connection action [72].

Adding to this, there is some discussion on unimodular clocks mirroring [53]. In chapter 4,

containing some unpublished novel results, we provide the canonical formulations for the

unimodular actions introduced in [46], as well as a somewhat original presentation of the

already well-studied canonical formulation of Plebański gravity. In particular, we present

a novel canonical formulation of the preferred volume unimodular Plebański theory. Here,

one arrives at a constraint algebra distinct from the algebra for GR, reflecting the reduction

of the symmetry group to volume preserving diffeomorphisms in this theory. Additionally,

one attains a Hamiltonian which is not pure constraint, and has a non-(weakly)-vanishing

component. For completeness, we also review the unimodular formulation from [96]. Chap-

ter 5, based on [45], contains an investigation of chiral connection gravity in the spatially

homogeneous setting. Specifically, we examine models with Bianchi I and IX type symme-

tries in diagonal variables starting from the first order chiral connection action, which comes

from integrating out the 2-form fields from the Plebański action [30, 55, 61]. We examine

approaches to implementing the reality conditions, which have multiple solution branches,

including an approach where they are treated as (second class) constraints in Dirac’s for-

malism. We also see how the various Lorentzian signature solutions can be attained from

Euclidean signature solutions via a kind of Wick rotation. Following this, we examine the

quantum cosmology of homogeneous and isotropic models starting from chiral connection

actions, using a path integral approach [39, 40, 47]. We derive an established result, an an-

alytic expression for a two-point function with connection boundary data [59], from a novel

perspective. To conclude, we conduct the same path integral computation instead start-

ing from a unimodular chiral connection action introduced earlier [46], deriving a slightly

modified result.
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Chapter 2

Technical Background

2.1 Differential Forms and Gauge Theories

2.1.1 The exterior differential algebra

Our treatment of differential forms closely follows the textbook [23] which provides a thor-

ough introduction to the exterior differential algebra, along with an exploration of its appli-

cations in algebraic topology. One can also see [58, 80] for alternative perspectives. A short

review of the exterior differential algebra is provided here.

Let M be a smooth manifold of dimension D + 1, and let xµ be local coordinates where

lowercase Greek indices of the kind µ, ν, . . . take values 0, 1, . . . , D − 1, D. Let dxµ denote

the standard coordinate basis of covector fields. We define a formal pairwise product on

these basis elements called the wedge product (or exterior product), denoted dxµ ∧ dxν , that
is associative, C∞-linear, and alternating:

dxµ ∧ dxν = −dxν ∧ dxµ . (2.1)

In some texts, for example [23, 69], the wedge symbol ∧ is suppressed and the product is

written simply dxµdxν . In this thesis, we always include the wedge symbol. For any positive

integer k ≤ D + 1, a differential k-form ω ∈ Ωk(M) is an object of the kind

ω =
1

k!
ωµ1...µk

dxµ1 ∧ . . . ∧ dxµk , (2.2)

where ωµ1...µk
= ω[µ1...µk] are component functions. We identify the space of k-forms with the

space of totally antisymmetric (0, k) tensor fields via

ω = ωµ1...µk
dxµ1 ⊗ . . .⊗ dxµk . (2.3)
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Then ωµ1...µk
are the tensor components. Furthermore, we define the space of 0-forms to be

the ring of smooth functions over M, so that Ω0(M) = C∞(M). The wedge product defined

on the basis elements dxµ linearly extends to a product of arbitrary k and ℓ forms ω and θ,

yielding a (k + ℓ)-form ω ∧ θ satisfying

ω ∧ θ = (−)kℓθ ∧ ω . (2.4)

The tensor components of the wedge product are given by

(ω ∧ θ)µ1...µk+ℓ
=

(k + ℓ)!

k! ℓ!
ω [µ1...µk

θµk+1...µk+ℓ] . (2.5)

Interior product

Given a vector field X, the interior product of a k-form ω w.r.t X is defined

iXω =
1

(k − 1)!
ωµµ1...µk−1

Xµ dxµ1 ∧ . . . ∧ dxµk−1 . (2.6)

That is, the interior product is the insertion of a vector field into the first slot of a k-form,

treated as a totally antisymmetric covariant tensor.

Exterior derivative and cohomology

The exterior derivative is an R-linear map d : Ωk(M) → Ωk+1(M) which is defined first on

0-forms (functions) by

df = ∂µfdx
µ , (2.7)

and then on 0 < k forms by

dω =
1

k!
dωµ1...µk

∧ dxµ1 ∧ . . . ∧ dxµk . (2.8)

The exterior derivative is nilpotent of order 2: for any k-form ω, acting twice with the

exterior derivative yields 0, d2ω = d(dω) = 0. Furthermore, for any k-form ω and any ℓ-form

θ we have

d(ω ∧ θ) = dω ∧ θ + (−)kω ∧ dθ . (2.9)

A k-form ω is called closed if dω = 0, and exact if there exists some (k− 1)-form τ such that

ω = dτ . All exact forms are closed, but there may exist closed forms which are not exact. The

extent to which the space of closed k-forms, denoted Zk(M), differs from the space of exact

k-forms, denoted Bk(M), is measured by their quotient Hk(M) = Zk(M)/Bk(M) which

is called the De Rham Cohomology of order k. The Cohomologies Hk(M) are topological

invariants of the manifold M.
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Integration and pull-back

It is straightforward to check that the maximal form degree is equal to the dimension of the

manifold. In our case, the highest order forms are ΩD+1(M) which are called top-forms.

Top-forms can be integrated over submanifolds U ⊂ M of maximal dimension. In order to

define integration for top-forms, we need to choose a preferred ordering of the coordinates

(x0, . . . , xD) called an orientation. It is a straightforward exercise to see that any top-form

Ω can be written as

Ω = Ω̃ dx0 ∧ . . . ∧ dxD , (2.10)

where Ω̃ is a scalar density of weight +1, and where the coordinate 1-forms dxµ are ordered

according to the orientation. This decomposition is unique. The integral of the top-form Ω

over the submanifold U is defined ∫
U
Ω =

∫
U
dD+1x Ω̃ . (2.11)

Strictly speaking, integration on manifolds is only well defined if the manifold is orientable.

That is, if there exists a covering of coordinate charts such that the Jacobians of the chart

transition maps are strictly positive. The need for this restriction becomes especially pro-

nounced in the - not at all rare - cases where it is impossible to cover the manifold with a

single chart. In these cases, the integral must be constructed chart-wise. Famous examples

of non-orientable manifolds are the Möbius band, and its higher dimensional counterpart the

Klein bottle. We need not worry about this aspect of the theory since all of the manifolds

we examine in this thesis will be orientable.

Let N be a smooth manifold with local coordinates yα, and let ϕ : M → N be a smooth

map. ϕ induces a map ϕ∗ called the pull-back which sends a k-form ω ∈ Ωk(N ) to a k-form

ϕ∗ω ∈ Ωk(M). The pull-back is defined via

ϕ∗ (f dyα1 ∧ . . . ∧ dyαk) = (f ◦ ϕ) ∂y
α1

∂xµ1
· · · ∂y

αk

∂xµk
dxµ1 ∧ . . . ∧ dxµk . (2.12)

∂yα/∂xµ is the Jacobi matrix of the map ϕ w.r.t the local coordinates xµ and yα on M and

N respectively. We have the following theorem which relates integration with the pull-back.

Theorem 2.1.1. Let M and N be a pair of smooth manifolds, let ϕ : M → N be a smooth

map, and let ω be a top-form on N . Furthermore, let U ⊂ M be a submanifold such that

the image ϕ(U) ⊂ N is a submanifold of maximal dimension. Then∫
ϕ(U)

ω =

∫
U
ϕ∗ω . (2.13)
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To conclude, we have the following important theorem which relates integration with the

exterior derivative.

Theorem 2.1.2 (Stokes’ theorem on manifolds). Let M be a smooth manifold of dimension

D+ 1 with boundary ∂M, which we allow to be empty, and let ω ∈ ΩD(M) be a differential

form whose degree is one fewer than the dimension of M. Then∫
M
dω =

∫
∂M

ω . (2.14)

These theorems are well established and proofs can be found in any sufficiently comprehensive

textbook on differential geometry/topology. For examples, see [23, 80].

2.1.2 Differential forms in gauge theory

Let SO(3) be the group of real valued 3×3 matrices h with unit determinant deth = 1, and

satisfying hhT = I. SO(3) is a compact and simply connected Lie group whose underlying

manifold is real projective 3-space RP3. The associated Lie algebra so(3) is the algebra of

antisymmetric real valued 3 × 3 matrices. The Lie bracket is the commutator of matrices,

[X, Y ] = XY − Y X. One can construct a basis τi on so(3) via

τ1 =


0 0 0

0 0 −1

0 1 0

 , τ2 =


0 0 1

0 0 0

−1 0 0

 , τ3 =


0 −1 0

1 0 0

0 0 0

 . (2.15)

This basis set satisfies [τi, τj] = ϵij
kτk where lowercase Latin indices i, j, k, . . . take values

1, 2, 3 and are raised and lowered with the Kronecker deltas δij, δij. Note, the raising and

lowering of these indices is purely aesthetic. The Lie bracket of a pair X, Y ∈ so(3) can be

expressed in index form by

[X, Y ]i = ϵjk
iXjY k . (2.16)

The complexified Lie algebra so(3)C ∼= so(3)⊕ iso(3) can be constructed as the free complex

Lie algebra generated from the basis set τi. In practice, we allow the components X i to be

complex valued. Then so(3)C consists of antisymmetric 3× 3 matrices with complex entries.

The matrix exponential is a map from the space of arbitrary square matrices to the group

of invertible matrices defined

exp : End(n) → GL(n) , A 7→ eA =
∞∑
k=0

1

k!
Ak . (2.17)
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The matrix exponential maps so(3) into SO(3), and maps so(3)C into SO(3,C) – the group

of complex 3 × 3 matrices with unit determinant and whose inverses are given by their

transposes.

A differential k-form ω can be thought of as an assignment to each point x ∈ M, of a

multilinear map ωx : TxM× k· · · × TxM → R. One can extend the notion of a differential

form by changing the codomain of this map from R to some other vector space. In particular,

one could choose the codomain to be so(3) or so(3)C, or any other Lie algebra. The result

is a Lie algebra valued k-form. Any Lie algebra valued k-form B ∈ Ωk(M)⊗ so(3)C can be

written in the form

B = Bi ⊗ τi , (2.18)

where Bi are complex valued k-forms called the component k-forms. We define a graded Lie

bracket on so(3)C valued forms by

[B,C]i = ϵijkB
j ∧ Ck , (2.19)

where B and C are a pair of a k-form and an ℓ-form valued in so(3)C respectively, and [B,C]

is a (k + ℓ)-form valued in so(3)C. The Lie bracket satisfies

[B,C] = −(−)kℓ [C,B] . (2.20)

One can check that this definition of the Lie bracket is independent of the choice of basis τi.

Gauge transformations

We are building towards using these Lie algebra valued differential forms as fields in SO(3,C)
gauge theories. As such, we need to prescribe how these fields should transform under the

action of local SO(3,C) gauge transformations. There are a number of ways to do this,

each producing a different kind of gauge theory. For our purposes, we define the action

of a local SO(3,C) gauge transformation, generated by a smooth group valued function,

U(x) ∈ SO(3,C), on an so(3)C valued k-form B via

U : B 7→ U−1BU . (2.21)

A Lie algebra valued form that transforms in this way is said to transform in the adjoint

representation. Let U be a group valued function generated via exponentiation by U = eεα

where α ∈ C∞(M)⊗ so(3)C is a smooth function valued in the Lie algebra, and where ε is
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a small parameter. Then eεα is approximately given by eεα ≈ I + εα, and the local gauge

transformation induced by eεα is given approximately by

B
∼7→ B + ε[B,α] , (2.22)

where we ignore terms above linear order in ε. The right hand side (RHS) here has the form

B + ε δαB where δαB = [B,α] is the infinitesimal form of the gauge transformation. More

formally, we would construct a 1-parameter subgroup via gλ = eλα, then the infinitesimal

form of the transformation is computed via

δαB =
d

dλ

∣∣∣∣
λ=0

g−1
λ Bgλ

!
= [B,α] . (2.23)

We may write the infinitesimal gauge transformations in index form as

δαB
i = ϵijkB

jαk . (2.24)

Connections

A connection form is an so(3)C valued 1-form A ∈ Ω1(M) ⊗ so(3)C. The connection form

induces a graded derivation on Lie algebra valued forms called the exterior covariant deriva-

tive, denoted DA. More precisely, DA acts on so(3)C valued forms which transform in the

adjoint representation under gauge transformations. The action of DA is given explicitly by

DAB
i = dBi + ϵijkA

j ∧Bk . (2.25)

Note that DA increases the form degree by 1. The connection transforms under the action

of local SO(3,C) gauge transformations by

U : A 7→ U−1AU + U−1dU . (2.26)

The infinitesimal form of this transformation is given by

δαA
i = DAα

i . (2.27)

It is straightforward to confirm that DAB
i transforms in the adjoint representation under

the action of local SO(3,C) gauge transformations

δαDAB
i = dδαB

i + ϵijk δαA
j ∧Bk + ϵijkA

j ∧ δαBk

!
= ϵijkDAB

j αk .

(2.28)
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Hence DA provides us with an extension of the exterior derivative that is compatible with

gauge transformations. This derivative can, and will, be used to construct actions and equa-

tions for physical theories such that they transform correctly under gauge transformations.

Acting twice with the exterior covariant derivative yields

DADAB
i = ϵijkF

j ∧Bk . (2.29)

Here, F i is an so(3)C valued 2-form called the curvature, which expands as

F i = dAi +
1

2
ϵijkA

j ∧ Ak . (2.30)

The curvature 2-form transforms in the adjoint representation under the action of local

SO(3,C) gauge transformations

δαF
i = ϵijkF

jαk . (2.31)

Then the curvature 2-form provides us with a first order derivative of the connection that is

compatible with local gauge transformations. Again, this will be an indispensable building

block when constructing physical theories.

Lie algebra tensors

So far, we have examined differential forms valued in so(3)C. We would now like to extend

our constructions to differential forms valued in tensors over so(3)C. These are objects of

the kind

Q = Qi1...ip
j1...jq ⊗ τi1 ⊗ . . .⊗ τip ⊗ τ j1 ⊗ . . .⊗ τ jq , (2.32)

where Qi1...ip
j1...jq are complex k-forms, and where τ i denote the dual basis on so(3)∗C satisfy-

ing τ i(τj) = δij. In the case of τi and τ
i, the raising and lowering of indices is not superficial.

The map so(3)C → so(3)∗C defined X iτi 7→ Xiτ
i is a linear isomorphism akin to the musical

isomorphisms ♭ and ♯ of Riemannian geometry.

A form Qi
j valued in order (1,1) tensors over so(3)C that transforms in the (composite) ad-

joint representation under the action of local gauge transformations has infinitesimal trans-

formations given by

δαQ
i
j = ϵiklQ

k
j α

l − ϵkjlQ
i
k α

l . (2.33)

One can extrapolate the rule for transforming forms valued in Lie algebra tensors of higher

order. The exterior covariant derivative of a form Ci
j is given by

DAQ
i
j = dQi

j + ϵiklA
k ∧Ql

j + ϵjk
lAk ∧Qi

l . (2.34)
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These extensions of the of δα and DA are compatible with the raising and lowering of Lie

algebra indices i, j, k, . . . by the Kronecker deltas.

2.2 Einstein-Cartan Gravity

2.2.1 Palatini Formalism

The reformulations that we will explore in this thesis share a common key principle. This

is the principle of separating the metric and the connection at the level of the action. The

Riemann curvature tensor, which directly provides the information about the curvature of

spacetime that we need to model the effects of gravity, depends on the metric only through

the connection. That is, one can write Riem(g) = Riem(Γ(g)). In GR, the connection

Γ is chosen to be the unique torsion-free and metric compatible connection. This is the

Levi-Civita connection connection which can be written explicitly in terms of the metric

components and their derivatives via the famous formula

Γν
ρµ =

1

2
gνσ (∂ρgσµ + ∂µgρσ − ∂σgρµ) . (2.35)

This restriction on the connection is a modelling assumption. It is common practice within

theoretical physics to weaken certain modelling assumptions to see what happens to the

theory. The motivation for this comes from the general sense among physicists that the best

theories tend to be the simplest, with the fewest assumptions. In this case, we would like

the metric and connection variables to be independent at the level of the action. One begins

with the bare Einstein-Hilbert action, without the Gibbons–Hawking–York term [43], with

cosmological constant Λ given by

SEH[g] =
1

16πG

∫
d4x

√
−g (R− 2Λ) . (2.36)

One then explicitly writes the Ricci scalar R as a contraction of the inverse metric with the

Ricci tensor Rµν(Γ) taken as a function of the connection (which is now independent of the

metric). This yields the Palatini formulation [84] with action

SPal[g,Γ] =
1

16πG

∫
d4x

√
−g (gµνRµν(Γ)− 2Λ) , (2.37)

where G is Newton’s gravitational constant. We maintain that the connection is torsion-free

at the level of the action, so that Γρ
µν = Γρ

νµ. Variations of (2.37) with respect to the metric

provide the familiar Einstein equations,

δSPal

δgµν
= 0 : Rµν −

1

2
gαβRαβ gµν + Λgµν = 0 . (2.38)

22



Furthermore, variations with respect to the connection provide

δSPal

δΓρ
µν

= 0 : ∇ρ(
√
−g gµν)− δνρ ∇σ(

√
−g gµσ) = 0 , (2.39)

which can be shown to be equivalent to the metric compatibility condition ∇ρgµν = 0. Hence

the Palatini formulation is equivalent to Einstein’s GR at the level of the field equations.

One should note that the separation of the metric and the connection may give rise to

extra quantum fluctuations corresponding to non-metricity that otherwise wouldn’t appear

in quantum extensions of GR. Furthermore, the Palatini action contains only up to first

derivatives in the fields, which is in contrast to the Einstein-Hilbert action which contains

up to second derivatives in the metric. Consequently, the Palatini action has a well defined

variational principle and no extra boundary term, such as the Gibbons–Hawking–York term

from GR [43, 113], is required. More specifically, variations of the bare Einstein–Hilbert

action (2.36) w.r.t the metric produce a surface term containing derivatives of the metric

variations ∇µδgνρ which cannot be fixed on the boundary. Then the addition of a boundary

term to the bare action is necessary to cancel out these troublesome terms and make the

variational principle well defined. In contrast, variations of the Palatini action w.r.t the

connection produce a surface term containing no such derivatives.

2.2.2 The solder form and the spin connection

A comprehensive exploration of the following constructions can be found in [62]. The solder

form, often also called the tetrad, is a smooth map e that assigns to each point x ∈ M a linear

isomorphism ex : TxM → R4 from the tangent space over x to Minkowski space (R4, η). Here

η, with indices ηIJ , is the Minkowski metric with signature (− + ++). Alternatively, one

can interpret the solder form as a 4-tuple of 1-forms

eI = eIµ dx
µ . (2.40)

The indices I, J, . . . = 0, 1, 2, 3 are called internal indices; they index over the components of

a 4-vector in the local copy of Minkowski space associated – or ‘soldered’ – to the tangent

space TxM by e. One can use the solder form to pull-back the Minkowski inner product

onto each tangent space on M, yielding a metric tensor over M given by

g(X, Y ) = ⟨e(X), e(Y )⟩η ⇔ gµν = eIµe
J
νηIJ . (2.41)

Informally, the solder form is the ‘square root’ of the metric. This is seen at the level of the

metric volume factor √
|g| = | det e| , (2.42)
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where det e denotes the determinant of the 4 × 4 matrix with components eIµ. The metric

constructed from e is invariant under local Lorentz transformations, which are given by

eIµ 7→ (Λ−1)IJ e
J
µ , (2.43)

where ΛI
J is a matrix in O(1, 3) whose value varies smoothly across M.

In a more formal introduction to this topic, one would say that the solder form constitutes a

vector bundle isomorphism between the tangent bundle and a vector bundle E
Π→ M whose

fibers are copies of Minkowski space. Furthermore, there is a right action by the Lorentz

group O(1, 3) on the fibers of the vector bundle E
Π→ M in the form of the local Lorentz

transformations. From this perspective, the spin connection can be taken to be an O(1, 3)

affine connection on the vector bundle E
Π→ M. Locally, this is an so(1, 3) valued 1-form

ωI
J = ωµ

I
J dx

µ , (2.44)

where we take so(1, 3) to be the algebra of real 4 × 4 matrices AI
J satisfying the raised

antisymmetry condition AI
K η

KJ = AIJ = −AJI , whose Lie bracket is the commutator of

matrices. The spin connection transforms under local Lorentz transformations via

ωI
J 7→ (Λ−1)IK ω

K
L Λ

L
J + (Λ−1)IK dΛ

K
J . (2.45)

The curvature of the connection is an so(1, 3) valued 2-form given by

RI
J = dωI

J + ωI
k ∧ ωK

J . (2.46)

This curvature transforms under local Lorentz transformations via

RI
J 7→ (Λ−1)IK R

K
L Λ

L
J . (2.47)

Riemannian gravity

Instead of using the solder form to identify each tangent space with a copy of Minkowski

space, one can instead identify each tangent space with a copy of Euclidean space (R4, δ)

where δ(U, V ) = δIJ U
IV J is the Euclidean inner product on R4. The pull-back of this

inner product across the solder form induces a Riemannian metric on M . This is a metric,

gµν = eIµe
J
ν δIJ , with signature (++++). In this case, the metric is invariant under local O(4)

transformations, eIµ 7→ RI
Je

J
µ. The spin connection is an so(4) valued 1-form ωI

J satisfying

ωIJ = −ωJI where internal indices are raised and lowered with the Kronecker deltas, δIJ , δIJ .
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2.2.3 Einstein-Cartan Action

Einstein-Cartan theory is a reformulation of GR in the language of solder forms and spin

connections. For original literature, one should see [32]. For more modern explorations of

this formulation, as a precursor to formulations of quantum gravity, one can see [21, 13,

100]. In Einstein-Cartan theory, the metric and the connection – which are taken to be

independent at the level of the action à la Palatini – are replaced by the solder form e and

the spin-connection ω. The Einstein-Cartan action reads

S[e, ω] =
1

32πG

∫
ϵIJKL e

I ∧ eJ ∧
(
RKL − Λ

6
eK ∧ eL

)
. (2.48)

ϵIJKL is a totally antisymmetric symbol which only takes the values 0,±1. We choose our

conventions such that the raised form ϵIJKL always satisfies ϵ0ijk = −ϵijk. Then by lowering

with the Minkowski metric, or the Kronecker delta, we compute ϵ0ijk = ϵijk (Lorentzian), or

ϵ0ijk = −ϵijk (Riemannian). Here, Λ is the cosmological constant. The action in this form can

be found in [69]. This action is diffeomorphism invariant, and invariant under local Lorentz,

or O(4), transformations. In this way, one might consider Einstein-Cartan theory to be a

diffeomorphism invariant gauge theory. Although, this is not how it is typically presented in

the literature. The field equations are computed via standard variational methods yielding

deI + ωI
J ∧ eJ = 0 , (2.49a)

ϵIJKL e
J ∧

(
RKL − Λ

3
eK ∧ eL

)
= 0 . (2.49b)

The first of these (2.49a) is Cartan’s first structure equation. The left hand side (LHS) of

(2.49a) defines a quantity called the torsion, denoted ΘI = deI + ωI
J ∧ eJ . Informally, the

torsion measures the extent to which the local frame induced by eI ‘twists’ as it is parallelly

transported along a curve by the spin connection. Then (2.49a) states that the solder form

has vanishing torsion w.r.t the connection ω. (2.49a) has a unique solution for the connection

in terms of the solder form ω(e). Furthermore, this solution can be expanded as

ωµ
I
J = eIα Γ

α
βµ e

β
J + eIα ∂µe

α
J , (2.50)

where Γα
βµ are the Christoffel symbols for the Levi-Civita connection associated to the

metric gµν = eIµe
J
ν gIJ with gIJ = ηIJ or gIJ = δIJ . Additionally, eµI = gµνgIJe

J
ν is the

inverse of the solder form, satisfying eIµe
µ
J = δIJ and eIµe

ν
I = δµν . This relationship between

the spin-connection and the Levi-Civita connection yields a further relationship between the

spin curvature and the Riemann curvature which reads

RI
Jµν = eIαe

β
JR

α
βµν . (2.51)
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The proof is by direct computation. Using these relationships as a dictionary to translate

between the Einstein-Cartan variables and the usual metric GR variables, one can show that

the second field equation (2.49b) is equivalent to the vacuum Einstein field equations (with

cosmological constant Λ),

Rµν −
1

2
Rgµν + Λgµν = 0 . (2.52)

The proof is again by direct computation, and can be found in the supplementary material

(2.A.1).

2.3 Plebański Gravity

2.3.1 Self-dual 2 forms

The presence of a metric tensor on a 4-manifold M induces a linear isomorphism on the

space of 2-forms Ω2(M) called the Hodge dual. The Hodge dual of a 2-form A, denoted ⋆A,

is defined

⋆Aµν =
1

2
εµν

ρσAρσ . (2.53)

εµνρσ are the components of the metric volume form in some chosen orientation. The Hodge

dual satisfies

⋆2 − σ = 0 , (2.54)

where σ denotes the signature of the metric. That is σ = +1 for metrics with Euclidean

signature - all positive or all negative eigenvalues - and σ = −1 for metrics with Lorentzian

signature. Hence, the Hodge dual decomposes the space of 2-forms into a direct product

Ω+(M) ⊕ Ω−(M) of eigenspaces corresponding to eigenvalues +
√
σ and −

√
σ called the

self-dual (SD) and anti-self-dual (ASD) spaces respectively. In the case of Lorentzian sig-

nature metrics, which will be of primary concern in this thesis, we only have access to this

decomposition if we extend the space of real 2-forms to the space of complex valued 2-forms

Ω2(M,C). We may define projectors P± that map any (complex) 2-form onto their self-dual

and anti-self-dual parts via,

P±
µν

ρσ =
1

2

(
δ[ρµ δ

σ]
ν ± 1

2
√
σ
εµν

ρσ

)
. (2.55)

Then any 2-form decomposes as A = P+A+ P−A.

26



Decomposition of the complex Lorentz algebra

Let g be a real metric tensor with either Euclidean signature, or Lorentzian signature. In

the context of this thesis, a metric tensor is said to have Euclidean signature if it has all

positive or all negative Eigenvalues. A Euclidean signature metric is not required to be flat.

Similarly, a metric tensor is said to have Lorentzian signature if one of the Eigenvalues has

the opposite sign to the other three, (−+++) or (+−−−). Continuing on, let

ε =
1

24
ϵIJKL e

I ∧ eJ ∧ eK ∧ eL (2.56)

be the volume form. We maintain our conventions, ϵ0ijk = −ϵijk, from the previous section.

We recall that the solder form can be viewed as a map that assigns to each point x ∈ M a

linear isomorphism ex : TxM → R4 that couples the tangent space with a copy of flat space.

Then the solder form induces a map Λ2 T ∗
xM → Λ2R4 from the space of 2-forms over x to

the space of bivectors over R4,

ex : Bµν 7→ BIJ = eIµeJνBµν . (2.57)

In the Lorentzian signature, this naturally extends to a map from the space of complex

valued 2-forms over x to the complex bivectors Λ2C4. The bivectors inherit the Hodge dual

from the 2-forms via

⋆BIJ =
1

2
ϵIJKLB

KL , (2.58)

along with the self-dual and anti-self-dual projectors,

P±
KL

IJ =
1

2

(
δ
[I
Kδ

J ]
L ± 1

2
√
σ
ϵIJKL

)
(2.59)

which have the following compatibility conditions,

εµν
ρσeIρe

J
σ = ϵIJKL e

K
µ e

L
ν , P±

µν
ρσeIρe

J
σ = P±

KL
IJ eKµ e

L
ν . (2.60)

In the Euclidean signature setting, the real bivectors Λ2R4 form a representation of so(4),

while in the Lorentzian signature setting the complex bivectors Λ2C4 form a representation

of the complex Lorentz algebra so(1, 3)C. In both cases, the Lie bracket is given by

[B,C]IJ = BI
KC

KJ − CI
KB

KJ . (2.61)

The self-dual and anti-self-dual subspaces are each isomorphic to the real or complex rotation

algebras, so(3) or so(3)C respectively. We have the following decompositions,

so(4) = so(3)⊕ so(3) , so(1, 3)C = so(3)C ⊕ so(3)C . (2.62)
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To see this, note that the Lie bracket (2.61) of a pair of SD bivectors is again SD, and the

bracket of a pair of ASD bivectors is ASD. Furthermore, the bracket of an SD bivector with

an ASD one is vanishing. This is summarised as

[Λ+F4,Λ+F4] ⊆ Λ+F4 , [Λ−F4,Λ−F4] ⊆ Λ−F4 , [Λ+F4,Λ−F4] = {0} . (2.63)

Here, F = R in the Euclidean signature setting, and F = C in the Lorentzian signature

setting. Hence the bivectors, and therefore so(4) and so(1, 3)C, decompose as a direct sum of

a pair of commuting Lie sub-algebras. A generic bivector contains six independent degrees

of freedom. However, a self-dual bivector only contains 3 independent degrees of freedom

corresponding to the components 0i for i = 1, 2, 3. The dependence of the ij components on

the 0i components is given by

Bij = −
√
σ ϵijkB

0k . (2.64)

We perform a change of basis on the space of self-dual bivectors via

BIJ 7→ Bi = 2
√
σB0i

=
√
σ B0i − 1

2
ϵijkB

jk .
(2.65)

Under this change of basis, we see that the Lie bracket of a pair of self-dual bivectors becomes

[B,C]i = 2
√
σ [B,C]0i

!
= ϵijkB

jCk . (2.66)

Therefore the Lie sub algebra of self-dual bivectors is isomorphic to real or complexified

so(3). One can show a similar result for the anti-self-dual bivectors. Furthermore, we have

the following useful result for contractions,

BIJ P
+
KL

IJ CKL = BiC
i . (2.67)

That is, the contraction of a pair of self-dual bivectors - note that the SD and ASD projectors

square to themselves - is equivalent to the contraction of their so(3) representatives. These

constructions provide us with a bridge between the Einstein-Cartan formulation and formu-

lations of diffeomorphism invariant gauge theories, such as the ones introduced in section

2.1.

Self-dual part of the solder form

The self-dual part of a solder form eI is a real or complex so(3) valued 2-form Σi defined

Σi = 2
√
σ P+

IJ
0i eI ∧ eJ =

√
σ e0 ∧ ei − 1

2
ϵijk e

j ∧ ek . (2.68)
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Σi constitute a basis of the self-dual 2-forms w.r.t the metric g = σe0 ⊗ e0 +
∑3

i=1 e
i ⊗ ei,

and the volume form ε = (
√
σ/6)Σi ∧ Σi = (1/24) ϵIJKL e

I ∧ . . . ∧ eL. One can raise the

second tensor index of Σi
µν using the inverse metric gµν yielding a linear endomorphism on

each tangent space Σi
µ
ν satisfying the composition law,

Σi
µ
ρΣj

ρ
ν = −δijδνµ + ϵijkΣ

k
µ
ν . (2.69)

From this we may compute the full contraction to be ΣiµνΣj
µν = 4δij. The proof is by direct

computation and can be found in the supplementary material, (2.A.2).

2.3.2 Reformulations of the Einstein Condition

What follows is a condensed review of the recent textbook [69], where a more thorough

exposition of these constructions can be found. One can also see [71]. Proofs for especially

significant results can be found in the supplementary material at the end of this chapter,

(2.A.2). A spacetime (M, g) is called Einstein, or is said to satisfy the Einstein condition,

if it satisfies Rµν = kgµν for some constant k. Informally, we may say that the Ricci tensor

is ‘proportional’ to the metric, and we may write Rµν ∝ gµν . The Einstein condition only

constrains the Ricci (trace) part of the Riemann tensor; it doesn’t constrain the Weyl (trace-

free) part of the Riemann tensor. An Einstein manifold still has all of the propagating

degrees of freedom. Solutions of the vacuum Einstein equations - with cosmological constant

- are Einstein, and the proportionality constant is the cosmological constant. The Einstein

condition can be reformulated in terms of the Hodge dual. To see this, consider the lowered

Riemann tensor Rµνρσ = gµλR
λ
νρσ which has the following index symmetries,

Rµνρσ = R[µν] [ρσ] = Rρσµν . (2.70)

One can interpret the Riemann tensor as an element of the symmetric tensor product space

Ω2(M)⊗S Ω2(M). The Hodge dual acts on the Riemann tensor from both the left and the

right via

(⋆R)µνρσ =
1

2
εµν

αβRαβρσ , (R⋆)µνρσ =
1

2
ερσ

αβRµναβ . (2.71)

The Einstein condition may be equivalently stated as

(⋆R)µνρσ = (R⋆)µνρσ . (2.72)

The proof is by direct computation and can be found in the supplementary material (2.A.2).

One can extract the various dual-dual parts of the Riemann tensor via

(P±RP±)µνρσ = P±
µν

αβ Rαβγδ P
±
ρσ

γδ . (2.73)
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One can show that the SD-SD and ASD-ASD parts of the Riemann tensor decompose as

(P+RP+)µνρσ = P+
µν

αβ

(
Cαβγδ +

R

6
gα [γg δ]β

)
P+
ρσ

γδ , (2.74a)

(P−RP−)µνρσ = P−
µν

αβ

(
Cαβγδ +

R

6
gα [γg δ]β

)
P−
ρσ

γδ . (2.74b)

Here, Cµνρσ denotes the Weyl tensor which is given in 4 dimensions by

Cµνρσ = Rµνρσ −
(
gµ[ρRσ]ν − gν[ρRσ]µ

)
+
R

3
gµ[ρgσ]ν . (2.75)

The proof of this is by direct computation, and can be found in [69]; it is omitted here

and in the supplementary material for brevity. In fact, one can show that the SD-SD and

ASD-ASD parts of the Riemann tensor are the only components with dependence on the

Weyl tensor. That is, the SD-ASD and ASD-SD parts only have dependence on the Ricci

tensor. In the case of a Riemann tensor which is derived from a real Lorentzian metric, we

have the following relations,

(P+RP+)µνρσ = (P−RP−)µνρσ , (P+RP−)µνρσ = (P−RP+)µνρσ . (2.76)

In the general case, the Riemann tensor expands as a sum Rµνρσ =
∑

(P±RP±)µνρσ over

the four dual-dual parts. One can substitute this expansion into the reformulated Einstein

condition (2.72) to get

0 = ⋆R−R⋆ = 2i(P+RP− − P−RP+) ⇔ P+RP− = P−RP+ = 0 . (2.77)

To get the equality with zero on the RHS of the equivalence arrow ‘⇔’, one can operate

on both sides of P+RP− = P−RP+ with −i ⋆, from the left or the right, yielding a further

equation P+RP− = −P−RP+. The system of equations is solved when both P+RP− and

P−RP+ are vanishing. This yields as further reformulation of the Einstein condition. We

may write this reformulation concisely as

(P+RP−)µνρσ = 0 . (2.78)

This particular reformulation will play an important role in our exposition of the the Plebański

formulation, in the following.
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2.3.3 Chiral Plebański Action

The Chiral Plebański action reads

S[A,Σ,M, µ] =
1

8πG
√
σ

∫
Σi ∧ F i − 1

2
M ijΣi ∧ Σj +

1

2
µ (trM − Λ) , (2.79)

where:

• Ai is an SO(3) connection form with curvature F i = dAi + 1
2
ϵijkA

j ∧ Ak and exterior

covariant derivative DA which acts on so(3) valued 2-forms, which transform in the

adjoint representation, DAB
i = dBi + ϵijkA

j ∧Bk,

• Σi is an so(3) valued 2-form that transforms in the adjoint representation under local

SO(3) gauge transformations,

• M ij is an S2so(3) valued function which transforms in the composite adjoint represen-

tation under local SO(3) gauge transformations,

• µ is a 4-form,

• Λ is the cosmological constant.

In the Euclidean signature setting, where σ =
√
σ = 1, the fields are restricted to be real

valued. While in the Lorentzian signature setting, where σ = −1 and
√
σ = i, the fields

are taken to be complex valued so that Ai is an SO(3,C) connection, and so on. The fields

transform under local SO(3) or SO(3,C) gauge transformations; the infinitesimal forms are

given by

δαA
i = DAα

i , δαΣ
i = ϵijkΣ

jαk , δαM
ij = ϵiklM

kjαl + ϵjklM
ikαl , δαµ = 0 . (2.80)

The action is invariant under local, real or complex, SO(3) gauge transformations. Further-

more, the action is manifestly diffeomorphism invariant. Hence the chiral Plebański theory

is a diffeomorphism invariant gauge theory. The field equations are computed via standard

variational methods;

Chiral zero torsion condition : DAΣ
i = 0 , (2.81a)

Chiral Einstein condition : F i =M ijΣj , (2.81b)

Metricity constraint : Σi ∧ Σj = µδij , (2.81c)

Chiral trace equation : trM = Λ . (2.81d)

31



In the Lorentzian signature, the variables are taken to be complex valued. The solutions of

the Plebański field equations (2.81) are not in one to one correspondence with the solutions of

real Lorentzian GR. In general, solutions of (2.81) correspond to solutions of the complexified

Einstein field equations. We will investigate these solutions later on. The solution space of

(2.81) does contain solutions which correspond to solutions of real Lorentzian GR. In order to

locate these, we require further conditions on the variables. These are the reality conditions

which come in two types;

Wedge type : Σi ∧ Σj = 0 , (2.82a)

Trace type : Re(Σi ∧ Σi) = 0 . (2.82b)

Note that the reality conditions are algebraic equations: they don’t contain any derivatives.

In this case, one can interpret these conditions as constraints on the initial data on some 3D

hypersurface embedded in spacetime. Elaborating on this idea, note that the Plebański field

equations are first order in derivatives. Then, by prescribing some notion of a 3 + 1 space

and time split, one can immediately write the field equations as time evolution equations

with the form Ȧi
a(x, t) = F(Ai

a(x, t), . . .), and so on. The reality conditions are, in general,

not preserved by this time evolution. As a consequence, there will be further constraints on

the fields coming from the first (and possibly higher) order ‘time’ derivatives of the reality

conditions. We will examine this in further detail in our application of these models to highly

symmetric spacetimes, such as Bianchi I and IX, later on in this thesis.

2.3.4 Equivalence with GR

In what follows, we make clear the relationships between the field equations (2.81) of the

Plebański theory, and corresponding equations in the standard metric and tetrad formula-

tions of GR.

The Metricity Constraint

The field equation (2.81c), which we call the metricity constraint, and the trace type reality

condition (2.82b) allow us to write

Σi ∧ Σj = −2i δijεΣ , (2.83)

where εΣ is a real 4-form and where the factor of 2 on the RHS is conventional. When this

condition is satisfied, and when the wedge type reality condition (2.82a) is satisfied also,
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there exists a real solder form eI such that Σi decomposes either as

Σ1 = ie0 ∧ e1 − e2 ∧ e3 , Σ2 = ie0 ∧ e2 − e3 ∧ e1 , Σ3 = ±
(
ie0 ∧ e3 − e1 ∧ e2

)
, (2.84)

or as

Σ1 = e0 ∧ e1 − ie2 ∧ e3 , Σ2 = e0 ∧ e2 − ie3 ∧ e1 , Σ3 = ±
(
e0 ∧ e3 − ie1 ∧ e2

)
. (2.85)

The proof is somewhat lengthy, can be found in [69]. In each of the four cases one can

construct a real Lorentzian metric tensor via g = ηIJe
I⊗eJ where ηIJ has signature (−+++).

Then εΣ = e0 ∧ . . . ∧ e3 is a volume form for this metric. Furthermore, from the definition

of εΣ we see that µ = −2i εΣ. Hence the 4-form µ encodes the metric volume form. In the

first case (2.84), Σi constitute a basis of the self-dual 2-forms w.r.t g and εΣ. However, in

the second case (2.85), Σi constitute a basis of the anti-self-dual forms w.r.t g and εΣ. In

the following, we will show that the metric g constructed in this way satisfies the vacuum

Einstein equations Rµν = ±Λgµν or Rµν = ±iΛgµν depending on whether Σi expands as

(2.84) or as (2.85).

Alternatively, one can construct a metric immediately from Σi via the Urbantke formula,

which is given by

gΣ(X, Y ) εΣ = − i

6
ϵijk iXΣ

i ∧ iYΣj ∧ Σk : εΣ =
i

6
Σi ∧ Σi . (2.86)

This metric satisfies Rµν = Λ(gΣ)µν in all cases, with the caveat that the metric itself now

expands as gΣ = ±ηIJeI ⊗ eJ or as gΣ = ±i ηIJeI ⊗ eJ depending on whether Σi expands as

(2.84) or as (2.85). That is, one cannot a priori fix the signature or the overall reality of gΣ.

The Urbantke construction is such that Σi are always self-dual w.r.t gΣ and εΣ.

In order to show the equivalence of the Plebański theory and real Lorentzian GR, we will

first work in the case where the 2-forms Σi expand as (2.84) with Σ3 = +(ie0 ∧ e3 − e1 ∧ e2).
That is, Σi expand as the self-dual part of a solder form, (2.68). Once we have shown

equivalence in this case, we will see that the equivalence in the other cases follows as a

natural consequence. It is a straight forward, albeit rather tedious, exercise in algebra to

show that when the Σi expands as the self-dual part of a solder form eI , (2.68), the Urbantke

metric expands as gΣ = ηIJe
I ⊗ eJ . Hence the Urbantke metric gΣ coincides with the metric

g constructed immediately from the solder form in this case.
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The chiral zero torsion condition

The chiral zero torsion condition (2.81a) is in correspondence with the zero torsion condition

between the solder form eI and the spin connection ωIJ , (2.49a), in the Einstein-Cartan

formulation. To see this, consider the following theorem, which is independent of the choice

of signature σ = ±1.

Theorem 2.3.1. Let Σi be the self-dual part of a solder form eI , Σi = 2
√
σ P+

IJ
0i eI ∧ eJ .

Then the chiral zero torsion condition DAΣ
i = 0 is uniquely solved by the self-dual part of the

unique zero torsion spin connection ωIJ associated to eI , Ai = 2
√
σ P+

IJ
0i ωIJ . Furthermore,

F i is the self-dual part of the curvature RIJ , F i = 2
√
σ P+

IJ
0iRIJ .

The proof can be found in the supplementary material, (2.A.2). Hence, the field equation

(2.81a) is solved uniquely by the self-dual part of the unique spin connection ωIJ that has

vanishing torsion with eI , and F i is the self-dual part of its curvature RIJ ,

Ai = iω0i − 1

2
ϵijk ω

jk , F i = iR0i − 1

2
ϵijk R

jk . (2.87)

The chiral Einstein condition

The field equation (2.81b), the chiral Einstein condition, is equivalent to the Einstein con-

dition Rµν = 1
4
Rgµν . To see this, note that (2.81b) tells us that F i expands as a linear

combination of self-dual 2-forms Σi and hence is self-dual. From theorem 2.3.1, one can

reconstruct the self-dual part of curvature of the spin connection P+
KL

IJRKL via

P+
IJ

0iRIJ =
1

2
√
σ
F i , P+

IJ
ijRIJ = −1

2
ϵijkF

k , (2.88)

with
√
σ = i. One sees that F i is self-dual as a 2-form if and only if P+

KL
IJRKL is self-dual

as a 2-form. Contracting the 2-form indices with the anti-self-dual projector P−
µν

ρσ, which is

constructed from the volume form εΣ with tensor indices raised and lowered via the metric

g, yields 0. Therefore

0 = P+
KL

IJRKL
ρσP

−
µν

ρσ !
= eIρeJσ(P+RP−)ρσµν . (2.89)

We see that (2.81b) can be equivalently formulated as P+RP− = 0, which is the reformula-

tion of the Einstein condition given in (2.78).
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The chiral trace equation

We deal now with the final equation (2.81d), the chiral trace equation. This equation is

equivalent to the trace part of the Einstein equation R = 4Λ, where R = Rµν
µν denotes

the Ricci scalar derived from the metric g. To see this, one fully contracts both sides of

F i
µν =M ijΣjµν with the raised form Σµν

i to get

4 trM = Σµν
i F

i
µν = 2eµI e

ν
J P

+
KL

IJ RKL
µν

!
= 2P+

ρσ
µνRρσ

µν = R . (2.90)

Note, in the penultimate equality, marked
!
=, we have used the compatibility condition (2.60),

and in the final equality we have used the Bianchi identity εµνρσRµνρσ = 0. In short, the

trace of the matrix M is proportional to the Ricci scalar via

trM =
1

4
R . (2.91)

Theorem 2.3.2. Let Σi be the self-dual part of a solder form eI , 2
√
σ P+

IJ
0i eI ∧ eJ , and

let Ai be the self-dual part of the unique zero torsion spin connection ωIJ associated to eI ,

Ai = 2
√
σ P+

IJ
0i ωIJ . Furthermore, let F i = f ijΣj for some matrix f ij. Then tr f = 1

4
R

where R is the Ricci scalar derived from the metric g = σ e0 ⊗ e0 +
∑3

i=1 e
i ⊗ ei.

Hence we see the equivalence of (2.81d) with R = 4Λ. In addition, the SD-SD part of the

Weyl tensor can be recovered from the trace-free part of M ij, which we denote ψij, via

(P+CP+)µνρσ =
1

2
ψij Σ

i
µνΣ

j
ρσ . (2.92)

To summarise, in the case where the metricity constraint (2.81c) and the reality conditions

(2.82) result in an expansion of Σi as in (2.84) where Σ3 takes the positive sign, the chiral

zero torsion condition (2.81a) tells us that Ai is the self-dual part of the unique zero torsion

spin connection ωIJ associated to eI . Furthermore, F i is the self-dual part of the spin

curvature RIJ . The chiral Einstein condition (2.81b) is equivalent to the Einstein condition

Rµν ∝ gµν for the metric g = ηIJe
I ⊗ eJ . Then the chiral trace equation (2.81d) specifies the

proportionality constant, yielding Rµν = Λgµν . We recover the full Einstein field equations

in vacuum with cosmological constant Λ. This is consolidated within the following lemma,

Lemma 2.3.1. Let Σi decompose as the self-dual part of a tetrad, Σi = 2
√
σ P+

IJ
0i eI ∧ eJ .

Furthermore, let Σi satisfy the equations, DAΣ
i = 0, F i = f ijΣj and tr f = λ for some

complex SO(3) connection Ai, some complex matrix f ij, and some constant λ. Then the

metric defined g = σe0 ⊗ e0 +
∑3

i=1 e
i ⊗ ei satisfies Rµν = λgµν .
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Equivalence in the other cases

Now we will see that we can use the equivalence of the Plebański-GR equivalence in the

most simple case, (2.84) with positive sign in front of the expression for Σ3, as a model to

demonstrate the equivalence in the other cases. We will need the following lemma,

Lemma 2.3.2. Let Σi be a triple of 2-forms satisfying the metricity constraint (2.81c) and

the reality conditions (2.82). Then either Σi expands as the self-dual part of a solder form

eI , Σi = 2i P+
IJ

0ieI ∧ eJ , or −Σi or ±iΣi does.

This is immediate in the case (2.84) where the given expression for Σ3 has a positive sign.

In the case (2.84) where the expression for Σ3 has a negative sign, one can define a new

solder form ẽI via ẽ0 = −e0, ẽ1 = e1, ẽ2 = e2 and ẽ3 = −e3, such that −Σi = Σ̃i where

Σ̃i = 2i P+
IJ

0i ẽI ∧ ẽJ is the self-dual part of the solder form ẽI . For the cases (2.85), one may

define the following solder forms,

(+) : ẽ0 = −e0 , ẽ1 = e1 , ẽ2 = e2 , ẽ3 = e3 : −iΣi = Σ̃i , (2.93a)

(−) : ẽ0 = e0 , ẽ1 = e1 , ẽ2 = e2 , ẽ3 = −e3 : iΣi = Σ̃i . (2.93b)

For each of the cases in (2.84) and (2.85) we have Σ̃i = αΣi where α = ±1 or α = ±i. The
Plebański field equations (2.81), excluding the metricity constraint which we have already

used to decompose Σi, may be written in terms of Σ̃i as

DAΣ̃
i = 0 , F i = M̃ ij Σ̃j , tr M̃ =

Λ

α
, (2.94)

where M̃ ij = (1/α)M ij. From lemma 2.3.1 we see that the metric g = ηIJ ẽ
i⊗ ẽJ = ηIJe

I⊗eJ

satisfies Rµν = (Λ/α) gµν . Therefore, the metric g satisfies Rµν = ±Λgµν or Rµν = ±iΛgµν .

Note, the metric g is also recovered by inserting Σ̃i into the Urbantke formula (2.86). One

derives the relationship g = αgΣ, where we recall that gΣ is the Urbantke metric generated

from Σi. The Ricci tensor is invariant under constant rescalings of the metric, so g and gΣ

share the same Ricci tensor. Putting things together, one sees that the metric gΣ satisfies

Rµν = Λ(gΣ)µν in all four cases.

2.3.5 Euclidean signature formulation

The Euclidean signature version of the chiral Plebański theory has the same action (2.79)

and the same field equations (2.81), except where all of the field are taken to be real valued,
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and no reality conditions are required. Here, the metricity constraint (2.81c) alone implies

the existence of a real tetrad eI such that Σi expands as

Σ1 = e0 ∧ e1 − e2 ∧ e3 , Σ2 = e0 ∧ e2 − e3 ∧ e1 , Σ3 = ±
(
e0 ∧ e3 − e1 ∧ e2

)
. (2.95)

Then one may construct a Euclidean signature metric via gE = δIJ e
I ⊗ eJ . This metric

satisfies Rµν = ±Λ(gE)µν , where the ‘±’ is in correspondence with the ± which multiplies

Σ3 in the above expansion. Alternatively, one can construct a metric immediately from Σi

via the Euclidean Urbantke formula, which is given by

gΣ(X, Y ) εΣ = −1

6
ϵijk iXΣ

i ∧ iYΣj ∧ Σk : εΣ =
1

6
Σi ∧ Σi . (2.96)

This metric is real valued and may have either signature (++++) or (−−−−). in parallel

with the Lorentzian version, this metric always satisfies Rµν = Λ(gΣ)µν . The proof of this

final statement proceeds as in the Lorentzian signature case. Note that all the results there

were true for both values of σ, so the analysis carries immediately over to the Euclidean

signature case.

2.3.6 General complex formulation

One arrives at the general complex version of the Plebański theory by allowing the fields to

be complex valued and omitting the reality conditions. In the general complex case, we have

the following theorem,

Theorem 2.3.3. Let Σi satisfy Σi∧Σj = δijµ for some complex 4-form µ. Then there exists

a complex solder form eI such that Σi expands as its self-dual part, Σi = 2
√
σP+

IJ
0i eI ∧ eJ .

In this case, the value of σ is just a convention that we may choose. I.e., for any given Σi

satisfying (2.81c), such a tetrad eI exists for both values of σ. The proof is included in the

supplementary material (2.A.2). As before, one can construct a metric from the tetrad via

g = σ e0 ⊗ e0 +
∑3

i=1 e
i ⊗ ei. Alternatively, one can construct a metric immediately from Σi

via the generalised Urbantke formula which is given by

gΣ(X, Y ) εΣ = −
√
σ

6
ϵijk iXΣ

i ∧ iYΣj ∧ Σk : εΣ =

√
σ

6
Σi ∧ Σi . (2.97)

It is easily see that this version of the Urbantke formula recovers the Lorentzian (2.86) and

Euclidean signature (2.96) versions when we fix
√
σ = i and

√
σ = 1 respectively. When Σi

expands as the self-dual part of the solder form eI , we have g = gΣ. For future reference, we

write down the following theorem:
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Theorem 2.3.4. Let Σi decompose as the self-dual part of some solder form eI . Then the

Urbantke metric constructed as in (2.97) expands as gΣ = σ e0 ⊗ e0 +
∑3

i=1 e
i ⊗ ei, and the

volume form expands as εΣ = −σ e0 ∧ . . . ∧ e3.

The proof is by direct calculation, and is omitted from this thesis. The metric g (and hence

also gΣ) satisfies Rµν = Λgµν . The proof once again proceeds as in the Lorentzian signature

case.

2.3.7 Summary

To summarise, the Plebański formulation is written as a diffeomorphism invariant gauge

theory with action (2.79) whose primary dynamical fields are a (complex) SO(3) connection

Ai and a triad of (complex) 2-forms Σi. Additionally, there are ‘auxiliary’ fields M ij and µ

which enforce certain constraints on the connection and 2-form triad. The action yields field

equations (2.81) consisting of first order PDEs and algebraic constraints. One can construct

a metric tensor via the generalised Urbantke formula (2.97), which is complex valued in

general. When the Plebański fields satisfy the field equations (2.81), the constructed metric

satisfies Rµν = Λgµν . Furthermore, the trace part of the matrix M ij is proportional to

the Ricci scalar of the constructed metric via trM = 1
4
R, and the trace-free part encodes

the SD-SD part of the Weyl tensor. The 4-form µ is proportional to the volume form

ε of the constructed metric, which is defined in the second equation in (2.97), such that

µ = (2/
√
σ) ε. To obtain Lorentzian solutions, one imposes reality conditions (2.82) on top

of the field equations. Consequently, the constructed metric is either Lorentzian, where both

signatures (−+++) and (+−−−) are possible, or Lorentzian with an overall factor of ±i.
One might attempt to remedy this by redefining the constructed metric by gµν 7→ g′µν = ±gµν
or ±igµν , but this will also alter the form of the Einstein equations such that R′

µν = ±Λg′µν

or R′
µν = ±iΛg′µν . We see that the different solutions to the reality conditions are only

consistent with particular values of Λ. For example, a purely imaginary metric tensor is only

consistent with an imaginary Λ. Then the reality of Λ allows us to rule out certain solutions

of the reality conditions. In parallel, Euclidean signature solutions are obtained by taking

all of the fields to be real valued. Then the constructed metric is real with either positive or

negative definite signature (+ + ++) or (−−−−) respectively.
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2.4 Pure Connection Gravity

2.4.1 Chiral First Order Action

Starting from the chiral Plebański action (2.79) it is possible to consistently eliminate certain

degrees of freedom and construct a new action over fewer independent fields. The first of

these actions that we will examine is the chiral first order action, sometimes referred to as

the instanton representation of Plebański gravity [61]. This formulation is discussed in detail

in [69], with further discussion in the context of cosmological spacetimes in [55]. An early

version was introduced in [30]. To get the first order action, we solve the field equation

(2.81b) for Σi in terms of F i and M ij, and insert the result back into the action. That is,

wherever Σi appears in (2.79) we replace it with (M−1)ijFj. The resulting action reads

SFO[A,M, µ] =
1

16πG
√
σ

∫
M−1

ij F
i ∧ F j + µ (trM − Λ) . (2.98)

We must check that this substitution doesn’t change the dynamical content of the theory.

To see this, denote Σi
F := (M−1)

ij
Fj, then the field equations for the first order theory read

DAΣ
i
F = 0 , Σi

F ∧ Σj
F = δijµ , trM = Λ . (2.99)

We see that these field equations agree with the field equations of the Plebański theory

(2.81) under the substitution Σi → Σi
F . Therefore, eliminating Σi at the level of the action

in this way doesn’t change the dynamical content of the theory. Furthermore, using the

Bianchi identity DAF
i = 0, one sees that the first field equation DAΣ

i
F = 0 can be written

equivalently as DA(M
−1)ij Fj = 0 which has only first order derivatives of M and A. Hence

the theory is first order. Note, in order to eliminate the Σi 2-forms we must assume that

the matrix M ij is invertible at the level of the action. This assumption is not present in the

full Plebański theory; the inverse of M ij does not appear anywhere in the action (2.79) or

its field equations (2.81). Consequently, only a restricted set of spacetimes are compatible

with this first order formulation. For example, this formulation cannot describe Minkowski

spacetime where M ij = 0, which is otherwise well defined in the full Plebański theory (when

one fixes Λ = 0).

The reality conditions for the first order theory are the reality conditions for the Plebański

theory, given in (2.82), where Σi is replaced with Σi
F yielding

Wedge type : F i ∧ F j = 0 , (2.100a)

Trace type : Re
(
Σi

F ∧ ΣF i

)
= 0 . (2.100b)
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Notice that these conditions now contain first derivatives of the connection, whereas pre-

viously the reality conditions were algebraic conditions on the 2-forms Σi which could be

imposed on some initial surface without any knowledge of the dynamics. Now, we should see

the reality conditions as further conditions applied on top of the field equations. We must

check that these conditions are compatible with the field equations.

2.4.2 Chiral Pure Connection Action

It is possible to eliminate the auxiliary fields M ij and µ from the chiral first order action

(2.98), yielding an action whose only independent field is the connection Ai. This process

yields the chiral pure connection action. This action was first introduced by in [72], and

further explored in [66, 70]. The derivation of this action starting from the first order action

(2.98) and its field equations (2.99) can be seen in a number of steps. To begin with, one

can write the metricity constraint of the first order theory, Σi
F ∧ Σj

F = δijµ, in the form

F i ∧ F j =M i
kM

kjµ . (2.101)

Let εX be a fixed, background, nowhere vanishing 4-form and let q be a function, and X ij

a matrix valued function such that F i ∧ F j = X ijεX , and µ = qεX . Then (2.101) can be

written as

X =M2q ⇔ M =

√
X

√
q
. (2.102)

√
X is the matrix square root satisfying (

√
X)ik(

√
X)kj = X ij. Much like the square root of

a number, the square root of a matrix is not unique; there are multiple branches of matrix

square root. At least one branch can be obtained via a series expansion given

√
X =

∞∑
k=0

(−)k
ak
k!

(I−X)k : ak =
k∏

j=0

(
1

2
− j

)
, (2.103)

subject to the condition that the matrix X ij satisfies limk→∞ supℓ≤k

∥∥(I−X)ℓ
∥∥ 1

ℓ < 1, where

∥X∥ =
√
XijX ij is a matrix norm. A more detailed exploration of the matrix square root

can be found in [56]. Of particular interest to us will be the case where X ij is taken to

be diagonal, X ij = χ(i)δ(i)j. In this case, the difficult problem of defining a square root for

matrices is reduced to the much simpler problem of choosing a branch of the square root

for complex numbers. We define (
√
X)ij =

√
χ(i) δ(i)j. Continuing on, one substitutes the

expansion (2.102) into the field equation trM = Λ and rearranges to get
√
q = Λ−1 tr

√
X,
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which can be substituted back into (2.102) to get

M ij =
Λ

tr
√
X

(
√
X)ij . (2.104)

One substitutes the expansion (2.104) into the first order action (2.98) to get the chiral pure

connection action, which reads

SPC[A] =
1

16πG
√
σΛ

∫
εX

(
tr
√
X
)2

. (2.105)

Note that there is a prefactor of 1/Λ, and hence this action is only well defined when the Λ

is non-zero. There exists a alternative formulation of pure connection gravity which allows

for Λ = 0 that can be found in [86]. We will not discuss this formulation in this thesis.

Variations of the action yield a single field equation given

DAΣ
i
X = 0 : Σi

X =
tr
√
X

Λ
(X− 1

2 )ijFj . (2.106)

X− 1
2 = (

√
X)−1 is the inverse of the matrix square root. It is a straightforward exercise to

show that Σi
X satisfies the metricity constraint Σi

X ∧ Σj
X = δijµX , where

µX =

(
tr
√
X

Λ

)2

εX . (2.107)

When we take both εX and Λ to be real valued, the reality conditions take the form

Wedge type : F i ∧ F j = 0 , (2.108a)

Trace type : Re

{(
tr
√
X
)2}

= 0 . (2.108b)

These are highly complex when seen as conditions on the connection Ai, which is a significant

drawback of this formalism when applied to Lorentzian general relativity.

2.4.3 The reconstructed metric

In the Plebański theory the metric was constructed from Σi either via the Urbantke formula

(2.97), which is well defined in all cases, or via the tetrad decompositions (2.84) and (2.85)

in the Lorentzian signature, and (2.95) in the Euclidean signature. The Σi fields have been

integrated out in both the first order and pure connection theories. However, they still exist

as combinations of the remaining variables. In the first order theory we have Σi
F which is

defined in the text immediately below (2.98), and in the pure connection theory we have Σi
X
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which is defined in (2.106). By construction, both Σi
F and Σi

X satisfy all of the Plebański

field equations (2.81). When we also impose the appropriate reality conditions, the metrics

constructed from Σi
F and Σi

X satisfy the vacuum Einstein equations where the cosmological

constant may be multiplied by ±1 or ±i.

2.4.4 Further Topics in Plebański and Pure Connection Gravity

To conclude this section on Plebański and chiral connection formulations of GR, we provide

the reader with a handful of topics that will not be covered at any other point in this thesis,

but are interesting nonetheless.

Coupling to matter

Matter coupling in the Plebański formulation at the level of the field equations is discussed

in [71, 69]. Here, one adds extra terms to the chiral Einstein condition (2.81b) and the chiral

trace equation (2.81d) which have dependence on the energy-momentum tensor T µν . There

is little discussion on matter coupling at the level of the action in the literature. However,

one can see older literature such as [29, 30], which formulates the Plebański theory in terms

of Penrose spinors [87], where the authors outline the use of the Urbantke metric to couple

scalar fields. The authors also suggest that one can couple fermionic/spinorial matter using

a tetrad that is generated from the Urbantke metric, though the such a procedure is not

provided. For applications, one can see [2].

Deformations of GR

Modified gravity theories have been well studied in the metric language [82]. Here, the

typical approach is to modify the Einstein-Hilbert action by introducing an arbitrary function

f(R) of the Ricci scalar to get ∝
∫
d4x

√
|g| f(R); these are called f(R) theories [97].

Depending on the form of f(R), one might find dynamics that are very similar to GR with

only minor corrections terms, or theories that diverge radically from GR. There exist similar

modifications of the Plebański action (2.79) which have the general form

SMod [A,Σ,M, µ] =
1

8πG
√
σ

∫
Σi ∧ F i − 1

2
MijΣ

i ∧ Σj +
µ

2
f(M) , (2.109)

where f(M) is a real or complex valued function of matrices. Here, one recovers the chiral

zero torsion condition (2.81a) and Einstein condition (2.81b) as in the unmodified theory.
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However, the metricity condition (2.81c) and the trace condition (2.81d) are respectively

replaced by.

Σi ∧ Σj = µ
∂f

∂M ij
, f(M) = 0 . (2.110)

The typical Plebański action (2.79) corresponds to f(M) = trM − Λ. Other choices for

f(M) will result in different dynamics. For further details, one can see [67, 68, 69].

Generalised pure connection theories

In section 2.4.2 we saw how one can derive Krasnov’s pure connection action 2.105 by in-

tegrating out fields from the Plebański action 2.79. One can interpret this pure connection

action as belonging to an extended family of pure connection actions each with the general

form

S [A] =
1

16πG
√
σ

∫
εX f(X) , (2.111)

where f(X) is a function of complex 3 × 3 matrices satisfying f(OTXO) = f(X) for any

SO(3,C) matrix O, and f(λX) = λf(X) for any complex constant λ [66, 69, 70]. The

characteristic function for GR is f(X) = (tr
√
X)2; other choices for f(X) lead to different

theories with dynamics that may be wildly different from GR. In Euclidean signature, an

interesting example is f(X) = (det(X))1/3, which also arises from a dimensional reduction

of a theory of G2-holonomy metrics in 7D [54].
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2.5 Unimodular Gravity

Unimodular gravity is a term which refers to a somewhat broad range of reformulations of

general relativity. Unimodular gravity was first conceived in the first half of the twentieth

century as a restriction of full GR in which one would only consider metric tensors with

determinant ±1. This original approach can be seen in [38, 85]. In such a theory, one

restricts the allowable coordinate transformations, or the allowable diffeomorphisms on the

spacetime manifold, to only those which preserve the metric volume factor
√
|g|. In this

way, the symmetry of the theory is reduced from the full group of diffeomorphisms to the

subgroup of volume preserving, or transverse diffeomorphisms. These initial efforts would

inspire further work such as [25, 26, 103], with a common theme of fixing the value of the

metric volume factor at the level of the action. A more comprehensive introduction to the

various formulations of unimodular gravity can be found in [5]. In addition, one can see [27,

31] for an exploration of the differences between GR and unimodular gravity at the classical

and quantum levels. Our interest in unimodular gravity, besides an intrinsic interest in

formulations of gravity, comes from the tendency of unimodular theories to eliminate the

cosmological constant as a global degree of freedom. To see how this can occur, we will

examine a particular action for unimodular gravity which can be found in [65, 112]. This

action is given by

SPV [g, α; µ̃0] =
1

8πG

∫
d4x

[
1

2

√
|g|R− α

(√
|g| − µ̃0

)]
. (2.112)

Here, α is a scalar field which acts as Lagrange multiplier enforcing a dynamical constraint

which fixes the value of
√
|g| to the background scalar density µ̃0. For emphasis, µ̃0 is not

a dynamical field, its value is fixed at the level of the action. Consequently, one sees that

the action (2.112) is no longer invariant under the full group of diffeomorphism, but rather

only those which preserve µ̃0. These are the volume preserving/transverse diffeomorphisms

mentioned prior. In this thesis, we shall refer to actions of this kind as preferred volume

actions. Variations with respect to the metric gµν and the scalar α yield the field equations

Rµν =
1

4
Rgµν , R = 4α ,

√
|g| = µ̃0 . (2.113)

The first equation here is the Einstein condition. One can contract both sides with ∇µ to get

∇µRµν = 1
4
∇νR. Then one can make use of the contracted Bianchi identity, ∇µRµν = 1

2
∇νR,

to arrive at

∇µR = 0 . (2.114)
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We see that the Ricci scalar is covariantly constant throughout spacetime. Furthermore, the

second equation gives us ∇µα = 0 also. Then α is a surrogate for the cosmological constant

in this theory. Crucially, the theory doesn’t specify what the constant value of the Ricci

scalar should be. The cosmological constant has been removed as a parameter in the theory.

However, in its place we have µ̃0, which specifies the value of the metric volume factor. One

can argue that this opens up potential solutions to the cosmological constant problem, [108].

In addition, this formulation of unimodular gravity provides some insight into the problem

of time in quantum gravity. In brief, the canonical representation of GR, whether via the

ADM formalism [9] or via the Ashtekar variables [11], admits a Hamiltonian which is a

sum of constraints. In the process of quantisation, one defines the Hilbert space of physical

states to be the space whose states are annihilated by the operator representations of the

classical constraints. This yields the Wheeler DeWitt equation in particular, [34]. Then the

Schrodinger equation for physical states always produces zero on the RHS, and therefore the

quantum theory is static. In contrast, the canonical representation of the preferred volume

approach admits a Hamiltonian which has a definite, non-constraint, part. The action of

the operator representation of this part of the Hamiltonian on the physical states may be

non-trivial. Then we may have a non-trivial Schrodinger equation. We will examine these

constructions in greater detail later in the section on unimodular formulations of Plebański

gravity.

There exists an alternative approach, introduced in [53], which maintains general covariance

while still eliminating the cosmological constant as a global DOF. The idea here is to promote

the cosmological constant Λ to a scalar field λ, and to include a constraint term to enforce

its constancy. We have the action

SHT

[
g, λ, T̃

]
=

1

8πG

∫
d4x

[
1

2

√
|g| (R− 2λ)− T̃ µ∂µλ

]
. (2.115)

T̃ µ is a vector density (of weight +1). In this thesis, we will refer to this approach as the

parametrised approach, or alternatively as the Henneaux-Teitelboim approach. Variations of

the action yield the field equations

Rµν −
1

4
Rgµν = 0 , R = 4λ ,

√
|g| = ∂µT̃

µ , ∂µλ = 0 . (2.116)

Again, we derive the conditions ∇µR = 0 and ∇µλ = 0 from the first and second equations.

Then the final equation in the above is redundant. As in the preferred volume approach,

we get the vacuum Einstein equations Rµν = λgµν for some constant λ whose value is not

specified by the theory. This formulation of unimodular gravity does come with its own
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pathologies however. One sees that metric volume factor is given by a divergence. Hence,

given any integrable spacetime region U ⊂ M with boundary ∂ U , which may be empty, the

spacetime volume is given by a surface integral

V4(U) =
∫
∂ U
T , (2.117)

where T is a 3-form with components Tνρσ = T̃ µ

˜
ϵµνρσ. In particular, if the boundary of

this spacetime region is empty, then its volume is necessarily zero. On the other hand, this

property of the parametrised approach can be of some use to us. In particular, we may use

this property to define a clock function which provides a gauge invariant notion of time.

This is achieved, in the context of globally hyperbolic spacetimes M = R × S, by comput-

ing the spacetime 4-volume of the region connecting a pair of constant time hypersurfaces.

Further exposition is given in [53], and we will return to this idea later in our discussion of

unimodular formulations of Plebański gravity.

In summary, we use the term unimodular gravity quite liberally in this thesis. Here, uni-

modular gravity refers to theories which produce the Einstein condition without explicitly

specifying the constant value of the Ricci scalar. Although, this is not necessarily how the

term is used in the literature.
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2.6 Constrained Hamiltonian Dynamics

In this section, we will review Dirac’s formalism for constrained Hamiltonian dynamics. This

formalism will see heavy use in the main body if this thesis. This section will mainly serve

to be a condensed review of the textbook [52], which contains a thorough exploration of this

topic. A more applied introduction to this formalism can be found in [36].

Let Q be a smooth manifold of dimension N called the configuration manifold, and let qn

be local coordinates. These coordinates naturally extend to local coordinates (qn, vn) on the

tangent bundle TQ such that for each vector X ∈ TqQ at a point q ∈ Q we have

X = vn(X)

(
∂

∂qn

)
q

. (2.118)

Note, in the physics tradition, we abuse notation here by using the same labels for the

coordinate functions qn on Q, and the first N coordinate functions qn on TQ. Let L(q, v)

be a smooth function on TQ called the Lagrangian, and define an action functional whose

domain is the space of curves qn(t) on Q via

S[q] =

∫
dt L (q, q̇) , (2.119)

where q̇n = dqn/dt denotes the velocity of the curve. From this more geometric perspective,

the Legendre transform should be understood as a map from the tangent bundle TQ to

the cotangent bundle T ∗Q. We define local coordinates (qn, pn) on T
∗Q such that for each

covector α ∈ T ∗
qQ at a point q ∈ Q we have

α = pn(α) (dq
n)q . (2.120)

Going forward, we will now refer to the cotangent space T ∗Q as phase space, and denote it

by P . The Legendre transform is given in terms of these coordinates by

L : (qn, vn) 7→ (qn, pn) =

(
qn,

∂L

∂vn

)
. (2.121)

The Legendre transform is invertible when the matrix of second partial derivatives of the

Lagrangian w.r.t the ‘velocities’ vn is non-degenerate;

det

(
∂2L

∂vn ∂vn′

)
̸= 0 . (2.122)

In this case, one can proceed to construct the Hamiltonian representation of this system in

the usual way. In this section, we will be concerned with the situation where said matrix is
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not invertible, so we have

Rank

(
∂2L

∂vn∂vn′

)
= N −M , (2.123)

where M < N is a positive integer. We assume for simplicity that the rank of this matrix is

constant throughout TQ, which may not be true in general. In this case, we expect there to

be M independent constraints ϕm(q, p) = 0 which follow immediately from the formula

pn =
∂L

∂vn
. (2.124)

These constraints are called primary constraints. The constraint functions ϕm define a surface

in phase space S ⊂ P which is their zero locus, S = {(q, p) ∈ P : ϕm(q, p) = 0,∀m = 1, . . . ,M}.
This surface contains all of the physically permissible states. One can construct a so-called

naive Hamiltonian, denoted by H0, in the usual way via

H0 = q̇npn − L . (2.125)

This Hamiltonian is also called the canonical Hamiltonian in the literature, for example in

[52]. The most general physically permissible time evolution is generated by the equations

q̇n =
∂H0

∂pn
+ um

∂ϕm

∂pn
, (2.126a)

ṗn = −∂H0

∂qn
− um

∂ϕm

∂qn
. (2.126b)

Here um are a collection of arbitrary phase space functions, Lagrange multipliers. These time

evolution equations come from variations of the canonical action SCan =
∫
dt (q̇npn −H0)

where we also have the added nuance that the variations δqn and δpn are not independent,

but in fact satisfy certain conditions coming from variations of the constraints, δϕm = 0. one

can see [52] for further details. We construct a Poisson bracket on phase space functions via

{f, g} =
∂f

∂qn
∂g

∂pn
− ∂g

∂qn
∂f

∂pn
. (2.127)

Furthermore, we define an equivalence relation on phase space functions called weak equality,

denoted ≈, such that a pair of phase space functions f, g are weakly equal f ≈ g if they take

the same value on the constraint surface, f |S = g|S . In particular, a phase space function

is weakly vanishing f ≈ 0 if it vanishes on the constraint surface. Any weakly vanishing

function can be expanded into the form hmϕm where hm are a collection of phase space

functions which are not uniquely determined in this expansion. One should see [52] for a

proof of this statement.
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The time evolution equations can be extended to arbitrary phase space functions f using

the Poisson bracket via

ḟ = {f,H0}+ um{f, ϕm} . (2.128)

Note, we now take the over-dot ˙ to denote differentiation w.r.t the time parameter t, so

that q̇n = dqn/dt and ṗn = dpn/dt, and so on. One can construct a Hamiltonian via

H = H0 + umϕm, then the time evolution equations can be written compactly as

ḟ ≈ {f,H} , (2.129)

Weak equality is sufficient here, since we only concern ourselves with the values any phase

space function takes on the constraint surface where all of the physically allowable states

live.

Consistency conditions and secondary constraints

Time evolution should preserve the constraint surface so that physical states are evolved onto

physical states. This requirement can be formalised as a collection of consistency conditions

ϕ̇m ≈ 0 which expand as

{ϕm, H0}+ um
′{ϕm, ϕm′} ≈ 0 . (2.130)

For each m, the above condition may reduce to a condition that is independent of the

Lagrange multipliers um, or it may result in a condition which restricts the allowable values

of um. In the former case, we either have that ϕ̇m ≈ 0 results in a tautology 0 ≈ 0, or we have

a condition of the kind χ(q, p) ≈ 0 where χ is a phase space function that is independent of

the constraints ϕm. When such a χ appears, we make it a further constraint in our theory. A

constraint that arises in this way is called as secondary constraint, in contrast to the primary

constraints which are defined without reference to the equations of motion. Note, whenever

we add secondary constraints to our theory, we should extend the definition of weak equality

≈ so that a pair of phase space functions are weakly equal if they coincide on the surface

generated by both the primary and secondary constraints. χ should evolve consistently so

that

{χ,H0}+ um{χ, ϕm} ≈ 0 . (2.131)

Again, this condition is either identically satisfied, or it imposes restrictions on um, or it

yields a further independent constraint χ′(q, p) ≈ 0 which should be added to our theory

and tested for consistency. This process repeats until it terminates. At the conclusion, we

should have a list of secondary constraints labelled by ϕk for k = M + 1, . . . ,M +K with

49



K being the total number of secondary constraints. For future convenience, we collect all

of the primary and secondary constraint under a single label ϕj for j = 1, . . . ,M +K such

that the first M constraints in this list are primary, and the latter K are secondary. Then

the conditions

{ϕj, H0}+ um{ϕj, ϕm} ≈ 0 , (2.132)

can be solved for um, where m = 1, . . . ,M only. Solutions take the form um = Um + V m

where Um is a particular solution, and where V m solves the homogeneous equations

{ϕj, ϕm}V m ≈ 0 . (2.133)

In general, there are a collection of independent solutions Va
m which are indexed by a =

1, . . . , A. Then V m can be written as vaVa
m where va are arbitrary phase space functions.

With this, we construct the Total Hamiltonian as

HT = H ′ + vaϕa , (2.134)

where H ′ = H0 + Umϕm and where ϕa = Va
mϕm. The time evolution equations generated

by this Hamiltonian via ḟ ≈ {f,HT} preserve the constraint surface as required.

First class constraints and gauge transformations

A phase space function f is called first class if it has a weakly vanishing Poisson bracket

with each constraint,

{f, ϕj} ≈ 0 , (2.135)

and second class otherwise. One can show that the Poisson bracket of a pair of first class

functions is again first class, and hence the first class functions form a closed Poisson algebra.

It is easily seen that the quantities ϕa are first class, {ϕa, ϕj} ≈ 0. The so-called first class

primary constraints ϕa generate gauge transformations on the phase space via

δεq
n = εa{qn, ϕa} , δεpn = εa{pn, ϕa} . (2.136)

εa are the gauge parameters. In fact, there may exist further permissible independent gauge

transformations on the system. In a similar spirit to before, let γa = Wa
jϕj where Wa

j

denote the independent solutions to the homogeneous equations

{ϕj, ϕj′}Wa
j′ ≈ 0 , (2.137)
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where a now takes values a = 1, . . . , A′ with A ≤ A′. It is straightforward to check that γa

are first class. γa generate gauge transformations via

δεq
n = εa{qn, γa} , δεpn = εa{pn, γa} . (2.138)

Note, the primary first class constraints ϕa produce gauge transformations of physical signif-

icance. That is, gauge transformations that appear at the level of the Lagrangian formalism.

However, there may be constraints among γa which produce gauge transformations with no

physical significance. Armed with this understanding of first class constraints and the gauge

transformations they generate, we turn our attention back to the total Hamiltonian. We

see that the total Hamiltonian has a definite part H ′, which we see is first class, as well as

a part vaϕa which generates gauge transformations. We would like our time evolution to

include all of the available gauge transformations. In pursuit of this, we define the extended

Hamiltonian by

HE = H ′ + vaγa . (2.139)

We allow this Hamiltonian to generate the time evolution equations in the usual way by

ḟ ≈ {f,HE} . (2.140)

Second class constraints and the Dirac bracket

The constraint surface S is generated by the constraint set ϕj, but this generating set is not

unique. There are alternative generating sets ϕ′
j which also yield S as their zero locus. Such

generating sets may be constructed via

ϕ′
j =Mj

j′ϕj′ , (2.141)

where the matrix Mj
j′ is non-degenerate everywhere in phase space. In particular, there

exists an alternative generating set ϕ′
j which decomposes as γa, χα for a = 1, . . . , A′ and

α = 1, . . . ,M+K−A′. γa are exactly the first class constraints from before, and χα are second

class constraints. Furthermore, χα are such that the matrix of brackets Cαβ = {χα, χβ} is

non-degenerate everywhere in phase space. The presence of second class constraints indicates

that there is some redundancy in our parametrisation of the physical system. In short,

we have more variables than we need. At the classical level, the presence of second class

constraints is not an issue. However, problems arise when one attempts to transition to the

quantum regime. We would like to remove the second class constraints at the classical level

in order to make life easier for ourselves later when we attempt to construct a quantum
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mechanical representation of our system. We can make all of the constraints ϕj first class

by adjusting the Poisson structure. Furthermore, we can do this while also preserving the

first class constraint algebra and the time evolution equations. We construct a new Poisson

bracket called the Dirac bracket via

{f, g}∗ = {f, g}+ {f, χα}Cαβ{χβ, g} , (2.142)

where Cαβ is the inverse of Cαβ satisfying CαγCγβ = δαβ . The Dirac bracket has a number

of important properties. The first of these is that {f, χα}∗ = 0 for any phase space function

f and any second class constraint χα. Another is that {f,Γ}∗ ≈ {f,Γ} for any function

f and any first class function Γ. Then one sees that all of the constraints γa, χα are first

class w.r.t the Dirac bracket. Furthermore, the Dirac bracket preserves the time evolution

equations, since ḟ ≈ {f,HE} ≈ {f,HE}∗. By the preceding arguments, we may replace

the original Poisson bracket with the Dirac bracket, recovering the same physical dynamics.

Under this new Poisson structure, all of the second class constraints simply generate trivial

gauge transformations

δεq
n = εα{qn, χα}∗ = 0 , δεpn = εα{pn, χα}∗ = 0 . (2.143)

2.7 Hamiltonian Field Theory

In Hamiltonian mechanics, the dynamical variables consisted of a finite collection of coordi-

nate functions qn, pn on phase space P , which we defined as the cotangent bundle over some

finite dimensional configuration manifold. In canonical field theory, the dynamical variables

now consist of ‘canonically conjugate’ pairs of fields over space ϕA(x), πA(x) which evolve

in time. Each point in our phase space consists of a particular configuration of our fields

ϕA(x), πA(x). We can treat ϕA(x), πA(x) as coordinate labels over this infinite dimensional

phase space. That is, for each choice A = 1, . . . , N and each choice x ∈ U ⊆ R3 there is

a freedom parametrised by R or C, depending on whether the theory is of real or complex

fields respectively, associated to the value of ϕA(x), and the same freedom again for the value

of πA(x). The phase space in the field case is an (uncountable) infinite dimensional manifold.

Despite the vast enlargement of the phase space which occurs when moving from the finite

dimensional case to the field case, a lot of the structure we had in the finite dimensional case

translates directly to field case with often only minor alterations required.
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2.7.1 Primer on functional calculus

Roughly speaking a functional is the name given to a real or complex valued function whose

domain is a function space. For an illustrative example, let C([0, 1],C) denote the ring of

continuous complex valued functions over the interval [0, 1] ⊂ R. We we may construct a

functional F : C([0, 1],C) → R as ψ 7→
∫ 1

0
dx |ψ(x)|2. In our discussion of Hamiltonian

field theory, we will be interested in a particular class of functionals called local functionals.

Consider a theory of real or complex valued fields zA over a manifold S of dimension D with

local coordinates xa for a = 1, . . . , D. In later applications we will fix D = 3, but we leave

D general for now. In this context, a local functional has the form

F [zA] =

∫
dDx f

(
zA, ∂az

A, . . . , ∂a1 . . . ∂akz
A, x
)
, (2.144)

where f is an ordinary function - not a functional - of the field variables zA and their spatial

derivatives up to finite order. We also allow f to have explicit dependence on the integration

variable xa. We refer to f as a non-integrated density, or just a density for short. Let ηA be

a particular collection of fields, we define an analogue of the usual directional derivative for

a functional F in the ‘direction’ of ηA via

δηF [z
A] =

d

dε

∣∣∣∣
ε=0

F [zA + εηA] . (2.145)

For local functionals, one can show

δηF [z
A] =

∫
dDx ηA(x)

δF

δzA(x)
, (2.146)

where δF/δzA(x) is the Functional derivative of F which is given by

δF

δzA(x)
=

∂f

∂zA
− ∂a

(
∂f

∂ ∂azA

)
+ . . .+ (−)k∂a1 . . . ∂ak

(
∂f

∂ ∂a1 . . . ∂akz
A

)
. (2.147)

Alternatively, the functional derivative can be computed via

δF

δzA(x)
=

d

dε

∣∣∣∣
ε=0

F [zB + εδBA δx] , (2.148)

where δx denotes the indefinite form of the Dirac delta distribution centered at x, so that

δx(x
′) = δ(x′ − x). Let f be a non-integrated density and let x ∈ Σ be a particular point.

We define a functional which evaluates the function f(zA, ∂az
A, . . .) at the point x by

f(x)[zA] = f
(
zA(x), ∂az

A(x), . . . , ∂a1 . . . ∂akz
A(x), x

)
. (2.149)
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A functional of this kind is sometimes called an evaluation functional, for example in [75].

Using (2.148), one computes the functional derivative of f(x)[zA] to be

δf(x)

δzA(x′)
=

∂f

∂zA
δ(x− x′) +

∂

∂xa

(
∂f

∂ ∂azA
δ(x− x′)

)
+ . . .

. . .+
∂k

∂xa1 . . . ∂xak

(
∂f

∂ ∂a1 . . . ∂akz
A
δ(x− x′)

)
.

(2.150)

In the above, it should be understood that we insert zA(x), ∂az
A(x), . . . into the terms ∂f/∂zA

and ∂f/∂ ∂az
A and so on for higher orders. One sees that this derivative contains Dirac deltas

δ(x − x′) and their spatial derivatives up to finite order. For some illustrative examples,

consider a theory of a single scalar field ϕ. One computes the functional derivative of the

functional ϕ 7→ ϕ(x) to be
δϕ(x)

δϕ(x′)
= δ(x′ − x) . (2.151)

For a less trivial example, one computes the functional derivative of the k-fold spatial deriva-

tive functional ϕ 7→ ∂a1 . . . ∂akϕ(x) to be

δ

δϕ(x′)
∂a1 . . . ∂akϕ(x) =

∂k

∂xa1 . . . ∂xak
δ(x− x′) . (2.152)

2.7.2 Legendre transform in the field setting

As in the finite dimensional case, we begin with an action functional

S[ϕA] =

∫
M
dD+1x L(ϕA, ∂µϕ

A) , (2.153)

where ϕA(x) for A = 1, . . . , N are a collection of fields over a spacetime manifold M of

dimension D+1 with local coordinates xµ for µ = 0, . . . , D. L(ϕA, ∂µϕ
A) is a non-integrated

density called the Lagrangian density. For simplicity, we assume that M admits a global

coordinate chart xµ = (t, xa) where xa (with a = 1, . . . , D) are called spatial coordinates,

and x0 = t is called the time coordinate. Note that this decomposition into space and time

may be unphysical. Decomposing M in this way allows us to represent a theory of fields

in spacetime in terms of a dynamical theory of fields in space which evolve in time. To

emphasise this perspective shift, we may rewrite the action as

S[ϕA] =

∫
dt

∫
S
dDx L

(
ϕA, ∂aϕ

A, ϕ̇A
)
, (2.154)

where the over dot ˙ is a shorthand for ∂/∂t. As with the finite dimensional case, the

Legendre transform consists of a variable transformation from configuration space (ϕA, ϕ̇A)
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to phase space (ϕA, πA) given explicitly by

(ϕA, ϕ̇A) 7→ (ϕA, πA) =

(
ϕA,

∂L
∂ϕ̇A

)
. (2.155)

We are primarily concerned with the case where this transformation is not invertible, so that

Rank

(
∂2L

∂ϕ̇A ∂ϕ̇B

)
= N −M , (2.156)

for a positive integerM < N which we assume takes a constant value throughout spacetime.

In this case, the equations πA = ∂L/∂ϕ̇A yield local conditions of the kind

Φm(ϕ
A, ∂aϕ

A, . . . , πA, ∂aπA, . . .) = 0 , (2.157)

for m = 1, . . . ,M . These are the primary constraints, which appear in the field case as

non-integrated densities. The naive Hamiltonian is constructed as

H0 =

∫
Σ

dDx
[
ϕ̇AπA − L

]
, (2.158)

which is a functional over the field variables ϕA, πA with no explicit dependence on ϕ̇A.

Functional Poisson bracket

A functional Poisson bracket extends the usual notion of the Poisson bracket from the finite

dimensional theory into the field setting. The functional Poisson bracket is an antisymmetric

bilinear map that sends a pair of local functionals F and G to a new local functional {F,G}
constructed as

{F,G} =

∫
Σ

dDx

[
δF

δϕA(x)

δG

δπA(x)
− δG

δϕA(x)

δF

δπA(x)

]
. (2.159)

The functional Poisson bracket satisfies the following properties on evaluation functionals of

the kind f(x)[ϕA, πA] = f(ϕA(x), ∂aϕ
A(x), . . .) introduced in (2.149):

{ϕA(x), πB(x
′)} = δAB δ(x− x′) , (2.160a)

{ ∂

∂xa
f(x), g(x′)} =

∂

∂xa
{f(x), g(x′)} , (2.160b)

{f(x),
∫
dDx′ g(x′)} =

∫
dDx′ {f(x), g(x′)} , (2.160c)

{f(x), g(x′)h(x′′)} = g(x′) {f(x), h(x′′)}+ {f(x), g(x′)}h(x′′) . (2.160d)
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The constraint surface in field theory

In the field context, the constraint surface is the - infinite dimensional - surface in phase

space consisting of all of the field configurations ϕA, πA which satisfy the constraints Φm = 0

everywhere across space. Any pair of local functionals F,G are called weakly equal, denoted

F ≈ G, if they are equal when their domains are restricted to the constraint surface. Equiv-

alently, such a pair of functionals are weakly equal if (and only if) their exists a collection

hm of functions of the field variables and their derivatives such that

F −G =

∫
dDx hmΦm . (2.161)

At the level of the non-integrated densities, we have f ≈ g if and only if

f − g = hmΦm + hm a ∂aΦm + . . .+ hm a1...ak ∂a1 . . . ∂akΦm , (2.162)

for some functions hm, hm a, . . . , hm a1...ak of the variables and their derivatives. One can see

[52] for a proof.

The time evolution equations for the field variables are given by

ϕ̇A(x) = {ϕA(x), H0}+
∫
dDx′ um(x′) {ϕA(x),Φm(x

′)} , (2.163a)

π̇A(x) = {πA(x), H0}+
∫
dDx′ um(x′) {πA(x),Φm(x

′)} . (2.163b)

Here, um(ϕA, ∂aϕ
A, . . .) are an undetermined collection of functions of the field variables and

their derivatives such that the contraction umΦm transforms as a scalar density of weight +1

under coordinate transformations. These um are in parallel with the Lagrange multipliers

from the finite dimensional case. One can construct a Hamiltonian H = H0 +
∫
dDx umΦm,

then the evolution equation for an arbitrary functional F can be written compactly as

Ḟ ≈ {F,H} . (2.164)

As in the finite dimensional case, we require that the constraint surface be preserved under

time evolution. This gives rise to consistency conditions {Φm, H} ≈ 0. The consistency

analysis in the field case proceeds in parallel with the finite dimensional case, so we omit those

details here. At the conclusion of the consistency analysis, we have an extended constraint

set Φj for j = 1, . . . ,M + K, consisting of the primary constraints when j = 1, . . . ,M ,

and secondary constraints when j = M + 1, . . . ,M + K. The definition of weak equality

is adjusted so that a pair of functionals are weakly equal when they coincide on the total
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constraint surface generated by the primary and secondary constraints. Note that there

exist alternative constraint sets Φ′
j generating the same constraint surface as Φj. Any such

constraint set Φ′
j is related to Φj via a transformation of the kind

Φ′
j =Mj

j′Φj′ +Mj
j′a∂aΦj′ + · · ·+Mj

j′a1...ak∂a1 . . . ∂akΦj′ , (2.165)

whereMj
j′ ,Mj

j′a, . . . ,Mj
j′a1...ak are functions of the field variables and their derivatives such

that the matrix constructed as

Mj
j′ − ∂aMj

j′a + . . .+ (−)k∂a1 ...∂akMj
j′a1...ak , (2.166)

is non-degenerate everywhere in space. One can construct such an alternative constraint

set which decomposes as Φ′
j = Γa,Xα where Γa (with a = 1, . . . ,A) are first class and Xα

(with α = 1, . . . ,M + K − A) are second class, such that the linear operator defined by

Oαβ(x, x
′) = {Xα(x),Xβ(x

′)} is non-degenerate everywhere throughout space for every con-

figuration ϕA, πA on the constraint surface. Hence there exists a Green’s function ∆αβ(x, x′)

satisfying ∫
dDx′′ ∆αγ(x, x′′)Oγβ(x

′′, x′) = δαβ δ(x− x′) . (2.167)

With this, one can construct a functional Dirac bracket with respect to which all of the

constraints Φ′
j are first class by

{F,G}∗ = {F,G} −
∫
dDx dDx′ {F,Xα(x)}∆αβ(x, x′) {Xβ(x

′), G} . (2.168)

One can confirm the following properties by direct calculation:

1. {F,Xα(x)}∗ = 0 for all functionals F and all second class constraints Xα,

2. {F,G}∗ ≈ {F,G} for all functionals F and all first class functionals G.

In parallel with the finite dimensional case, the Dirac bracket makes all of the constraints

first class. Hence, all of the constraint are generators of gauge transformations on the field

variables, albeit the constraints Xα generate only trivial gauge transformations. Additionally,

the Dirac bracket preserves the equations of motion and the first class constraint algebra.

Hence, we may replace the standard functional Poisson bracket with the functional Dirac

bracket in our theory without affecting the dynamics. As before, the primary motivation for

constructing such a bracket to aid in the transition to the quantum theory.
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The Extended Hamiltonian

We conclude our review of Hamiltonian field theory by outlining the construction of the ex-

tended Hamiltonian, which generates the most general permissible time evolution on the field

variables. First, let Um(ϕn, ∂aϕ
n, . . .) be a particular solution to the consistency conditions,

satisfying

{Φj(x), H0}+
∫
dDx {Φj(x),Φm(x

′)}Um(x′) ≈ 0 . (2.169)

Then one constructs a first class extension of the naive Hamiltonian via

H ′ = H0 +

∫
dDx UmΦm . (2.170)

From here, the extended Hamiltonian is derived by further extending this first class Hamil-

tonian with the first class constraints Γa yielding

HE = H ′ +

∫
dDx vaΓa . (2.171)

The time evolution equation for an arbitrary functional F is given by

Ḟ ≈ {F,HE} , (2.172)

The constraint surface is preserved under this time evolution as desired.
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2.A Supplementary Material: Chapter 2

2.A.1 Einstein-Cartan Gravity

Proof: Einstein field equations from (2.49b)

One can rewrite (2.49b) in the form,

0 = ϵIJKL e
I
µe

J
ν

(
1

2
Rρσ

KL − Λ

3
eKρ e

L
σ

)
ελνρσ

= ϵIJKL e
I
µe

J
ν

(
1

2
Rρσ

αβeKα e
L
β − Λ

3
eKρ e

L
σ

)
ελνρσ

=
1

2
Rρσ

αβεµναβ ε
λνρσ − Λ

3
εµνρσ ε

λνρσ

= σ

(
1

2
Rρσ

αβ δρσλαβµ − 2Λ δλµ

)
= −2σ

(
Rλ

µ −
1

2
Rδλµ + Λδλµ

)
.

(2.173)

Multiplying the final line by −1/2σ, and lowering with the metric where appropriate gives

the Einstein field equation,

Rµν −
1

2
Rgµν + Λgµν = 0 . (2.174)

2.A.2 Plebański Gravity

Proof: Composition law (2.69)

The proof is immediate by directly substituting the expansion (2.68) into (2.69),

Σi
µ
ρΣj

ρν =
(√

σ e0µe
iρ −

√
σ e0ρeiµ − ϵikl e

k
µe

lρ
) (√

σ e0ρe
j
ν −

√
σ e0νe

i
ρ − ϵjmn e

m
ρ e

n
ν

)
= −δij

(
σ e0µe

0
ν + eiµeiν

)
+ ϵijk

√
σ
(
e0µe

k
ν − e0νe

k
µ

)
− eiµe

j
ν + ejµe

i
ν

= −δij
(
σ e0µe

0
ν + eiµeiν

)
+ ϵijk

(√
σ e0µe

k
ν −

√
σ e0νe

k
µ − ϵklme

l
µe

m
ν

)
= −δijgµν + ϵijkΣ

k
µν .

(2.175)

Note, we use e0ρe0ρ = σ, and eiρejρ = δij, and e0ρeiρ = 0.

Proof: Hodge dual reformulation of the Einstein condition

One can use the property of the Hodge dual ⋆2 = σI to rewrite (⋆R)µνρσ = (R⋆)µνρσ as,

Rµνρσ =
1

σ
(⋆R⋆)µνρσ =

1

4σ
εµν

αβερσ
γδRαβγδ . (2.176)
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Contracting the first and third free indices on either side using the metric yields,

Rρµ
ρν =

1

4σ
ερµαβερνγδRαβ

γδ

!
=

1

4
δµ[νδ

α
γ δ

β
δ]Rαβ

γδ

=
1

2

(
δµνRαβ

αβ +Rνα
αµ +Rαν

µα
)

=
1

2
δµνR−Rρµ

ρν .

(2.177)

Note, we have used the identity ερµαβερνγδ = σ δµ[νδ
α
γ δ

β
δ] in the second equality marked

!
=.

Lowering indices with the metric where appropriate yields,

Rµν −
1

4
Rgµν = 0 . (2.178)

Proof: Theorem 2.3.1

Let Σi be the self-dual part of a solder form eI as in (2.68), and let g = σ e0⊗e0+
∑3

i=1 e
i⊗ei

be a metric with volume form ε = −σ e0 ∧ . . . ∧ e3. Tensor indices µ, ν, . . . are lowered and

raised with gµν and its inverse. The chiral zero torsion condition DAΣ
i = 0 can be written

equivalently as

1

2
εµνρσ∂νΣ

i
ρσ = −1

2
εµνρσϵijkA

j
νΣ

k
ρσ

= −ϵijkAj
ν(⋆Σ

k)µν =
√
σ ϵijk(Σ

j)µνAk
ν ,

(2.179)

which rearranges to
1

2
√
σ
εµ

νρσ∂νΣ
i
ρσ = JΣA

i
µ . (2.180)

JΣ is a linear map defined

JΣ : Ai
µ 7→ ϵijkΣ

j
µ
νAk

ν , (2.181)

satisfying

J2
Σ = 2I+ JΣ ⇔ J−1

Σ =
1

2
(JΣ − I) . (2.182)

Hence the inverse J−1
Σ exists, and therefore the chiral zero torsion condition has a unique

solution when Σi is the self-dual part of a solder form. Furthermore, one can write down a

closed form expression for this solution,

Ai
µ(Σ) =

1

4
√
σ

(
ϵijkΣ

j
µλε

λνρσ∂νΣ
k
ρσ − εµ

νρσ∂νΣ
i
ρσ

)
. (2.183)
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To complete the proof, it is a straightforward exercise to show that the chiral zero torsion

condition is solved in this case by the self-dual part of the unique zero torsion spin connection

ωIJ associated to eI which expands as

Ai = 2
√
σ P+

IJ
0i ωIJ =

√
σ ω0i − 1

2
ϵijk ω

jk . (2.184)

Therefore, the self-dual part of the zero torsion spin connection is the unique solution in this

case.

Proof: Proportionality of the Palatini term and the Ricci scalar

Consider the following:

ϵIJKL e
I ∧ eJ ∧RKL =

1

2
ϵIJKLR

KL
MN e

I ∧ eJ ∧ eM ∧ eN

!
= −1

2
ϵIJKL ϵ

IJMNRKL
MN e

0 ∧ . . . ∧ e3

= −2σ δ
[K
I δ

L]
J R

IJ
KL e

0 ∧ . . . ∧ e3

= 2Rε .

(2.185)

The first equality comes from decomposing the 2-forms RIJ in the tetrad basis such that

RIJ = 1
2
RIJ

MN e
M ∧ eN . The second equality marked

!
= arises from the identity

eI ∧ eJ ∧ ek ∧ eL = −ϵIJKL e0 ∧ . . . ∧ e3 , (2.186)

where the minus sign appears due to our convention ϵ0ijk = −ϵijk. The final equality comes

from the definition ε = −σ e0 ∧ . . . ∧ e3 from (2.56).

Proof: Theorem 2.3.3

Let Σi satisfy Σi∧Σj = δijµ for some complex valued 4-form µ. Define a pair, Σ± = Σ1±iΣ2.

One sees that Σ± satisfy Σ+ ∧ Σ+ = Σ− ∧ Σ− = 0. Hence they can each be written as a

product of a pair of 1-forms

Σ+ = θ0 ∧ θ1 , Σ− = θ̃2 ∧ θ̃3 . (2.187)

Furthermore, Σ+ ∧ Σ− = θ0 ∧ θ1 ∧ θ̃2 ∧ θ̃3 = 2µ. Then from Σ3 ∧ Σ+ = Σ3 ∧ Σ− = 0, we

conclude that Σ3 expands as

Σ3 =
1

2

(
O11 θ

0 ∧ θ̃3 +O12 θ
0 ∧ θ̃2 +O21 θ

1 ∧ θ̃3 +O22 θ
1 ∧ θ̃2

)
, (2.188)
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for some complex coefficients OAB. The condition Σ3 ∧ Σ3 = µ = 1
2
θ0 ∧ θ1 ∧ θ̃2 ∧ θ̃3 yields a

condition O11O22−O12O21 = 1, and hence OAB are the components of a matrix O ∈ SL(2,C).
We may define new 1-forms θ2 and θ3 via,(

θ3

θ2

)
= O

(
θ̃3

θ̃2

)
. (2.189)

Then we have Σ− = θ2 ∧ θ3, and Σ3 = 1
2
(θ0 ∧ θ3 + θ1 ∧ θ2). Finally, one can construct a

complex tetrad eI via,

θ0 = −e1 − ie2 , θ1 =
√
σ e0 − ie3 , θ2 = −i

√
σ e0 + e3 , θ3 = ie1 + e2 , (2.190)

such that Σi = 2
√
σ P+

IJ
0i eI ∧ eJ as desired.
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Chapter 3

Unimodular Plebański Gravity

This chapter is based on [46] which was written in collaboration with Steffen Gielen.

In this chapter, we introduce Unimodular Plebański Formulations of GR: formulations of

unimodular gravity (section 2.5) which are written in terms of the variables of the Plebański

formulation of GR, introduced in (section 2.3). In brief, one observes that the unimodular

condition ∂µR = 0, coming from a Bianchi identity of the Riemann tensor, corresponds to

an analogous condition in the Plebański variables given ∂µ trM = 0, also coming from a

Bianchi identity. Then one can consider modified versions of the chiral connection actions

(2.79), (2.98) and (2.105) which produce this unimodular condition without the equation that

fixes trM to a particular value, in analogy with the unimodular actions (2.115) and (2.115)

in metric variables. One arrives at Plebański-type formulations where the cosmological

constant is not fixed a priori, but can be interpreted as an integration constant. One of the

formulations we present here was already explored in [95], while the others are novel.

3.1 The Unimodular Condition

For the purposes of this thesis, the central observation in the construction of unimodular

formulations of general relativity was that the Einstein condition Rµν = 1
4
Rgµν in combi-

nation with a contracted Bianchi identity ∇µRµν = 1
2
∇νR already leads to the condition

∇µR = 0, which we will call the unimodular condition. Then the Ricci scalar is equal to

some integration constant. In GR, the value of this constant is fixed to 4Λ by the trace part

of the Einstein field equations, where Λ denotes the cosmological constant. In unimodular

gravity, and in trace-free gravity, one drops the trace part of the Einstein field equations. In

the Plebański formulation, the Einstein condition is given by F i =M ijΣj, and the trace part
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of the Einstein field equations is given by trM = Λ. In connection formulations we have the

Bianchi identity DAF
i = 0 which, in combination with the chiral Einstein condition (2.81b),

gives

0 = DAF
i = DA

(
M ijΣj

) !
= DAM

ij ∧ Σj . (3.1)

Note, in the final equality, marked by ‘
!
=’ we have used the chiral zero torsion condition

DAΣ
i = 0 to eliminate the term M ijDAΣj which would otherwise appear. One can write

this in index form as

DµMij Σ
j
νρ +DνMij Σ

j
ρµ +DρMij Σ

j
µν = 0 . (3.2)

From this point onwards, we will assume that Σi satisfies the metricity constraint (2.81c).

Then theorem 2.3.3 guarantees the existence of a, likely complex valued, solder form eI such

that Σi expands as its self-dual part as in (2.68). Then one can use the Urbantke metric

(2.97), which by theorem 2.3.4 expands as g = σ e0 ⊗ e0 +
∑3

i=1 e
i ⊗ ei, to raise the tensor

indices of Σi
µν yielding the raised form Σiµν which satisfies the composition law (2.69). We

fully contract the LHS of (3.2) with Σiµν yielding,

1

2
Σiµν

(
2DµMij Σ

j
νρ +DρMij Σ

j
µν

) !
= ∂ρ trM = 0 . (3.3)

Note that the final equality in the above is independent of the solder form eI and the metric

g that it generates. This result is consolidated in the following theorem:

Theorem 3.1.1. Let Σi satisfy Σi ∧Σj = 1
3
δijΣk ∧Σk, and DAΣ

i = 0, and F i =M ijΣj, for

some SO(3) connection and some symmetric 3× 3 matrix field M ij. Then ∂µ trM = 0.

This result holds in the real Lorentzian, Euclidean and general complex versions of the

Plebański theory. This is clear since we have imposed no reality conditions on the fields.

Recall from section 2.3 that in all said versions of Plebański gravity, trM is proportional to

the Ricci scalar of the metric g constructed from Σi. Specifically, trM = (α/4)R, where α =

±1,±i. Then we see that the condition ∂µ trM = 0 is equivalent to the unimodular condition

∂µR = 0 in the metric formulation. Hence, a unimodular reformulation of Plebański gravity

would be one that yields the chiral Einstein condition (2.81b), without providing the chiral

trace equation (2.81d) which prescribes constant value of trM , and hence R. A natural

question to ask is whether there exist actions that produce the first three Plebański field

equations - the chiral zero torsion condition, the chiral Einstein condition, and the metricity

constraint - without yielding the chiral trace equation. Such actions exist, and they will be

the focus of this chapter. As in the metric formulation, there are two main schools of thought
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corresponding to fixing the value of the metric volume factor with a dynamical constraint,

consequently reducing the overall symmetry of the theory, or promoting the cosmological

constant to a field and enforcing its constancy with a dynamical constraint. These are the

preferred volume, and parametrised/Henneaux-Teitelboim approaches discussed previously

in section 2.5.

3.2 Preferred Volume Actions

In order to derive a preferred volume unimodular formulation of Plebański gravity, we must

understand how the ‘volume’ presents itself in terms of the Plebański variables. By volume,

we mean the volume form of the metric tensor. In the Plebański theory the metric is

secondary and is constructed from the Σi 2-forms either via the Urbantke formula (2.97),

or via the tetrad decomposition formulae (2.84), (2.85) and (2.95). In all cases the volume

form ε of the constructed metric is proportional to the contraction Σi∧Σi. Additionally the

metricity constraint (2.81c) gives us Σi∧Σi ∝ µ, and hence the 4-form µ encodes the metric

volume form. Then one can both remove the constraint trM = Λ as a dynamical equation,

and fix the metric volume form ε by replacing the 4-form µ with a fixed (background) 4-form

µ0. This turns (2.79) into the unimodular Plebański action given by

SPV[A,Σ,M ;µ0] =
1

ℓ2P
√
σ

∫
Σi ∧ F i − 1

2
MijΣ

i ∧ Σj +
1

2
µ0 trM , (3.4)

where the constant term ∝
∫
µ0Λ has been dropped, and where ℓP denotes the reduced

Planck length ℓP =
√
8πG. The subscript ‘PV’ stands for preferred volume. This action

yields field equations

DAΣ
i = 0 , F i =M ijΣj , Σi ∧ Σj = δijµ0 (3.5)

which, as per the discussion in section 3.1, correspond to the dynamical equations of unimod-

ular gravity. We reiterate that Λ no longer appears at the level of the action or the field equa-

tions, and instead appears as an integration constant coming from ∂µ trM = 0 ⇔ trM = Λ.

Therefore the theory contains all possible solutions for all possible values of Λ, including

complex values of Λ. Instead of having full diffeomorphism symmetry, the action (3.4) is

only invariant under ‘volume-preserving’ diffeomorphisms which leave µ0 unchanged.

Theories of fewer fields I

As with the non-unimodular theory, one can obtain further actions in fewer variables by

integrating out fields. One eliminates Σi by substituting Σi =M−1
ij F

j back into (3.4) to get
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a unimodular first order (UFO) action in terms of only A, M and µ0 which reads

SUFO[A,M ;µ0] =
1

ℓ2P
√
σ

∫
M−1

ij F i ∧ F j + µ0 trM . (3.6)

This is the unimodular analogue of the first order chiral connection theory (2.98), discussed

in [45, 55, 69]. This action yields field equations

DAΣ
i
F = 0 , Σi

F ∧ Σj
F = δijµ0 : Σi

F := (M−1)ijFj , (3.7)

which are equivalent to (3.5). As with the non-unimodular first order theory (2.98), we

now assume that the matrix M ij is invertible at the level of the action. Consequently, the

solution space of the UFO theory (3.6) is restricted compared to the solution space of the full

unimodular Plebański theory (3.4). For example, flat (Minkowski) spacetime with M ij = 0

is a solution of the full unimodular Plebański theory, but not a solution of the UFO theory.

Going further, one can also eliminate the matrix fieldM ij from the theory through a process

which closely mirrors the derivation of the pure connection approach from section 2.4.2. One

defines a matrix field X ij such that F i∧F j = X ijµ0. Then the metricity constraint becomes

(M−1)ikFk ∧ (M−1)jlFl = δijµ0 ⇔ M−1XM−1 = I , (3.8)

which can be rewritten as M =
√
X, subject to the ambiguities in defining a matrix square

root discussed previously. Substituting this expression for M ij into (3.6) leads to the uni-

modular pure connection action given by

SUPC[A;µ0] =
1

ℓ2P
√
σ

∫
µ0 tr

√
X . (3.9)

This action yields a single field equation

DAΣ
i
X = 0 : Σi

X =
(
X− 1

2

)ij
Fj . (3.10)

By construction, Σi
X already satisfy Σi

X ∧ Σj
X = δijµ0. Then we recover the same field

equations as in (3.5), except where the matrixM is replaced with
√
X. Hence the unimodular

condition, which typically reads as ∂µ trM = 0, becomes ∂µ tr
√
X = 0 in this formulation.

One can interpret this unimodular pure connection action as a gauge fixing of the Krasnov’s

pure connection action (2.105). In particular, our action (3.9) corresponds to the gauge

defined by tr
√
XPC = Λ, where (XPC)

ij denotes the matrix appearing in (2.105) defined

w.r.t some fixed nowhere vanishing 4-form εX . Such a gauge fixing is always possible since

εX can be chosen arbitrarily.
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3.3 Parametrised Actions

Alternatively, one can follow the parametrised approach proposed by Henneaux and Teit-

elboim [53], discussed previously in section 2.5. To recap, the cosmological constant is

promoted to a dynamical field which is then is forced to be constant by means of a dy-

namical constraint mediated by a vector density T̃ µ whose divergence ∂µT̃ µ also provides

the metric volume
√

|g|. In metric variables, one arrives at the action (2.115), and one

sees that the full diffeomorphism symmetry of GR is preserved in this approach. One can

replace T̃ µ by its dual 3-form T with components Tµνρ = T̃ λ

˜
ϵλµνρ for use in Plebański

type formulations which are written in terms of differential forms. Then one can define an

Henneaux–Teitelboim analogue of the Plebański action (2.79) by

S[Σ, A,M, µ, λ, T ] =
1

ℓ2P
√
σ

∫
Σi ∧ Fi −

1

2
Mij Σ

i ∧ Σj +
1

2
µ (trM − λ) + dT λ . (3.11)

As with the metric case, the scalar field λ(x) is made constant by the dynamical constraint

dλ = 0 coming from variation w.r.t the 3-form T , allowing it to play the role of the cosmo-

logical constant. In addition, variation with respect to λ leads to µ = 2 dT , and hence the

volume form of the constructed metric is determined in terms of T . in fact, one sees that

µ is redundant and one can alternatively work with the simpler parametrised unimodular

Plebański action given by

SHT [Σ, A,M, T ] =
1

ℓ2P
√
σ

∫
Σi ∧ Fi −

1

2
Mij Σ

i ∧ Σj + dT trM , (3.12)

which can also be obtained by substituting µ0 = dT into (3.4). This action was first dis-

cussed, without the potentially imaginary prefactor, in [95]. These actions are evidently

diffeomorphism invariant and no longer depend on background fields. The field equations

arising from (3.12) are

F i =M ijΣj , DAΣ
i = 0 , Σi ∧ Σj = 2δij dT , d trM = 0 . (3.13)

In this formulation we get the condition ∂µ trM = 0 as a field equation, without requiring

Bianchi identities or a non-degenerate volume form. For a non-degenerate volume form

µ ∝ dT , we have seen already that the field equation ∂µ trM = 0 would be redundant.

Notice that the volume form is now required to be globally exact, so by Stokes’ theorem

the volume of any spacetime region could be evaluated by integrating the 3-form T over its

boundary. In particular, the total volume of a compact spacetime without boundary would

be zero. This aspect of the theory might be more relevant in Euclidean signature setting
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where compact manifolds are of greater interest.

Consider a globally simple spacetime M = R × S for some 3-manifold S, containing a

‘cylindrical’ submanifold U diffeomorphic to [0, 1] × S such that it is bounded by a pair of

3-manifolds S0 and S1 at the two ends. The spacetime volume of such a region satisfies

V4(U) ∝
∫
U
dT =

∫
S1

T −
∫
S0

T . (3.14)

The integral of T over 3-dimensional hypersurfaces can be seen as defining a global “volume”

time proportional to spacetime volume, as in [53]. To make this more explicit, one can

introduce a 1-parameter embedding map of the kind γt : S → M. Then one can formulate

this volume time as a function of the embedding parameter t by

tVol(t) ∝
∫
γt(S)

T −
∫
γ0(S)

T , (3.15)

The hypersurface γ0(S) at t = 0 is where this volume time begins, tVol(0) = 0. We investigate

volume time in greater detail in chapter 4, in the context of the canonical formulations of

the unimodular Plebański actions introduced in this chapter.

Theories of fewer fields II

The elimination of fields in the parametrised approach proceeds in the same way as in the

preferred volume form approach, except where we replace µ0 with dT wherever it appears.

This yields the parametrised unimodular first order (PUFO) and parametrised unimodular

pure connection (PUPC) actions given respectively by

SPUFO[A,M, T ] =
1

2ℓ2P
√
σ

∫
M−1

ij F i ∧ F j + dT trM , (3.16)

SPUPC[A, T ] =
1

ℓ2P
√
σ

∫
dT tr

√
XT , (3.17)

where the matrix X ij
T is defined via F i ∧ F j = dT X ij

T . This relationship between XT and T

implies a constraint on the variations δXT and δT which is given by

dT δX ij
T = DAδA

i ∧ F j + F i ∧DAδA
j − dδT X ij

T . (3.18)

The field equations arising from these actions are the same as (3.7) and (3.10) – where µ0

is replaced by dT and X ij is replaced with X ij
T – respectively, plus an additional equation

d trM = 0 or d
(
tr
√
XT

)
= 0, which would anyway arise from the Bianchi identities when

dT is non-degenerate.
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3.4 Summary

To summarise, in this section we have presented new actions for Plebański-like theories which

incorporate the principles of unimodular gravity: a fixed volume form and a cosmological

constant that arises as an integration constant as opposed to a fundamental parameter. We

began from the observation that the zero torsion condition (2.81a) already implies, through

the use of a Bianchi identity for the exterior covariant derivative, that trM is constrained

to be constant. Then the trace condition trM = Λ coming from variations w.r.t µ of the

Plebański action (2.79) simply fixes the value of this integration constant. By removing

trM = Λ as a dynamical constraint, one arrives at a modified version of Plebański theory

whose dynamics are equivalent to those of unimodular gravity. As in metric formulations,

there are two main approaches to removing this constraint on trM . First, in line with the

preferred volume approach, one can fix the value of the 4-form µ – which is a surrogate for

the metric volume form – at the level of the action, yielding the desired result. The resulting

theory is then only invariant under volume-preserving diffeomorphisms which leave this fixed

volume form unchanged. Alternatively, one can take the approach of [53, 96] by promoting

the cosmological constant to a field which is then constrained to be constant by a Lagrange

multiplier-like field. This approach maintains the full diffeomorphism symmetry of GR, but

the metric volume form becomes an exact 4-form, and the 4-volume of any spacetime region

reduces to an integral over its 3D boundary. One can make use of the exactness of the

volume form to define a kind of unimodular ‘volume time’ as in [53, 95]. Finally, we saw

that one can derive unimodular analogues of the first order and pure connection actions in

both approaches.
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Chapter 4

Canonical Analysis of Unimodular

Plebański Gravity

A condensed version of this chapter is found in the article [44] which was finalised and

published in collaboration with Steffen Gielen following the initial submission of this thesis.

The sections in this chapter can be broken down as follows. Section 4.1 consists primarily of

a review of the canonical formulation of Plebański gravity in terms of the (complex) Ashtekar

variables. Section 4.2 contains novel results regarding the canonical formulation coming from

the unimodular action (3.4). Section 4.3 can be taken as a detailed review of [96] with some

added discussion of topics from [53].

4.1 Canonical Plebański Gravity

The perspective of this chapter, in line with the ADM formalism [9] and many other canonical

formulations of generally covariant theories, is to understand unimodular Plebański gravity as

a theory of the dynamical evolution of the geometry of a 3-manifold. This is in opposition to

the Lagrangian viewpoint where one examines the unchanging geometry of a 4-manifold. In

this chapter, we will first construct the canonical formulation of Plebański gravity starting

from the action (2.79) before proceeding to construct canonical formulations of the two

unimodular versions with actions (3.4) and (3.12) introduced in the previous section. The

canonical formulation of the Plebański theory has been well studied [3, 4, 28, 61, 86, 90].

The presentation here is somewhat novel; we establish fairly non-standard conventions which

will ease the transition to the unimodular formulation later on.

We take the spacetime manifold M to be diffeomorphic to the product R× S where S is a
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connected smooth 3-manifold without boundary. For example, S may be diffeomorphic to

the 3-sphere S3, or R3. Furthermore, let γt : S → M be a (differentiable) 1-parameter family

of embedding maps, and let xa be coordinates on S. We define coordinates xµ = (t, xa) on

M such that the real 4-tuple (t′, x′a) corresponds to the point γt(x
−1(x′)) ∈ M, where

x−1 : R3 → S denotes the inverse of the coordinate map xa on S. The embedding γt

determines the foliation of the spacetime into constant ‘time’ hypersurfaces St0 := γt0(S).
In the general case, this time t is not physical time, but rather some abstract evolution

parameter associated to the foliation of spacetime induced by γt.

When S is closed, for example if S = S3, we have
∫
St0
d3x ∂aW̃

a = 0 for each vector density

of weight +1. However, if S is not closed, for example if S = R3, the integral
∫
St0
d3x ∂aW̃

a

may be equal to some surface term which comes from taking a limit of surface integrals. In

this case, one should require that all of the fields ‘fall off’ to zero sufficiently quickly such that

this surface term is always vanishing. In what follows, the spatial integral of the divergence

of any vector density will be vanishing.

With respect to these coordinates, the connection and the Plebański 2-forms decompose as

Ai = Ai
0dt+ Ai

adx
a , Σi = Σi

0adt ∧ dxa +
1

2
Σi

abdx
a ∧ dxb , (4.1)

and the curvature forms decompose as

F i = F i
0adt ∧ dxa +

1

2
F i
abdx

a ∧ dxb : F i
0a = Ȧi

a −DaA
i
0 . (4.2)

The over dot ˙ is shorthand for the derivative in the direction of the t coordinate L∂t , and

DaB
i = ∂aB

i + ϵijkA
j
aB

k is the spatial part of the gauge covariant derivative. We introduce

the densitised triad Ẽa
i defined as a weight +1 vector density valued in so(3)∗C , which encodes

the 9 degrees of freedom contained in Σi
ab such that Σi

ab = Ẽic

˜
ϵabc. We will define two further

quantities which will see use later on. First, a scalar density of weight +2 constructed as

det(Ẽa
i ) :=

1

6˜
ϵabcϵ

ijkẼa
i Ẽ

b
j Ẽ

c
k . (4.3)

This is the determinant of the 3 × 3 matrix with components Ẽa
i . Secondly, we define an

so(3)C valued covector density of weight −1 via

˜
Ei

a = ˜
ϵabcϵ

ijkẼb
j Ẽ

c
k

2 det(Ẽa
i )

. (4.4)

This is the matrix inverse of Ẽa
i satisfying Ẽa

i
˜
Ei

b = δab and Ẽa
j
˜
Ei

a = δij. Throughout this

thesis, we assume that Ẽa
i is non-degenerate, det(Ẽa

i ) ̸= 0, so that
˜
Ei

a is well defined. The 9
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degrees of freedom contained in Σi
0a can be encoded into a pair of a vector field V a and an

S2so(3)C valued weight +1 scalar density φ̃ij via

Σi
0a(V , φ) = −

(
˜
ϵabcV

bẼic + φ̃ij

˜
Eja

)
. (4.5)

This parametrisation is sufficiently non-degenerate so that Σi
0a = 0 identically only when

V a = 0 and φ̃ij = 0 identically also. Furthermore, we parametrise Ai
0(α,V ) = αi + V aAi

a

where αi is an so(3)C valued scalar. With these parametrisations for Ai
0 and Σi

0a, one

computes

Σi ∧
(
F i − 1

2
M ijΣj

)
= d4x

[
Ȧi

aẼ
a
i + αiDaẼ

a
i − V a

(
F i
abẼ

b
i − Ai

aDbẼ
b
i

)
−φ̃ij

(
F i
ab ϵ

jklẼa
kẼ

b
l

2 det(Ẽa
i )

−M ij

)
− ∂a

(
Ai

0Ẽ
a
i

)]
.

(4.6)

Whenever d4x appears without an integral sign, it denotes the coordinate 4-form given by

d4x = dt ∧ dx1 ∧ dx2 ∧ dx3. It will be useful to decompose 1
2
(det(Ẽa

i ))
−1F i

ab ϵ
jklẼa

kẼ
b
l =

Rij + ϵijkJk where the symmetric part Rij and the anti-symmetric part Ji are given by

Rij =
Fab

(iϵ j)klẼa
kẼ

b
l

2 det(Ẽa
i )

, Ji =
Ẽa

i F
j
abẼ

b
j

2 det(Ẽa
i )
. (4.7)

Then one computes

1

ℓ2P
√
σ

∫
Σi ∧

(
F i − 1

2
M ijΣj

)
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + αiDaẼ

a
i

−V a
(
F i
abẼ

b
i − Ai

aDbẼ
b
i

)
− φ̃ij

(
Rij −M ij

)]
.

(4.8)

This term appears in the Plebański action (2.79), and in the unimodular actions (3.4) and

(3.12). We parametrise the 4-form µ = −2Ñ d4x where Ñ is a scalar density of weight +1,

and where the factor of −2 is a added for later convenience. Then adding the final constraint

term in the Plebański action (2.79) gives us the extended canonical Plebański action

S ′
Can

[
A, Ẽ,M, α,V , φ̃, Ñ

]
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + αiDaẼ

a
i − V a

(
F i
abẼ

b
i − Ai

aDbẼ
b
i

)
−φ̃ij

(
Rij −M ij

)
− Ñ (trM − Λ)

]
.

(4.9)

We call this the ‘extended’ canonical action since the fields M ij and φ̃ij are superfluous and

can be eliminated at the level of the action. To see this, consider the field equations which
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arise from variations w.r.t M ij and φ̃ij which read

δS ′
Can

δM ij
= 0 ⇔ φ̃ij = Ñδij ,

δS ′
Can

δφ̃ij

= 0 ⇔ M ij = Rij . (4.10)

We see that M ij and φ̃ij are fully determined in terms of the other fields in the theory. It is

a straightforward exercise to check that the action given by

SCan

[
A, Ẽ, α,V , Ñ

]
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + αiDaẼ

a
i − V a

(
F i
abẼ

b
i − Ai

aDbẼ
b
i

)
−Ñ

(
ϵijkF

k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

− Λ

)]
,

(4.11)

yields the same field equations as the extended canonical action (4.9) for the remaining

variables. Note, the first term in the brackets to the right of Ñ in this expression is the

explicit form of the trace of Rij, which we may also denote by R := Ri
i. This action over

fewer variables is obtained by solving either of the field equations in (4.10) at the level of the

action. We recall that this procedure is often referred to as ‘integrating out’ fields. In this

text, we choose to fix φ̃ij = Ñδij at the level of the action. We interpret this as a restriction

on our ansatz for Σi
0a so that it now reads

Σi
0a(V , Ñ) = −

(
˜
ϵabcV

bẼic + Ñ
˜
Ei

a

)
. (4.12)

By doing this, we are restricting to 2-forms Σi which already satisfy the metricity constraint

(2.81c). We use the action (4.11), which we will call the canonical Plebański action, as a

starting point for developing a canonical formulation of Plebański gravity. The transition

to the Hamiltonian picture is quite clear. We have a canonically conjugate pair Ai
a and Ẽa

i

with principal Poisson bracket

{Ai
a(x), Ẽ

b
j (x

′)} = ℓ2P
√
σ δijδ

b
a δ

(3)(x− x′) . (4.13)

Furthermore, we have local constraints on the variables which read

G̃i = −DaẼ
a
i ≈ 0 , (4.14a)

D̃a = F i
abẼ

b
i − Ai

aDbẼ
b
i ≈ 0 , (4.14b)

H =
ϵijkF

k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

− Λ ≈ 0 . (4.14c)

These constraints can be written in smeared form using the Lagrange multiplier fields

αi, V a, Ñ via

G(α) = 1

ℓ2P
√
σ

∫
d3x αiG̃i , D(V ) =

1

ℓ2P
√
σ

∫
d3x V aD̃a , H(Ñ) =

1

ℓ2P
√
σ

∫
d3x ÑH .

(4.15)
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These constraints are first class; they satisfy the Poisson algebra

{G(α),G(β)} = −G ([α, β]) , {G(α),D(V )} = −G(LV α) , {G(α),H(Ñ)} = 0 ,

{D(U),D(V )} = D ([U ,V ]) , {D(V ),H(Ñ)} = H(LV Ñ) ,

{H(Ñ1),H(Ñ2)} = D0
(
V(Ñ1, Ñ2)

)
,

(4.16)

where the Lie derivative of a scalar density is given by LV Ñ = ∂a

(
V aÑ

)
, and where we

define

D0(V ) =
1

ℓ2P
√
σ

∫
d3x V aF i

abẼ
b
i , Va(Ñ1, Ñ2) =

Ẽa
i Ẽ

ib
(
Ñ2 ∂bÑ1 − Ñ1 ∂bÑ2

)
(det(Ẽa

i ))
2

. (4.17)

Note that the smeared quantity D0 is not a new independent constraint, but rather a func-

tional linear combination of the constraints G and D. Furthermore, Va is a vector field

parametrised by a pair of weight +1 scalar densities. The canonical variables (4.13) satisfy-

ing primary constraints (4.14) are the complex Ashtekar variables [11].

The constraint G, which we call the Gauss constraint, produces local SO(3) gauge transfor-

mations on the variables via δαO = {O,G(α)} such that

δαA
i
a = Daα

i , δαẼ
a
i = −ϵkijẼa

kα
j . (4.18)

The constraint D, which we call the diffeomorphism constraint, produces spatial diffeomor-

phism transformations on the variables via δV O = {O,D(V )} such that

δV A
i
a = V bF i

ba +Da(V
bAi

b) , δV Ẽ
a
i = ∂b(V

bẼa
i )− Ẽb

i ∂bV
a . (4.19)

In each of the above, the RHS is the explicit form of the Lie derivative LV acting on that vari-

able. The constraint H, which we call the Hamiltonian constraint, generates transformations

corresponding to reparametrisations of the embedding parameter t via δÑO = {O,H(Ñ)}
such that

δÑA
i
a ≈ −ÑΛ

˜
Ei

a + Ñ

(
ϵijkF

k
abẼ

b
j

det(Ẽa
i )

)
, δÑ Ẽ

a
i = −Db

(
Ñ
ϵi

jkẼa
j Ẽ

b
k

det(Ẽa
i )

)
, (4.20)

where we use H ≈ 0 to simplify the left-most expression in the above. Dynamical evolution

(evolution w.r.t t, which we also call time evolution throughout this thesis) is generated by

the Hamiltonian

HPle(α,V , Ñ) = G(α) +D(V ) +H(Ñ) (4.21)

via the usual mechanism, Ȯ ≈ {O, HPle} for any functional O of the variables. This time

evolution is pure gauge, which is typical of generally covariant systems. The fields αi, V a, Ñ

which appear in the action are completely unconstrained, and must be fixed by hand.
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4.1.1 Holomorphic Hamiltonian systems, reality conditions, and

the metric tensor

So far in this canonical analysis we have overlooked a key detail. This is the complexity of

the dynamical fields. Recall from section 2.3 that the Plebański formulation exists for the

Euclidean signature, the Lorentzian signature, and for ‘complex gravity’ where the metric

tensor (or tetrad) is allowed to be complex valued. In the Euclidean signature, corresponding

to σ =
√
σ = 1, one takes all of the fields to be real valued. Then there is no ambiguity in

how to construct the Poisson bracket or how to derive the constraints from the action. In

contrast, in the Lorentzian signature, corresponding to σ = −1 and
√
σ = i, one takes the

fields to be complex valued. Then the canonical action (4.11) is manifestly complex valued.

In general this can make it difficult, or impossible in some fringe cases, to construct the

Hamiltonian representation. Luckily, the Lagrangian density for (4.11) is holomorphic in

the fields, and hence we may construct a holomorphic Hamiltonian system. In this case, the

Poisson bracket is holomorphic in both slots, and the constraints are holomorphic functions

of the field variables and their spatial derivatives. This holomorphic Poisson bracket is not

defined on the complex conjugates of the variables, and hence is not equipped to deal with

non-holomorhic function(al)s of the variables. However, one can derive the time evolution

equations for the complex conjugate variables by simply conjugating both sides of the regular

time evolution equations via

(Ȧi
a)

∗ =
(
{Ai

a, HPle}
)∗

, ( ˙̃Ea
i )

∗ =
(
{Ẽa

i , HPle}
)∗

. (4.22)

This is of particular use to us in our treatment of the reality conditions (2.82) in the canonical

formulation. Here, the reality conditions are treated as extra non-holomorphic constraints

on the initial data which, in general, are not preserved under time evolution. In order to

have a consistent theory, we must impose further constraints on the initial data which come

from the higher order time derivatives of the reality conditions. These constraints coming

from the reality conditions and their time derivatives are not treated as constraints in the

Dirac sense. We don’t require that they form a closed Poisson algebra, and we don’t allow

them generate ‘gauge transformations’ on the variables. We simply require that they are

altogether consistent under the time evolution generated fromHPle. One can write the reality

conditions (2.82) in the language of the canonical formulation. Using the restricted ansatz

(4.12) for Σi
0a, we see that the 2-forms Σi decompose as

Σi = −Ñ
˜
Ei

a dt ∧ wa +
1

2
Ẽia

˜
ϵabcw

b ∧ wc , (4.23)
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where we introduce a triad of 1-forms defined wa = V adt+dxa for future convenience. From

this, one reformulates the trace reality condition (2.82b) as

Re
(
Σi ∧ Σi

)
= 0 ⇔ Re Ñ = 0 . (4.24)

Additionally, one reformulates the wedge reality condition (2.82a) as

Ñ
(
Ẽia(

˜
Ej

a)
∗ − (Ẽia)∗

˜
Ej

a

)
−
˜
ϵabcẼ

ib(Ẽjc)∗ (V a − (V a)∗) = 0 , (4.25)

where we have used the trace condition Re Ñ = 0 to simplify the first term. We can derive

further insights from this condition by examining the reconstructed metric. Recall that it is

always possible to construct a metric tensor from Σi satisfying the vacuum Einstein equations

Rµν = Λgµν via the (generalised) Urbantke formula (2.97). It is possible to write down a

closed form expression for the Urbantke metric in terms of the fields present in the canonical

formulation. In pursuit of this, one can define a solder form eI via

e0 =
iÑ

√
σ (det(Ẽa

i ))
1/2

dt , ei = i(det(Ẽa
i ))

1/2

˜
Ei

a (V
adt+ dxa) . (4.26)

such that Σi decomposes as its self-dual part (2.68). Then, by theorem 2.3.4, the Urbantke

metric expands in terms of the solder form as g = σ e0 ⊗ e0 + ei ⊗ ei, and therefore as

g = − Ñ2

det(Ẽa
i )
dt⊗ dt− det(Ẽa

i )
(
V a

˜
Ei

a
˜
Eib

(
dt⊗ dxb + dxb ⊗ dt

)
+

˜
Ei

a
˜
Eib dx

a ⊗ dxb
)

= − Ñ2

det(Ẽa
i )
dt⊗ dt− (det(Ẽa

i ))
˜
Ei

a
˜
Eibw

a ⊗ wb .

(4.27)

One can compare this form of the metric to the decomposition of the metric in the ADM

formalism [9]. We borrow our conventions from the review [110]. In the ADM formalism,

the metric has the form

g = σ w0 ⊗ w0 + habw
a ⊗ wb , (4.28)

where we define w0 = Ndt where N is the lapse function, and where hab is the 3-metric

induced on the spatial surfaces. By inspection we see

N =
iÑ

√
σ (det(Ẽa

i ))
1/2

, hab = − det(Ẽa
i )

˜
Ei

a
˜
Eib . (4.29)

Then it is clear that Ñ is proportional to the metric volume factor
√
|g| and encodes the

lapse function, and V a is the shift vector which should be taken to be real valued. Then the
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second term in the expression for the wedge reality condition (4.25) vanishes, leaving only

Ñ
(
Ẽia(

˜
Ej

a)
∗ − (Ẽia)∗

˜
Ej

a

)
= 0 which rearranges to

Im
(
˜
Ei

a
˜
Eib

)
= 0 . (4.30)

Further manipulations yield Im
[
(det(Ẽa

i ))
2
]
= 0, and hence det(Ẽa

i ) must be purely real

or imaginary valued. Then returning to the metric (4.27), the reality conditions Re Ñ = 0

and Im(
˜
Ei

a
˜
Eib) = 0 guarantee that g is either real Lorentzian, or real Lorentzian with an

overall factor of ±i as expected. Note that the overall signature of the metric, (− + ++)

vs (+ − −−), is controlled by the sign of det(Ẽa
i ) which is not constrained dynamically or

via the reality conditions. With this in mind, consider that one constructs the same tetrad

(4.26) and the same metric (4.27) in the Euclidean signature formulation, except where all of

the fields are taken to be real valued. In this case, we see that the tetrad is either purely real

or purely imaginary valued depending on the sign of det(Ẽa
i ). Our conventions are somewhat

backwards here; the metric (4.27) is positive definite when det(Ẽa
i ) < 0 (real tetrad), and

negative definite when det(Ẽa
i ) > 0 (imaginary tetrad). The notion of an imaginary tetrad

may induce feelings of discomfort in some individuals, the author of this thesis for example.

But note, the only way for a metric constructed as
∑3

I=0 e
I ⊗ eI to have negative definite

signature is if each eI is imaginary. Our inability to constrain the sign of det(Ẽa
i ), and hence

the signature of the metric, is a major aspect of this formulation that differentiates it from

most other well studied reformulations of GR. We will examine this nuance in much greater

detail in chapter 5 in the context of spatially homogeneous models such as Bianchi I and IX.

Recovering the Ricci scalar

Recall from the discussion in section 2.3, theorem 2.3.2 in particular, that the trace of the

matrix field M ij is proportional to the Ricci scalar for the metric constructed as in (4.27)

via trM = 1
4
R. In the canonical theory, the field M ij is replaced by the quantity Rij, and

consequently trM is replaced with the quantity

R =
ϵijkF

k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

(4.31)

which appears in the Hamiltonian constraint. Hence R is directly proportional to the Ricci

scalar. Furthermore, one can show that the trace free part Rij
TF = Rij − 1

3
δijR recovers the

self-dual part of the Weyl tensor. This relationship between R and R will be significant in

our investigation of the canonical formulation of unimodular plebański gravity later on.
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4.1.2 Gauge transformations and Lagrange multipliers

In the canonical formulation, local gauge transformations on the dynamical fields are gener-

ated symplectically from the first class constraints. However, the Poisson structure doesn’t

prescribe the gauge transformations for the Lagrange multiplier fields αi, V a, Ñ that appear

in the Hamiltonian. It is possible to derive the gauge transformations for these Lagrange

fields starting from the observation that the canonical action (4.11) should be invariant un-

der arbitrary gauge transformations. There is some discussion on gauge transformations of

the action in [47, 52]. The action transforms under an arbitrary gauge transformation via

δεSCan =

[∫
d3x Ẽa

i

δΦ(ε)

δẼa
i

− Φ(ε)

]t1
t0

+

∫ t1

t0

dt
[
Φ(ε̇) + {Φ(ε), HPle} − G(δεα)−D(δεV )−H(δεÑ)

]
,

(4.32)

where Φ(ε) denotes an arbitrary first class constraint with non-dynamical gauge parameter

ε(t,x). One can see appendix 4.A.1 for a derivation. Note that the boundary conditions

ε(t0,x) = ε(t1,x) = 0 cause the first line in the above expansion vanish, leaving only

the second line. Setting the second line to zero gives us equations that can be solved for

the gauge transformations of the Lagrange multipliers, δεα
i, δεV

a, δεÑ . As an illustrative

example, consider the transformation of the canonical action generated from the constraint

D with gauge parameter Ua which reads

δUSCan =

∫ t1

t0

dt
[
G (LUα− δUα) +D

(
U̇ + [U ,V ]− δUV

)
+H

(
LUÑ − δUÑ

)]
.

(4.33)

We treat the constraints G,D,H as linearly independent formal symbols so that any arbitrary

combination of the form G(β) + D(U) +H(Q̃) vanishes identically if and only if all of the

smearing functions βi, Ua, Q̃ vanish identically. Then to find the transformations δUα
i and

so on, one sets the arguments of the constraints in (4.33) to zero yielding

δUα
i = LUα

i , δUV
a = U̇a + [U ,V ]a , δUÑ = LUÑ . (4.34)

One can interpret the RHS of the second equation δUV
a = U̇a + [U ,V ]a as the spatial

part of a commutator of a pair of spacetime vector fields Uµ and V µ such that U0 = 0 and

V 0 = −1. Note that the vector field V µ is null w.r.t the 1-forms wa = V adt+dxa introduced

previously, wa
µV

µ = 0. Following the procedure outlined above for the remaining constraints
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G and H with gauge parameters βi and Q̃ respectively gives

δβα
i = β̇i + [β, α]i − LV β , δβV

a = 0 , δβÑ = 0 (4.35)

δQ̃α
i = −Ai

aVa(Q̃, Ñ) , δQ̃V
a = Va(Q̃, Ñ) , δQ̃Ñ = ˙̃N − LV Q̃ , (4.36)

where Va is defined in (4.17). Again, we stress that the above transformations are only

accurate when the gauge parameters βi, Ua, Q̃ all vanish everywhere on the initial and final

hypersurfaces corresponding to times t0 and t1.

4.1.3 Canonical first order and pure connection theories

Recall in the Lagrangian formulation of Plebański gravity we were able to integrate out fields

to get the first order (FO) and pure connection (PC) actions (2.98) and (2.105) respectively.

We saw that each action provided the same field equations, for the remaining variables, as

the full Plebański action (2.79). Then it would be a fair guess that the canonical formulations

of the FO and PC theories would be indistinguishable from the canonical formulation of the

full theory. This turns out to be true, and can be confirmed as follows. First, inserting

Ai = Ai
0 dt+ Ai

adx
a and µ = −2Ñ d4x into the first order action (2.98) yields

S ′
FO

[
A,M,α, Ñ

]
=

1

ℓ2P
√
σ

∫
d4x

[
1

2
Ȧi

aM
−1
ij F

j
bc ϵ̃

abc

+Ai
0Da

(
1

2
M−1

ij F
j
bc ϵ̃

abc

)
− Ñ (trM − Λ)

]
.

(4.37)

It is clear from this expression that Ai
a should have conjugate momentum Ẽa

i satisfying the

primary constraint

Ẽa
i −

1

2
M−1

ij F
j
bc ϵ̃

abc = 0 ⇔ M ij =
F i
ab ϵ

jklẼa
kẼ

b
l

2 det(Ẽa
i )

. (4.38)

The equation on the RHS of the equivalence arrow ‘⇔’ decomposes into symmetric and

antisymmetric parts M ij = Rij and Ji = 0, where Ji is defined in (4.7). The antisymmetric

part is equivalently formulated as F i
abẼ

b
i = 0. Then one can construct an extended action

given by

SFOE

[
A, Ẽ, . . .

]
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + Ai

0DaẼ
a
i − V aF i

abẼ
b
i

−φ̃ij

(
Rij −M ij

)
− Ñ (trM − Λ)

]
,

(4.39)
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which produces the same dynamics as (4.38). By making the substitution Ai
0 = αi + V aAi

a,

we see that this action is the same as the extended canonical Plebański action (4.9), and

consequently the first order theory shares the same canonical formulation as the full Plebański

theory. In short, the transition to the canonical theory requires us to re-insert the Σi fields

which were integrated out to derive the first order theory. The same is true in the pure

connection theory. The construction of the canonical formulation in this case is detailed in

[33]. We again see the appearance of the conjugate momentum Ẽa
i along with the Gauss,

diffeomorphism and Hamiltonian constraints.

This concludes our review of the canonical formulation of Plebański gravity.

4.2 Canonical Preferred Volume Unimodular Plebański

Gravity

We now present a novel canonical analysis of the action (3.4) originally introduced in [46].

Conveniently, the unimodular action (3.4) is very similar to the non-unimodular one (2.79).

In particular, both actions share the term ∝
∫
Σi ∧

(
F i − 1

2
M ijΣj

)
which we have already

formulated in terms of the canonical variables in (4.8). To complete the unimodular action,

one adds the missing term ∝
∫
µ0 trM . In pursuit of this, we parametrise µ0 = −2Ñ0 d

4x

where Ñ0 is a fixed weight +1 scalar density. As with the non-unimodular version, we fix

φ̃ij = Ñ0δij in the expression for Σi(V , φ̃) given in (4.5) in order to eliminate the redundant

pair of fields M ij and φ̃ij. Then the fields are given in terms of the 3+1 split by

Ai = αidt+ Ai
aw

a , (4.40a)

Σi = −Ñ0
˜
Ei

a dt ∧ wa +
1

2
Ẽia

˜
ϵabcw

b ∧ wc , (4.40b)

µ0 = −2Ñ0 d
4x , (4.40c)

where wa = V adt + dxa is the triad of 1-forms introduced previously. Inserting the above

expressions for the fields into (3.4) yields the canonical unimodular Plebański action which

reads

SUCan

[
A, Ẽ, α,V ; Ñ0

]
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + αiDaẼ

a
i

−V a
(
F i
abẼ

b
i − Ai

aDbẼ
b
i

)
− Ñ0

ϵijkF
k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

]
.

(4.41)
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This action will be our starting point for developing the canonical formulation. Once again,

the transition to the Hamiltonian viewpoint is clear. We have a canonically conjugate pair

Ai
a and Ẽ

a
i whose principal Poisson bracket is the same as in the non-unimodular formulation

(4.13). In this case, we yield only the Gauss and Diffeomorphism constraints G and D from

variations w.r.t αi and V a respectively. The Hamiltonian constraint doesn’t appear since its

Lagrange multiplier Ñ is now replaced with a field whose value is fixed. The action admits

a naive Hamiltonian which reads

H(0)(α,V ) =
1

ℓ2P
√
σ

∫
d4x Ñ0

ϵijkF
k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

+ G(α) +D(V ) . (4.42)

Note, this Hamiltonian has a non-constraint part, and hence the time evolution it generates is

not pure gauge. The non-constraint part of this Hamiltonian, the integral term in the above

expansion, has a non-weakly vanishing Poisson bracket with the diffeomorphism constraint.

Then the consistency condition for the diffeomorphism constraint {D(U), H(0)} ≈ 0 yields

a secondary constraint on the variables given by

Ka = ∂a

(
ϵijkF

k
bcẼ

b
i Ẽ

c
j

2 det(Ẽa
i )

)
, (4.43)

with smeared form

K(T̃ ) =
1

ℓ2P
√
σ

∫
d4x T̃ aKa , (4.44)

where T̃ a is a weight +1 vector density. All together, the constraints G,D,K are first class.

The pairwise Poisson brackets involving K are given by

{G(α),K(T̃ )} = 0 , {D(V ),K(T̃ )} = K(LV T̃ ) ,

{K(T̃ ),K(L̃)} = D0
(
V
(
∂aT̃

a, ∂bL̃
b
))

.
(4.45)

where Va is defined in (4.17). The most general consistent time evolution is generated by

the extended Hamiltonian which is given by

HPV(α,V , T̃ ) =
1

ℓ2P
√
σ

∫
d4x Ñ0

ϵijkF
k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

+ G(α) +D(V ) +K(T̃ ) , (4.46)

via the usual mechanism, Ȯ ≈ {O, HPV} for any functional O of the field variables. The

subscript ‘PV’ is short for preferred volume. We already understand the nature of the gauge

transformations generated by the Gauss and diffeomorphism constraints. We would like to

understand the nature of the gauge transformations generated by the new constraint K.

Integrating by parts, one sees

{O,K(T̃ )} = −{O,H(∂aT̃
a)} , (4.47)
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For any arbitrary functional O. From this we conclude that the gauge transformations

generated from K are the same as the ones generated from H in the non-unimodular formu-

lation, except where the gauge parameter Ñ is restricted to be a divergence −∂aT̃ a. That is,

the gauge transformations generated from K are a restricted set of time reparametrisation

transformations. Then the reduction of the symmetry group from the non-unimodular for-

mulation to the unimodular one is made apparent here. The gauge transformations of the

Lagrange multipliers αi, V a, T̃ a can be computed following the procedure outlined in section

4.1.2, yielding:

αi V a T̃ a

G(β) : δβ β̇i + [β, α]i − LV β
i 0 0

D(U) : δU LUα
i U̇a + [U ,V ]a LU T̃

a − Ñ0 U
a

K(L̃) : δL̃ Ai
aVa(∂bL̃

b, Ñ0) −Va(∂bL̃
b, Ñ0)

˙̃La − LV L̃
a

One can construct a metric tensor via the generalised Urbantke formula (2.97) which reads

g = − (Ñ0)
2

det(Ẽa
i )
dt⊗ dt− (det(Ẽa

i ))
˜
Ei

a
˜
Eibw

a ⊗ wb . (4.48)

We derive this expression by first decomposing the expression for Σi given in (4.40b) as the

self-dual part of the tetrad which is given by

e0 =
iÑ0√

σ (det(Ẽa
i ))

1/2
dt , ei = i(det(Ẽa

i ))
1/2

˜
Ei

aw
a . (4.49)

Then, by theorem 2.3.4, the Urbantke metric expands as σ e0⊗ e0+ ei⊗ ei. We see that this

metric is almost identical to the metric tensor constructed in the non-unimodular theory

(4.27), except where the lapse surrogate Ñ has been replaced with the fixed background

scalar density Ñ0. One computes the metric volume factor to be
√

|g| = Ñ0, and hence we

see that the metric volume is fixed as expected. In the Lorentzian signature, the wedge reality

condition (2.82a) takes the same form as in the non-unimodular formulation: Im (
˜
Ei

a
˜
Eib) = 0,

and consequently Im
[
(det(Ẽa

i ))
2
]
= 0 (section 4.1.1). However, the trace condition (2.82b)

now reduces to Re Ñ0 = 0. To see this, one simply inserts the expression for Σi in (4.40b) into

the trace condition (2.82b). From this we see that Lorentzian solutions only exist when the

background scalar density Ñ0 is purely imaginary. In contrast, Euclidean signature solutions

only exist when Ñ0 is real valued. In this case, one takes all of the dynamical fields and

Lagrange multipliers to be real also.

82



Dynamical unimodular condition

We would like to recover the covariant unimodular condition ∂µR = 0 from our canonical

formulation. As in the non-unimodular formulation, theorem 2.3.2 tells us that the quantity

R = 1
2
(det(Ẽa

i ))
−1ϵijkF

k
abẼ

a
i Ẽ

b
j is directly proportional to the Ricci scalar R of this recon-

structed metric. Hence, the constraints Ka gives us the spatial parts of the unimodular

condition, ∂aR ∝ ∂aR = 0. To recover the temporal part, we can take the time derivative of

R using the Hamiltonian HPV. This yields

Ṙ(x) = {R(x), HPV}
!
≈ 0 . (4.50)

Then we recover the full condition ∂µR ∝ ∂µR = 0 as expected.

4.2.1 Summary

In summary, the canonical analysis of the unimodular formulation of Plebański gravity aris-

ing from the action (3.4) yields a constraint algebra which is distinct from the constraint

algebra of GR written in terms of the Ashtekar variables. In particular, the typical Hamil-

tonian constraint is replaced with the constraints Ka in (4.43) which are computed as the

three spatial derivatives of the usual Hamiltonian constraint. This in turn restricts the gauge

transformations on the variables, mirroring the restriction of the symmetry group to volume

preserving diffeomorphisms seen at the level of the action (3.4). Furthermore, the Hamil-

tonian which generates dynamical evolution on the variables has a definite (non-constraint)

part in addition to the constraint part; the Hamiltonian doesn’t necessarily vanish as it does

in the non-unimodular theory. This has potentially interesting implications for the quantum

theory, which will be discussed in the conclusions.

4.3 Canonical Parametrised Unimodular Plebański

Gravity

As mentioned at the beginning of this chapter, the analysis presented in this section was

originally carried out in [96]. The following constructions were derived independently by the

author of this thesis in collaboration with Steffen Gielen, and have been adapted to more

closely follow the presentation in [96].

In this section, we aim to derive a canonical formulation of parametrised unimodular Plebański
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gravity starting from the action (3.12). As in the previous section, we begin with the ex-

pression for the term ∝
∫
Σi ∧

(
F i − 1

2
M ijΣj

)
given in (4.8). Then to complete the action

(3.12), one needs to formulate the missing term ∝
∫
dT trM in the terms of the 3+1 split.

One can parametrise the 3-form T by

T = τ̃ w1 ∧ w2 ∧ w3 − 1

2
T̃ a

˜
ϵabc dt ∧ wb ∧ wc

= τ̃ d3x− 1

2

(
T̃ a − τ̃V a

)
˜
ϵabc dt ∧ dxb ∧ dxc ,

(4.51)

where τ̃ is a weight +1 scalar density, and T̃ a is a weight +1 vector density as in the previous

formulation. The exterior derivative of the 3-form T is computed to be

dT = d4x
[
˙̃τ + ∂a

(
T̃ a − τ̃V a

)]
. (4.52)

Inserting this expression for dT into the action (3.12) yields

S ′
PUCan

[
A, Ẽ,M, τ̃, α,V , φ̃, T̃

]
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + ˙̃τ trM + αiDaẼ

a
i

−V a
(
F i
abẼ

b
i − Ai

aDbẼ
b
i − τ̃ ∂a trM

)
−φ̃ij

(
Rij −M ij

)
− T̃ a∂a trM

]
.

(4.53)

On inspection, we now see an extra term ∝
∫
d4x ˙̃τ trM which contributes to the symplectic

part of the action. Then the field variables τ̃ and trM are canonically conjugate. We

decompose M ij = ψij + 1
3
λ δij where ψij is the trace-free part, and were λ is a field such

that trM = λ. In addition, we decompose the field φ̃ij, which appears in the expression for

Σi
0a(V , φ̃) given in (4.5), such that φ̃ij = χ̃ij + Ñδij where χ̃ij is a symmetric and trace-free

S2so(3)C valued scalar density of weight +1. With this, the naive action now becomes

S ′
PUCan

[
A, Ẽ, . . .

]
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + ˙̃τλ+ αiDaẼ

a
i

− V a
(
F i
abẼ

b
i − Ai

aDbẼ
b
i − τ̃ ∂aΛ

)
−Ñ (R− λ)− χ̃ij

(
Rij

TF − ψij
)
− T̃ a∂aλ

]
.

(4.54)

In the non-unimodular and preferred volume unimodular cases, we were able to integrate

out the fields M ij and φ̃ij in their entirety. In this case, we may only integrate out the

trace free parts ψij and χ̃ij since the trace part of M
ij is now a dynamical field. Integrating
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out these fields proceeds as in the non-unimodular case, yielding the canonical parametrised

unimodular Plebański action given by

SPUCan

[
A, Ẽ, τ̃, λ, α,V , Ñ, T̃

]
=

1

ℓ2P
√
σ

∫
d4x

[
Ȧi

aẼ
a
i + ˙̃τλ+ αiDaẼ

a
i

− V a
(
F i
abẼ

b
i − Ai

aDbẼ
b
i − τ̃ ∂aΛ

)
−Ñ

(
ϵijkF

k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

− λ

)
− T̃ a∂aλ

]
.

(4.55)

The transformation into the Hamiltonian setting is then clear. We have dynamical fields

Ai
a, Ẽ

a
i , τ̃, λ, which satisfy the principal Poisson brackets

{Ai
a(x), Ẽ

b
j (x

′)} = ℓ2P
√
σ δijδ

b
a δ

(3)(x− x′) , {τ̃(x), λ(x′)} = ℓ2P
√
σ δ(3)(x− x′) , (4.56)

with all other unrelated combinations vanishing. The fields αi, V a, Ñ, T̃ a are Lagrange mul-

tipliers enforcing constraints

G̃i = −DaẼ
a
i ≈ 0 , (4.57a)

D̃′
a = F i

abẼ
b
i − Ai

aDbẼ
b
i − τ̃ ∂aλ ≈ 0 , (4.57b)

H′ =
ϵijkF

k
abẼ

a
i Ẽ

b
j

2 det(Ẽa
i )

− λ ≈ 0 , (4.57c)

Ja = ∂aλ ≈ 0 , (4.57d)

whose smeared forms are constructed as

G(α) = 1

ℓ2P
√
σ

∫
d3x αiG̃i , D′(V ) =

1

ℓ2P
√
σ

∫
d3x V aD̃′

a ,

H′(Ñ) =
1

ℓ2P
√
σ

∫
d3x ÑH′ , J (T̃ ) =

1

ℓ2P
√
σ

∫
d3x T̃ aJa .

(4.58)

This constraint set is first class. The three constraints G,D′,H′ satisfy the same Poisson al-

gebra as their non-unimodular counterparts, given in (4.16). The remaining Poisson brackets

involving J are given by

{G(α),J (T̃ )} = 0 , {D(V ),J (T̃ )} = J (LV T̃ )

{H(Ñ),J (T̃ )} = 0 , {J (T̃ ),J (L̃)} = 0 .
(4.59)

The Hamiltonian for the theory is a sum over constraints which reads

HHT(α,V , Ñ, T̃ ) = G(α) +D′(V ) +H′(Ñ) + J (T̃ ) . (4.60)
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The time evolution equations are generated via the usual mechanism, Ȯ ≈ {O, HHT} for any

functional O of the field variables. Once again, this time evolution is pure gauge, reflecting

the fact that this formulation of unimodular gravity is generally covariant. As before, the

Gauss and diffeomorphism constraints G and D′ respectively generate local (complex) SO(3)

gauge transformations and spatial diffeomorphisms on the variables. Note, the diffeomor-

phism constraint is extended with an extra term −τ̃ ∂aλ to account for the extra variables

in this theory. The Gauss constraint is not extended here since the new variable τ̃ and λ

have no so(3)C indices, and therefore transform trivially under local gauge transformations.

The Hamiltonian constraint H′ generates precisely the same time coordinate reparametri-

sation transformations on the variables Ai
a and Ẽa

i as in the non-unimodular theory. The

transformation due to H′ has no effect on λ, but it does induce a shift τ̃ 7→ τ̃ + δτ̃ where

δτ = −Ñ when Ñ is small. The constraint J tells us that λ is constant is on each constant

time hypersurface, and the dynamical equation λ̇ = {λ,HHT}
!
≈ 0 tells us that the value of λ

doesn’t change from hypersurface to hypersurface. So in aggregate we see that λ is constant

over M, which is sensible as it is a stand-in for the cosmological constant in this theory. We

would like to interpret the transformations of τ̃ and λ due to H′ as time reparametrisations.

In this case, λ doesn’t transform under the action of H′ since it is constant and hence its

value at any given coordinate time is independent of the choice of time coordinate. We will

justify the shift δτ̃ = −Ñ as resulting from a time reparametrisation in the forthcoming

discussion on unimodular volume time. The constraint J only acts non-trivially on τ̃ , where

it induces a shift δτ̃ = −∂aT̃ a when T̃ a is small. The transformations due to J correspond to

a symmetry of the action (3.12) where the 3-form T is shifted by a closed 3-form, T 7→ T + θ

where dθ = 0. To see this explicitly, we need the gauge transformations for the Lagrange

multipliers which are computed following the procedure outlined in section 4.1.2 yielding:

αi V a Ñ T̃ a

G(β) : δβ β̇i + [β, α]i − LV β
i 0 0 0

D′(U) : δU LU α
i U̇a + [U ,V ]a LU Ñ LU T̃

a

H′(Q̃) : δQ̃ −Ai
aVa(Q̃, Ñ) Va(Q̃, Ñ) ˙̃Q− LV Q̃ 0

J (L̃) : δL̃ 0 0 0 ˙̃La − LV L̃
a
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With this we compute the infinitesimal transformation δT due to J (L̃), starting from the

expression for T given in (4.51), to be

δT = −∂aL̃a d3x− 1

2

[
˙̃La − ∂d

(
V dL̃a − V aL̃d

)]
˜
ϵabc dt ∧ dxb ∧ dxc . (4.61)

Evaluating the exterior derivative dδT reveals that δT is closed,

dδT = d4x
[
−∂a ˙̃La + ∂a

˙̃La − ∂a∂b

(
V bL̃a − V aL̃b

)]
= 0 . (4.62)

For emphasis, we have used the transformation δτ̃ = {τ̃,J (L̃)} = −∂aL̃a as well as the

transformations δL̃V
a and δL̃T̃

a from the above table to achieve this result. This was shown

in [53], except where the authors formulate the Lagrangian symmetry as a shift of the vector

density T̃ µ, which appears in the action (2.115), by some θ̃µ satisfying ∂µθ̃
µ = 0. One

recovers Henneaux and Teitelboim’s vector density via T̃ µ = 1
6
ϵ̃µνρσ Tνρσ with components

T̃ 0 = τ̃ and T̃ a = T̃ a − τ̃V a.

The Hamiltonian constraint H′ provides us with R = λ, where we remind the reader that

R = 1
2
(det(Ẽa

i ))
−1ϵijkF

k
abẼ

a
i Ẽ

b
j is the trace of Rij defined in (4.7). Additionally we recall

that R is proportional to the Ricci scalar for the constructed metric, whether one uses the

Urbantke formula (2.97) or the tetrad decomposition formulae in (2.84), (2.85) and (2.95).

Hence we see that the Ricci scalar is equal to an integration constant. Hence, the theory

contains all possible solution for all possible values of λ. This mirrors the discussions from

section 2.5 and chapter 3.

4.3.1 Unimodular volume time

In section 2.5 we briefly mentioned how one could construct a clock function on a globally

simple spacetime R× S by integrating the metric volume form over a cylindrical 4D region

∼ [0, 1] × S which is bounded by a pair of constant time hypersurfaces on either end.

We will explore this idea in greater depth here. First, constructing the Urbantke metric

(2.97) for the canonical parametrised formulation (4.55) yields precisely the metric (4.27)

and the corresponding tetrad (4.26) from the non-unimodular theory. The volume form ε,

constructed either as in (2.97) or equivalently as ε = −σ e0 ∧ . . . ∧ e3, can be written as

ε = −
√
σ Ñ d4x . (4.63)

In Lorentzian signature, the reality conditions (2.82b) and (2.82a) can be formulated as

Re Ñ = 0 and Im (
˜
Ei

a
˜
Eib) = 0 respectively, with the latter yielding the further condition
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Im
[
(det(Ẽa

i ))
2
]
= 0 as a direct consequence. These come from the discussion in section

4.1.1. Then it is clear that the volume form ε is real valued in Lorentzian signature where
√
σ = i. Furthermore, the volume form is manifestly real in Euclidean signature where

√
σ = 1 and where Ñ is taken to be real valued. Hence in the Lorentzian and Euclidean

signature regimes, any clock we construct by integrating ε will be real valued.

A significant result in the parametrised approach, whether in metric [53] or connection

variables [96], is that the volume form is exact. One can recover this result from the canonical

theory also. To see this, consider the equation of motion for τ̃ computed via ˙̃τ = {τ̃, HHT}
which is given by

˙̃τ = −Ñ − ∂a

(
T̃ a − τ̃V a

)
. (4.64)

Rearranging this expression yields −Ñ = ˙̃τ + ∂a

(
T̃ a − τ̃V a

)
, which we insert into the

expression for the volume form ε given in (4.63) to get

ε =
√
σ d4x

[
˙̃τ + ∂a

(
T̃ a − τ̃V a

)]
!
=

√
σ dT , (4.65)

where the final equality marked ‘
!
=’ uses the expression for the exact 4-form dT given in

(4.52). Hence, we recover the exactness of the metric volume from.

We define the ‘volume time’ tVol between hypersurfaces corresponding to t = t0 and t = t1 to

be the spacetime volume of the 4D cylindrical region which is bounded by them, as in (3.14)

and (3.15). Computing this spacetime volume by evaluating the integral of ε =
√
σ dT over

such a spacetime region yields

tVol(t0, t1) =
√
σ

(∫
t=t1

d3x τ̃ −
∫
t=t0

d3x τ̃

)
. (4.66)

Then we have a geometric interpretation for the field τ̃ which is conjugate to the cosmological

‘constant’ field λ: τ̃ encodes the volume time between constant t hypersurfaces. This volume

time is certainly not gauge invariant; it depends on the time coordinate which can be chosen

arbitrarily. The transformations on the variable τ̃ generated from the constraint H′ produce

exactly the time reparametrisation transformations on tVol that we would expect. These are

δtVol(t0, t1)
!
= −

√
σ

(∫
t=t1

d3x Ñ −
∫
t=t0

d3x Ñ

)
!!
=

√
σ

(∫
t=t1

d3x ˙̃τ −
∫
t=t0

d3x ˙̃τ

)
=
∂tVol
∂t0

+
∂tVol
∂t1

.

(4.67)
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In the first equality marked by ‘
!
=’ we use the shift δτ̃ = {τ̃,H′} = −Ñ , and in the second

equality marked by ‘
!!
=’ we use the equation of motion (4.64). However, the gauge trans-

formations generated from the other constraints have no affect on tVol. To show that tVol

provides a suitable clock function, consider the following. First, it is clear from the definition

(4.66) that

tVol(t0, t1) = tVol(t0, t2) + tVol(t2, t1) . (4.68)

Furthermore tVol is monotonic w.r.t increasing |t1 − t0| when
∫
d3x τ̃ is monotonic, which

corresponds to choosing Ñ such that
∫
d3x Ñ is either non-negative or non-positive. Note

that tVol is allowed to take negative values; we see tVol(t0, t1) = −tVol(t1, t0). Hence this

time function is sensitive to the ordering of events. One could define a ‘duration’ function

|tVol(t0, t1)| which is always positive, except when t0 = t1 where it vanishes. Although, this

duration function would no longer satisfy the additive property (4.68), but would satisfy a

triangle inequality instead.
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4.A Supplementary Material: Chapter 4

4.A.1 Gauge transformations of the action

Derivation of equation (4.32)

In the non-field setting, consider a canonical action S[q, p, λ] over dynamical variables qi, pi

given by

S[q, p, λ] =

∫
dt
[
q̇ipi −H(q, p)− λαGα(q, p)

]
, (4.69)

where λα are Lagrange multipliers enforcing constraints Gα(q, p) ≈ 0 which we assume are

first class. In addition, where H(q, p) is the definite, non-constraint, part of the Hamiltonian

which we also assume to be first class, {H,Gα} ≈ 0. We consider the action of a gauge trans-

formation generated via δεf = εβ{f,Gβ} where εβ(t) is the non-dynamical gauge parameter.

We assume the linearised gauge transformation operator δε commutes with differentiation

and integration w.r.t time t. We compute δεS via

δεS =

[
εβ
∂Gβ

∂pi
pi

]t1
t0

+

∫ t1

t0

dt
[
−δεqiṗi + q̇iδεpi − δεH − δελ

αGα − λαδεGα

]
=

[
εβ
∂Gβ

∂pi
pi

]t1
t0

+

∫ t1

t0

dt

[
− εβ

(
∂Gβ

∂pi
ṗi −

∂Gβ

∂qi
q̇i
)
− εβ{H,Gβ}

− δελ
αGα − λα{Gα, Gβ}εβ

]

=

[
εβ
∂Gβ

∂pi
pi

]t1
t0

+

∫ t1

t0

dt
[
−εβĠβ − εβ{H,Gβ} − δελ

αGα − λα{Gα, Gβ}εβ
]

=

[
εβ
∂Gβ

∂pi
pi − εβGβ

]t1
t0

+

∫ t1

t0

dt
[
ε̇βGβ + {εβGβ, H + λαGα} − δελ

αGα

]
.

(4.70)

Extending this formula into the field setting is straightforward, and yields (4.32).

90



Chapter 5

Chiral Connection Cosmology

In the previous chapter, we explored the canonical formulation of the Plebański theory,

and its unimodular modifications, in the most general setting. We recover the Ashtekar

variables [11] in both cases, albeit the constraint structure is somewhat modified in the

unimodular formulations to reflect the different symmetries of those theories compared to

the standard theory. Formally, these variables best lend themselves to the spin-network

quantisation scheme of LQG [21, 91, 100], where computations tend to be intractable in

general. A common approach in quantum gravity investigations is to restrict ones attention

to models which have a high degree of symmetry, and consequently fewer degrees of freedom.

In particular, one can examine spatially homogeneous models where the fields are invariant

under a certain group of translations on each spatial surface. Here, the spatial dependence

of the field variables Ai
a(t,x), Ẽ

a
i (t,x) ‘drops out’ leaving us with a canonical theory over

non-field variables with only t dependence. Hence the overall number of degrees of freedom

reduces from an uncountable infinity to a finite number. This is the primary tenet of the

field of quantum cosmology. In this section, we will examine spatially homogeneous models

of chiral connection gravity from the covariant and canonical viewpoints. Specifically, we

examine homogeneous models which are also diagonal; a further restriction on the variables

which allows us to circumvent certain obstacles which arise in non-diagonal models. In

terms of the diagonal variables, one can more easily write down and classify the different

solution branches of the reality conditions in Lorentzian signature. We focus on different

approaches for implementing the reality conditions, including an approach where they are

treated as dynamical constraints à la Dirac [36]. Finally, we restrict further to isotropic

variables resulting in a minisuperspace action which can be ‘quantised’ via a path integral

approach, in line with [35, 39, 40, 47]. Ultimately, one finds a particularly simple form for
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a cosmological two-point function with connection boundary data consistent with the result

in [79], albeit from a novel viewpoint.

This chapter is based on the paper [45] which was written in collaboration with Steffen

Gielen; the presentation here diverges significantly in some areas, especially w.r.t notation

and sign conventions for some definitions. Section 5.2 of this thesis doesn’t appear in [45]; it

consists of a review of spatially homogeneous models, including some speculative remarks.

5.1 Spatially Homogeneous Models

In this chapter, we once again consider spacetime manifolds of the formM = R×S where the

spatial manifold S is a connected 3-dimensional Lie group. In this case, for each s ∈ S there

is a left translation map defined ℓs : S → S, q 7→ sq which is a diffeomorphism. We define a

spatially homogeneous, or just homogeneous, connection to be one that is invariant under the

pull-back of all such left translation maps. To construct a homogeneous connection, one can

define a globally independent and non-vanishing triad of left translation invariant 1-forms

θα called a Cartan frame. Such a Cartan frame satisfies the Maurer–Cartan equation

dθα +
1

2
fα

βγ θ
β ∧ θγ = 0 , (5.1)

where fα
βγ are the structure constants of the Lie algebra associated to the group action on

S in some basis. Note, we use lowercase Greek indices from the beginning of the alphabet

α, β, . . . = 1, 2, 3 to count over the components of a Cartan frame. A homogeneous connection

may be constructed as

Ai = Ai
0(t) dt+ Ai

α(t) θ
α , (5.2)

with curvature 2-forms given by

F i =
(
Ȧi

α − ϵijkA
j
αA

k
0

)
dt ∧ θα +

1

2
F i
αβ θ

α ∧ θβ , (5.3)

where we define F i
αβ = −Ai

γ f
γ
αβ + ϵijkA

j
αA

k
β. In general, local SO(3,C) gauge trans-

formations do not preserve the homogeneity of the connection. We call the restricted

set of SO(3,C) gauge transformations that do preserve the homogeneity of the connec-

tion homogeneous gauge transformations. These are generated by group valued functions

U(t) ∈ SO(3,C) which depend only on the time coordinate via

A 7→ A′ = U−1
(
A0 U + U̇

)
dt+

(
U−1Aα U

)
θα . (5.4)
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By solving the condition U̇ = −A0 U for U(t), one can construct a family of homogeneous

gauge transformations that send the Ai
0 components of the connection to zero. Such solutions

have the form

U(t) = P exp

(
−
∫ t

0

dλ A0(λ)

)
U0 , (5.5)

where U0 ∈ SO(3,C) is some constant matrix, and where P exp denotes the path ordered

exponential defined

P exp

(
−
∫ t

0

dλ A0(λ)

)
= I−

∫ t

0

dλ A0(λ) +

∫ t

0

dλ1

∫ λ1

0

dλ2 A0(λ1)A0(λ2) + . . .

(−)k
∫ t

0

dλ1

∫ λ1

0

dλ2 . . .

∫ λk−1

0

dλk A0(λ1) . . . A0(λk) + . . .

(5.6)

Then one can always bring the connection into the form Ai = Ai
α θ

α under the action of a

homogeneous gauge transformation, which amounts to a fixing of the internal SO(3) gauge

symmetry.

The central aim of this chapter is to understand the dynamics of chiral connection theories

for spatially homogeneous models. To do this, we construct the most general homogeneous

ansatzes for the fields Ai,Σi,M ij, µ, and substitute them into the Plebański action (2.79)

to get a minisuperspace action over fewer degrees of freedom. The symmetric criticality

principle [83] implies that, for example in the case S = S3 ∼= SU(2) which we will examine

later in this chapter, the compactness of the group guarantees that the restriction to SU(2)

translation-invariant connections commutes with the variational principle. Later on, we will

also make a further restriction to diagonal connections, which will be defined in a future

section. In this case, the restriction does not appear to be due to invariance under some

group of transformations, so the symmetric criticality principle does not apply in an obvious

way. We can check by hand that the restriction to diagonal connections commutes with the

variational principle. That is, the field equations that we obtain from the minisuperspace

action are equivalent to the equations that we get when we substitute our homogeneous and

diagonal ansatzes into the field equations of the full theory.

5.2 Canonical Spatially Homogeneous Plebański

Gravity

We now pursue the most general canonical formulation for spatially homogeneous Plebański

gravity. We have already seen how to construct a spatially homogeneous connection. This
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definition for spatial homogeneity extends naturally to the other fields present in the Plebański

formulation. Any differential form, or Lie algebra valued differential form, will be called spa-

tially homogeneous if it is invariant under the pull-back of any left translation map on S.
Constructing such fields is simply done. In the general case, we would construct differen-

tial forms as linear combinations of the basis elements dxµ, or their wedge products, with

coefficients which are functions of space and time. In the homogeneous case, we construct

differential forms as linear combinations of the basis elements dt and θα, or their wedge

products, with coefficients which are functions of time only. With this in mind, we proceed

to construct homogeneous versions of the fields from the Plebański formulation. We begin

by constructing homogeneous Σi 2-forms via

Σi = Σi
0α(t) dt ∧ θα +

1

2
Σi

αβ(t) θ
α ∧ θβ . (5.7)

The components Σi
αβ contain only 9 degrees of freedom which can be encoded into an object

of the kind Eα
i with Lie algebra and Cartan frame indices via Σi

αβ(t) = ϵαβγ E
iγ(t). In

this section ϵαβγ and ϵαβγ are totally antisymmetric tensors over the Cartan frame indices

satisfying ϵ123 = ϵ123 = 1. This is the homogeneous version of the densitised triad Ẽa
i from

the non-homogeneous formulation. From this triad, we construct two further quantities via

det(Eα
i ) =

1

6
ϵαβγ ϵ

ijk Eα
i E

β
j E

γ
k , (5.8a)

(E−1)iα =
ϵαβγ ϵ

ijkEβ
j E

γ
k

2 det(Eα
i )

, (5.8b)

which are the determinant and the inverse of the matrix with components Eα
i respectively.

The temporal part Σi
0α also contains 9 degrees of freedom which can be encoded into a pair

of a homogeneous vector field V α(t) and a symmetric 3× 3 matrix φij(t) via

Σi
0α(V , φ) = −ϵαβγV βEiγ − φij(E−1)jα . (5.9)

In this context, we define a homogeneous vector field to be one that is invariant under the

push-forward of any left translation map on S. These are typically called left invariant

vector fields in differential geometry literature [58]. Any homogeneous vector field V may

be expanded as V α(t) ξα where ξα are a triad of vector fields which are dual to θα such that

θα(ξβ) = δαβ . The vector fields ξα form a basis of the Lie algebra of S and satisfy [ξα, ξβ] =

fγ
αβ ξγ. The parametrisation in (5.9) is in direct parallel with the parametrisation (4.5) in

the full (non-homogeneous) theory. Also in parallel with the full theory, we parametrise the

temporal part of the connection by Ai
0 = αi + V αAi

α, where α
i(t) is a Lie algebra valued

94



scalar. To make the matrix field M ij homogeneous, we simply restrict it to be a function of

time only, M ij(t). In general, a scalar field is homogeneous only if it takes a constant value

on each constant time hypersurface. Finally, the homogeneous version of the the top-form

µ has the form µ = −2n(t) dt ∧ εθ where εθ = θ1 ∧ θ2 ∧ θ3 is a fiducial volume form on each

constant time hypersurface. The function n(t) transforms under time reparametrisations

such that

n(t) dt = n′(t′) dt′ . (5.10)

We may now construct an action for spatially homogeneous Plebański gravity; one inserts

the homogeneous ansatzes for the fields into the Plebański action (2.79) to get

S ′
Hom [A,E,M, α,V , φ, n] =

Uθ

ℓ2P
√
σ

∫
dt
[
Ȧi

αE
α
i − αiϵkjiA

j
αE

α
k − V αfγ

βαA
i
γE

β
i

−φij

(
Rij

H −M ij
)
− n (trM − Λ)

]
,

(5.11)

where Rij
H is the homogeneous version of the quantity Rij from the non-homogeneous for-

mulation, given by

Rij
H =

Fαβ
(iϵj)klEα

kE
β
l

2 det(Eα
i )

. (5.12)

In order to arrive at this form of the action, we notice that the action separates into a

product of an integral over space and an integral over time, SHom =
(∫

εθ
) ∫

dt L(t). At this

stage, we can simply evaluate the spatial integral which yields a constant factor Uθ =
∫
εθ

in front of the time integral. One must carefully consider the domain of this spatial integral.

In the case where S is a compact Lie group, for example in the case of Bianchi IX models

where we choose S = SU(2), we may evaluate this spatial integral over all of S to get finite

Uθ. However, when S is not compact, for example in the case of Bianchi I models where

S = R3, the spatial integral evaluated over all of S will be divergent. In these cases, we need

to choose some representative fiducial cell U , which is a compact 3D submanifold on which

the spatial integral is finite. For the case of Bianchi I, we may choose a rectangular fiducial

cell U = {(y1, y2, y3) : 0 ≤ ya ≤ la} where 0 < la are unphysical side lengths.

One observes the following Lemma:

Lemma 5.2.1. The restriction of the Plebański action to spatially homogeneous fields, as

outlined above, commutes with the variational principle only for Bianchi class A models

satisfying fβ
αβ = 0 (i.e., with a symmetric matrix Cαβ := fα

γδ ϵ
βγδ).

That is, the dynamical equations coming from the restricted Plebański action (5.11) are

equivalent to the equations (2.81) coming from the full Plebański action, where one inserts
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the homogeneous ansatzes, only if the group S is Bianchi class A [20, 21]. The proof can be

found in the supplementary material, 5.A.1.

Returning to the action (5.11), consider the equations of motion arising from variations w.r.t

the variables M ij and φij which read

δSHom

δM ij
= 0 ⇔ φij = nδij ,

δSHom

δφij

= 0 ⇔ M ij = Rij
H . (5.13)

At the level of the equations of motion, the variables M ij and φij are redundant. One can

‘integrate out’ these fields by solving either of the two above equations at the level of the

action. This yields an action in fewer variables which reads

SHom =
Uθ

ℓ2P
√
σ

∫
dt
[
Ȧi

αE
α
i − αiϵkjiA

j
αE

α
k + V αfγ

βαA
i
γE

β
i − n (RH − Λ)

]
, (5.14)

where RH = (RH)
i
i =

1
2
(det(Eα

i ))
−1ϵijkF

k
αβE

α
i E

β
j denotes the trace of Rij

H . It is a straight-

forward exercise to check that this action yields the same equations of motion as (5.11).

From here, the transition to the Hamiltonian picture is clear. We have a pair of dynamical

variables Ai
α and Eβ

j which have Poisson bracket

{Ai
α, E

β
j } = ℓ2P

√
σ U−1

θ δijδ
β
α . (5.15)

In addition, we have primary constraints on the variables G(H)
i ,D(H)

α ,H(H) defined via

U−1
θ ℓ2P

√
σ G(H)

i = ϵkjiA
j
αE

α
k ≈ 0 , (5.16a)

U−1
θ ℓ2P

√
σ D(H)

α = −fγ
αβ A

i
γE

β
i ≈ 0 , (5.16b)

U−1
θ ℓ2P

√
σ H(H) =

ϵi
jkF i

αβE
α
j E

β
k

2 det(Eα
i )

− Λ ≈ 0 , (5.16c)

with closed Poisson algebra given by

{G(H)
i ,G(H)

j } = −ϵkij G(H)
k , {G(H)

i ,D(H)
α } = 0 , {G(H)

i ,H(H)} = 0 ,

{D(H)
α ,D(H)

β } = fγ
αβ D(H)

γ , {D(H)
α ,H(H)} = 0 .

(5.17)

All of the above expressions/equations for the constraints and their Poisson brackets are valid

independent of the choice of structure constants fα
βγ. However, certain choices for fα

βγ may

cause the total number of independent constraints to be reduced. The most severe example

of this occurs for models with Bianchi I symmetry where the structure constants vanish

fα
βγ = 0. Here, the constraint functions D(H)

α are identically zero, and hence the theory
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has 3 fewer first class constraints. This is a weakness of this formulation of homogeneous

Plebański gravity. To see why, we first examine the gauge transformations generated by

the constraints (5.17). G(H)
i generate homogeneous SO(3,C) gauge transformations with

infinitesimal forms δαO = αi {O,G(H)
i } such that

δαA
i
β = ϵijkA

j
βα

k , δαE
β
i = −ϵkijEβ

kα
j . (5.18)

In the cases where D(H)
α are non-vanishing and independent, they generate transformations

with infinitesimal forms δV O = V α {O,D(H)
α } such that

δV A
i
α = −V βfγ

βαA
i
γ , δV E

α
i = V βfα

βγE
γ
i . (5.19)

For a geometric interpretation of these transformations, note that one can use the identity

Lξβθ
α = −fα

βγ θ
γ to compute LV (A

i
αθ

α) = −V βfγ
βαA

i
γ θ

α. Then one sees that the first

equation in (5.19) yields the components of the Lie derivative LV A
i w.r.t the frame θα.

Furthermore, the second equation in (5.19) yields the components of the Lie derivative

LV (E
α
i ξα) w.r.t the dual frame ξα. That is, (5.19) provides the infinitesimal form of the

diffeomorphism generated by the homogeneous vector field V α via exponentiation. One can

show that diffeomorhisms generated in this way are right translations, which have the form

rs : S → S, q 7→ qs. Hence right translations on S are a gauge symmetry in this theory.

Alternatively, one could view the transformations generated by D(H) as a change of frame

transformations (CoF). To see this we can write (Ai
α + δAi

α)θ
α = Ai

α (θ
α + δθα) where δAi

α

is given by the first equation in (5.19), and where δθα = −V βfα
βγ θ

γ. Furthermore, one can

show that δθα satisfies the linearised Maurer-Cartan equation

3d δθα + fα
βγ δθ

β ∧ θγ = 0 , (5.20)

where 3d denotes the restriction of the exterior derivative to the spatial surfaces, defined

such that 3df = 0 for any function f(t) of t only, and such that 3dθα recovers (5.1). Hence

a change of frame with infinitesimal form θα 7→ θα + δθα preserves the structure constants

fα
βγ. The frame transformations generated in this way are a restricted set of all possible

CoF transformations; they are the ones generated via right translations, θα 7→ θ′α = r∗s θ
α.

Finally, H(H) generates time reparametrisation transformations δnO = n{O,H(H)}, as in the

general canonical formulation. Also in analogy with the full theory, dynamical evolution is

pure gauge and is generated from the Hamiltonian

HHom(α,V , n) = αiG(H)
i + V αD(H)

α + nH(H) (5.21)
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via the usual mechanism Ȯ = {O, HHom}.

Consider again models with Bianchi I symmetry (with fα
βγ = 0) where the constraints D(H)

α

don’t appear, and hence don’t generate gauge transformations on the variables. Here, the

connection and triad variables Ai
α and Eα

i have 18 degrees of freedom, which are then reduced

to 18− 2× (3 + 1) = 10 gauge independent degrees of freedom by the constraint structure.

This is in stark contrast to models with Bianchi IX symmetry where the constraints D(H)
α

do appear, and are independent. In this case, the number of gauge independent degrees of

freedom is 18− 2× (3 + 3 + 1) = 4, which is the expected amount. I.e., we appear to have

too many independent degrees of freedom in the Bianchi I model. This can be seen from the

Kasner solutions [64, 98], exact analytic solutions for the Bianchi I model, where one obtains

only 4 independent integration constants corresponding to the 4 physical degrees of freedom

that one expects. This is a fairly significant inconsistency in this formulation that seems

to limit its usefulness. One might expect there to be further symmetry transformations on

the variables which, by some subtle mechanism, don’t appear in this restricted Hamiltonian

formulation. On the other hand, one could attempt to argue that these extra degrees of

freedom are not superfluous, as in [24] which makes reference to the treatment of Bianchi

models in [19]. It is currently unclear to the author what is the correct perspective here.

To gain more insight into this dilemma, one could instead examine the non-diagonal Bianchi

I model as a restriction of the solution space of the general canonical theory outlined in

the previous chapter in section 4.1. Here, one assumes the coordinates xµ = (t, xa) on

M are adapted to the product structure M = R × S. The approach here will be to

impose further conditions on the initial data given by ∂aA
i
b = 0 and ∂aẼ

b
i = 0, and then to

find the most general restriction of the Lagrange multipliers αi, V a, Ñ (or arbitrary gauge

parameters) so that these conditions are preserved under time evolution (or arbitrary gauge

transformations). We don’t implement these extra conditions as (second class) dynamical

constraints on the variables in Dirac’s formalism. One finds ∂aα
i = 0 and ∂aÑ = 0 as

expected. However, the permissible shift vectors V a are given by V a = Ua
b x

b for some time

dependent matrix Ua
b(t). I.e., the shift vectors compatible with this initial data are the ones

whose second order spatial derivatives vanish. With this initial data, the constraints D̃a are

vanishing. However, the gauge transformations they generate are non-trivial:

δV A
i
a = Ai

b U
b
a , δV Ẽ

a
i = − (Ua

b − δab trU) Ẽ
b
i . (5.22)

When one restricts trU = 0, these are just the infinitesimal forms of SL(3) transformations

on the coordinate frame dxa. If xa are Cartesian coordinates on S = R3, then dxa is a Cartan
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frame and these transformations are the frame changes which are missing from our homoge-

neous Hamiltonian formalism. This provides further evidence for the ‘missing symmetries’

hypothesis.

Further investigation is needed to resolve the inconsistencies that appear here. In the cases

of the Bianchi I and IX models, one can avoid this issue by further restricting to diagonal

variables (defined in section 5.3). The restriction to diagonal variables is by far the most

common approach for spatially homogeneous models in the literature [22, 60]; there is com-

parably much less discussion on non-diagonal models. As far as the author is aware, there

is no clear consensus on the canonical descriptions of non-diagonal Bianchi models in con-

nection or metric variables in the literature. As such, our investigations into Bianchi I and

IX type models in sections 5.3 and 5.4 respectively will also make use of this restriction to

diagonal variables.

Reality conditions and the metric

The following short discussion on the constructed metric and the reality conditions is largely

unaffected by the issues with the canonical theory discussed above. To derive the reality

conditions in terms of the homogeneous canonical variables, we substitute the homogeneous

expression for Σi given by

Σi = −
(
ϵαβγV

βEiγ + n (E−1)iα
)
dt ∧ θα +

1

2
Eiαϵαβγ θ

β ∧ θγ , (5.23)

which was constructed in section 5.2 , into the reality conditions (2.82) to get

Ren = 0 , Im
[
(E−1)iα(E

−1)iβ
]
= 0 , (5.24)

where the latter of these yields Im
[
(det(Eα

i ))
2] = 0 as a direct consequence. In order to arrive

at the second condition in the above, we assume that V α is real valued. In parallel with the

full theory, V α plays the role of the shift vector; it is the Lagrange multiplier associated to the

constraint D(H) which generates (a restricted set of) spatial diffeomorphism transformations

on the variables. To make this more apparent, one can construct a metric gH using the

Urbantke formula (2.97) which reads

gHom = − n2

det(Eα
i )
dt⊗ dt− det(Eα

i )(E
−1)iα(E

−1)iβ (V
αdt+ θα)⊗

(
V βdt+ θβ

)
. (5.25)

Then V α is a spatially homogeneous analogue of the shift vector, and n encodes the lapse

function. This discussion very closely mirrors the discussion in section 4.1.1. In general, one
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recovers elements of the homogeneous theory from the full canonical theory via the following

variable substitutions

Ai
a(x, t) = Ai

β(t) θ
β
a (x) , Ẽa

i (x, t) = det (θαb (x))E
β
i ξ

a
β(x) ,

V a(x, t) = V β(t) ξaβ(x) , Ñ(x, t) = det (θαb (x))n(t) ,
(5.26)

where det (θαb ) denotes the determinant of the 3× 3 matrix with components θαb .

5.3 Diagonal Bianchi IX model

In this section we study the diagonal Bianchi IX model in the context of the chiral first

order theory defined by (2.98). From section 4.1.3 we recall the canonical formulation for

the first order theory is the same as for the full Plebański theory. Then both actions would

be equally valid starting points for our investigation here. We choose to start from the

first order action since, from a certain point of view, it is a simpler action for dealing with

highly symmetric models, such as the homogeneous and diagonal models we wish to study

in this section. In short, the first order action has fewer independent variables than the

full Plebański action (2.79), and doesn’t involve any square roots as in the pure connection

theory (2.105) which could complicate the analysis unnecessarily. The (diagonal) Bianchi IX

model is discussed in section 6.7 of [69] and our analysis will initially follow the presentation

there. In what follows, we work exclusively in the Lorentzian signature, with
√
σ = i, where

the fields are complex valued an need to be constrained via the reality conditions (2.100). We

will discuss additional solutions to the reality conditions (2.82) beyond the physically most

relevant ones appearing in [69]. Additionally, We will construct a Hamiltonian formalism

in which the reality conditions and their associated consistency conditions can be viewed as

(second class) constraints in Dirac’s formalism for constrained Hamiltonian systems.

The spacetime manifold of the Bianchi IX model is assumed to have the form M = R× S3,

and we require the fields to be spatially homogeneous as described in section 5.1. As per

the discussion in section 5.2, we also assume the fields are diagonal in order to avoid the

ambiguities that appear for some non-diagonal models. For the connection, this means there

exists a combination of a homogeneous gauge transformation and a change of frame that

brings it into the form Ai = C(i)(t) δ
(i)
α θα (no sum over i). Diagonal connection models are

discussed in the context of loop quantum cosmology in [22]. In general, the requirement

that the connection be diagonal is a further restriction on the variables, and we will need to

confirm that this restriction commutes with the variational principle.

100



We can normalise a Cartan frame θα so that it satisfies dθα = −
√
k ϵαβγ θ

β ∧ θγ where k is a

positive constant; this k corresponds to the spatial curvature parameter commonly used in

cosmology. In the context of this section, Cartan frame indices α, β, . . . are raised and lowered

with the Kronecker deltas δαβ, δαβ. Note that the Lie algebra associated to the Cartan frame,

su(2), is isomorphic to the internal gauge algebra, so(3), up to complexification. Then the

gauge indices i, j, . . . and the frame indices α, β, . . . are of the same type, and we can, and

will, use them interchangeably. Our homogeneous and diagonal connection ansatz, and the

resulting expression for the curvature, are

Ai = iU
−1/3
θ Ci θi , F 1 = iU

−1/3
θ Ċ1 dt ∧ θ1 − U

−2/3
θ

(
iκC1 + C2C3

)
θ2 ∧ θ3 etc. , (5.27)

where κ := 2U
1/3
θ

√
k is a convenient shorthand, and where ‘etc.’ indicates that one can derive

further valid expressions by cyclically permuting the indices i, j, k = 1, 2, 3. For example,

one can derive the expression for F 2 using the sequence of index swaps 1 → 2, 2 → 3, 3 → 1.

The 4-form valued matrix F i ∧ F j is diagonal with non-vanishing entries

F 1 ∧ F 1 = 2iU−1
θ Ċ1

(
iκC1 + C2C3

)
εθ ∧ dt etc. (5.28)

In the first order action (2.98), F i ∧ F j contracts fully with the inverse matrix M−1
ij . Since

all of the off-diagonal entries of M−1
ij vanish in this contraction, and don’t appear anywhere

else in the action, we can take M ij to be diagonal. We parametrise M ij = ℓ−2
P M i δij where

M i(t) are complex scalars and where the factor ℓ−2
P sets the units of M ij to (length)−2

which is required to make the action dimensionless. In our conventions, coordinates and

the connection and curvature forms are all dimensionless. The 4-form µ is parametrised as

µ = 2iU−1
θ ℓ4P ρ εθ∧dt where ρ(t) transforms as in (5.10) under time reparametrisations. Note

that powers of Uθ are chosen to make Uθ drop out of the dynamical formalism. Substituting

these expressions for F i, M ij, µ into the first order action (2.98) yields the (intermediate)

homogeneous and diagonal (HD) action given by

S ′
HD [C,M, ρ] =

∫
dt

[(
iκC1 + C2C3

M1
Ċ1 + permutations

)
− ρ

(
ℓ2PΛ−

∑3
i=1M

i
)]

, (5.29)

This action is only dependent on the fiducial volume Uθ through the quantity κ = 2U
1/3
θ

√
k.

However, k can be chosen arbitrarily allowing us to fix κ to be whatever positive value we

wish. In this way the action, and its dynamics, is (are) independent of the fiducial volume.

We can bring the action into a more convenient form by introducing a new triple of complex

scalars Pi(t) to replace M i(t) using the variable redefinitions

M1 =
iκC1 + C2C3

P1

etc. (5.30)
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In terms of these new variables, the reduced action (5.29) becomes

SHD [C,P, ρ] =

∫
dt

[
Pi Ċ

i − ρ

(
ℓ2PΛ−

(
C2C3

P1

+ permutations

)
− iκ

3∑
i=1

Ci

Pi

)]
. (5.31)

This action is in Hamiltonian form SHD =
∫
dt
[
ĊiPi − ρHHD

]
where HHD, given by

HHD = ℓ2PΛ−
(
C2C3

P1

+ permutations

)
− iκ

3∑
i=1

Ci

Pi

, (5.32)

is the homogeneous and diagonal restriction of the Hamiltonian constraint H given in (4.14)

from the full canonical theory presented in chapter 4. The Euler-Lagrange equations are

computed to be

Ċ1 = ρ
∂HHD

∂P1

= ρ

(
iκC1 + C2C3

(P1)2

)
etc. , (5.33a)

Ṗ1 = −ρ ∂HHD

∂C1
= ρ

(
iκ

P1

+
C3

P2

+
C2

P3

)
etc. , (5.33b)

with variations of the action (5.31) w.r.t ρ yielding a constraint HHD = 0. To check that

these Euler-Lagrange equations are in agreement with the field equations (2.99) coming from

the first order action (2.98), we substitute our homogeneous and diagonal expressions for

Ai and the other fields into the field equations (2.99) and rearrange to find equations of

motion for the diagonal variables Ci, Pi, ρ which should be consistent with (5.33). We begin

by constructing

Σi
F =

(
M−1

)ij
Fj = U

−2/3
θ ℓ2P

(
iU

1/3
θ P1Ċ

1

iκC1 + C2C3
dt ∧ θ1 − P1 θ

2 ∧ θ3
)

etc. (5.34)

Then the condition Σi
F ∧ Σj

F = δijµ reduces to three equations

Σ1
F ∧ Σ1

F = 2iU−1
θ ℓ4P

(
(P1)

2 Ċ1

iκC1 + C2C3

)
εθ ∧ dt = 2iU−1

θ ℓ4P ρ εθ ∧ dt etc. , (5.35)

which yield three first order equations of motion

Ċ1 = ρ
iκC1 + C2C3

(P1)2
etc. (5.36)

Hence we recover (5.33a). Furthermore, substituting (5.36) into (5.34) yields simpler expres-

sions for Σi
F given by

Σ1
F = U

−2/3
θ ℓ2P

(
iU

1/3
θ ρ

P1

dt ∧ θ1 − P1 θ
2 ∧ θ3

)
etc. (5.37)
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Then the conditions DAΣ
i
F = 0 expand as

DAΣ
1
F = dΣ1

F + A2 ∧ Σ3
F − A3 ∧ Σ2

F

= U
−2/3
θ ℓ2P ρ

(
iκ

P1

+
C3

P2

+
C2

P3

− Ṗ1

ρ

)
dt ∧ θ2 ∧ θ3 etc. ,

(5.38)

which yield equations

Ṗ1 = ρ

(
iκ

P1

+
C3

P2

+
C2

P3

)
etc. (5.39)

Hence we recover (5.33b). Finally, the constraint trM = Λ becomes

ℓ2PΛ−
(
C2C3

P1

+ permutations

)
− iκ

3∑
i=1

Ci

Pi

= 0 , (5.40)

which is the constraint HHD = 0 arising from variations of the action (5.31) w.r.t ρ. There-

fore the restriction to spatially homogeneous and diagonal variables commutes with the

variatonal principle, and we may use the minisuperspace action (5.31) as a starting point

to investigate the dynamics of homogeneous and diagonal models. From (5.31) we can im-

mediately construct a (holomorphic) Hamiltonian system. We have a conjugate pair Ci, Pi

with Poisson bracket {Ci, Pj} = δij which naturally extends to holomorphic functions of the

complex variables Ci and Pi via

{f, g} =
∂f

∂Ci

∂g

∂Pi

− ∂g

∂Ci

∂f

∂Pi

, (5.41)

where ∂/∂Ci and ∂/∂Pi denote complex partial derivatives (Wirtinger derivatives). In this

context, a complex valued function of many complex inputs is called holomorphic if it has

no explicit dependence on the conjugate variables, so that ∂f/∂C
i
= 0 and ∂f/∂P i = 0.

The system has a single constraint HHD ≈ 0 which generates gauge transformations via

δC i = ν{Ci,HHD} and δPi = ν{Pi,HHD} where ν(t) is the non-dynamical gauge parameter.

The time evolution equations for this system are generated from the Hamiltonian defined

HHD = ρHHD via

Ċi = {Ci, HHD} , Ṗi = {Pi, HHD} , (5.42)

which recover (5.33) as expected. One sees that this time evolution is just the gauge trans-

formation generated from HHD with gauge parameter ρ(t). In parallel with the full theory,

the constraint HHD generates time reparametrisation transformations on the variables, and

time evolution is pure gauge.
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One can construct a metric tensor by substituting the expression for Σi given in (5.37) into

the Lorentzian Urbantke formula (2.86) to get

gHD = − ℓ2P ρ
2

P1P2P3

dt⊗ dt+ ℓ2PU
−2/3
θ P1P2P3

3∑
i=1

1

(Pi)2
θi ⊗ θi . (5.43)

Additionally, one can construct a tetrad eI via

e0 =
ℓP ρ√
P1P2P3

dt , ei =
ℓP

√
P1P2P3

U
1/3
θ Pi

θi , (5.44)

such that Σi, as given in (5.37), decomposes as its self-dual part. Note, one must prescribe

a procedure for evaluating the square root term
√
P1P2P3 on a case by case basis. One can

derive the metric (5.43) from the more general homogeneous metric tensor given in (5.25)

using the substitutions

Ai
α = iU

−1/3
θ C(i)δ(i)α , Eα

i = −U−2/3
θ ℓ2P P(i) δ

α
(i) , n = iU−1

θ ℓ4P ρ , (5.45)

as well as the gauge fixing V α = 0. In terms of our homogeneous and diagonal variables, the

reality conditions (2.82) become

Im ρ = 0 , Im
[
(Pi)

2
]
= 0 , (5.46)

where the latter condition applies for each i = 1, 2, 3. Note, deriving the second equation

in the above from the wedge type condition as formulated in (2.100) requires us to make

use of the equation of motion for Ċi given in (5.33a). We see that ρ, which is the lapse

surrogate in this model, must take only real values, and each Pi must be either real or purely

imaginary valued. In total, these reality conditions split into 23 = 8 solution branches which

are characterised by the reality of each Pi. Many of these branches are equivalent under index

relabelling, so there are really only 4 distinct branches. Of these, two branches yield a real

valued P1P2P3, and hence a real valued metric (5.43). These are the branches corresponding

to all real Pi, and 1 real and 2 imaginary Pi. The remaining two branches yield an imaginary

P1P2P3 and an imaginary metric (5.43). These are the all imaginary Pi, and the 2 real and

1 imaginary Pi branches. In the branches which produce a real valued metric, the overall

signature, (−+++) vs (+−−−), is controlled by the sign of P1P2P3. So we have access to

real Lorentzian solutions with both mostly positive and mostly negative signature. This is

familiar from our previous discussion in the general case in section 4.1.1. Also of note, the

various branches of the reality conditions place restrictions on the value of the cosmological

constant Λ (or vice versa). In the branches corresponding to real P1P2P3, and hence a real
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metric, the Einstein equations Rµν = Λgµν only have non-trivial solutions when Λ is real

valued. Equivalently, the branches corresponding to imaginary P1P2P3 are only consistent

with an imaginary Λ. Then fixing Λ to be real, as is reasonable in physical applications,

already allows us to discount half of the solution branches. Note, this inconsistency of certain

branches of the reality conditions with certain values of Λ is independent of the Urbantke

metric, which is not fundamental in these constructions, and can be observed at the level of

the Hamiltonian constraint (5.32).

In the all real and all imaginary Pi branches, we recover a real Lorentzian metric, with an

overall factor of ±i in the latter case, whose timelike direction is aligned with the coordinate

t, which is the typical setup for cosmological applications. However in the mixed reality

branches, the form of the metric can be quite atypical. For example, consider the branch

characterised by P1 = ip1, P2 = ip2, P3 = p3 where pi are real valued (1 real 2 imaginary Pi).

The metric (5.43) becomes real Lorentzian with its timelike direction aligned with θ3,

g̃HD =
ℓ2Pρ

p1p2p3
dt⊗dt+ℓ2PU

−2/3
θ p1p2p3

(
1

(p1)2
θ1 ⊗ θ1 +

1

(p2)2
θ2 ⊗ θ2 − 1

(p3)2
θ3 ⊗ θ3

)
. (5.47)

That is, the surfaces of homogeneity are timelike w.r.t this metric, and the direction of

dynamical evolution is spacelike.

5.3.1 Consistency of the reality conditions

As previously mentioned in section 4.1.1, the reality conditions are, in general, not preserved

under time evolution; we need to impose further conditions on the initial data coming from

the time derivatives of the reality conditions. Computing these further conditions in the gen-

eral case is highly non-trivial. However, these computations are significantly more tractable

for the homogeneous and diagonal models being studied in this section. To carry out this

consistency analysis, one could work in terms of the complex variables Ci, Pi and their com-

plex conjugates Ci, P i. This is not the approach we will take here. Instead, we proceed

by first transforming our holomorphic Hamiltonian system into an equivalent system over

a phase space of real variables. Then we examine the consistency of the reality conditions

within this real Hamiltonian framework. The virtues of transforming our complex system

into a real one will become more evident later on in this chapter, when we investigate the

consistency of the reality conditions (for a second time) from an alternate perspective where

we treat them as dynamical constraints à la Dirac. For now, we continue our investigation

by treating the reality conditions, and their secondary conditions, solely as conditions on
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the initial data which need to be preserved under time evolution. We begin by writing the

complex variables in terms of real variables such that

Ci = bi + ici , Pi = pi − iqi , ρ = u− iv . (5.48)

Substituting these expressions into the homogeneous and diagonal action (5.31) allows us

to decompose SHD = SRe + iSIm where SRe and SIm are a pair of real actions over the real

variables bi, ci, pi, qi, u, v which read

SRe =

∫
dt
[
ḃipi + ċiqi − uHRe − vHIm

]
, (5.49a)

SIm =

∫
dt
[
−ḃiqi + ċipi − uHIm + vHRe

]
, (5.49b)

where HRe and HIm are the real and imaginary parts of the constraint HHD which expand

in terms of the real variables as

HRe = ℓ2P Re(Λ)−
3∑

i=1

piS
i − qiT

i

(pi)2 + (qi)2
, (5.50a)

HIm = ℓ2P Im(Λ)−
3∑

i=1

piT
i + qiS

i

(pi)2 + (qi)2
, (5.50b)

where Si(c, b) and T i(c, b) are defined

S1 = −κ c1 − c2c3 + b2b3 etc. , T 1 = κ b1 + b2c3 + b3c2 etc. (5.51)

Then we have a pair of actions SRe and SIm from which we can generate dynamical theories

over the real variables. We find that both actions generate precisely the same dynamics on

the real variables. This is a consequence of a more general result for complex valued actions

with holomorphic Lagrangians:

Theorem 5.3.1. Let S[Q] =
∫
dt L(Q, Q̇) be an action over complex variables Qi with a

holomorphic Lagrangian L(Q, Q̇). Let Qi = xi ± iyi for real variables xi and yi, and let the

action decompose as S[Q] = SRe[x, y] + iSIm[x, y] so that SRe and SIm are real valued actions

over real variables. Then the Euler-Lagrange equations coming from SRe are equivalent to

the Euler-Lagrange equations from SIm.

The proof is based on section 5 of [73] and can be found in appendix 5.A.2. Then both

actions SRe and SIm are real actions of real variables which each reproduce the full dynamics

of the complex action (5.31). Furthermore, both actions are in Hamiltonian form allowing
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us to immediately construct their associated Hamiltonian systems.

Both systems have a phase space consisting of the variables bi, ci, pi, qi. The system coming

from the real part of the action, which we will call the real sector, has Poisson bracket

satisfying {bi, pj}Re = {ci, qj}Re = δij, and vanishing on all unrelated combinations. The

system coming from the imaginary part of the action, which we call the imaginary sector,

has Poisson bracket satisfying −{bi, qj}Im = {ci, pj}Im = δij, and vanishing on unrelated

combinations. Both sectors have a pair of constraints HRe ≈ 0 and HIm ≈ 0 satisfying

{HRe,HIm}Re = {HRe,HIm}Im = 0. The time evolution equations in the real and imaginary

sectors are generated by the Hamiltonians

HRe = uHRe + vHIm , (5.52a)

HIm = uHIm − vHRe (5.52b)

respectively via Ȯ = {O, H•}•, where ‘•’ is a place holder for either ‘Re’ or ‘Im.’ By theorem

5.3.1 both sets of time evolution equations are equivalent.

With these constructions at our disposal, we are ready to investigate the consistency of the

reality conditions for this highly symmetric model. As an illustrative example, we investigate

their consistency in the ‘all real Pi’ branch – the most interesting branch for cosmological

applications – where we have the constraints v = 0 and qi = 0 (for all i) on the real variables.

The first of these, v = 0, is trivially preserved under time evolution since v is a Lagrange

multiplier field which can be chosen arbitrarily. The second of these, qi = 0, does produce

further constraints via

q̇1 = u{q1,HRe}Re = −u
(
κ

p1
+
c3

p2
+
c2

p3

)
= 0 etc. (5.53)

While fixing u = 0 is a valid solution of the above, this would lead to trivial dynamics:

Ȯ = 0 for functions O of the variables. Instead, we set the term inside the brackets to zero,

yielding further conditions on the variables given by

ci − Πi(p) = 0 : Π1(p) := −κp2p3
2

(
− 1

(p1)2
+

1

(p2)2
+

1

(p3)2

)
etc. (5.54)

Then one sees that the constraints on the initial data given by v = 0 and qi = 0 and

ci = Πi(p) are all together preserved under time evolution. For a geometric interpretation of

these secondary conditions, recall that the connection Ai is the self-dual part of a Lorentzian

spin connection ωIJ . From (2.65), we get the decomposition

Ai = iKi − Γi : Γi = 1
2
ϵijk ω

jk , Ki = ω0i , (5.55)
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where Γi is the Levi-Civita connection on the constant t hypersurfaces, corresponding to the

physical triad ei = U
−1/3
θ ℓP

√
|p1p2p3|
pi

θi, and where Ki encodes the extrinsic curvature of

the constant t surfaces w.r.t the spacetime metric (5.43). One computes

Ki = U
−1/3
θ bi θi , Γi = U

−1/3
θ Πi(p) θi , (5.56)

revealing that the quantities Πi(p) we derived via the consistency analysis in (5.54) encode

the Levi-Civita connection of the induced metric on the constant t surfaces, and the variables

bi encode the extrinsic curvature of the constant t surfaces.

In the 1 real and 2 imaginary Pi solution branch mentioned previously, which is now charac-

terised by constraints v = 0 and p1 = p2 = q3 = 0 on the real variables, we find the following

secondary conditions on the initial data

b1 +
κ q2p3
2

(
1

(q1)2
− 1

(q2)2
+

1

(p3)2

)
= 0 , (5.57a)

b2 +
κ p3q1
2

(
− 1

(q1)2
+

1

(q2)2
+

1

(p3)2

)
= 0 , (5.57b)

c3 +
κq1q2
2

(
1

(q1)2
+

1

(q2)2
+

1

(p3)2

)
= 0 . (5.57c)

Reality conditions as dynamical constraints

So far in this thesis, we have taken the approach of treating the reality conditions (2.82)

exclusively as conditions on the initial data, which in general are not preserved under time

evolution and need to be supplemented with further conditions coming from their time

derivatives. In this approach, the reality conditions are not ‘dynamical constraints’. That is,

they don’t come from variations of the action, and they don’t generate transformations on

the variables via the Poisson structure. One can take the opposite approach by implementing

the reality conditions as constraints at the level of the action. In the general case, doing

so drastically increases the complexity of the constraint algebra, making canonical analysis

an intractable problem. However, in highly symmetric models such as the homogeneous

and diagonal models we have studied in this section, this approach is far more accessible.

For example, if one chooses to work in the all real Pi solution branch, one can extend the

diagonal Bianchi IX action (5.31) with a constraint term to get

S[C,P, ρ, β] =

∫
dt

[
ĊiPi − ρHHD −

3∑
i=1

βi Im(Pi)

]
. (5.58)
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Then the constraints Im(Pi) = 0 arise dynamically from variations w.r.t the complex La-

grange multiplier fields βi(t). We need not implement the constraint Im(ρ) = 0 at the

level of the action since, as previously noted, ρ has no equation of motion coming from the

variational principle and can therefore be chosen arbitrarily. A question that might arise

is why we don’t implement the more general form of the wedge reality condition given by

Im [(Pi)
2] = 0? In this case, one wouldn’t have to fix a particular solution branch from the

beginning. To see why this is problematic, we can rewrite this condition in terms of the

real variables as piqi = 0 (no sum over i). The phase space hypersurface defined by these

conditions is only piece-wise smooth; there are degenerate points at qi = pi = 0. On this

surface, the dynamical theory is only well defined away from these degenerate points, on

the ‘pieces’ corresponding to the individual branches. Hence we are forced into choosing a

particular branch regardless. We proceed with our investigation by decomposing the action

(5.58) into real and imaginary parts S = S ′
Re + iS ′

Im such that

S ′
Re =

∫
dt
[
ḃipi − ċiqi − uHRe − vHIm − U iqi

]
= SRe −

∫
dt U iqi , (5.59a)

S ′
Im =

∫
dt
[
−ḃiqi − ċipi − uHIm + vHRe − V iqi

]
= SIm −

∫
dt V iqi , (5.59b)

where we decompose βi into real and imaginary parts via βi = U i + iV i, and where SRe, SIm

are given in (5.49) and HRe,HIm are given in (5.50). The Hamiltonian theory which is

generated from S ′
Re is the same as the one generated from SRe except with further primary

constraints on the variables given by qi = 0; the same is true for S ′
Im w.r.t SIm. The

time evolution equations for the real and imaginary sectors, generated from S ′
Re and S ′

Im

respectively, are given by

Real sector : Ȯ = {O, uHRe + U iqi}Re , (5.60a)

Imaginary sector : Ȯ = {O, uHIm + V iqi}Im , (5.60b)

where we implement the trace type condition by setting v = 0. The action in (5.58) is

no longer holomorphic, the Lagrangian has explicit dependence on the complex conjugate

variables. Hence theorem 5.3.1 doesn’t apply here, and we cannot guarantee that these two

sets of evolution equations are equivalent. In general, they are not. One must choose one

sector of the theory to work in from the start. Furthermore, if one wishes to get the ‘correct’

constrained dynamics in the end, one must choose the correct sector of the theory. The

rule is as follows: one must work in the real sector for branches of the reality conditions

yielding a real valued P1P2P3, and one must work in the imaginary sector for branches
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yielding imaginary P1P2P3. The precise formal reasoning for this rule is still unclear to the

author; it was derived via exhaustive trial and error. This all simplifies somewhat if we set

the cosmological constant to be real valued from the start, which is a reasonable restriction

for cosmological applications. Then the only consistent branches of the reality conditions

are the ones yielding real P1P2P3, which require us to work exclusively in the real sector of

the theory.

As an illustrative example, we work through the constraint analysis in the all real Pi branch,

which we recall is the most physically interesting branch as it produces a real Lorentzian

metric via (5.43) whose surfaces of homogeneity are timelike. Working in the real sector of

the theory, one computes the following time derivatives for the constraints:

q̇1 = −u
(
κ

p1
+
c3

p2
+
c2

p3

)
etc. , (5.61a)

ḢRe = U1

(
κ

p1
+
c3

p2
+
c2

p3

)
+ permutations , (5.61b)

ḢIm = −b1
(
U3

p2
+
U2

p3

)
+ permutations . (5.61c)

We have already seen that the consistency conditions q̇i ≈ 0 yield further conditions on

the variables given by ci = Πi(p) where Πi(p) is given in (5.54). When we add these as

secondary constraints on the variables, the consistency condition ḢRe ≈ 0 is identically

satisfied. Furthermore, the consistency condition ḢIm ≈ 0 simply constrains (one of) the

Lagrange multipliers U i, and doesn’t generate any further conditions on the variables. Fol-

lowing Dirac’s method, [36, 52], we check the secondary constraints for consistency also. One

computes
d

dt

(
ci − Πi

)
≈ U i , (5.62)

hence there are no further constraints on the variables, but we do have the further conditions

U i = 0 on Lagrange multipliers. It is an exercise in algebra to see that the constraint HIm

vanishes identically on the phase space hypersurface defined by qi = 0 and ci = Πi(p). Then

HIm is redundant and can be removed from the constraint set without harm, leaving us

with constraints HRe, qi, c
i − Πi. We see that HRe is first class, and χα = qi, c

i − Πi are

second class, where we briefly suspend the use of indices α, β, . . . as Cartan-frame indices so

that we can use them to index over second class constraints. Moreover, the 6 × 6 matrix

defined {χα, χβ}Re is non-degenerate on the constraint surface, so there are no further first

class constraints to be found from functional linear combinations of χα. One can construct
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a Dirac bracket

{f, g}DB := {f, g}Re − {f, χα}ReM
αβ {χβ, g}Re , (5.63)

where Mαβ denotes the inverse matrix satisfying Mαγ{χγ, χβ}Re = δαβ . This Dirac bracket

is fully characterised by the matrix

{
Xn, Xn′

}
DB

=


0 A I 0

−AT 0 0 0

−I 0 0 0

0 0 0 0

 , (5.64)

where Xn = (bi, ci, pi, qi) denotes the variables in general. This matrix is written in block

form such that each entry corresponds to a 3× 3 matrix. Here, 0 denotes the empty matrix,

I denotes the identity matrix, and the matrix Aij is given by

Aij =
∂Πi

∂pj
. (5.65)

One can confirm that Aij is symmetric by direct calculation. We recall from section 2.6

that the Dirac bracket always vanishes when one of the entries is a second class constraint,

and (weakly) recovers the original bracket, {·, ·}Re in this case, when one of the entries is

a first class constraint. Then replacing the original bracket with the Dirac bracket in our

Hamiltonian theory preserves the dynamics whilst causing the constraint algebra to become

closed.

Reduction of phase space

The second class constraints reveal that the conjugate pair ci, qi is redundant. Our goal

now is to remove these superfluous variables from the theory, which we will achieve through

the following constructions. First, given any arbitrary function of the variables f(b, c, p, q),

we define its restriction to the second class surface, where χα are vanishing, such that

f |χα=0(b, p) := f(b,Π(p), p, 0). Then the Dirac bracket satisfies

({f, g}DB)|χα=0 = {f |χα=0 , g|χα=0}DB , (5.66)

for any pair of functions f, g of the phase space variables. Informally, we might say that the

Dirac bracket ‘commutes’ with the second class constraints so that imposing the second class

constraints prior to evaluating the Dirac bracket yields the same answer as imposing them
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after evaluating the Dirac bracket. The proof and further discussion can be found in [52].

Next, from the matrix in (5.64) we see that {bi, pj}DB = {bi, pj}Re = δij and consequently

{f |χα=0 , g|χα=0}DB = {f |χα=0 , g|χα=0}Re . (5.67)

That is, the Dirac bracket {·, ·}DB agrees with the real bracket {·, ·}Re when restricted to the

second class surface, which can also be confirmed by direct computation via

{f |χα=0, g|χα=0}Re
!
=

[
∂f

∂bi

(
∂g

∂cj
∂Πj

∂pi
+
∂g

∂pi

)
− ∂g

∂bi

(
∂f

∂cj
∂Πj

∂pi
+
∂f

∂pi

)]
χα=0

=

[
∂f

∂bi
∂g

∂pi
− ∂g

∂bi
∂f

∂pi
+
∂Πj

∂pi

(
∂f

∂bi
∂g

∂cj
− ∂g

∂bi
∂f

∂cj

)]
χα=0

= ({f, g}DB)|χα=0 .

(5.68)

With this result, we may eliminate the redundant variables ci and qi to get a theory over a

lower dimensional phase space with dynamical variables bi, pi only. In practice, we simply

restrict all of our structure to the second class surface. The second class constraints χα vanish

trivially due to this restriction, and the real part of the Hamiltonian constraint reduces to

(HRe)|χα=0 = H(−) + κ2HBG, where

H(±) = ℓ2PΛ±
(
b2b3

p1
+
b3b1

p2
+
b1b2

p3

)
, HBG =

1

2

3∑
i=1

(
p1p2p3
2(pi)4

− (pi)
2

p1p2p3

)
, (5.69)

We denote this single remaining constraint by HLor = H(−) + κ2HBG, where the subscript

‘Lor’ is short for ‘Lorentzian.’ Then the Hamiltonian given by uHLor generates the time

evolution equations in the usual way via Ȯ = {O, uHLor}Re.

The decomposition of HLor illustrates the effect of background curvature on the dynamical

evolution of the spatial geometry. The ‘background’ term HBG generates correction (for lack

of a better word) terms in the dynamical equations which arise due to the curvature of S,
whose strength is controlled by the magnitude of the curvature parameter κ (equivalently

k). Then as κ → 0, these correction terms vanish and we arrive at a theory in which the

surfaces of homogeneity are (topologically) flat. We shall examine this limit in greater detail

in section 5.4 on diagonal Bianchi I models.

One can check that (5.69) represents the Hamiltonian constraint of the Lorentzian Bianchi IX

model in general relativity with cosmological constant ±Λ (with the sign depending on the

sign of the product p1p2p3), for example by starting from Ashtekar variables (see Appendix
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5.A.3) or from the metric representation.

This reduced Hamiltonian theory is generated from the canonical action given by

SReduced [b, p, ρ] =

∫
dt
[
ḃipi − ρ

(
H(−) + κ2HBG

)]
, (5.70)

which is obtained from the first order action (2.98) via the substitutions

Ai = U
−1/3
θ

(
−Πi(p) + ibi

)
θi , (5.71a)

M11 =
κ (−Π1(p) + ib1)− (−Π2(p) + ib2) (−Π3(p) + ib3)

ℓ2P p1
etc. , (5.71b)

µ = 2iU−1
θ ℓ4P ρ εθ ∧ dt , (5.71c)

where we set the off-diagonal elements of M ij to zero, and where ρ is now taken to be real

valued (we now use ρ in place of its real part u = Re(ρ) for future convenience).

A similar analysis can be repeated for the branches characterised by 1 real and 2 imaginary

Pi, which are the only other branches consistent with a real valued Λ. These are all related

via cyclic index permutations, so we only need to perform this constraint analysis once, for

example for the branch defined by primary constraints p1 = 0, p2 = 0, q3 = 0. These primary

constraints lead to the secondary constraints given in (5.57). Moreover, the Hamiltonian

constraint on the reduced phase space, consisting of canonically conjugate variables c1, c2, b3

and q1, q2, p3, is given by

H̃Lor = ℓ2PΛ +
c2b3

q1
+
b3c1

q2
+
c1c2

p3

+
κ2

2

(
− q1q2
2(p3)3

− q2p3
2(q1)3

− q1p3
2(q2)3

− q1
q2p3

− q2
q1p3

+
p3
q1q2

)
.

(5.72)

This case then also leads to a well-defined Hamiltonian system, which can be studied in its

own right. The corresponding metric is the one given in (5.47), albeit with some variable

relabelling pi ↔ qi, which gives timelike surfaces of homogeneity and a spacelike direction dt

of dynamical evolution. Hence this is not a typical cosmological Bianchi model. From the

perspective of the Euclidean theory we will study later, it can be seen as a ‘Wick rotation’

in a spatial, rather than timelike direction.
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5.4 Diagonal Bianchi I model

A somewhat simpler homogeneous model is obtained by assuming that the homogeneous

submanifolds S in the decomposition M = R × S are diffeomorphic to flat R3. Then the

group of isometries acting on each of these leaves is an Abelian group of translations. This is

the Bianchi I model, which was studied for a generalised class of pure connection theories of

gravity in [55]. The Cartan frame θi for a model with Bianchi I symmetry satisfies dθi = 0.

One could choose θi = dxi in Cartesian coordinates xi on R3 for example. We construct a

fiducial volume form by εθ = θ1∧ θ2∧ θ3. In contrast to the Bianchi IX case, integrating this

volume form over all of S = R3 will produce an infinite total volume. Hence, as discussed in

section 5.2, we restrict to a compact fiducial cell U0 ⊂ S so that the fiducial volume defined

Uθ =
∫
U0
εθ is finite. We are still assuming a diagonal connection Ai ∝ Ci(t) θi (no sum over

i), such that

Ai = iU
−1/3
θ Ci θi , F 1 = iU

−1/3
θ Ċ1 dt ∧ θ1 − U

−2/3
θ C2C3 θ2 ∧ θ3 etc. (5.73)

We again take the matrix M ij to be diagonal with non-vanishing entries given by

M11 =
C2C3

ℓ2PP1

etc. , (5.74)

and we parametrise the 4-form as µ = 2i U−1
θ ℓ4P ρ εθ ∧ dt where ρ is the same complex scalar

from the diagonal Bianchi IX model (5.31), transforming under time reparametrisations

according to ρ(t) dt = ρ′(t′) dt′ as in (5.10). Inserting all these fields into the first order

action (2.98) yields

S0
HD [C,P, ρ] =

∫
dt

[
Pi Ċ

i − ρ

(
ℓ2PΛ− C2C3

P1

− C1C3

P2

− C1C2

P3

)]
, (5.75)

which is precisely the action (5.31) for the diagonal Bianchi IX model where we set κ = 0.

One can check that no elements of the analysis of the Bianchi IX model in section 5.3 become

singular or non-degenerate when we set κ = 0. Then we can take over all results obtained

there for the Bianchi IX model and set κ = 0 to get the corresponding results for the Bianchi

I model. The global topological differences between S3 and R3 play no role at the level of

(5.75).

The reality conditions still imply that Im(ρ) = 0 and Im [(Pi)
2] = 0 for each i, with the latter

condition once again defining various solution branches. However, the secondary conditions

derived in section 5.3, (5.54) or (5.57) for example, simplify greatly. For instance, for the all
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real Pi case where qi = 0 for all i, we found ci = Πi(p) in (5.54). When we set κ = 0, these

reduce to ci = 0 as the expressions for Πi(p) all contain an overall factor of κ. This is as

we would expect, since ci represents the Levi-Civita connection on the spatial hypersurfaces

which are flat. The reality conditions and secondary constraints hence become the simplest

possible form of second-class constraints, requiring both variables of the conjugate pair ci, qi

to vanish. These constraints can be “solved” by simply removing these variables from the

theory. The Bianchi I model hence admits a particularly simple reduction to a real Lorentzian

theory: we simply demand that all of the dynamical variables appearing in (5.75) are real

valued.

Kasner solutions from connection variables

This Bianchi I model is simple enough to be solved analytically. The equations of motion

coming from (5.75) are

Ċ1 = ρ
C2C3

(P1)2
etc. , Ṗ1 = ρ

(
C3

P2

+
C2

P3

)
etc. (5.76)

We can solve the latter three equations algebraically for Ci to find

C1 =
P2P3

2ρ

(
− Ṗ1

P1

+
Ṗ2

P2

+
Ṗ3

P3

)
etc. (5.77)

The Hamiltonian constraint, the expression which multiplies ρ in the integrand of (5.75),

then becomes

ℓ2PΛ +
P1P2P3

4ρ2

(
(Ṗ1)

2

(P1)2
− 2

Ṗ2Ṗ3

P2P3

+ permutations

)
= 0 . (5.78)

We may rewrite this in the gauge ρ2 = P1P2P3 and writing Pi(t) = exp[si(t)] as

ℓ2PΛ +
1

4

(
ṡ21 + ṡ22 + ṡ23 − 2ṡ1ṡ2 − 2ṡ1ṡ3 − 2ṡ2ṡ3

)
= 0 . (5.79)

The dynamical equations for Ci become, using (5.77),

−s̈1 + s̈2 + s̈3 − ṡ1 (ṡ2 + ṡ3) + ṡ22 + ṡ23 = 0 etc. , (5.80)

that is, three first-order differential equations for the quantities ṡi. The sum of these three

equations can be written as

s̈1 + s̈2 + s̈3 +
1

2
(ṡ1 + ṡ2 + ṡ3)

2 = 6ℓ2PΛ (5.81)
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using the constraint (5.79). This is a Riccati equation for the quantity
∑

i ṡi, with solution

ṡ1 + ṡ2 + ṡ3 = 2
√
3ℓ2PΛ coth

(√
3ℓ2PΛ (t− t0)

)
. (5.82)

Furthermore, by adding two of the equations (5.80) and using the constraint again, we find

s̈1 +
1

2
ṡ1(ṡ1 + ṡ2 + ṡ3) = 2ℓ2PΛ etc. (5.83)

which can now be solved to get

ṡi = ai cosech

(√
3ℓ2PΛ (t− t0)

)
+ 2

√
ℓ2PΛ

3
coth

(√
3ℓ2PΛ (t− t0)

)
(5.84)

where the ai are integration constants satisfying a1+a2+a3 = 0. Substituting these solutions

into (5.79) then gives a second constraint,

a1a2 + a1a3 + a2a3 = −ℓ2PΛ . (5.85)

Integrating and exponentiating the solutions (5.84) finally yields

Pi(t) = P̃i

[
tanh

(√
3ℓ2PΛ

2
(t− t0)

)]ri
sinh2/3

(√
3ℓ2PΛ (t− t0)

)
(5.86)

with the rescaled exponents ri now satisfying
∑

i ri = 0 and r1r2 + r1r3 + r2r3 = −1
3
,

and where P̃i are further integration constants. Substituting these solutions for Pi(t) into

the homogeneous and diagonal metric formula (5.43), except where θα is replaced with θi,

reproduces the Bianchi I solution with cosmological constant originally given by Kasner in

[64] (see also [98]).

5.5 Relation to the Euclidean theory

So far in our investigation of homogeneous and diagonal connection gravity we have only

looked at real Lorentzian spacetimes. We recall that the Plebański theory is equally well

defined in the Euclidean signature. Furthermore, the fields are all taken to be real in the

Euclidean signature, so there is no need to impose any reality conditions, and one can avoid

the pathologies that come with ensuring their consistency. At least in highly symmetric

models, we expect there to be some correspondence between solutions in the Euclidean and

Lorentzian signature. In particular, we anticipate a kind of ‘Wick rotation’ which transforms

Euclidean solutions into Lorentzian ones by making certain variables imaginary. These Wick
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rotations become especially useful when applied in path integral approaches to quantisation

[51].

We now study a diagonal Bianchi IX model in the Euclidean signature in analogy to the

Lorentzian discussion of section 5.3. This investigation will be markedly shorter than the

one in section 5.3, as there are no reality conditions to be made consistent in this case. The

homogeneous and diagonal connection ansatz and expression for the curvature replacing

(5.27) are now

Ai = U
−1/3
θ Ci θi , F 1 = U

−1/3
θ Ċ1 dt ∧ θ1 − U

−2/3
θ

(
κC1 − C2C3

)
θ2 ∧ θ3 etc. (5.87)

Furthermore, we parametrise the matrix M ij and the 4-form µ such that

M11 =
κC1 − C2C3

ℓ2PP1

etc. , µ = 2U−1
θ ℓ4P ρ εθ ∧ dt , (5.88)

where we set the off-diagonal components of M ij to zero. Inserting these fields into the first

order action (2.98), with
√
σ = 1, yields

SHDE [C,P, ρ] =

∫
dt

[
Pi Ċ

i − ρ

(
ℓ2PΛ +

(
C2C3

P1

+ permutations

)
− κ

3∑
i=1

Ci

Pi

)]
. (5.89)

This action is manifestly real valued, so there is no need to further decompose the variables

into real and imaginary parts as we did in the Lorentzian case. We can immediately construct

a real Hamiltonian system with canonically conjugate phase space variables Ci, Pi, and

Hamiltonian constraint

HEuc = ℓ2PΛ +

(
C2C3

P1

+ permutations

)
− κ

3∑
i=1

Ci

Pi

≈ 0 , (5.90)

which generates the time evolution equations via Ȯ = {O, ρHEuc}.

In order to clarify the correspondence between this theory and the real Lorentzian theory

arising from the action (5.70), we will need a certain geometrically motivated change of dy-

namical variables. Following the same procedure as in section 5.3, one constructs a Euclidean

signature metric

gEuc =
ℓ2P ρ

2

P1P2P3

dt⊗ dt+ U
−2/3
θ ℓ2P P1P2P3

3∑
i=1

1

(Pi)2
θi ⊗ θi , (5.91)

which is the analogue of the metric (5.43) which appears in the Lorentzian (and general

complex) theory. Note, we obtain a metric of positive definite signature for P1P2P3 > 0 and
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negative definite signature for P1P2P3 < 0. This spacetime metric induces a 3-metric on the

constant t slices with corresponding orthonormal triad

ei = U
−1/3
θ ℓP

√
|P1P2P3|
Pi

θi . (5.92)

The Levi-Civita connection Γi on the constant t slices, corresponding to this triad, is com-

puted to be Γi = U
−1/3
θ Πi(P ) θi, where Πi(P ) is given in (5.54). This is the same expression

for Γi as in the Lorentzian signature (5.56), which is expected as the spacetime metrics (5.43)

and (5.91) induce the same 3-metric on the constant t hypersurfaces.

In the Euclidean signature Plebański theory, the connection Ai is the self-dual part of an

SO(4) spin connection ωIJ . From (2.65), the connection decomposes as Ai = Ki − Γi

where Ki and Γi are (respectively) the extrinsic curvature and the Levi-Civita connection

on the constant t hypersurfaces, as defined in (5.55). One can isolate the extrinsic curvature,

which is the dynamical part of the spin connection for spatially homogeneous theories, via

Ki = Ai + Γi. This amounts to a change of variables given by

bi = Ci +Πi(p) , pi = Pi , (5.93)

where bi encodes the extrinsic curvature via Ki = U
−1/3
θ bi θi. The new variables bi, pi are

clearly canonically conjugate, so this change of variables is a canonical transformation. In

fact, this canonical transformation relating extrinsic curvature and the SO(3) connection Ai

is also the basis of the Ashtekar–Barbero formulation of Lorentzian general relativity [100].

Then in terms of bi, pi, the Hamiltonian constraint (5.90) becomes HEuc = H(+) + κ2HBG

where H(+) and HBG are defined in (5.69).

Wick rotations

We are now in a position to define a kind of Wick rotation (i.e., a transformation involving

a replacement of real by purely imaginary variables) between this theory and the different

Lorentzian theories corresponding to the various branches of the reality conditions.

Note, the complex transformation bi 7→ b′i = ibi maps the Euclidean constraint HEuc =

H(+) + κ2HBG to the Lorentzian constraint HLor = H(−) + κ2HBG while changing the sym-

plectic structure by an overall constant factor, {·, ·} 7→ i{·, ·}. Absorbing this constant into

the Lagrange multiplier, we may conclude that if bi(t), pi(t), ρ(t) defines a solution to the

Euclidean theory then ibi(t), pi(t), iρ(t) formally defines a solution to the Lorentzian theory.

This map is invertible such that any Lorentzian solution likewise maps into a Euclidean one.
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In fact, the Euclidean theory can be connected to all the other Lorentzian solution branches

by similar “Wick rotations”. For instance, the Lorentzian Hamiltonian constraint (5.72), cor-

responding to a case in which the surfaces of homogeneity are timelike, is obtained from the

Euclidean Hamiltonian constraint HEuc after a transformation b3 7→ ib3 , p1 7→ ip1 , p2 7→ ip2

with all other variables unchanged. Again, Such a transformation has {·, ·} 7→ i{·, ·}, and
we hence see that any Euclidean solution also maps onto a Lorentzian solution of this kind.

One may then take the view, in particular when looking at quantisation, that the funda-

mental definition of the chiral connection formulation of general relativity should be the

Euclidean theory. Lorentzian solutions emerge from such a theory for purely imaginary

boundary conditions, with the different branches we found earlier corresponding to differ-

ent types of variables chosen as real or imaginary. In the case of cosmological solutions,

where the transformations we have discussed are defined unambiguously, this starting point

might be preferable over dealing with the full complex theory and its reality conditions.

As in the conventional metric formulation, it seems much less clear in which sense such a

correspondence extends to the full theory.

5.6 Isotropic Models and Quantum Cosmology

In section 5.3 we saw that the Hamiltonian dynamics of the diagonal Bianchi IX model,

for solutions corresponding to real Lorentzian signature metrics for which the homogeneous

hypersurfaces are spacelike, can be defined in terms of a real phase space consisting of

canonically conjugate variables bi, pi, and a Hamiltonian constraint HLor = H(−) + κ2HBG

as in (5.69). The equations of motion are generated from the Hamiltonian ρHLor, where ρ

is a Lagrange multiplier related to the time reparametrisation symmetry of the model. The

expressions for the self-dual connection and Urbantke metric in terms of these dynamical

variables are

Ai = U
−1/3
θ

(
ibi − Πi(p)

)
θi , (5.94)

gLor = − ℓ2P ρ
2

p1p2p3
dt⊗ dt+ U

−2/3
θ ℓ2P p1p2p3

3∑
i=1

1

(pi)2
θi ⊗ θi , (5.95)

where Πi(p) is defined in (5.54). We now want to discuss the specific case where the metric

is also isotropic, i.e., of FLRW form. We can see that this case corresponds to p1 = p2 = p3

for all t. One can check that this restriction only evolves consistently if we also restrict the

connection variables such that b1 = b2 = b3. Hence, starting from the fields appearing in the
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(real) Bianchi IX model, we can make the substitutions bi → b/3 and pi → p where b(t) and

p(t) are real scalars. This yields a connection and curvature

Ai = U
−1/3
θ

(
ib

3
+
κ

2

)
θi , F 1 = iU

−1/3
θ

ḃ

3
dt ∧ θ1 − U

−2/3
θ

b2 +K

9
θ2 ∧ θ3 etc. (5.96)

where K := (3κ/2)2 = 9U
2/3
θ k > 0 is a rescaled spatial curvature parameter. The 4-form

valued matrix F i ∧ F j is now proportional to δij, so we can also take M ij ∝ δij. In fact, we

see that applying our isotropic substitutions to the expressions for M ij given in (5.71) yields

M ij =
b2 +K

9 ℓ2P p
δij . (5.97)

In this section, we will choose a parametrisation for the 4-form µ that is different from the

one in (5.71), given by

µ = 2iU−1
θ ℓ2P

( p
Λ

)
ρ̃ εθ ∧ dt . (5.98)

The Lagrange multiplier ρ̃(t) is related to ρ, appearing in the real Lorentzian Bianchi IX

action (5.70), via ρ̃ =
ℓ2PΛ

p
ρ. We choose this alternative parametrisation for future conve-

nience. One obtains an action for an FLRW spacetime either by substituting these isotropic

expressions for the fields Ai,M ij, µ into the first order action (2.98), or from the Bianchi IX

reduced action (5.70) via the substitutions bi → b/3 and pi → p. In either case, the result is

the action given by

SIso [b, p, ρ̃] =

∫
dt

(
ḃp− ρ̃

(
p− b2 +K

3ℓ2PΛ

))
, (5.99)

with Euler–Lagrange equations

ḃ = ρ̃ , ṗ = 2ρ̃
b

3ℓ2PΛ
, (5.100)

which are the same equations that one obtains from (5.33a) and (5.33b) after the substitu-

tions Ci =
c

3
− iκ

2
, Pi = p and ρ =

p

ℓ2PΛ
ρ̃. Hence the restriction to isotropy commutes with

the variational principle. The Urbantke metric now takes the explicit form

gIso = − ρ̃2

Λ2 p
dt⊗ dt+ U

−2/3
θ ℓ2P p

3∑
i=1

θi ⊗ θi . (5.101)

This parametrisation of the k > 0 FLRW metric is well-known in quantum cosmology, see,

e.g., the expression given in [47],

ds2 = −N
2(t)

q(t)
dt2 + q(t) dΩ2

3 (5.102)
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and subsequent discussion of the path integral quantisation given there. (Note the variable

q used in [47] corresponds to our p, whereas the variable p used there is conjugate to q, i.e.,

corresponds to the connection b in our notation).

The definition of a path integral for this system depends in general on the choice of boundary

conditions; see the discussion in [35]. The path integral in [47] corresponds to the case where

one wants to keep the spatial metric fixed at the initial and final times, so that in our

variables p would be fixed. One is then interested in an amplitude, or two-point function, of

the form

G(pf |pi) =
∫

Db Dp Dρ̃ exp

[
i

∫ tf

ti

dt

(
ḃp− ρ̃

(
p− b2 +K

3ℓ2PΛ

))]
, (5.103)

where the allowed paths for p must start at pi and end at pf . Due to the gauge symmetry

of the system under time reparametrisations, this integral is ill-defined as it is given above.

To remedy this, one can follow the standard approach proposed in [47] (and also followed in

[39]) where one implements a gauge fixing, such as ˙̃ρ = 0, by adding a term to the action.

To ensure that the final result does not depend on the gauge choice, one can then introduce

additional anticommuting ghost fields to make the action invariant under a global Becchi–

Rouet–Stora–Tyutin (BRST) symmetry. The path integral over the ghost fields can be done

explicitly and leads to a new expression for the gauge-fixed path integral which reads

G(pf |pi) =
∫
dρ̃ (tf − ti)

∫
Db Dp exp

[
i

∫ tf

ti

dt

(
ḃp− ρ̃

(
p− b2 +K

3ℓ2PΛ

))]
. (5.104)

Note that there is no longer a functional integral over the Lagrange multiplier ρ̃, just an or-

dinary integral whose definition depends on what kind of two-point function one is interested

in [48]. In the case where one is interested in solutions to the canonical Wheeler–DeWitt

equation that may be interpreted as physical wavefunctions, one possible integration contour

for ρ̃ is over the entire real line, leading to the usual “no-boundary” solutions expressed in

terms of Airy functions [47].

In the context of a pure connection approach to gravity, it seems more natural to specify

the connection variable b at the initial and final times and instead try to compute the path

integral given by

G(bf |bi) =
∫
dρ̃ (tf − ti)

∫
Db Dp exp

[
i

∫ tf

ti

dt

(
ḃp− ρ̃

(
p− b2 +K

3ℓ2PΛ

))]
, (5.105)

using the same gauge-fixing method as before. This is now rather straightforward, since the

p path integral may be defined through a time-slicing where one divides the interval [ti, tf ]
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into N segments with equal widths δt =
tf − ti
N

. One specifies the N +1 end-points of these

segments by tj = ti + jδt for j = 0, . . . , N , and one denotes the values of b at these points

by bj = b(tj). One localises the momentum p at the midpoint of each section such that

pj− 1
2
= p

(
ti + (j − 1

2
)δt
)
for j = 1, . . . , N . With respect to this discretisation, integrals are

approximated as ∫ tf

ti

dt f(b, p) ∼
N∑
j=1

f
(
bj, pj− 1

2

)
δt , (5.106)

and derivatives are approximated as ḃ(tj) ∼
bj − bj−1

δt
; these are only well defined for j > 0.

With this, one can write the path integral w.r.t p as limit of discrete approximations which

reads∫
Dp exp

[
i

∫ tf

ti

dt
(
pḃ− ρ̃ p

)]
= lim

N→∞

N∏
j=1

∫ dpj− 1
2

2π
exp

[
ipj− 1

2
(bj − bj−1 − ρ̃ δt)

]

= lim
N→∞

N∏
j=1

δ(bj − bj−1 − ρ̃ δt) ,

(5.107)

where b0 = bi and bN = bf . Substituting this result into the gauge fixed path integral (5.105)

yields the following equivalent expressions for G(bf |bi):

lim
N→∞

∫
dρ̃ (tf − ti)

∫
db1 . . . dbN−1 exp

[
iρ̃

N∑
m=1

δt

(
b2m +K

3ℓ2PΛ

)] N∏
j=1

δ(bj − bj−1 − ρ̃ δt)

= lim
N→∞

∫
dρ̃ (tf − ti) δ(bf − bi − ρ̃(tf − ti)) exp

[
iρ̃

N∑
m=1

δt

(
(bi +mρ̃ δt)2 +K

3ℓ2PΛ

)]

= lim
N→∞

exp

[
i

N
(bf − bi)

N∑
m=1

(bi +
m
N
(bf − bi))

2 +K

3ℓ2PΛ

]
,

(5.108)

where the remaining delta function in the second line enforces the condition ρ̃ =
bf − bi
tf − ti

,

and where the chosen contour for ρ̃ is the real line. In the limit as N → ∞, the argument

of the exponential in the final line changes from a sum into an integral. To evaluate this

integral, one defines a quantity δbN =
bf − bi
N

, which clearly vanishes in the limit N → ∞,

such that

G(bf |bi) = lim
N→∞

exp

[
i

N∑
m=1

δbN

(
(bi +mδbN) +K

3ℓ2PΛ

)]
= exp

[
i

∫ bf

bi

db
b2 +K

3ℓ2PΛ

]
(5.109)
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which then leads to the final form of the two-point function

G(bf |bi) = exp

[
i

3ℓ2PΛ

(
1

3
(b3f − b3i ) +K(bf − bi)

)]
. (5.110)

Hence, the path integral with b boundary conditions can be evaluated analytically, and yields

a simple result of pure plane wave form, which may be written as

G(bf |bi) = ψCS(bf )ψCS(bi) : ψCS(b) := exp

[
i

3ℓ2PΛ

(
1

3
b3 +Kb

)]
, (5.111)

where ψCS(b) is the unique (up to normalisation) solution to the Wheeler–DeWitt equation

i
d

db
ψ(b) = −b

2 +K

3ℓ2PΛ
ψ(b) (5.112)

corresponding to the classical Hamiltonian constraint appearing in (5.99) as the term which

multiplies ρ̃. ψCS can be seen as the restriction of a “Chern–Simons state” that can be

defined in more general situations [111] to homogeneous and isotropic Universes (see also

[79] for generalisations of the Chern–Simons state). The state can be seen as related to the

Hartle–Hawking or Vilenkin wavefunctions of the metric formulation via a kind of Fourier

transform [78].

We see that the two-point function G(bf |bi) with connection boundary data is straightfor-

ward to obtain, as also shown in [59] following a very similar calculation. The result has

an interesting, and somewhat novel, interpretation from the perspective of the chiral pure

connection formulation of general relativity (2.105). Notice that starting from the classi-

cal action (5.99), one may “integrate out” the field p by substituting the solution to the

Hamiltonian constraint,

p =
b2 +K

3ℓ2PΛ
, (5.113)

back into the Lagrangian. This yields

SIso =

∫ tf

ti

dt

(
b2 +K

3ℓ2PΛ
ḃ

)
=

1

3ℓ2PΛ

[
1

3
b3 +Kb

]tf
ti

. (5.114)

That is, the Lagrangian is a total derivative and the action becomes a pure boundary term.

Hence there is no equation of motion for b. This is expected as (5.100) already shows that

any function b(t) is a solution in a certain gauge, given by ḃ = ρ̃.

It is easy to see that the reduced action (5.114) is simply the reduction of the chiral pure

connection action (2.105) to a homogeneous and isotropic connection. Starting from

F i ∧ F j = 2i
ḃ (b2 +K)

27Uθ

δij εθ ∧ dt , (5.115)
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we may fix a top-form εX = 2i εθ ∧ dt, therefore fixing the matrix X ij appearing in (2.105)

to be

X ij =
ḃ (b2 +K)

27Uθ

δij . (5.116)

This leads to a pure connection action

SPC[b] =
1

ℓ2PΛ

∫ (
tr
√
X
)2
εX =

1

3ℓ2PΛ

∫
dt ḃ (b2 +K) , (5.117)

in agreement with (5.114). Hence for FLRW geometries, the chiral pure connection action

is a pure boundary term.

An attempt to define a path integral directly at the Lagrangian level for the pure connection

formulation would lead to an expression

G(bf |bi) =
∫

Db exp (iSPC[b]) . (5.118)

However, since SPC[b] is a pure boundary term, one would again be left with a divergent

integration over redundant, gauge-equivalent configurations, which needs gauge fixing to be

well-defined. Any such gauge fixing will turn the integration over b into a constant factor

leading to our previous result (5.110). Then in the case of homogeneous isotropic connections,

the pure connection path integral has an immediate exact definition given in terms of the

classical action given by

G(bf |bi) = exp (iSPC(bf , bi)) . (5.119)

Analytic continuation of the two-point function

So far we have computed a two-point function with connection boundary data for a homo-

geneous and isotropic Lorentzian spacetime, G(bf |bi) as in (5.110). One can analytically

extend this two-point by simply allowing the two inputs to be complex valued. Through this

extension, one can compute transition amplitudes for boundary connection states that are

Lorentzian, Euclidean, or even generally complex.

Recall that the variable b – which is the isotropic analogue of bi from section 5.3 – encodes

the extrinsic curvature, which is the real part of the self-dual connection Ai in the Lorentzian

case, as in (5.55). One can introduce a more generic homogeneous and isotropic connection

variable C̃ such that

Ai = U
−1/3
θ

C̃

3
θi . (5.120)
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In the Lorentzian case, one can compare this expression with the expression for Ai in (5.96)

to get a relationship between C̃ and b which reads

C̃ = ib+ 3U
1/3
θ

√
k ⇔ b = −i

(
C̃ − 3U

1/3
θ

√
k
)
, (5.121)

where is k the background curvature parameter as in section 5.3. Then replacing bi and bf

with their equivalent expressions in terms of C̃ in (5.110) yields the more generic two-point

function

G̃
(
C̃f |C̃i

)
= exp

[
− 1

3ℓ2PΛ

(
1

3

(
C̃3

f − C̃3
i

)
− 3U

1/3
θ

√
k
(
C̃2

f − C̃2
i

))]
. (5.122)

On the other hand, our original formula (5.110) is sufficient for dealing with Lorentzian

and/or Euclidean signature boundary data. To see this, consider a transition from a Eu-

clidean signature initial state to a Lorentzian signature final state such that

(Aj)|t=ti = U
−1/3
θ

(
bi
3
+
κ

2

)
θj −→ (Aj)|t=tf = U

−1/3
θ

(
ibf
3

+
κ

2

)
θj , (5.123)

where bi, bf are both real valued. Then the corresponding amplitude can be computed as

G(−ibi, bf ).

One may now discuss particular choices of bf and bi, in particular “no-boundary” conditions

for bi. Recall that the general idea as pioneered by Hartle and Hawking is that the initial

state of the Universe would be described by a Euclidean 4-sphere appearing to emerge

from zero size (but such that the resulting geometry is actually regular). Such an initial

condition is often interpreted as corresponding to zero scale factor, or p = 0 in our notation.

However, it has been suggested (e.g., in [35], building on earlier work such as [77]) that

an initial condition should rather be put on the connection to distinguish between different

semiclassical saddle point solutions, and in particular single out the “Hartle–Hawking” over

the “Vilenkin” solution. Given the constraint (5.113), a no-boundary initial condition on the

connection corresponds to b = ±i
√
K, equivalently b = ±3iU

1/3
θ

√
k. With such an initial

condition the two-point function (5.110) becomes

G(bf |bi) = ψCS(bf )ψCS(±i
√
K) = exp

(
∓2K3/2

9ℓ2PΛ

)
ψCS(bf )

= exp

(
∓6Uθ k

3/2

ℓ2PΛ

)
ψCS(bf )

(5.124)

so that, depending on the choice of sign, we get either exponential suppression (à la Vilenkin)

or exponential enhancement (à la Hartle–Hawking). Inserting the usual choices of k = 1 and

Uθ = 2π2, this factor is exp

(
∓12π2

ℓ2PΛ

)
, consistent with the literature [40].
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5.6.1 Unimodular quantum cosmology

One can apply the same homogeneous and isotropic restriction to the parametrised unimod-

ular version of the first order action (3.16), and examine the resulting transition amplitudes

from the perspective of unimodular connection gravity. In practice, one simply inserts the

expressions for the connection Ai and matrix M ij given in (5.96) and (5.97) respectively, as

well as the parametrisation

T = −2iU−1
θ ℓ2P Π εθ (5.125)

for the 3-form T , into the action (3.16) to get

SPIso[b, p,Π] =

∫
dt

[
ḃp+ Π̇

(
b2 + 9U

2/3
θ k

3ℓ2Pp

)]
. (5.126)

The real scalar Π(t) is the homogeneous analogue of the variable τ̃ appearing in the general

canonical action (4.55). The resulting Euler-Lagrange equations are

ḃ = Π̇

(
b2 + 9U

2/3
θ k

3ℓ2P p
2

)
, ṗ = Π̇

2b

3ℓ2P p
,

d

dt

(
b2 + 3U

2/3
θ k

3ℓ2P p

)
= 0 . (5.127)

From the Hamiltonian perspective, we can equip the variable λ with conjugate momentum

λ satisfying the primary constraint

λ− b2 + 9U
2/3
θ k

3ℓ2P p
= 0 , (5.128)

which is the usual Hamiltonian constraint for the FLRW universe with cosmological constant

λ = Λ, as in (5.113). One passes to an extended canonical action given by

S ′
PIso[b, p,Π, λ, ν] =

∫
dt

[
ḃp− λ̇Π− ν

(
p− b2 + 9U

2/3
θ k

3ℓ2P λ

)]
, (5.129)

where ν(t) is a real Lagrange multiplier field which enforces a rearranged version of the

primary constraint (5.128). This action agrees with the standard minisuperspace action

for gravity with cosmological constant (5.99), where the cosmological constant has been

promoted to a dynamical field conjugate to Π. This addition of a new global degree of

freedom associated to the cosmological constant is familiar from all unimodular extensions

of general relativity.

The goal now is to derive amplitudes corresponding to an initial state defined by the pair

bi, λi, and a final state defined by bf , λf . As before, one follows the procedure outlined
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in [47] to gauge fix the time reparametrisation symmetry, leading to an expression for the

unimodular two-point function given by

G(bf , λf |bi, λi) =
∫
dν (tf − ti)

∫
DbDpDλDΠ exp (iS ′

PIso[b, p,Π, λ, ν]) , (5.130)

where the integration contour for ν is the real line. From the structure of (5.129), one may

rewrite the above expression for the two-point function as

G(bf , λf |bi, λi) =
∫

DΠDλ exp

(
−i
∫
dt Πλ̇

)
Gλ(bf |bi) , (5.131)

where Gλ(bf |bi) is the same as G(bf |bi) in (5.110), except where the cosmological constant

Λ is replaced with the variable λ. Then one can evaluate the path integrals w.r.t λ and

Π using the time slicing procedure defined in section 5.6, such that λj = λ(ti + jδt) and

Πj− 1
2
= Π

(
ti + (j − 1

2
)δt
)
. In brief, evaluating the Πj− 1

2
integrals yields a chain of deltas

δ(λN − λN−1) δ(λN−1 − λN−2) . . . δ(λ2 − λ1) δ(λ1 − λ0) (5.132)

in the integrand, where λ0 = λi and λN = λf . Then integrating over λ1, . . . , λN−1 collapses

this chain into a single delta δ(λf − λi), yielding the final result

G(bf , λf |bi, λi) = δ(λf − λi)Gλf
(bf |bi) . (5.133)

5.7 Summary

We define spatial homogeneity such that the fields are invariant under the action of a certain

group of translations on each spatial slice. Then one can parametrise the fields by finitely

many free functions with only time dependence, which then become the dynamical variables

for our homogeneous formulation. We further restricted our attention to diagonal theories in

order to avoid certain inconsistencies which seem to appear when one attempts a formulation

in terms of non-diagonal variables (section 5.2). In particular, we examined the Bianchi IX

and I models with closed (S3) and flat (R3) spatial surfaces respectively. Beginning with

the Bianchi IX model, we derived a holomorphic Hamiltonian system starting from the first

order chiral connection action (2.98) to describe the dynamics of the homogeneous and di-

agonal variables.

An important aspect of chiral connection formulations (in Lorentzian signature) is that all

fields are initially complex-valued, and Lorentzian solutions are obtained by imposing reality

conditions. In this case, the reality conditions admit a handful of solution branches, some
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corresponding to a Lorentzian Urbantke metric (either of signature (−+++) or (+−−−))

and some corresponding to an imaginary Urbantke metric. The latter cases would require

extra care in defining a Lorentzian metric, but for real (and non-zero) cosmological constant

Λ they do not have any consistent solutions to the field equations, and we can ignore them.

The reality conditions of the first order theory (2.100) are not holomorphic, and also contain

time derivatives of the dynamical variables. To deal with the latter issue, one simply uses

the dynamical equations to eliminate the time derivatives leaving only algebraic conditions

on the variables. To deal with the former issue, we reformulated our holomorphic Hamil-

tonian system as a pair of equivalent real Hamiltonian systems, starting from either the

real or imaginary part of the full complex action. In each of the 4 solution branches, one

can treat the reality conditions and their secondary consistency conditions as (second class)

dynamical constraints in Dirac’s formalism. Then one can derive the Dirac bracket and the

associated reduced phase space structure. The different branches of the reality conditions

can reproduce the usual Bianchi models, in which the homogeneous surfaces are spacelike,

or models in which these surfaces are timelike and the direction of dynamical evolution is

spacelike. Focusing on the physically more relevant first case, we explicitly recovered the

Lorentzian Bianchi IX model [109]. The analysis was then repeated for the Bianchi I model,

with similar results as well as analytical solutions reproducing the known Kasner solutions

[14, 64].

The restriction to the Bianchi I and IX models is significantly easier in the Euclidean signa-

ture version of the first order connection theory where all of the fields are real valued and no

further reality conditions are required. Starting from solutions in Euclidean signature, one

can apply complex transformations on the variables in order to derive the various Lorentzian

solutions. These transformations may be interpreted as a type of Wick rotation, suggest-

ing that the Euclidean theory may be a more natural starting point for defining the theory

especially in the quantum regime, where reality conditions will be a major obstacle. The

signature ambiguity however persists as the Euclidean signature Urbantke metric can have

signature (+ + ++) or (−−−−).

In the last section, we examined the isotropic limit of the Bianchi IX model which corre-

sponds to the FLRW spacetime with closed spatial surfaces. This restriction leaves only a

single dynamical pair of variables subject to a first class constraint so that the one remain-

ing degree of freedom is pure gauge. We showed that the two-point function between states

with connection boundary data, defined by a suitable path integral, reduces to eiS where
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the action S, as in (5.114), is a pure boundary term. This result has been derived before

[79] but we gave it a somewhat novel classical interpretation: we saw that in the FLRW

model one can explicitly integrate out all variables apart from the connection, and obtain

a classical action which is a pure boundary term. This action is the reduction of the pure

connection formulation of [72] to the FLRW model which hence has an immediate, trivial,

quantum definition as a path integral.
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5.A Supplementary Material: Chapter 5

5.A.1 Canonical Spatially Homogeneous Plebański Gravity

Proof: Lemma 5.2.1

The spatially homogeneous ansatzes from section 5.2 are given by

Ai = Ai
0dt+ Ai

αθ
α , (5.134a)

Σi = Σi
0α dt ∧ θα +

1

2
Eiαϵαβγ θ

β ∧ θγ , (5.134b)

µ = −2n dt ∧ εθ , (5.134c)

such that the fields Ai
α, E

α
i ,M

ij, Ai
0,Σ

i
0α, n have only t dependence. For simplicity, we will

not assume any particular forms for Ai
0 and Σi

0α as we do in the main text. Since Ai
0,Σ

i
0α

are Lagrange multiplier fields, the result we derive here also applies for any non-degenerate

parametrisation of Ai
0,Σ

i
0α by alternative Lagrange multiplier fields (e.g., αi, V α, n as in the

main text). Substituting these ansatzes into the Plebański action (2.79) yields a restricted

action

S =
Uθ

ℓ2p
√
σ

∫
dt

[
Ȧi

αE
α
i − Ai

0ϵ
k
jiA

j
αE

α
k +

1

2
ϵαβγΣi 0αF

i
βγ −MijΣ

i
0αE

jα − n (trM − Λ)

]
,

(5.135)

with Euler-Lagrange equations

Ȧi
α = ϵijkA

j
αA

k
0 +M ijΣj 0α , (5.136a)

Ėα
i = −ϵkijAj

0E
α
k − 1

2
Σi 0β(f

α
γδϵ

βγδ) + ϵkijϵ
αβγAj

βΣk 0γ , (5.136b)

Σ
(i
0αE

j)α + nδij = 0 , (5.136c)

ϵkjiA
j
αE

α
k = 0 , (5.136d)

1

2
ϵαβγF i

βγ −M ijEα
j = 0 , (5.136e)

trM − Λ = 0 . (5.136f)

We derive equations on the variables by inserting our ansatzes (5.134a) into the Plebański

field equations (2.81), and compare them to (5.136) coming from variations of the restricted
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action. The equation F i =M ijΣj from (2.81b) yields

F i
0α = Ȧi

α − ϵijkA
j
αA

k
0 =M ijΣj 0α , (5.137a)

F i
αβ =M ijEγ

j ϵαβγ , (5.137b)

in agreement with (5.136a) and (5.136e) respectively. The equation DAΣ
i = 0 from (2.81a)

yields

Ėiα + ϵijkA
j
0E

kα +
1

2
Σi

0β(f
β
γδϵ

αγδ)− ϵijkϵ
αβγAj

βΣ
k
0γ = 0 , (5.138a)

ϵijkA
j
αE

α
k − Eiαfβ

αβ = 0 , (5.138b)

which respectively agree with (5.136b) and (5.136d) only when the matrix defined Cαβ :=

fα
γδϵ

βγδ is symmetric, which is equivalent to fβ
αβ = 0. This is the criterion which distin-

guishes the class A models in the Bianchi classification of 3D Lie groups [20]. See [21] for

details. The metricity condition Σi∧Σj = µδij from (2.81c) immediately reduces to (5.136c),

and trM = Λ from (2.81d) is evidently the same as (5.136f). Hence, the restriction of the

Plebański action (2.79) to homogeneous spacetimes commutes with the variational principle

only for Bianchi class A models where Cαβ is symmetric.

5.A.2 Diagonal Bianchi IX model

Proof: Theorem 5.3.1

Consider an action of the form

S[Q] =

∫
dt L

(
Q, Q̇

)
(5.139)

where Qi(t) are complex variables and the Lagrangian L(Q, Q̇) is also complex valued. We

assume that L is holomorphic so that

∂L

∂Qi
= 0 ,

∂L

∂Q̇i
= 0 . (5.140)

Decomposing the complex variables into their real and imaginary parts as Qi = xi + iyi

allows us to decompose the Lagrangian as L(Q, Q̇) = LRe (x, y, ẋ, ẏ) + iLIm (x, y, ẋ, ẏ) where

LRe and LIm are real valued functions of real variables. The holomorphic conditions (5.140)

are equivalent to the Cauchy–Riemann equations

∂LRe

∂xi
=
∂LIm

∂yi
,

∂LIm

∂xi
= −∂LRe

∂yi
,

∂LRe

∂ẋi
=
∂LIm

∂ẏi
,

∂LIm

∂ẋi
= −∂LRe

∂ẏi
. (5.141)
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For a functional F over real variables za(t) defined F [z] =
∫
dt f(z, ż) for some function f ,

the functional derivatives are

δF

δza
=

∂f

∂za
− d

dt

(
∂f

∂ża

)
. (5.142)

Using this expansion one obtains functional form of the Cauchy-Riemann equations

δSRe

δxi
=
δSIm

δyi
,

δSIm

δxi
= −δSRe

δyi
, (5.143)

where SRe =
∫
dt LRe and SIm =

∫
dt LIm are the real and imaginary parts of the action

respectively. The Euler-Lagrange equations coming from the real and imaginary parts of the

action are given by

Real part :
δSRe

δxi
= 0 ,

δSRe

δyi
= 0 , (5.144a)

Imaginary part :
δSIm

δxi
= 0 ,

δSIm

δyi
= 0 . (5.144b)

From (5.143) we then see that the Euler-Lagrange equations (5.144a) and (5.144b) are equiv-

alent. This proof borrows heavily from section 5 of [73].

5.A.3 Hamiltonian constraint for the Lorentzian Bianchi IX model

Declaration

What follows was written by Steffen Gielen during the preparation of [45], based off an earlier

version written by the author of this thesis, and is presented here exactly as it appears in [45]

with only minor formatting and notation changes.

Here we show explicitly that (5.69) reproduces the dynamics of the Lorentzian Bianchi

IX model in general relativity, as discussed in [109] in the context of Ashtekar–Barbero

formulation. This formulation is based on an SU(2) connection defined on each spatial

hypersurface in a given foliation as Ai = Γi[e]+βKi where Γi is the torsion-free (Levi-Civita)

connection 1-form associated to a given triad ei, Ki is the extrinsic curvature 1-form, and β

is a free parameter generally taken to be real. The Bianchi IX ansatz made in [109] is

Ai = U
−1/3
θ c̃i θ̃i , Ei = U

−2/3
θ πi

√
q̃ ξ̃i (5.145)

where Ei is the “densitised triad” conjugate to Ai, ξ̃i is a co-frame of vector fields dual to

the frame θ̃i, and
√
q̃ is the volume element associated to the “fiducial metric” q̃ := θ̃i ⊗ θ̃i.
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The frame θ̃i is assumed to satisfy dθ̃i − 1

ro
ϵijk θ̃

j ∧ θ̃k = 0. The variables c̃i and πi then

satisfy

{c̃i, πj} = β ℓ2P δ
i
j . (5.146)

Recall that on the branch of the reality conditions that leads to (5.69), the self-dual connec-

tion of the chiral connection theory can be written as Ai = U
−1/3
θ (ibi − ci) θi with ci fixed

by (5.54) also corresponding to the Levi-Civita connection on spatial hypersurfaces. We can

relate this complex connection to the Ashtekar–Barbero connection by setting β = −i, the
choice made in the original Ashtekar formulation [11]. Our Cartan frame θi is also defined

with the opposite orientation, so in order to relate to [109] we need to identify θi = −θ̃i with
√
k = 1/ro.

With β = −i, the expression for the (pure gravity) Hamiltonian given in [109] becomes

NCH =
N

ℓ2P
√

|π1π2π3|
[
π1π2c̃1c̃2+π1π3c̃1c̃3+π2π3c̃2c̃3+κ (π1π2c̃3 + π2π3c̃1 + π1π3c̃2)

]
(5.147)

where the orientation factor is given by ε = +1. We now need to rewrite this Hamiltonian

in terms of the variables used in the main text. First of all, we can identify

c̃i = −ibi +Πi(p) , πi = ℓ2P pi (5.148)

where the first equation follows from our identification of the real and imaginary parts of

the self-dual connection, and the second is a rescaling to ensure canonical Poisson brackets

{bi, pj} = δij (which may also be obtained from equating the Urbantke metric with the

physical metric ‘q’ defined in [109]). Finally, using the Urbantke metric (5.43), we can write

the lapse N as N = ℓP |p1p2p3|−1/2ρ in terms of the Lagrange multiplier ρ. We then find

NCH = ρ sgn(p1p2p3)

[
−b

1b2

p3
− b1b3

p2
− b2b3

p1

+
κ2

2

(
p1p2
2p33

+
p1p3
2p32

+
p2p3
2p31

− p1
p2p3

− p2
p1p3

− p3
p1p2

)] (5.149)

which equals (apart from the overall sign) the purely gravitational part of the Hamiltonian

ρHLor = ρ
(
H(−) + κ2HBG

)
in (5.69). The contribution of the cosmological constant replaces

the matter Hamiltonian for a massless scalar field appearing in [109], specifically

Hmatt =
N

2

p2T√
|q|

→ N

ℓ2P
Λ
√
|q| (5.150)

which means adding an extra term

N

ℓ2P
Λ
√
|π1π2π3| = ρ ℓ2PΛ (5.151)
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to (5.149). This is exactly the Λ term found in (5.69), which shows that the Hamiltonian

dynamics recover those of the Lorentzian Bianchi IX model with a given Λ for p1p2p3 > 0.

For the opposite sign, from (5.149) one would expect to see a relative minus sign which is

not seen in (5.69). This discrepancy is explained by the fact that in that case the Urbantke

metric (5.43) has signature (+−−−), but satisfies the Einstein equations with the same Λ;

it is hence equivalent to a solution with signature (−+++) but cosmological constant −Λ.

The Ashtekar formulation of general relativity assumes signature (−+++) throughout and

can match the sign only for p1p2p3 > 0.
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Chapter 6

Conclusions

In chapter 3 we demonstrated how one can incorporate the core principles of unimodular

gravity – a fixed volume form and a cosmological constant which appears as an integration

constant as opposed to a fundamental parameter – into the (chiral) Plebański formulation.

Our constructions mirror closely what is done in the metric approach; one either introduces

a background field µ0 which fixes the value of the volume form, or one promotes Λ to a field

constrained to be constant by a new Lagrange multiplier-like field which then also deter-

mines the volume form. These unimodular formulations of Plebański gravity yield solutions

for all possible values of Λ, including complex values. Then in Lorentzian signature, one can

no-longer discount the solutions of the reality conditions yielding a complex valued metric,

as these would correspond to some complex value of Λ which we now permit. Following a

similar procedure to the one outlined in section 2.4.2, one can also derive unimodular ana-

logues of the chiral first order and pure connection formulations.

Recall that the Plebański formulation and its descendants are the starting point for the

construction of spin foam models for general relativity [15, 88]. Then one interesting ques-

tion is whether one could now construct spin foam models for unimodular gravity starting

from these unimodular Plebański formulations. In this case, one should expect a different

implementation of the simplicity constraint, which here involves the preferred volume form.

On a more foundational level, a key aspect of unimodular formulations is that they provide

a globally valid time coordinate defined by evaluating the 4-volume of spacetime regions.

Then one has access to a Schrödinger-like approach to quantisation [103]. Quantisation of

such models, whether through spin foams or otherwise, could hence be studied in terms of

(potentially unitary) evolution in unimodular time.
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There is also the question of how to incorporate matter into these formulations. In the for-

mulations in which the 2-forms Σi are dynamical variables, for instance (3.4) and (3.12), one

may construct a metric tensor via the Urbantke formula (2.97) which can be used to couple

scalar and tensor fields in the usual way, as in [99]. The coupling of fermionic matter is

discussed in brief in [29]. In the cases where Σi are not independent variables, as in (3.6) or

(3.9) for example, one reconstructs Σi via Σi = (M−1)ijFj or Σ
i = (X−1/2)ijFj respectively.

Then one constructs the Urbantke metric from these reconstructed 2-forms, and proceeds

to couple matter via the same approach. Hence we see that consistent coupling of (bosonic)

matter fields can be achieved for all the unimodular actions listed in chapter 3. However, the

complexity of the expression for the Urbantke metric increases as we descend the hierarchy

from Plebański-like to first order and ultimately pure connection formulations.

In chapter 4 we continued our exploration of these new unimodular formulations of Plebański

gravity through canonical analysis. We began with a review of the canonical analysis of the

standard Plebański theory, in which we recover the (complex) Ashtekar phase space and con-

straint structure. This was supplemented with further discussion on the reality conditions

and the construction of the metric. In fact, we provide an alternate proof for the reality of

the Urbantke metric (up to a global imaginary factor) in terms of the canonical variables.

Following this, we derived the canonical formulation of the preferred volume unimodular

Plebański theory (3.4). In this case, we arrive at a modified constraint algebra where the

usual Hamiltonian constraint is replaced with its 3 spatial derivatives. In total, the gauge

transformations generated by this modified algebra are a restricted set of the transforma-

tions generated in the full theory. This mirrors the restriction of the symmetry group to

volume-preserving diffeomorphisms at the level of the (preferred volume) action. What’s

more, we derive a Hamiltonian which has a definite, non-constraint, part in addition to the

usual constraint/vanishing part. Hence dynamical evolution is no longer pure gauge in this

formulation. Then in principle, one could attempt a quantisation of this theory along the

lines of [103]. Of course, one would still need to deal with the reality conditions in Lorentzian

signature, which would introduce fairly significant complexities in the transition to the quan-

tum theory.

In chapter 5, we investigated aspects of spatially homogeneous models in the context of chiral

connection gravity theories. Through these investigations, we emphasised various concep-

tual and technical differences of these formulations when compared with approaches based

on a metric or a (Ashtekar–Barbero) connection and tetrad. To summarise, we began with
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an attempt to construct a general canonical formulation for spatially homogeneous models.

We discovered that such a construction is poorly defined for models with Bianchi I type

symmetry – as well as other models – as the homogeneous analogue of the diffeomorphism

constraint vanishes, and consequently we end up with too many independent degrees of

freedom. Following the general trend of the literature, we restricted to diagonal models in

order to avoid this issue. Starting from the first order chiral connection action (2.98), we

inserted spatially homogeneous ansatzes for the fields to get a reduced action resembling the

action for a classical particle in complex space. From this, we constructed a holomorphic

Hamiltonian system describing the dynamics. To implement the reality conditions, which we

saw decomposed into 4 distinct solution branches, we formulated our holomorphic Hamil-

tonian system as a pair of equivalent real Hamiltonian systems which we called the real

and imaginary sectors. Using these, we implemented the reality conditions as second class

constraints in Dirac’s formalism; we saw that each branch of the reality conditions was only

compatible with one of the two sectors. Ultimately, we were able to construct dimensionally

reduced Hamiltonian systems describing Bianchi I and IX models, in agreement with [14,

109]. Additionally, we derived a canonical formulation for the diagonal Bianchi IX model

in the Euclidean signature setting where the variables are real valued from the start, and

there is no need for reality conditions. We saw that one can define complex transformations

on the variables (Wick rotations) that map solutions of the Euclidean formulation to solu-

tions of the various Lorentzian formulations corresponding to the different branches of the

reality conditions. In the final parts of chapter 5, we investigated the quantum cosmology

of homogeneous and isotropic spacetimes from the perspective of the chiral first order and

pure connection formulations. Specifically, we constructed minisuperspace actions by insert-

ing homogeneous and isotropic field ansatzes into the actions (2.98) and (2.105) which we

used to compute transition amplitudes with connection boundary data using canonical path

integral methods [39, 47]. Starting from the pure connection action, one derives a minisu-

perpsace action which is purely a boundary term. Then the two-point function is immediate,

and we recover the result in [59] from a new perspective. Concluding, we also performed the

same path integral computation starting from the unimodular formulation (3.16), recovering

a slightly modified result.

As we have discussed, an interesting nuance of the chiral connection formulations of gravity

is the inability to fix the signature of the metric throughout. Even in a specific solution

branch of the reality conditions, one obtains two types of solutions with different metric

signature, unlike in metric-based formulations or the Ashtekar–Barbero approach where the
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metric signature is fixed. Dynamical signature change within a solution would require pass-

ing through a surface with degenerate metric and divergent curvature, which we may see

as a classical endpoint of a given solution. But in any case, this implies that Λ in our

original action (2.98) represents the cosmological constant of general relativity only up to

sign: the Urbantke metric in the chiral connection framework satisfies the Einstein equations

Rµν = Λgµν , but its signature cannot be fixed, and a change of signature gµν → −gµν could

be absorbed in Λ → −Λ. In the homogeneous and isotropic sector, we always find both

de Sitter and anti-de Sitter solutions. This fact has interesting implications if we wanted

to fix the value of Λ in (2.98) by comparing with observation; even observing accelerated

expansion would only determine the magnitude of Λ, not its sign. These conclusions are

somewhat reminiscent of arguments in favour of the emergence of expanding solutions for

negative Λ in quantum cosmology [49], but here appear already in the classical theory. They

seem to be a feature only of chiral connection formulations of gravity, which is essential

for the existence of a “pure connection” formulation in which all other variables have been

integrated out. Indeed, in approaches with fixed metric signature (5.113) would usually be

a condition on |p| rather than p (or p would be fixed to be positive, unlike what we observe

here), so that we would not obtain (5.114).
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In: Physical Review D 111 (4 Feb. 2025), p. 044047.

[45] Steffen Gielen and Elliot Nash. “Quantum cosmology of pure connection general rel-

ativity”. In: Classical and Quantum Gravity 40.11 (2023), p. 115009.

[46] Steffen Gielen and Elliot Nash. “Unimodular Plebański Gravity”. In: Classical and
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