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Abstract

The development of 6th Generation (6G) wireless communication technologies mark a

new era in global connectivity, characterized by ultra-fast data transmission, near-zero

latency, and the ability to support massive device density. Central to the 6G vision is

the development of an intelligent communication environment, where machine learn-

ing, artificial intelligence, and edge computing enable real-time adaptive control and

decision-making. Through technologies like reconfigurable intelligent surfaces (RIS),

the environment can be tailored in real time to adapt to changes in network conditions,

user mobility, and spatial configurations.

A reflecting RIS is an advanced technology used to enhance wireless communica-

tion by actively controlling the way electromagnetic waves propagate. Composed of

numerous small, programmable elements, a reflecting RIS can reflect or absorb incom-

ing signals to optimize their path toward a receiver. However, existing research has

not adequately addressed the optimization of the quantity and deployment locations of

RISs for effectively serving a mobile robot. To address this research gap, I explore the

application of RIS-assisted millimeter-wave (mmWave) communications for a mobile

robot operating within an indoor industrial environment containing fixed obstacles.

I minimize the transmission energy consumption of the access point (AP) by jointly

optimizing the number, positions, and phase shifts of the RISs, and the beamforming

vectors of the AP. Simulation results indicate that the proposed algorithm converges

efficiently and successfully identifies the optimal configuration of RISs, significantly
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reducing the transmission energy consumption of the AP.

Unlike reflecting RIS, which merely reflect signals, an intelligent omni-surface (IOS)

can simultaneously reflect and refract signals while modifying their properties, such as

phase shifts and amplitude. However, existing research has not sufficiently investigated

the optimization of the number and deployment locations of IOSs for serving multiple

indoor users. To tackle this research gap, I investigate IOS-assisted outdoor-to-indoor

mmWave communications. With a fixed total number of refracting elements, I maxi-

mize the downlink energy efficiency of the outdoor base station (BS) by jointly optimiz-

ing the number, locations, and phase shifts of the IOSs, along with the beamforming

vectors of the BS. Simulation results show that the proposed algorithms efficiently de-

termine the optimal number and placement of IOSs, significantly improving the energy

efficiency of the outdoor BS.

In conclusion, the utilization of RIS/IOS significantly enhances the performance of

wireless communications, and further improvements can be achieved through the opti-

mization of deployment strategies and on/off state management. In the future, I shall

extend RIS deployment to 3D space to enable more complex strategies, incorporate

real-time optimization with adaptive algorithms, and explore advanced configurations,

such as integrating RIS with urban landscapes, aerial platforms, and coordinating mul-

tiple RISs for managing complex electromagnetic environments.
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Chapter I

Introduction

I.1 Research Background

I.1.1 Intelligent Communication Environment

As the deployment of 5th generation (5G) wireless communication systems advances

globally, focus is shifting to the development of 6th generation (6G) wireless networks,

which promise transformative applications like augmented reality (AR), virtual real-

ity (VR), mixed reality (MR), brain-computer interfaces, connected robotics, and au-

tonomous systems [1]. Furthermore, 6G envisions evolving from the ”internet of things”

to the ”internet of intelligence,” integrating advanced capabilities such as blockchain,

distributed ledger technologies and pervasive intelligence [2]. Achieving these ambi-

tious objectives requires significantly exceeding the key performance indicators (KPIs)

of 5G, including ultra-reliable low-latency communication, enhanced data rates, energy

and spectrum efficiency, and unprecedented connection densities [3].

The shift toward millimeter-wave (mmWave) and tera-hertz (THz) frequencies,

driven by the need for high bandwidths, introduces severe limitations due to high

path loss, limited communication range, and sensitivity to blockages [4–6]. These chal-
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lenges create bottlenecks for achieving reliable, high-speed communication in complex

environments. Traditional solutions, such as enhancing hardware or optimizing net-

work strategies [7], fail to adequately address the limitations imposed by the wireless

propagation medium itself [8].

In this context, reconfigurable intelligent surface (RIS) and intelligent omni-surface

(IOS) emerge as key enablers by actively manipulating the wireless propagation medium,

making it controllable for signal propagation [9], [10]. This involves managing how

electromagnetic waves interact with scatterers, including indoor furniture, outdoor

buildings, and other infrastructure [11], [12]. By incorporating such an intelligent en-

vironment into 6G networks, it is possible to significantly enhance signal propagation,

thereby meeting the demanding KPIs of future wireless systems and realizing the full

potential of 6G technology.

I.1.2 Reconfigurable Intelligent Surface & Intelligent Omni-

Surface

RIS, also referred to as intelligent reflecting surface (IRS) [13], [14], or large intelli-

gent surface (LIS) [15], [16], is one of the key elements in intelligent communication

environment. A RIS is a planar structure composed of numerous quasi-passive, low-

cost elements [17]. Each element is capable of independently modulating the phase

shift or amplitude of incoming electromagnetic signals, allowing for a fully tailored

manipulation of the signal’s propagation [18], [19].

Owing to their low cost, RISs can be installed on a wide range of structures, such as

building exteriors, interior walls, aerial platforms, roadside billboards, highway poles,

vehicle windows, and even the clothing of pedestrians [20]. These surfaces possess the

distinct capability to modify the wireless propagation environment by compensating
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for signal attenuation over extended distances [21]. Through the passive reflection

of incoming radio waves, RISs can establish line-of-sight (LoS) connections between

base stations (BSs) and mobile users, which can significantly improve the coverage of

mmWave/THz wireless communications by compensating the severe path loss and high

susceptibility to blockages caused by environmental obstacles [22].

From a hardware perspective, RIS offers a sustainable and energy-efficient alterna-

tive to traditional relays and amplifiers, such as amplify-and-forward (AF) and decode-

and-forward (DF) systems [23]. Unlike these systems, RIS does not amplify signals but

instead modulates their phase and amplitude using passive reflection [24]. This passive

operation reduces power consumption, lowers hardware complexity, and enables full-

duplex, full-band operation [25]. Additionally, RIS can be seamlessly integrated into

existing 5G infrastructure, enabling backward compatibility while paving the way for

6G advancements [26].

As shown in Fig. I.1, the authors introduced a common architecture of RIS [27]. In

each element, The uppler layer is composed of numerous reflective patches printed on

a dielectric substrate, which directly interact with incident signals. Some PIN diodes

are embedded between a reflective patch and the ground. The diode’s biasing voltage

is controlled via a direct-current feeding line, enabling it to switch between “On” and

“Off” states. A copper backplane is designed to prevent signal leakage.

Different from the RIS, an IOS is a planner surface that can both reflect and refract

incident signals simultaneously. As depicted in Fig. I.2, each element consists of two

symmetrical layers, each comprising a reflective/refractive patch, PIN diodes, a ground

plane, a via hole, and a feedline. The ground and feedline are doployed at the top and

bottom of each layer, respectively, enabling the application of a varying bias voltage

to control the states of the PIN diodes. The via hole facilitates the transfer of incident

energy between the two layers. In the absence of a metallic backplane, the EM wave can
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Figure I.1: The architecture of the RIS.

propagate in both directions, allowing for simultaneous reflection and refraction [27].

The RIS/IOS is usually connected to a smart controller, modulating the reflec-

tion amplitude and phase shift of each element. In practical applications, a field-

programmable gate array (FPGA) can be utilized as the controller [10], acting as a

communication gateway with other network components, including BSs, access points

(APs), and user terminals, via dedicated wireless links for the exchange of low-rate

information.

I.2 Channel model

As shown in Fig. I.3, without considering the direct link between the BS and the user,

a BS with M antennas transmits signals reflected by a RIS with N elements to a single

antenna users. The channel from the BS to the RIS is modeled as a Rician channel, and

is denoted by G ∈ CN×M . The (n,m)-th element in G denotes the channel between
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Figure I.2: The architecture of the IOS.

Figure I.3: Channel model
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the m-th antenna at the BS and the n-th element on the RIS, and is given by [53]

Gmn =

√
ϵ

1 + ϵ
GLoS

mn +

√
1

1 + ϵ
GNLoS

mn (I.1)

where ϵ is the Rician factor, GLoS
mn and GNLoS

mn are the LoS and NLoS components,

respectively, and GLoS
mn is given by

GLoS
mn =

√
JBS
m JRIS

n KA
mnK

D
mne

(−j2πdmn
λ )

(4π)
3
4 (dmn)

α
(I.2)

where JBS
m and JRIS

n are the maximum antenna gain of them-th antenna element at the

BS and the maximum antenna gain of the n-th element on the RIS, respectively, dmn =√
(xm − xn)2 + (ym − yn)2 + (zm − zn)2 is the distance between the m-th antenna at

the BS and the n-th element on the RIS, λ is the signal wavelength, α is the path loss

exponent, KD
mn and KA

mn are the normalized radiation pattern of the m-th antenna

element at the BS in the direction of the n-th element on the RIS and the normalized

radiation pattern of the n-th element on the RIS in the direction of the m-th antenna

at the BS, and are given by

KD
mn =

∣∣cos3 ϕD
mn

∣∣ , (I.3)

KA
mn =

∣∣cos3 ϕA
mn

∣∣ , (I.4)

where ϕD
mn and ϕA

mn are the angle of departure (AoD) from the m-th antenna at the

BS to the n-th element on the RIS and the angle of arrival (AoA) at the n-th element

on the RIS from the m-th antenna at the BS, respectively.

The NLoS component in (V.1) is given by

GNLoS
mn = h̃mn, (I.5)
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where h̃mn ∼ CN (0, 1) follows independent complex Gaussian distribution with zero

mean and unit variance.

The channel from the RIS to the user is given by

h = [h1, · · · , hN ], (I.6)

where hn is the channel coefficient between the n-th element on the RIS and the user,

and is given by

hn =

√
ϵ

1 + ϵ
hLoS
n +

√
1

1 + ϵ
hNLoS
n , (I.7)

where hLoS
n is the LoS component and is given by

hLoS
n =

λ
√

J IOS
n JkKD

n KA
n δxδzγne

(−j2πdn
λ )

(4π)
3
4 (dn)

α
, (I.8)

where Jk is the maximum antenna gain of the user, δx and δz are the sizes of each

element on the respective IOSs, γn is the power ratio between the signal re-emitted

by the n-th element of the RIS and the incident signal, the distance between the n-th

element on the RIS and the user is given by

dn =
√

(xn − xuser)2 + (yn − yuser)2 + (zn − zuser)2. (I.9)

KD
n and KA

n are the normalized radiation pattern of the n-th element on the RIS in

the direction of the user and the normalized radiation pattern of the user’s antenna,

and are given by

KD
n =

∣∣cos3 ϕD
n

∣∣ , (I.10)

KA
n =

∣∣cos3 ϕA
n

∣∣ , (I.11)

where ϕD
n and ϕA

n are the AoD from the n-th element on the RIS to the user and the
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AoA at the user from the n-th element on the RIS, respectively.

The NLoS component in (V.7) is given by

hNLoS
n = h̃n, (I.12)

where h̃n ∼ CN (0, 1).

I.3 RIS & IOS Applications

mmWave communication is a promising technology for intelligent warehouses and fac-

tories, offering ultra-high data rates and low latency [28]. mmWave signals exhibit

limited penetration capability and are easily blocked by obstacles, including dense

storage racks, machinery, and structural components commonly found in warehouses

and factories. These blockages lead to significant signal degradation, dead zones, and

multi-path fading, which can disrupt communication reliability [28]. RIS/IOS can

tackle these challenges by dynamically reconfiguring the wireless environment, ensur-

ing reliable and efficient signal propagation.

Furthermore, the importance of RIS/IOS becomes evident in addressing the chal-

lenges of high device density and the stringent demands for low-latency communication.

Modern intelligent factories and warehouses involve a multitude of internet of things

(IoT) devices, automated guided vehicles and robots, and real-time monitoring systems,

all of which demand seamless connectivity and minimal latency. High device density

results in increased interference and spectrum utilization challenges, while latency-

sensitive operations require rapid and reliable communication links. RIS/IOS addresses

these issues by enabling dynamic control of signal propagation and interference, ensur-

ing efficient spectrum utilization and maintaining low-latency, high-reliability commu-

nication even in dense and dynamic environments.
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Energy efficiency and cost constraints are critical considerations in deploying com-

munication infrastructure for intelligent warehouses and factories. Traditional ap-

proaches, such as deploying multiple APs or additional BSs, can improve coverage

and reliability but at the expense of higher infrastructure and operational costs. These

solutions also require significant power consumption, making them less sustainable for

large-scale deployments. In contrast, RIS/IOS is designed to be low-cost due to their

passive nature, primarily consisting of components like printed circuit boards, radio

frequency (RF) switches, PIN diodes, and resistors [29]. The absence of active trans-

mission modules reduces both production complexity and costs. Additionally, RIS/IOS

is lightweight, easy to deploy, and does not require extensive cabling or power infras-

tructure, which is highly energy-efficient and cost-effective.

I.4 Research Challenges and Objectives

Employing mmWave communications in complex environments poses significant chal-

lenges due to the pronounced penetration losses and signal attenuation that mmWave

signals experience when traversing walls, windows, and other obstacles. Traditional

RIS are often inadequate for managing scenarios that require either refraction or the

simultaneous reflection and refraction of signals. Furthermore, existing research on

RIS deployment strategies remains rudimentary and lacks sophistication.

To address the severe pathloss, penetration losses and signal attenuation suffered

by mmWave signals, the first objective of this research is to leverage various types

of RIS e.g., reflecting RIS, refracting RIS, and IOS to mitigate these challenges in

mmWave signal propagation. This approach aims to enhance the overall performance

of wireless communication systems. In parallel, a second objective is to develop an

advanced RIS deployment strategy that significantly improve the performance of RIS
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assisted wireless communications. Finally, the third objective is to propose innova-

tive solution algorithms capable of addressing the non-convex, variable-coupling, and

varying-dimensional optimization problems that arise in these complex scenarios. Col-

lectively, these objectives are designed to overcome the limitations of current mmWave

communication systems and advance the field of RIS in intricate and dynamic envi-

ronments.

I.5 Thesis Organisation

The thesis is structured into seven chapters. The organization of the content is as

follows:

Chapter I presents an introduction of this thesis which includes research back-

ground, research challenges and objectives.

Chapter II presents an overview of studies concerning various types of RIS and

their deployment strategies. Additionally, it introduces algorithms that address the

transformation of problems from non-convex to convex forms and discusses strategies

for RIS deployment.

Chapter III provides a summary of the contributions made by the three journal

papers included in this thesis.

In Chapter IV and Chapter V two journal papers are presented.

Chapter VI concludes the thesis and proposes some new research directions for

future work.



Chapter II

Literature Review and

Optimization Algorithms used in

the Thesis

II.1 Literature Review and Optimization Algorithms

II.1.1 Reflecting Reconfigurable Intelligent Surfaces

Reflecting RIS have emerged as a promising solution for enhancing wireless communi-

cation systems by manipulating the propagation environment. This subsection explores

the key contributions and advancements in the optimization of reflecting RIS, focusing

on their role in improving energy efficiency, beamforming, and sum-rate performance.

The studies highlighted here also demonstrate the practical implications and limita-

tions of traditional RIS-aided communication systems, providing a foundation for more

complex scenarios. In [30], the authors jointly optimized the power allocation matrix

at the BS and the phase shift of the RIS to maximize the energy efficiency (EE) of the

11
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RIS-assisted wireless communication system. They solved the problem by iteratively

utilizing conjugate gradient search and sequential fractional programming. Simulation

results demonstrated that the proposed algorithms achieve higher EE performance

compared to traditional relay-assisted communication systems. The authors identified

diminishing EE returns with an increasing number of RIS elements due to the asso-

ciated power consumption. It could be extended by analyzing optimal deployment

strategies for varying user densities or coverage areas. In [31], the authors proposed a

free-space path loss model that consider physical factors like the size of the RIS and

near-field/far-field effects, validated through extensive simulations and experimental

measurements using fabricated RISs in a microwave anechoic chamber. In [32], the

authors utilized stochastic successive convex approximation (SCA) and fractional pro-

gramming to optimize the beamforming of the BS and the phase shifts of the RIS for

weighted sum-rate (WSR) maximization. They drew the conclusion that the proposed

methods achieve significant performance gains in terms of WSR, especially when chan-

nel uncertainties are small, thereby demonstrating the practical viability of RIS for

enhancing wireless communication performance. In [33], the authors maximized the

sum rate of the multiuser multiple input and single output (MISO) system by jointly

optimizing the joint design of transmit beamforming at the base station and the phase

shifts at the RIS. They proposed a deep reinforcement learning based algorithm that

leverages the policy-based deep deterministic policy gradient method to simultaneously

determine the optimal beamforming matrix and phase shift matrix through continuous

interactions with the environment. However, the aforementioned studies have pri-

marily focused on traditional RIS-aided wireless communication scenarios, which are

inadequate for addressing more complex situations, such as outdoor-to-indoor commu-

nications.
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II.1.2 Refracting Reconfigurable Intelligent Surfaces

Refracting RIS extend the capabilities of traditional reflecting RIS by enabling sig-

nal transmission through obstacles while enhancing performance metrics such as data

rates, power efficiency, and secrecy rates. This subsection delves into the innovative

designs and optimization strategies for refracting RIS, highlighting their potential in

next-generation wireless networks and pointing out areas requiring further research.

In [34], the authors introduced a 2-bit transmissive Reconfigurable Intelligent Sur-

face (RIS) element incorporating a penetration structure that merges a 1-bit current

reversible dipole with a 90° digital phase shifter. They developed and evaluated a

transmissive RIS prototype comprising 16 × 16 elements, achieving a peak broadside

gain of 22.0 dBi at 27 gigahertz (GHz) and confirming its two-dimensional beamform-

ing capabilities. Experimental outcomes demonstrated that RIS significantly enhances

data rates, reduces transmit power, improves signal transmission through obstacles,

and dynamically adapts to signal propagation directions, highlighting its potential for

improving B5G network performance. The authors claimed that comparing to 1-bit

phase resolution, a 2-bit phase resolution improved the performance of the RIS. The

trade-offs between the performance and complexity for higher phase resolution can be

further studied. In [35], the authors minimized transmit power by jointly optimizing the

beamforming vectors and phase shifts of the RIS through an alternating optimization

approach. They employed singular value decomposition and water-filling techniques to

derive the optimized beamforming vectors, and utilized Taylor expansion and penalty

methods to optimize the phase shifts. In [36], a transparent amplifying intelligent

surface architecture was proposed, which refracted and amplified incoming signals.

Simulation results validated that the proposed structure could significantly enhance

the uplink spectral efficiency in indoor-to-outdoor mmWave communication systems.

In [37], the authors maximized the weighted sum secrecy rate in a multiuser MISO
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IoT network, where a refracting RIS-based transmitter delivered confidential signals to

legitimate users, and a reflective RIS enhanced secrecy performance in the presence of

multiple eavesdroppers. By optimizing beamforming vectors, phase shifts, and power

allocation matrices using the Lagrange dual method and penalty dual decomposition,

the study concluded that the proposed RIS structure achieved near-optimal secrecy

rates with lower hardware complexity and power consumption compared to traditional

RF transmitters. However, the aforementioned studies focused solely on the refract-

ing function of RIS, neglecting scenarios that require the use of both reflecting and

refracting functionalities.

II.1.3 Intelligent Omni-surfaces

IOS represent a revolutionary evolution in the field of RIS technology, offering combined

reflection and refraction capabilities. By supporting multi-path signal manipulation,

IOS significantly enhances network performance, extending coverage and improving

quality of service. This subsection reviews key contributions to IOS technology, em-

phasizing its operational protocols, optimization strategies, and potential to outperform

conventional RIS. In [38], the authors minimized the total transmit power by iteratively

applying second-order cone programming and Riemannian manifold optimization tech-

niques. They also maximized the downlink data rate using weighted minimum mean

square error and block coordinate descent methods. The simulation results indicated

that IOS significantly extends communication coverage, augments signal strength, and

enhances the quality of service compared to conventional RIS. Nevertheless, simulation

results lacked detailed benchmarking against state-of-the-art solutions, and deployment

strategy of IOSs was not considered. In [39], the authors minimized the transmit power

under a IOS-aided vehicular communication system. They utilized an alternating algo-

rithm that iteratively optimized the beamforming of the BS and the phase shifts of the
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IOS and also proposed a stochastic successive convex approximation-based algorithm

to guarantee the convergence to a stationary point. Simulation results demonstrated

that the IOS outperformed conventional RIS in terms of double fading mitigation and

power savings, showing robustness against channel state information uncertainties in-

duced by vehicular mobility. In [40], the authors developed a detailed circuit-based

reflection-refraction model for IOS, which incorporated the physical structure and the

angle of incidence of electromagnetic waves. The experimental results confirmed the

model’s accuracy and highlight the IOS’s superior performance over traditional RIS,

especially in mitigating signal loss and enhancing communication reliability in various

deployment scenarios. In [41], the authors enhanced the network’s sum rate by intro-

ducing three operational protocols for the IOS, namely, the time switching protocol,

power splitting protocol, and mode switching protocol, and devised distinct algorithms

for each. Simulation results demonstrated that it is prudent to position the IOS in

proximity to the AP and meticulously determine the optimal number of IOS elements

to maximize the overall network’s sum rate. However, the researches mentioned above

ignored the deployment strategy of the IOSs, which is also essential for improving the

performance of the IOS.

II.1.4 RIS Deployment Strategy

The deployment strategy of RIS is a critical factor in maximizing its effectiveness in

various wireless communication scenarios. This subsection synthesizes research efforts

aimed at optimizing the placement and orientation of RIS, focusing on their impact on

signal power, coverage probability, and system performance in different environmen-

tal settings. In [42], the authors optimized the placement and orientation of RIS to

maximize received signal power in an indoor wireless communication system. Through

simulation results, the authors concluded that the optimal orientation of the RIS sig-
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nificantly enhances received signal power, with the RIS typically pointing towards the

opposite corner of the room. However, the authors studied the power density at dif-

ferent observation point instead of modeling specific mobile users, and it could be

extended by taking users locations/trajectories into consideration. The authors in [43]

employed analytical modeling to derive closed-form expressions for coverage probability

in a RIS-aided high-speed train single input and single output (SISO) downlink com-

munication system, and used alternating optimization methods to jointly optimize the

discrete phase shifts and horizontal placement of the RIS. Simulation results demon-

strated that RIS significantly improves coverage performance, with optimal placement

near the center of the BS coverage area. Nonetheless, specific number or locations of

RIS was not considered in this work. In [44], the authors developed a theoretical frame-

work to analyze and optimize the RIS orientation and location to maximize coverage

probability. They concluded from the analysis and simulations that the RIS should be

deployed vertical to the direction from the BS to the RIS with a moderate distance

from the BS. The authors in [45] proposed an analytical model to assess the relation-

ship between the RIS placement and the area illuminated by the beam when it strikes

the RIS. They conclude through the simulations that when the transmission footprint

is much larger than the RIS, the optimal placement is closer to the transmitter or the

receiver, while if the footprint is smaller or equal to the RIS, the RIS should be placed

near the receiver.

The literature reviewed above highlights a significant gap in the study of mmWave

wireless communications for mobile robots within intelligent factories and warehouses.

Additionally, existing works on RIS deployment strategies lack depth, as they fail to

address the optimization of both the number and precise locations of RIS. Moreover,

algorithms for solving complex joint optimization problems, involving the beamforming

vectors of the base station, RIS/IOS phase shifts, and deployment strategies, remain
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neglected.

II.2 Optimization Algorithms used in Thesis

To optimize an objective function, such as the transmit power or energy efficiency

of the BS in a RIS-aided mmWave wireless communication system, the task is often

challenging due to the coupling of variables, non-convexity, and varying variable di-

mensionality. Consequently, the problem is typically decomposed into subproblems.

Different algorithms are then employed to transform the objective function and con-

straints from non-convex to convex, facilitating a more tractable solution approach.

II.2.1 Successive Convex Approximation

SCA is an iterative optimization method designed to address non-convex problems

by transforming them into a sequence of convex subproblems [46]. Specifically, the

core principle of SCA involves linearizing the non-convex components of the objective

function and constraints around the current iterate, thereby generating a convex ap-

proximation (e.g., the first-order Taylor expansion of the non-convex components at

current iterate) that can be solved efficiently [47]. By iteratively updating the lin-

earization point and resolving the convex problem, SCA converges to a local optimum

of the original non-convex problem.

min
x

sinx+
1

2
x2, (II.1)

s.t. x ∈ R

For instance, II.1 is a non-convex problem due to the non-convexity of sinx. By

expanding the objective function sinx to its first-order Taylor expansion at xk, sinx =
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sinxk − cosxk(x− xk), where xk is the value of variable x at the k-th iteration. Then,

II.1 converts to

min
x

cosxkx+
1

2
x2, (II.2)

s.t. x ∈ R

Taking the derivative and setting it to zero, I obtain x = − cosxk. After that, I set

xk+1 = − cosxk and repeat the process above until convergence.

II.2.2 Penalty Method

The penalty method is an optimization technique employed to address constrained

optimization problems by converting them into unconstrained ones [48], [49]. This

transformation is accomplished by incorporating a penalty term into the objective

function, which assigns a cost for violating the constraints. As the solution deviates

further from the feasible region, the penalty term typically increases, thereby guid-

ing the optimization process towards feasible solutions. This approach ensures that

constraint violations are systematically reduced, promoting convergence to an optimal

solution that satisfies all constraints.

min
x

f(x). (II.3)

s.t. yi(x) ⩽ 0, i = 1, · · · , K

II.3 can be transformed into an unconstrained problem by introducing a penalty term

for the constraint violations:

min
x

f(x) + A

K∑
i=1

max {0, yi(x)}2 , (II.4)
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where A is the penalty parameter that controls the weight of the penalty term.

II.2.3 Dinkelbach’s Method

Dinkelbach’s Method is an iterative optimization algorithm specifically designed to

address fractional programming problems [50]. Fractional programming entails opti-

mizing a ratio of two functions, commonly where both the numerator and denominator

are convex. This method reformulates the fractional problem into a sequence of sim-

pler parametric subproblems, which can be efficiently solved using conventional opti-

mization techniques. Through iterative refinement of these subproblems, Dinkelbach’s

Method converges to the optimal solution of the original fractional problem. For a

fractional programming problem:

max
x

f(x)

y(x)
, (II.5)

s.t. y(x) > 0 (II.6)

where f(x) and y(x) are real and continuous functions. By applying Dinkelbach’s

method, I convert II.5 to

max
x

f(x)− λy(x), (II.7)

s.t. y(x) > 0 (II.8)

where λ is an parameter that can be updated in each iteration by solving II.7, i.e.,

λk+1 = f(xk)
y(xk)

, where xk is the value of variable x in the k-th iteration. The algorithm

converges until f(xk)− λky(xk) < ϵ, where ϵ is a threshold.
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II.2.4 Genetic Algorithm

A genetic algorithm (GA) is an optimization and search heuristic based on the prin-

ciples of natural selection and genetics [51]. It is particularly effective for addressing

complex problems such as RIS deployment strategy where traditional optimization

methods may not succeed. GAs function through a process of initialization, selection,

crossover, and mutation, which collectively evolve a population of candidate solutions

toward an optimal solution. Specifically, it begins with the initialization of a random

population of candidate solutions, encoded as chromosomes. The fitness of each candi-

date is evaluated using a problem-specific fitness function. Selection processes, such as

roulette wheel or tournament selection, are then applied to choose the fittest individu-

als for reproduction. Crossover combines pairs of parents to produce offspring, followed

by mutation, which introduces random variations to maintain genetic diversity. This

new population replaces some or all of the current population. These steps i.e., eval-

uation, selection, crossover, mutation, and replacement, are iteratively repeated over

multiple generations until convergence criteria, such as reaching a satisfactory fitness

level or a predefined number of generations, are met. This iterative process evolves the

population of candidate solutions toward an optimal solution.

II.2.5 Continuous Population-Based Incremental Learning Al-

gorithm

continuous population-based incremental learning (PBILc) is an advanced evolutionary

algorithm that integrates aspects of genetic algorithms with competitive learning [52].

It maintains a probabilistic model representing the population’s distribution, which is

incrementally updated based on the performance of the individuals. The process be-

gins with the initialization of a probability vector that represents the distribution of the
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population. A population of candidate solutions is then generated based on this prob-

ability vector and evaluated for fitness. The probability vector is updated towards the

best-performing individuals, thereby increasing the likelihood of sampling near-optimal

solutions in subsequent generations. Mutation is applied to the probability vector to

introduce random variations, maintaining genetic diversity and preventing premature

convergence. This iterative process of population generation, evaluation, probability

vector update, and mutation continues until a stopping criterion is met. This method

adaptively refines the probability distribution, enhancing the search process for optimal

solutions over successive generations.



Chapter III

Contributions of the Thesis

III.1 Papers Included in the Thesis

This thesis solves the problem of minimizing the transmission energy consumption of

the AP under the scenario of RIS-assisted mmWave downlink transmission from an AP

on the ceiling to a robot moving around obstacles at fixed locations inside an industrial

plant and the problem of maximizing the energy efficiency of the outdoor BS under the

scenario of multiple IOSs in outdoor-to-indoor mmWave communications for multiple

indoor users in the presence of indoor blockages by jointly optimizing the beamforming

vectors of the BS, the phase shifts of the RIS and the locations and number of the

RISs/IOSs.

The above contents are included in the two journal papers in Chapter IV and

Chapter V and their main contributions are summarized in the following subsections.

III.1.1 Paper I

“Reconfigurable Intelligent Surface-assisted Indoor Millimeter-wave Communications

for Mobile Robots” was published in IEEE Internet of Things Journal, vol. 11, no.

22
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1, pp. 1548-1557, on 26 June 2023. In this paper, I present a system model for

RIS-assisted mmWave downlink transmission from a ceiling-mounted AP to a robot

navigating around fixed obstacles within an industrial plant. In this model, one or

multiple RISs are strategically positioned on a selected wall. At each point along the

robot’s trajectory, the model explicitly accounts for whether the robot has a LoS or non-

line-of-sight (NLoS) connection with an RIS or the AP, considering the indoor industrial

environment. I aim at minimizing the transmission energy consumption of the AP while

ensuring that the robot’s received signal to noise ratio (SNR) remains above a specified

threshold throughout its movement. This is achieved by jointly optimizing the number,

positions, and phase shifts of the RISs, as well as the beamforming vectors of the AP.

The primary challenges of this optimization problem arise from the variable number of

coupled variables involved, which are intricately linked in both the objective function

and the SNR constraint.

Given the non-convex nature and complexity of the formulated joint optimization

problem, direct solutions are impractical. Therefore, I decompose the problem into two

subproblems and address them alternately. Specifically, for a fixed number and posi-

tions of RISs, I develop a total energy consumption optimization (TECO) Algorithm.

This algorithm iteratively optimizes the phase shifts of each RIS and the beamforming

vector of the AP to minimize the AP’s transmission energy consumption. Conversely,

for predetermined phase shifts of the RISs and beamforming vectors of the AP, I em-

ploy a genetic algorithm to determine the optimal number and deployment locations

of RISs that further reduce the AP’s transmission energy consumption. Subsequently,

I propose a RIS locations and number (RISLN) Algorithm, which iteratively invokes

the TECO Algorithm and the GA until the reduction in the AP’s transmission energy

consumption falls below a specified threshold. Our simulation results indicate that the

proposed algorithms converge rapidly and can identify the optimal number and deploy-
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ment locations of RISs, thereby minimizing the AP’s transmission energy consumption

while ensuring reliable communication between the AP and the robot. Additionally, the

simulation results reveal that the AP’s transmission energy consumption decreases as

the fixed total number of reflecting elements is distributed across more RISs. However,

this reduction plateaus when the number of RISs becomes excessively large.

III.1.2 Paper II

“ Deployment Strategy of Intelligent Omni-surface-assisted Outdoor-to-Indoor Millimeter-

wave Communications” was published in IEEE Transactions on Wireless Communi-

cations, doi: 10.1109/TWC.2024.3479919. In the second paper, our objective is to

enhance the transmission energy efficiency of the outdoor BS while ensuring that the

downlink data rate for each user exceeds a specified threshold. This optimization prob-

lem necessitates the simultaneous optimization of the number, positions, and phase

shifts of the IOSs, alongside the beamforming vectors of the BS. The primary chal-

lenges in addressing this problem stem from the intricate interdependence of variables,

the non-convex nature, and the varying dimensionality inherent to the problem.

I address the challenges posed by the varying dimensionality of the joint optimiza-

tion problem by decomposing it into two subproblems. The first subproblem focuses

on optimizing the phase shifts of the IOSs and the beamforming vectors of the BS

for a specified number and placement of IOSs. To tackle this non-convex subproblem,

I develop an energy efficiency maximization (EEM) algorithm that iteratively refines

the phase shifts of each IOS and the beamforming vector of the BS. The second sub-

problem aims at optimizing the quantity and positions of IOSs for a predetermined

set of phase shifts and beamforming vectors, employing the PBILc algorithm. By

alternately addressing these two subproblems, I introduce the IOS locations and num-

ber (IOSLN) Algorithm, which iteratively ascertains the optimal number, placement,



III.2. PAPER NOT INCLUDED IN THE THESIS 25

and phase shifts of the IOSs, in conjunction with the beamforming vectors for the

BS. This iterative methodology, alternating between the PBILc and EEM algorithms,

ensures that modifications to the number and locations of IOSs directly influence their

phase shifts and the BS’s beamforming strategy, resulting in a synergistic optimization

of all variables and enhancing the transmission energy efficiency of the outdoor BS. Our

simulation results reveal that the proposed algorithms can determine the appropriate

number and deployment locations of IOSs, thereby maximizing the energy efficiency

of the outdoor BS while maintaining reliable downlink communications for all indoor

users. Furthermore, the results indicate that, for a fixed total number of reconfigurable

elements, the optimized number and locations of IOSs yield superior energy efficiency

for the BS compared to either centralized or evenly distributed IOS deployment. The

optimal number of IOSs increases with the number of indoor users, and the optimized

IOS locations tend to cluster in a vertically central area of the wall.

III.2 Paper not Included in the Thesis

“ Large Language Models-based On-off Control Optimization for Refracting Reconfig-

urable Intelligent Surface-assisted Outdoor-to-Indoor Millimeter-wave SWIPT in Mo-

bile Robots”, co-authored with Zitian Zhang and Xiaoli Chu has been submitted to

IEEE IoTJ, and is currently under review.
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Introduction & Comments

In this paper, I studies RIS-assisted indoor mmWave communications for a mobile robot

navigating through an indoor industrial environment with obstacles along a fixed tra-

jectory. To solve the AP’s transmission energy minimization problem, I propose TECO

and RISLN algorithms to jointly optimize the number, locations, phase shifts of the RIS

and the beamforming vector of the AP. Simulation results show the proposed methods

significantly reduce AP’s energy consumption compared to benchmarks, highlighting

that distributing RIS elements across multiple locations improves energy efficiency up

to an optimal point, after which further splitting reduces performance due to weaker

beamforming gains.

Here are some further detailed explanations to avoid confusion. The LoS link

indicator for all the elements on a RIS is considered the same, since I assume the

location of the central element of an RIS’s array as the location of the RIS for simplicity.

Note that, since the trajectory of the robot is fixed, w(t) and Θ
(t)
k are independent

for different t, the objective function of (P1) is minimized when each
∥∥w(t)

∥∥2 in the

summation from t = 0 to t = T is minimized.

Theoretically, if the optimization problem is correctly formulated as a maximization

problem, and the iterative algorithm is designed to monotonically improve the objective

function (e.g., via alternating optimization or gradient-based updates), the value of

the objective function should not decrease after each iteration. However, in practice,

it is possible for the objective function to temporarily decrease due to several factors,

including poor initialization or algorithmic effects. For example, an initial beamforming

direction that aligns poorly with the channel or random initialization of RIS phase shifts

may result in suboptimal intermediate solutions that temporarily reduce the objective

value. Therefore, an effective initialization technique should be employed, such as
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aligning the beamforming vector with the strongest channel component.

It is important to note that Fig. IV.2 is not an averaged value, as it is specifically

intended to illustrate the impact of the ‘crossover’ and ‘mutation’ processes on the al-

gorithm’s convergence. In contrast, all other figures in the ‘Simulation Results’ section

are averaged over more than 100 simulations.

The reasons for why choose 60 GHz as the carrier frequency but not lower mmWave

frequency such as 27 GHz: From the perspective of bandwidth availability, 60 GHz

offers significantly larger available bandwidth, which supports ultra-high data rates

necessary for modern applications, such as industrial automation and high-definition

video streaming. In contrast, 27 GHz provides less bandwidth, typically limited to

narrower channels, making it less optimal for applications requiring large throughput.

In terms of the considered scenario: although both 60 GHz and 27 GHz experience

significant path loss compared to lower frequency bands, 60 GHz is particularly suitable

for indoor environments where the propagation distance is shorter, and the reflections

from surfaces can be exploited using RISs.

The proposed TECO and RISLN algorithms are compared with several benchmarks

including the schemes used in existing works [24] and other RIS deployment strategies.

The system model employs standard path loss models for both LoS and NLoS links, in-

corporating widely accepted parameters like path loss exponents and channel gains [25].

Noise power and other simulation parameters are also derived from existing studies and

typical values used in the literature [21], ensuring consistency with standard practices.

Findings like distributing RIS deployment strategy outperforms the centralized deploy-

ment were studied and demonstrated in existing works [9], [21], and I further validate

and extend the findings to ‘Distributing the fixed total number of reflecting elements

to more RISs leads to a lower transmission energy consumption of the AP, since more

distributed RISs provide more LoS links to the robot while it moves along its trajec-
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tory. The reduction in AP transmission energy consumption stops when the number

of RISs becomes too large.’

© 2023 The Authors. Except as otherwise noted, this author-accepted version

of a journal article published in IEEE Internet of Things Journal is made available

via the University of Sheffield Research Publications and Copyright Policy under

the terms of the Creative Commons Attribution 4.0 International License (CC-BY

4.0), which permits unrestricted use, distribution and reproduction in any medium,

provided the original work is properly cited. To view a copy of this licence, visit

http://creativecommons.org/licenses/by/4.0/



Reconfigurable Intelligent Surface-assisted Indoor

Millimeter-wave Communications for Mobile Robots

Zhiyu Liu∗, Yang Liu, Xiaoli Chu

Abstract

Reconfigurable intelligent surfaces (RISs) and millimeter-wave (mmWave)

communications have been considered for providing wireless connectivity to mo-

bile robots used in industrial plants and other indoor environments. However,

the existing works have not sufficiently studied how the number and deployment

locations of RISs should be optimized for serving a mobile robot. In this pa-

per, we study RIS-assisted mmWave communications for a robot moving around

fixed obstacles in an indoor industrial environment. For a fixed total number

of reflecting elements, we formulate an optimization problem to minimize the

transmission energy consumption of the access point (AP) while ensuring the

robot’s received signal-to-noise ratio (SNR) above a threshold throughout its

journey by jointly optimizing the number, positions and phase shifts of RISs and

the beamforming vectors of the AP. To solve the formulated non-convex opti-

mization problem, we devise an iterative algorithm that decomposes it into two

subproblems (i.e., optimizing the phase shifts of RISs and the beamforming vec-

tor of the AP, and optimizing the number and locations of RISs) and solves them

∗Zhiyu Liu, Yang Liu, and Xiaoli Chu are with the Electronic and Electrical Engineering Depart-
ment, The University of Sheffield, Sheffield S1 4ET, UK.
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alternately. Simulation results show that the proposed algorithm converges fast

and can obtain the best number and locations of RISs that lead to a transmission

energy consumption of the AP much lower than the benchmark schemes.

IV.1 Introduction

As the industrial Internet of things (IIoT) continues to expand, wirelessly connected

mobile robots are expected to be in increasingly widespread use, carrying out various

tasks [1]. Due to the presence of machines, furniture and other things in an industrial

environment, the line-of-sight (LoS) link between an access point (AP) and a mobile

robot is likely to be blocked while the robot is moving around them. This makes

it difficult to employ millimeter-wave (mmWave) communications for mobile robots

because non-line-of-sight (NLoS) mmWave links suffer from severe penetration losses

[2], [3].

To increase the possibility of a receiver seeing a LoS link and to enable continuous

connectivity, reconfigurable intelligent surfaces (RISs) have been employed to reflect

signals from a transmitter to a receiver [4]. An RIS is a planar surface composed of

reconfigurable passive reflecting elements, each being capable of controlling the am-

plitude and phase shift of their reflected signal [5], and has attracted a lot of interest

from researchers. In [6], the authors minimized the transmit power of the AP by jointly

optimizing the phase shifts of elements on a single RIS and the beamforming vectors

at the AP while meeting the downlink signal-to-interference-plus-noise ratio (SINR)

requirement. Their results demonstrated that the transmit power at the AP can be

scaled down by 1/N2, where N denotes the number of elements on the RIS. In [7],

the authors maximized the downlink received signal-to-noise ratio (SNR) in a single

RIS-aided multiple-input single-output (MISO) mmWave communication system by
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optimizing the phase shifts of the RIS and found that the RIS achieved a lower outage

probability than amplify-and-forward (AF) relaying. In [8], the authors maximized the

downlink received signal power in a RIS-aided MISO system by jointly optimizing the

active beamforming at the AP and passive beamforming at the RIS. We note that only

a single RIS was considered in [6]–[8] and their results cannot be readily extended to

cases of multiple RISs.

Deploying multiple RISs opens the door to more design variables, such as the num-

ber and deployment positions of RISs. In [9], the simulation results showed that a

distributed deployment of multiple RISs across the service area of a base station (BS)

can improve the mean rate of all the users as compared with the full-duplex (FD)

relaying; and when centralizing the fixed total number of elements on fewer RISs, the

mean user rate will increase but the fairness among spatially distributed users in terms

of their achievable rates will degrade. In [10], the authors found that for a fixed total

number of elements, deploying one RIS achieves a larger capacity region for two single-

antenna users of different data rate requirements than deploying two RISs. In [11], the

results showed that deploying two RISs can increase the downlink received signal power

by a factor of O(N4), while that of deploying a single RIS is O(N2), where N is the

total number of reflecting elements. In [12], the authors showed that with a fixed total

number of elements, the distributed deployment of multiple RISs (at the same height

on a vertical 2D plane) can achieve a higher downlink ergodic capacity than deploying

a single RIS under outdated channel state information in a single-input single-output

(SISO) system. In [13], the authors maximized the downlink sum rate of all users in a

multi-RIS-aided MISO system by jointly optimizing the beamforming vector at the BS,

the phase shifts at the RISs and the block-length for ultra-reliable low-latency com-

munication (URLLC) subject to a maximum allowed packet error probability. In [14],

the authors jointly optimized the locations of UAVs each carrying an RIS, the phase
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shifts of the RISs and the BS transmit power to minimize the number of RISs required

for meeting a downlink received SNR requirement. However, the above studies on the

deployment of multiple RISs all assumed that the user devices were stationary. Their

results cannot be readily extended to the cases of moving users, because the LoS/NLoS

status of the links from the RISs and BSs to the users may change as the users move

around obstacles. Moreover, in [10]-[12], only two RISs were considered, while the

locations of them were not optimized.

Recently, RIS-assisted communications for moving objects have been studied. In

[15], the authors maximized the uplink average data rate of a robot moving from an

initial position to a target position within a limited time by jointly optimizing the phase

shifts of an RIS deployed nearby, the trajectory and the beamforming vector of the

robot. In [16], the trajectory and speed of a UAV (carrying a RIS) and the phase shifts

of the RIS were jointly optimized to maximize the average downlink rate of a vehicle

that moves along a road in an urban area. In [17], the authors analyzed the coverage

probability of a single-antenna vehicle served by a UAV carried BS and a single RIS

deployed on the exterior wall of a building while the vehicle drives along a straight

motorway for different positions of the UAV. In [18], for a vehicular network assisted

by a UAV carried RIS, the authors maximized the minimum downlink throughput

among all the vehicles served by a BS by jointly optimizing the phase shifts of the

RIS, transmission scheduling, transmission power of the BS and the UAV trajectory.

In [15]-[18], only a single RIS was considered. In [19], the vehicles moving along a

straight motorway were served by a BS carried by a UAV and multiple RISs deployed

on a vertical 2D plane that is parallel to motorway, where each RIS served a different

vehicle. The authors minimized the sum outage probability of all the vehicles by

optimizing the transmit power of the BS, but the locations or number of RISs were

not optimized. We note that in the above works, the LoS/NLoS status of each link
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was statistically characterized by an independent LoS probability, but the impact of

blockage(s) on the wireless links seen by a moving user was not explicitly modeled.

In this paper, we study RIS-assisted mmWave communications for a mobile robot

in an indoor industrial environment with large obstacles. Aiming to minimize the

transmission energy consumption of the AP, we investigate whether a fixed number of

passive elements should be distributed to a large number of small RISs or centralized

to a small number of large RISs, while maintaining reliable downlink communications

for a robot moving around the obstacles along a known trajectory within a given time

limit. The contributions of this paper are summarized as follows:

• We present a system model for the RIS-assisted mmWave downlink transmission

from an AP on the ceiling to a robot moving around obstacles at fixed locations

inside an industrial plant, where one or multiple RISs are deployed on a selected

wall. At each position along its trajectory, whether the robot sees a LoS or

NLoS link from an RIS or the AP is explicitly modelled for the considered indoor

industrial environment. This is different from the existing works [15]-[19] where

the effects of blockages on the links from the RISs or APs to the moving users

(e.g., vehicles or robots) were not explicitly modeled.

• We formulate an optimization problem to minimize the transmission energy con-

sumption of the AP while guaranteeing that the received SNR at the robot is

kept above a threshold throughout its journey by jointly optimizing the num-

ber, positions and phase shifts of RISs and the beamforming vectors of the AP.

The difficulties of this optimization problem mainly lie in the unfixed number

of variables that are coupled in both the objective function and the constraint

on the received SNR in complicated ways. This is different from the existing

works where only a single RIS was considered [6]-[8], [15]-[18], the locations or
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numbers of RISs were not optimized [10]-[12], [19], or users were assumed to be

stationary [6]-[14].

• Since the formulated joint optimization problem is non-convex and difficult to

solve directly, we decompose it into two subproblems and solve them alternately.

More specifically, for given number and locations of RISs, we devise a Total En-

ergy Consumption Optimization (TECO) Algorithm to minimize the AP’s trans-

mission energy consumption by iteratively optimizing the phase shifts of each

RIS and the beamforming vector of the AP. For given phase shifts of the RISs

and beamforming vectors of the AP, we devise a genetic algorithm to find the

optimal number and deployment locations of RISs that minimize the AP’s trans-

mission energy consumption. Then, we propose a RIS Locations and Number

(RISLN) Algorithm that iteratively calls the TECO Algorithm and the genetic

algorithm until the decrease of the AP transmission energy consumption is below

a threshold.

• Our simulation results demonstrate that the proposed algorithms converge fast

and can find the suitable number and best deployment locations of RISs that

minimize the AP’s transmission energy consumption while maintaining reliable

communications between the AP and the robot. The simulation results also show

that the transmission energy consumption of the AP decreases when the fixed

total number of reflecting elements are shared by more distributed RISs, but

the reduction in AP transmission energy consumption stops when the number of

RISs becomes too large.

The rest of the paper is organized as follow. In Section II, we introduce the sys-

tem model, LoS/NLoS status indicator vector and channel model. In Section III, we

formulate the AP’s transmission energy consumption minimization problem and pro-
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pose algorithms to solve it. In Section IV, we provide simulation results. Finally, we

conclude the paper in Section V.

IV.2 System Model

IV.2.1 System Model

As shown in Fig. IV.1, we consider an industrial indoor environment containing several

parallel rows of interior obstacles (e.g., large machines or shelves deployed in parallel

across the industrial plant) in a Cartesian coordinate system, where one of the ground

corners of the plant is set as the origin of the horizontal plane. The plant has a

rectangular floor area of lf × lp, where lf is the length of the wall perpendicular to

the rows of obstacles, and lp is the length of the wall parallel to the rows of obstacles.

We model the parallel obstacles as evenly spaced identical convex cubes each of length

L, width W , and height H, where the distance between any two adjacent obstacle is

la, and the number of obstacles is given by I ⩽ lf/(la + W ). A robot moves on the

horizontal ground plane around the parallel rows of obstacles from a starting point

qs to a destination point qd along a fixed trajectory (as indicated by the dashed line

on the ground plane in Fig. IV.1). The trajectory keeps a distance of l (< la/2)

meters from the closet obstacle and forms a U shaped route between any two adjacent

obstacles. The obstacles locate along the robot’s trajectory from qs to qd are denoted by

O1, O2, · · · , OI , respectively. The corners of the obstacles closest to the start point are

denoted by qO1 , qO2 , · · · , qOI
and are used to represent the locations of the corresponding

obstacles.

We consider the downlink from an access point (AP) mounted on the ceiling to

the single-antenna robot. The AP is equipped with a uniform linear array (ULA)

of M (>1) antennas. The location of the AP is denoted by qA. There are K RISs
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deployed on a wall perpendicular to the obstacles to reflect signals from the AP to the

robot. Each RIS is equipped with N
K

passive reflecting elements, where N is the total

number of passive reflecting elements of all the RISs. We assume that the reflecting

elements on the RISs are all passive [5]-[7]. The deployment of RISs ensures the LoS

links between the AP and themselves, and their locations are higher than the receive

antenna on the robot. The locations of RISs are given by qR = [qR1 , qR2 , · · · , qRK
],

where qRk
= [xRk

, yRk
, zRk

]. The passive reflecting elements of each RIS form an

uniform rectangular array (URA). For simplicity, the location of the central element of

the AP’s or an RIS’s array is considered as the location of the AP or the RIS, which is

used to calculate the distance between the AP or the RIS and another communication

node [6]. Each RIS is connected to a smart controller that adjusts its phase shifts and

reflection amplitudes via a separate wired link.

The time required for the robot to move from the start point to the destination

along the fixed trajectory is divided into T + 1 timeslots, t = 0, · · · , T . Timeslot t

has a duration ∆t, which is sufficiently short so that the channel conditions can be

assumed to be fixed within the timeslot. In timeslot t, the robot moves over a distance

of Dt = vt∆t, where vt is the speed of the robot in timeslot t. We use the location of

the robot antenna to represent the location of the robot at any time. The trajectory of

the robot can be represented by q = [q0, q1, · · · , qT ], where qt = [xt, yt, zr] denotes the

position of the robot in the t-th timeslot, zr is the height of the robot antenna above

ground, q0 = qs, and qT = qd.

IV.2.2 LoS Indicator Matrix

The AP-robot and RISk-robot links (k = 1, · · · , K) may become NLoS when they are

blocked by obstacles as the robot moves along the trajectory. We define an I× (K+1)
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Figure IV.1: System Model.
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LoS indicator matrix at timeslot t:

µ(t) =



µ
(t)
10 , µ

(t)
11 , · · · , µ

(t)
1K

µ
(t)
20 , µ

(t)
21 , · · · , µ

(t)
2K

...
...

...

µ
(t)
I0 , µ

(t)
I1 , · · · , µ

(t)
IK


(IV.1)

where µ
(t)
i0 = 1 if the LoS link between the AP and the robot is not blocked by the

i-th obstacle at timeslot t, otherwise µ
(t)
i0 = 0; µ

(t)
ik = 1 (k = 1, · · · , K) if the LoS link

between RISk and the robot is not blocked by the i-th obstacle at timeslot t, otherwise

µ
(t)
ik = 0. We use a ray-slope method, as shown in Algorithm 1, to identify intersections

between the K + 1 links and the I obstacles at timeslot t [20], and obtain the LoS

indicator matrix.

Algorithm 1 LoS Indicator Vector

Input: qA, qR, qO, qt
Output: µ

(t)
ik (i = 1, · · · , I; k = 0, 1, · · · , K)

1: Initialize µ
(t)
ik = 0, (i = 1, · · · , I; k = 0, · · · , K)

2: for k = 0 to K do
3: for i = 1 to I do
4: Obtain the slope of the link between the AP and the robot/ the link between

the k-th RIS and the robot with the input qa, qRk
, and qt.

5: Obtain the slope of the link between AP/RIS and the corner of the i-th
obstacle with the input qA, qRk

, and qOi

6: Obtain µ
(t)
ik by comparing the obtained slopes.

7: end for
8: end for

We note that the system model in Section II-A can be generalized by allowing each

obstacle to have its distinct length, width and height, and by allowing different dis-

tances between different pairs of adjacent obstacles. In this way, the modeled obstacles

can be of various sizes and do not necessarily locate along a straight line. The proposed
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Algorithm 1 can still obtain the LoS indicator matrix under such a more general setting

of obstacles as long as the trajectory of the robot and the locations and sizes of the

obstacles are pre-determined.

IV.2.3 Channel Model

The channels from the AP to RISk, from the AP to the robot, and from RISk to

the robot at timeslot t are denoted by Gk ∈ CN
K
×M , h

(t)
AR ∈ C1×M , and h

(t)
kR ∈ CN

K
×1,

respectively. Accordingly, Gk is given by [21]

Gk =
√

ρd−2
Ake

−j2πτAkcr(VAoA
Ak )cHt (VAoD

Ak ), (IV.2)

where ρ (<1) denotes the LoS path loss at the reference distance of 1 m, dAk denotes

the distance between the AP and RISk, τAk is the time of arrival (ToA) from the AP

to RISk, cr(VAoA
Ak ) and ct(VAoD

Ak ) are respectively given by

cr(VAoA
Ak )=

[
1,exp(

jπdAsinVAoA
Ak

λAI
),· · ·,exp(

jπdA(
N
K −1)sinVAoA

Ak

λAI
)

]T
, (IV.3)

ct(VAoD
Ak )=

[
1,exp(

jπdAsinVAoD
Ak

λAI
),· · ·,exp(

jπdA(M−1)sinVAoD
Ak

λAI
)

]T
, (IV.4)

where VAoA
Ak and VAoD

Ak are the angle of arrival (AoA) at RISk from the AP and

the angle of departure (AoD) at the AP towards RISk, respectively, dA is the spacing

between any two adjacent antennas at the AP, and λAI is the wavelength of the signal

transmitted from the AP to RISk.

Similarly, h
(t)
AR is given by

h
(t)
AR=


√

ρ(d
(t)
AR)

−2e−j2πτ
(t)
ARcHt (VAoD(t)

AR ), µ
(t)
i0 =1, i=1, · · · , I√

ρ(d
(t)
AR)

−βARe−j2πτ
(t)
AR h̃, otherwise

, (IV.5)
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where d
(t)
AR denotes the distance between the AP and the robot at timeslot t, βAR

is the path loss exponent of the NLoS channel between the AP and the robot, τ
(t)
AR is

the ToA from the AP to the robot at timeslot t, and h̃ ∼ CN (0, 1) is a 1×M vector

whose elements follow independent complex Gaussian distribution with zero mean and

unit variance, and ct(VAoD(t)
AR ) is given by

ct(VAoD(t)
AR )=

[
1,exp(

jπdAsinVAoD(t)
AR

λ
(t)
AR

),· · ·,exp(
jπdA(M−1)sinVAoD(t)

AR

λ
(t)
AR

)

]T
, (IV.6)

where VAoD(t)
AR is the AoD at the AP towards RISk at timeslot t, and λ

(t)
AR can be

expressed as:

λ
(t)
AR =

c

fc +
fcvt cos(ϕ

(t)
AR)

c

, (IV.7)

where fc is the carrier frequency of the AP transmission, vt is the velocity of the robot

at timeslot t, ϕ
(t)
AR is the angle between the AP signal’s AoA at the robot and the

direction of the robot’s motion, and c is the speed of light.

Similarly, h
(t)
kR is given by

h
(t)
kR =


√
ρ(d

(t)
kR)

−2e−j2πτ
(t)
kRct(VAoD

kR ), µ
(t)
ik = 1, i = 1, · · · , I√

ρ(d
(t)
kR)

−βkRe−j2πτ
(t)
kR h̃, otherwise

, (IV.8)

where d
(t)
kR denotes the distance between RISk and the robot at timeslot t, βkR is

the path loss exponent of the NLoS channel between RISk and the robot, τ
(t)
kR is the

ToA from RISk to the robot, and ct(VAoD(t)
kR ) is given by

ct(VAoD(t)
kR )=

[
1,exp(

jπdIsinVAoD(t)
kR

λ
(t)
kR

),· · ·,exp(
jπdI(

N
K−1)sinV

AoD(t)
kR

λ
(t)
kR

)

]T
, (IV.9)

where VAoD(t)
kR is the AoD at the AP at timeslot t, dI is the spacing between any

two adjacent antennas at an RIS. λ
(t)
kR is the wavelength of the siganl reflected by RISk
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to the robot at timeslot t and can be expressed as

λ
(t)
kR =

c

fc +
fcvt cos(ϕ

(t)
kR)

c

, (IV.10)

where ϕ
(t)
kR is the angle between the AoA of the signal reflected by RISk to the robot

and the direction of the robot’s motion.

The channel from the AP to the robot at timeslot t is given by

h(t) =
K∑
k=1

(h
(t)
kR)

H
Θ

(t)
k G

(t)
k + h

(t)
AR, t = 0, · · · , T, (IV.11)

where the diagonal matrix Θ
(t)
k = diag(η

(t)
k,1e

jθ
(t)
k,1 , · · · , η(t)

k,N
K

e
jθ

(t)

k,N
K ) (j denotes the imag-

inary unit) is the reflection-coefficients matrix of RISk at timeslot t, θ
(t)
k,n ∈ [0, 2π) and

η
(t)
k,n ∈ [0, 1] denote the phase shift and the reflection coefficient amplitude of the n-th

element of the k-th RIS, respectively. For simplicity, we assume η
(t)
k,n = 1,∀n, k, t, since

the reflection coefficient amplitudes are typically set at their maximum value [6], and

accordingly Θ
(t)
k = diag(ejθ

(t)
k,1 , · · · , e

jθ
(t)

k,N
K ).

We consider linear transmit precoding at the AP. At timeslot t (t = 0, · · · , T ),

the signal transmitted by the AP can be expressed as u(t) = w(t)s(t), where s(t) is

the information symbol with a zero mean and unit variance (i.e., normalized power),

w(t) =
√
P (t)ŵ(t) is the AP’s beamforming vector at timeslot t, ŵ(t) ∈ CM×1 denotes

the transmit beamforming direction vector, and P (t) is the transmit power of the AP

at timeslot t. For given phase shifts Θ
(t)
k of the k-th RIS at timeslot t, k = 1, · · · , K,

ŵ(t) is given by [22]

ŵ(t) =

(
h(t)
)H

∥h(t)∥
. (IV.12)
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The signal received by the robot at timeslot t is expressed as

y(t) = h(t)w(t)s(t) + n(t), t = 0, · · · , T, (IV.13)

where n(t) ∼ CN (0, σ2) denotes the additive white Gaussian noise (AWGN) at the

robot at timeslot t. Accordingly, the SNR received at the robot at timeslot t is given

by

SNR(t) =

∣∣h(t)w(t)
∣∣2

|n(t)|2
, t = 0, · · · , T. (IV.14)

IV.3 Problem Formulation and Solution Algorithms

We formulate an optimization problem to minimize the total transmission energy con-

sumption at the AP by jointly optimizing the number and locations of RISs, reflection-

coefficients at RISs, and the beamforming vector at the AP, subject to a minimum

received SNR constraint at the robot throughout its trajectory, i.e.,

(P1) : min
K,qR1

,···,qRK
,Θ

(t)
1 ,···,Θ(t)

K ,w(t)

T∑
t=0

∥∥w(t)
∥∥2 (IV.15)

s.t. C1 : 0 ⩽ θ
(t)
k,n < 2π, ∀k, ∀n, ∀t, (IV.15a)

C2 : SNR(t) ⩾ γ, ∀t, (IV.15b)

C3 : K ⩾ 1, (IV.15c)

C4 : 0 ⩽ P (t) ⩽ Pmax, ∀t, (IV.15d)

C5 : xRk
= 0, yRk

∈ [0, lf ] , zRk
∈ [zr, hce] , ∀k, (IV.15e)
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where γ > 0 is the minimum SNR requirement of the robot, K is the number of RISs,

qRk = [xRk
, yRk

, zRk
] is the position of the k-th RIS, k = 1, · · · , K, Pmax is the maximum

transmit power at the AP, and hce is the height of the ceiling. The objective function
T∑
t=0

∥∥w(t)
∥∥2 is the total transmission energy consumption of the AP during the robot’s

journey. Constraint C1 imposes the value range of the phase shift for each element on

the RISs, C2 ensures that the received SNR of the robot at each time slot is above

the minimum SNR required, C3 ensures that at least one RIS will be deployed, C4

specifies the upper and lower bounds of the transmit power at the AP, and C5 is the

constraint on the location of each RIS.

IV.3.1 TECO Algorithm

We note that it is hard to solve (P1) directly due to the varying number of variables

involved. We first study the case with the number K and the locations of RISs fixed,

for which (P1) reduces to

(P2) : min
Θ

(t)
1 ,···,Θ(t)

K ,w(t)

T∑
t=0

∥∥w(t)
∥∥2 (IV.16)

s.t. C1,C2, C4.

Since w(t) and Θ
(t)
k are independent for different t, the objective function of (P2)

is minimized when each
∥∥w(t)

∥∥2 in the summation from t = 0 to t = T is minimized.

According to the above and substituting w(t) =
√
P (t)ŵ(t) into (IV.16), (P2) can be

equivalently rewritten as

(P3) : min
Θ

(t)
1 ,···,Θ(t)

K ,P (t),ŵ(t)

P (t)
∥∥ŵ(t)

∥∥2, ∀t ∈ {0, · · · , T} (IV.17)

s.t. C1,C2, C4.
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Although (P3) is still a non-convex problem and is difficult to solve directly, since∥∥ŵ(t)
∥∥2 = 1, we can obtain the optimal transmit power of the AP by substituting

(IV.14) into (IV.15b) and solving the resulting inequality for P (t). Thus, the optimal

transmit power of the AP is given by

P
(t)
opt =

γ|n(t)|2∥∥∥∥( K∑
k=1

h
(t)
kR

H
Θ

(t)
k G

(t)
k + h

(t)
AR

H
)ŵ(t)

∥∥∥∥2
. (IV.18)

By substituting (IV.18) into (P3) and assuming that the AP’s maximum transmit

power Pmax is sufficiently large (and hence C4 can be ignored for analytical tractabil-

ity), we have

(P4) : min
Θ

(t)
1 ,···,Θ(t)

K ,ŵ(t)

γ|n(t)|2∥∥∥∥( K∑
k=1

h
(t)
kR

H
Θ

(t)
k G

(t)
k + h

(t)
AR

H
)ŵ(t)

∥∥∥∥2
,∀t ∈ {0, · · · , T}

(IV.19)

s.t. C1, C2.

Please note that C4 will be considered in our proposed Algorithm 2 (which will be

presented later in this section) to ensure that the optimized transmit power of the AP

does not go beyond its maximum allowed transmit power.

In order to solve (P4), we divide it into two sub-problems ŵ(t) and by fixing Θ
(t)
k

(k = 1, · · · , K, t = 0, · · · , T ) in (P4), respectively, as detailed below.
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For a given ŵ(t), (P4) is equivalent to

(P5) : max
Θ

(t)
1 ,···,Θ(t)

K

∥∥∥∥∥(
K∑
k=1

h
(t)
kR

H
Θ

(t)
k G

(t)
k + h

(t)
AR

H
)ŵ(t)

∥∥∥∥∥
2

, ∀t ∈ {0, · · · , T}

(IV.20)

s.t. C1, C2

According to the triangle inequality, we have

∥∥∥( K∑
k=1

h
(t)
kR

H
Θ

(t)
k G

(t)
k + h

(t)
AR

H
)ŵ(t)

∥∥∥
⩽
∥∥∥h(t)

1R

H
Θ

(t)
1 G

(t)
1 ŵ(t)

∥∥∥+ ∥∥∥h(t)
2R

H
Θ

(t)
2 G

(t)
2 ŵ(t)+, · · · ,

+h
(t)
KR

H
Θ

(t)
K G

(t)
K ŵ(t) + h

(t)
AR

H
ŵ(t)

∥∥∥.
(IV.21)

The equality in (IV.21) holds if and only if

arg(h
(t)
1R

H
Θ

(t)
1 G

(t)
1 ŵ(t))

= arg(h
(t)
2R

H
Θ

(t)
2 G

(t)
2 ŵ(t))+, · · · ,+

arg(h
(t)
KR

H
Θ

(t)
K G

(t)
K ŵ(t)) + arg(h

(t)
AR

H
ŵ(t))

≜Φ
(t)
1 ,

(IV.22)

where arg(x) gives the phases of the elements of x.

For given Θ
(t)
2 , · · · ,Θ(t)

K (and thus given Φ
(t)
1 ), letting h

(t)
1R

H
Θ

(t)
1 G

(t)
1 ŵ(t) = Θ

(t)
1

H
R

(t)
1 ,

where R
(t)
1 = diag(h

(t)
1R

H
)G

(t)
1 ŵ(t), and substituting (IV.21) under the condition of
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(IV.22) into (P5), we have

(P6) : max
Θ

(t)
1

∥∥∥Θ(t)
1

H
R

(t)
1

∥∥∥2, ∀t ∈ {0, · · · , T} (IV.23)

s.t. C1

C6 : arg(Θ
(t)
1

H
R

(t)
1 ) = Φ

(t)
1 . (IV.23a)

According to (IV.22), we can show that the optimal solution to (P6) is given by

Θ
(t)
1opt = ej(Φ

(t)
1 −arg(R

(t)
1 )), (IV.24)

which suggests that the phase shifts of RIS1 should be tuned according to the beam-

forming of the AP and the phase shifts of RISk, k = 2, · · · , K.

Following the similar procedures as above, the optimal phase shifts of RISk(k =

2, · · · , K) can be obtained as

Θ
(t)
kopt = ej(Φ

(t)
k −arg(R

(t)
k )), (IV.25)

where R
(t)
k = diag(h

(t)
kR

H
)G

(t)
k ŵ(t) and Φ

(t)
k is given by

Φ
(t)
k

≜ arg(h
(t)
1R

H
Θ

(t)
1 G

(t)
1 ŵ(t))+, · · · ,+

arg(h
(t)
(k−1)R

H
Θ

(t)
k−1G

(t)
k−1ŵ

(t))

+ arg(h
(t)
(k+1)R

H
Θ

(t)
k+1G

(t)
k+1ŵ

(t))+, · · · ,+

arg(h
(t)
KR

H
Θ

(t)
K G

(t)
K ŵ(t)) + arg(h

(t)
AR

H
ŵ(t))

(IV.26)
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For given Θ
(t)
k , k = 1, · · · , K, t ∈ {0, · · · , T}, (P4) converts to

(P7) : max
ŵ(t)

∥∥∥∥∥(
K∑
k=1

h
(t)
kR

H
Θ

(t)
k G

(t)
k + h

(t)
AR

H
)ŵ(t)

∥∥∥∥∥
2

, ∀t ∈ {0, · · · , T}

(IV.27)

s.t. C2

Based on (IV.14) and (IV.15b), we solve (P7) and obtain the optimal transmit

beamforming direction vector ŵ
(t)
opt of the AP as [22]

ŵ
(t)
opt =

(
K∑
k=1

h
(t)
kR

H
Θ

(t)
k G

(t)
k + h

(t)
AR

H
)H

∥∥∥∥ K∑
k=1

h
(t)
kR

H
Θ

(t)
k G

(t)
k + h

(t)
AR

H
∥∥∥∥ . (IV.28)

We can obtain the optimal transmit power P
(t)
opt of the AP by substituting (IV.24),

(IV.25), and (IV.28) into (IV.18).

Based on the above solutions to the two subproblems (P5) and (P7), we propose an

iterative algorithm that solves (P5) and (P7) alternately in each iteration to minimize

the total energy consumption at the AP, i.e., the TECO algorithm as presented in

Algorithm 2. In each iteration, according to (21) and (22), calculating (24) or (25)

guarantees that the objective function of (P5) is non-decreasing, and calculating (28)

guarantees that the objective function of (P7) is non-decreasing [22]. As a result, after

each iteration, the objective function value of (P4) is non-increasing. Since there is a

lower bound of the objective function of (P4) given by C2, the objective function of

(P4) will decrease after each iteration until its convergence. In Algorithm 2, solving

(P5) has a complexity of O(N
K
×K) = O(N), where N is the total number of passive
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Algorithm 2 TECO Algorithm

Input: h
(t)
kR,G

(t)
k ,h

(t)
AR, qR

Output: ŵ
(t)
opt,Θ

(t)
kopt, P

(t)
opt

1: Set the iteration index s = 1 and initialize the AP’s transmit beamforming direction
ŵ

(t)
opt(s).

2: Initialize the RIS phase shifts Θ
(t)
k(s), k = 1, · · · , K.

3: Obtain P
(t)
opt(s) according to (IV.18).

4: repeat
5: Update s = s+ 1.
6: Obtain Θ

(t)
k(s), k = 1, · · · , K, using (IV.24) or (IV.25).

7: Obtain ŵ
(t)
opt(s) according to (IV.28).

8: Obtain P
(t)
opt(s) according to (IV.18).

9: P
(t)
opt(s) = min

{
P

(t)
opt(s), Pmax

}
10: until P

(t)
opt(s−1) − P

(t)
opt(s) < ε.

11: ŵ
(t)
opt = ŵ

(t)
opt(s), Θ

(t)
kopt = Θ

(t)
k(s), P

(t)
opt = P

(t)
opt(s),k = 1, · · · , K.

reflecting elements of all the RISs, while solving (P7) has a complexity of O(M),

where M is the number of antennas at the AP. Thus, Algorithm 2 has a complexity of

O(NI(M +N)), where NI is the number of iterations required for convergence.

IV.3.2 RISLN Algorithm

In order to optimize the number and locations of RISs, we divide the wall area where

the RISs are deployed into a grid of ⌈ lf×(lh−zr)

d2u
⌉ equal rectangular units, where lf is the

length of the wall, lh is the height of the wall, zr is the height of the robot antenna,

and d2u is approximately the size of each RIS. We assume that each RIS is deployed

in one of the units and no more than one RIS can be deployed in any unit. Hence,

the location of the k-th RIS, qRk,∀k ∈ {1, · · · , K}, can be uniquely represented by a

sequence of b = ⌈log2(
lf×(lh−zr)

d2u
)⌉ binary bits.

Given I obstacles in the considered indoor environment, we can show that there is

no need to deploy more than I + 1 RISs to ensure the robot seeing a LoS link from at
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least one RIS or the AP at all times along its trajectroy. For each K ∈ {1, · · · , I + 1},

we employ Algorithm 2 and the Genetic Algorithm [23] to optimize the locations of

the K RISs as follows. First, set the iteration index s′ = 1, and randomly initialize

a population of Nind individuals, where Nind is an even number and each individual

contains a binary bit sequence qR = [qR1 , qR2 , · · · , qRK
] that represents the locations

of K RISs. Then, Algorithm 2 is used to obtain ŵ
(t)
opt,Θ

(t)
kopt, P

(t)
opt, t ∈ {0, · · · , T},

k ∈ {1, · · · , K} for each individual and
T∑
t=0

P
(t)
opt is taken as the fitness value of the

corresponding individual.

Update s′ = s′ + 1, and a new population of Nind individuals are generated from

the current population by the Roulette Wheel Selection scheme [23], where each in-

dividual has a probability of selection proportional to its fitness value. Next, the

population generated by Selection is randomly divided into Nind

2
pairs of individuals.

For each pair, generate a random number r following a uniform distribution in (0, 1)

and swap the ⌊(Kb/2)⌋-th to the Kb-th bits between the two individuals if r ⩽ Pc,

where 0 < Pc < 1 is the Crossover probability. Afterwards, for each individual in

the new population generated by Crossover, generate a random number r′ following a

uniform distribution in (0, 1) and flip every binary bit of the corresponding individual

if r′ ⩽ Pm, where 0 < Pm < 1 is the Mutation probability. Then, for each individual in

the new population generated by Mutation, Algorithm 2 is used to obtain ŵ
(t)
opt,Θ

(t)
kopt

and P
(t)
opt, t ∈ {0, · · · , T} , k ∈ {1, · · · , K}. The individual that has the smallest fitness

value among the population is identified, and its ŵ
(t)
opt,Θ

(t)
kopt and P

(t)
opt are labeled as

ŵ
(t)
optK(s′),Θ

(t)
koptK(s′) and P

(t)
optK(s′), t ∈ {0, · · · , T} , k ∈ {1, · · · , K}, respectively.

The above Selection, Crossover and Mutation procedures repeat until
T∑
t=0

P
(t)
optK(s′−1)−

T∑
t=0

P
(t)
optK(s′) < ε, where ε is a positive constant. Once converged, the individual that

has the smallest fitness value among the latest population is identified as the optimal

locations of K RISs, labeled as qRoptK , and its ŵ
(t)
optK(s′),Θ

(t)
koptK(s′) and P

(t)
optK(s′) are
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labeled as ŵ
(t)
optK ,Θ

(t)
koptK and P

(t)
optK , t ∈ {0, · · · , T} , k ∈ {1, · · · , K}, respectively. The

above iterative algorithm for each K is ensured to converge when the iteration number

is large enough [23].

After the optimized locations ofK RISs have been obtained for allK ∈ {1, · · · , I + 1},

the value of K that is associated with the lowest value of
T∑
t=0

P
(t)
optK is identified as

the optimal value of K and its corresponding qRoptK ,
√

P
(t)
optKŵ

(t)
optK and Θ

(t)
koptK , t ∈

{0, · · · , T}, k ∈ {1, · · · , K} return the optimal RIS locations, AP beamforming vectors

and RIS phase shifts, respectively.

The above described RIS Locations and Number (RISLN) Algorithm is presented

in Algorithm 3. It has a complexity of O((T +1)NI(M+N)Nind

I+1∑
K=1

NGK), where NGK

is the number of iterations required for K ∈ {1, · · · , I + 1}.

IV.4 Simulation Results

In this section, we present numerical results to verify the proposed algorithms. The

parameter values used in the simulation are listed in Table I unless otherwise specified.

Fig. IV.2 shows the transmission energy consumption of the AP versus the iteration

number in Algorithm 3. The fluctuation of the curve is due to the use of the Genetic

Algorithm that randomly generates a new population of candidate solutions in each

iteration. By generating new populations, the genetic algorithm introduces genetic

diversity so as to escape local optima by exploring different regions of the solution

space, but the AP’s transmission energy consumption of a randomly generated new

population is not necessarily lower than that of the population obtained in the previous

iteration. We can see that Algorithm 3 converges after the 19th iteration.

In the simulation, we compare the performance of Algorithm 3 with the following

four benchmark schemes: the evenly distributed RIS deployment scheme proposed
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Algorithm 3 RISLN Algorithm

Input: Pc,Pm, Nind, I (0 < I ⩽ lf/(la +W )).

Output: Kopt, qRoptK ,
√

P
(t)
optKŵ

(t)
optK , Θ

(t)
koptK , t ∈ {0, · · · , T}, k ∈ {1, · · · , K}.

1: Initialize the number of RISs K = 1.
2: repeat
3: Set the iteration index s′ = 1, and randomly initialize a population of Nind indi-

viduals, where each individual is a binary bit sequence qR = [qR1 , qR2 , · · · , qRK
].

Run Algorithm 2 for t = 0, · · · , T for each individual and take
T∑
t=0

P
(t)
opt as its

fitness value.
4: repeat
5: Update s′ = s′ + 1
6: Selection: Obtain a new population of Nind individuals from the current

population by the Roulette Wheel Selection scheme [23].

7: Crossover: The new population is randomly divided into Nind

2
pairs. For

each pair, randomly generate r ∈ (0, 1) and swap the ⌊(Kb/2)⌋-th to the
Kb-th bits between the two individuals if r ⩽ Pc.

8: Mutation: For each individual in the population generated by Crossover,
randomly generate r′ ∈ (0, 1) and flip every bit of it if r′ ⩽ Pm.

9: Run Algorithm 2 for each individual in the population generated by Mu-
tation. The individual that has the smallest fitness value returns ŵ

(t)
optK(s′),

Θ
(t)
koptK(s′) and P

(t)
optK(s′), t ∈ {0, · · · , T}, k ∈ {1, · · · , K}.

10: until
T∑
t=0

P
(t)
optK(s′−1) −

T∑
t=0

P
(t)
optK(s′) < ε.

11: P
(t)
optK = P

(t)
optK(s′), ŵ

(t)
optK = ŵ

(t)
optK(s′), Θ

(t)
koptK = Θ

(t)
koptK(s′), t ∈ {0, · · · , T},

k ∈ {1, · · · , K}.
12: Update K = K + 1.
13: until K = I + 2.

14: Kopt = arg min
K{1,···,I+1}

{
T∑
t=0

P
(t)
optK

}
and return its qRoptK ,

√
P

(t)
optKŵ

(t)
optK , Θ

(t)
koptK , t ∈

{0, · · · , T}, k ∈ {1, · · · , K} as output.
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Table IV.1: Parameter Values Used in the Simulation

Parameter Value

lf length of the wall where RISs are deployed 18m
lp length of the wall parallel to obstacle’s rows 20m
lh height of the wall where RISs are deployed 12m
I number of obstacles 3
qO1 location of Obstacle 1 [19, 1, 0]m
qO2 location of Obstacle 2 [19, 8, 0]m
qO3 location of Obstacle 3 [19, 15, 0]m
L length of each obstacle 15m
W width of each obstacle 2m
H height of each obstacle 10m
la distance between two adjacent obstacles 5m
l distance between robot and obstacle 1m
qs robot’s start point [19, 0, 0]m
qd robot’s destination point [19, 18, 0]m
zr height of the robot antenna 1m
vt speed of the robot 1m/s
qA location of the AP [1, 6, 12]m
d AP’s spacing between adjacent antennas λ/2
M number of antennas on the AP 5
N total number of elements on all RISs 90
d2u approximate RIS size used in Algorithm 3 1cm2

βAR = βkR path loss exponent [25] 4
ρ LoS path gain [21] −30dB
σ2 noise power [21] −109dBm
γ minimum SNR requirement 10dB
fc carrier frequency 60GHz
Pc crossover probability 0.6
Pm mutation probability 0.01
Nind number of individuals in a population 20
ε convergence threshold 0.001

in [24], where the RISs are evenly spaced on the wall at the same height, and the

number and the height of RISs are the optimal results obtained by Algorithm 3; the

centralized deployment (i.e., a single RIS) with the optimal location of the RIS obtained

by Algorithm 3 for K = 1; the centralized deployment of one RIS at the centre of the

wall; and the case without deploying any RIS. For all the RIS deployment schemes
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Figure IV.2: Transmission energy consumption of the AP versus the iteration number.

under comparison, the RISs are deployed on the same wall as shown in Fig. 1. The

specific locations of RISs for the four RIS deployment schemes are indicated in Fig.

IV.3.

Fig. IV.4 plots the AP’s transmission energy consumption versus the minimum

required SNR at the robot. The optimal number of RISs obtained by the proposed

algorithm is Kopt = 3. As shown in Fig. IV.4, the transmission energy consumption

at the AP increases when the minimum required SNR at the robot increases, since

a higher target SNR at the robot requires higher transmit power at the AP at each

timeslot. The optimal RIS deployment obtained by Algorithm 3 achieves the lowest

energy consumption at the AP among all the considered schemes. Compared with
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Figure IV.3: Locations of RISs.

the evenly distributed RIS deployment scheme, deploying a single RIS at the optimal

location obtained by Algorithm 3 for K = 1 leads to a lower energy consumption at

the AP. This is because Algorithm 3 optimizes the RIS location while considering the

exact locations of obstacles and the robot. Between the two schemes both without

optimizing the RIS location, the evenly distributed deployment outperforms deploying

a single RIS at the center of the wall because the multiple distributed RISs make

it more likely for the robot to see a LoS link from one of the RISs along the whole

trajectory than a single RIS. The case with no RIS always has the highest transmission

energy consumption at the AP among all the considered schemes. This indicates that

the deployment of RIS can decrease the transmission energy consumption at the AP.

In Fig. IV.5, we plot the transmission energy consumption at the AP versus the

total number of elements on RISs. The optimal number of RISs obtained by the

proposed algorithm is Kopt = 3. In addition to the four benchmark shcemes considered
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Figure IV.4: AP’s transmission energy consumption versus the minimum required SNR
at the robot.
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in Fig. IV.4, we also plot a curve for the even deployment scheme [24] with K = 2Kopt.

The AP’s transmission energy consumption decreases with the total number of elements

on RISs under all the considered schemes, because a larger number of elements leads

to a larger beamforming gain of the RISs. The proposed algorithm performs the best

because the optimized deployment locations of RISs ensure that the robot sees a LoS

link from an RIS or the AP throughout its trajectory and the AP can transmit at the

lowest possible power at each timeslot. The even deployment scheme for K = Kopt

achieves a lower transmission energy consumption of the AP than the even deployment

scheme forK = 2Kopt. This indicates that further distributing the fixed total number of

elements to more RISs cannot further lower the AP’s transmission energy consumption

if the whole trajectory has already been covered with LoS links, while less elements

per RIS will reduce the beamforming gain of each RIS.

In Fig. IV.6, we plot the transmission energy consumption at the AP versus the

carrier frequency of the mmWave signal. The optimal number of RISs obtained by

the proposed algorithm is Kopt = 3. For all the considered schemes, the transmission

energy consumption at the AP increases with the carrier frequency of the signal because

the signal strength decays faster over distance at a higher carrier frequency. The

performance gain of the proposed algorithm over the other schemes becomes larger

with the increase of the carrier frequency. This shows the importance of optimizing

RIS deployment for indoor downlink transmissions in high mmWave bands.

In Fig. IV.7, we plot the transmission energy consumption at the AP versus the

number of obstacles. The transmission energy consumption at the AP increases with

the number of obstacles for all the considered schemes because of the robot’s longer

trajectory. The proposed algorithm, the proposed algorithm for K = 1 and the even

deployment scheme have the same AP’s transmission energy consumption when the

number of obstacle is one, because deploying one RIS is enough for the robot to main-
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tain a LoS link from the RIS or the AP along the whole trajectory. The even deployment

scheme outperforms the proposed algorithm for K = 1 when the number of obstacles

is four or five, because the centralized deployment scheme keeps the robot seeing a LoS

link from the RIS or the AP for fewer timeslots.

30 60 90 120 150 180 210

Total number of elements on RISs

0

1

2

3

4

5

6

7

8

A
P

's
 t
ra

n
s
m

is
s
io

n
 e

n
e
rg

y
 c

o
n
s
u
m

p
ti
o
n
 (

J
)

Proposed Algorithms

Proposed Algorithm for K=1

Even deployment [18]

Even deployment [18] for K=2K
opt

Single RIS (center)

Figure IV.5: AP’s transmission energy consumption versus the total number of ele-
ments on RISs.

IV.5 Conclusion and Future Work

In this paper, we have studied multiple-RIS-assisted mmWave communications for a

robot moving around obstacles along a predefined trajectory inside an industrial build-

ing. To minimize the transmission energy consumption at the AP while ensuring the
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received SNR at the robot above a threshold throughout its journey, we have pro-

posed the TECO Algorithm and RISLN Algorithm that jointly optimize the number,

locations and phase shifts of RISs and the beamforming vector of the AP. Simulation

results demonstrate that the proposed algorithms converge fast and can significantly

reduce the transmission energy consumption at the AP as compared to the benchmark

schemes that either do not deploy any RIS or do not optimize the number or locations

of RISs. Distributing the fixed total number of reflecting elements to more RISs leads

to a lower transmission energy consumption of the AP, since more distributed RISs

provide more LoS links to the robot while it moves along its trajectory. The reduction

in AP transmission energy consumption stops when the number of RISs becomes too

large. This is because when all sections of the robot trajectory have been covered by

LoS links from either the AP or an RIS, further dividing the fixed total number of

reflecting elements into more RISs will reduce the beamforming gain of each RIS. For

the considered scenario of I obstacles, properly deploying I RISs is sufficient to ensure

that the robot sees a LoS link from at least one RIS or the AP at all times along its tra-

jectory. The AP’s transmission energy consumption increases with the minimum SNR

required at the robot and the carrier frequency of the mmWave signal, but decreases

with a larger total number of elements on the RISs.

In our future work, we will study the AP transmission energy consumption mini-

mization problem where the robot’s trajectory can be jointly optimized with the de-

ployment of the AP and RISs. We will also extend out work to more complex scenarios,

e.g., multiple robots moving along different trajectories. This will require allocating

the available RISs and AP beamforming vectors to different robots while considering

potential co-channel interference among the links serving neighboring robots. It will

also be interesting to consider the energy consumption of RISs when the reflecting

elements are not fully passive.
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Introduction & Comments

In this paper, I studied IOS-assisted outdoor-to-indoor mmWave communications where

an outdoor BS transmit signals through multiple IOSs to indoor users. To address the

BS’s energy efficiency maximization problem, I propose EEM and IOSLN algorithms

to jointly optimize the number, locations, phase shifts of the IOS and the beamforming

vector of the BS. Simulation results find out that distributing IOSs across a wall rather

than centralizing them significantly enhances BS energy efficiency, and the optimal

IOS locations concentrate in the vertical central area of the wall.

Here are some further explanations to avoid confusion. This paper does not consider

other multi-access techniques. Therefore, interference arises exclusively from the re-

fracted signals of the IOS. Specifically, user k receives the desired signal corresponding

to the beamforming vector wk, while also experiencing interference from unintended

signals directed at other users, which are associated with the beamforming vectors

w1, w2, · · · , wj, · · · , wK , where j ̸= k.

Note that the parameters in Table I with the highest sensitivity to the overall results

are the number of IOS elements IN , transmit power PTmax , circuit power consumption

PTR, PBS, and minimum data rate requirement rmin. The number of IOS elements

directly affects the beamforming gain and overall channel quality, making it critical for

achieving high energy efficiency. Transmit power significantly influences the system’s

ability to overcome path loss and meet user rate requirements, particularly in scenarios

with high blockage or long distances. Circuit power consumption contributes directly

to the denominator of the energy efficiency metric, making it a dominant factor when

transmit power is low. The minimum data rate requirement directly influences the

optimization of beamforming and phase shift designs. It places constraints on how

power is allocated and how the IOS is configured to maximize overall system efficiency
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while ensuring no user experiences a data outage.

For mmWave frequencies like 60 GHz, IOS element sizes are typically small due to

the shorter wavelengths λ = c
f
= 3×108

60×109
= 5mm, where c and f are speed of light and

carrier frequency. Based on this, each IOS element could be in the range of 0.5λ to λ,

making the size of an individual IOS element around 2.5mm to 5mm.

© 2024 The Author(s). Except as otherwise noted, this author-accepted version

of a journal article published in IEEE Transactions on Wireless Communications is

made available via the University of Sheffield Research Publications and Copyright

Policy under the terms of the Creative Commons Attribution 4.0 International License

(CC-BY 4.0), which permits unrestricted use, distribution and reproduction in any

medium, provided the original work is properly cited. To view a copy of this licence,

visit http://creativecommons.org/licenses/by/4.0/
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Omni-surface-assisted Outdoor-to-Indoor

Millimeter-wave Communications

Zhiyu Liu∗, David Lopez-Perez†, Na Tang, Xiaoli Chu

Abstract

Intelligent omni-surfaces (IOSs) have been considered for assisting outdoor-

to-indoor millimeter-wave (mmWave) communications. Nevertheless, the exist-

ing works have not adequately investigated how the number or the deployment

locations of IOSs should be optimized for serving multiple indoor users. In

this paper, we study IOS-assisted outdoor-to-indoor mmWave communications

where IOSs are installed in an exterior wall of a building to refract mmWave

signals from an outdoor base station (BS) to indoor users that locate among

indoor blockages. Given a fixed total number of refracting elements, we formu-

late an optimization problem to maximize the downlink energy efficiency of the

outdoor BS while satisfying the dowlink data rate requirements of the indoor

users by jointly optimizing the number, locations and phase shifts of IOSs and

the beamforming vectors of the BS. To address the varying dimensionality and

∗Zhiyu Liu, Na Tang, and Xiaoli Chu are with the Department of Electronic and Electrical Engi-
neering, The University of Sheffield, Sheffield S1 4ET, UK

†David Lopez-Perez is with the Institute of Telecommunications and Media Applications, Univer-
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the non-convexity of the optimization problem, we decompose it into two sub-

problems that optimize the IOSs’ phase shifts together with the BS beamforming

vectors and the number and locations of IOSs, respectively, and devise successive

convex approximation and Continuous Population-Based Incremental Learning-

based algorithms to solve them alternately. Simulation results demonstrate that

the proposed algorithms can obtain the optimal number and locations of IOSs,

resulting in significantly enhanced energy efficiency of the outdoor BS compared

to benchmark schemes.

V.1 Introduction

Nowadays, with over 80% of mobile data traffic generated or terminated indoors [15],

the deployment of indoor small-cell base stations (BSs) for wireless coverage faces chal-

lenges. Managing large numbers of indoor BSs and their associated wired or optical

backhaul involves high costs and complexity [2]. Moreover, their performance is hin-

dered by inter-cell interference, especially in dense deployment scenarios [3].

To address these issues, outdoor-to-indoor communication utilizing existing outdoor

BSs to serve indoor users is gaining prominence as a promising alternative solution to

meet indoor mobile service demand [4, 5]. Simultaneously, the rise of millimeter-wave

(mmWave) communications is anticipated to play a crucial role in 5G and future 6G

mobile networks [6].

Recent studies on outdoor-to-indoor mmWave communications mainly aimed to

mitigate severe penetration losses and attenuations experienced by mmWave signals

propagating through walls, windows, or other building materials [2,7–9]. It was shown

in [10] that a relay-aided outdoor-to-indoor mmWave downlink system achieved a

higher indoor coverage probability than systems without relays.

In [2], outdoor-to-indoor penetration losses were addressed by deploying customer
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premise equipment (CPE), comprising a pair of connected outdoor and indoor units.

The outdoor unit, installed on an exterior window or wall, receives mmWave signals

from an outdoor BS, while the indoor unit down-converts and transmits them to indoor

users. However, the deployment and maintenance of CPE, involving signal frequency

conversion and active components, can be costly and power-consuming [2].

In [11], the authors focused on maximizing the downlink received signal-to-noise

ratio (SNR) by jointly optimizing the active and passive beamforming of both an

outdoor and an indoor hybrid reconfigurable intelligent surface (RIS). These RISs

sequentially reflect an outdoor mmWave signal to an indoor receiver. We note that the

study in [11] did not consider penetration losses through building materials and the

reflections by two RISs will result in severe attenuation of the signal strength.

Different from RISs, intelligent omni-surfaces (IOSs) that can refract and/or reflect

incident signals by changing their phase and amplitude have recently emerged [12–14].

An IOS is typically a planar array of nearly passive reconfigurable elements. Recent

works explored the idea of installing IOSs on the exterior walls of buildings to refract

signals from an outdoor BS to indoor users [12], [14]. The authors in [15] designed new

IOS elements and arranged them in a hexagonal lattice structure. Simulation results

showed that substituting a part of a wall with an IOS can improve the coverage prob-

ability for the outdoor-to-indoor mmWave communication system. In [16], simulation

results demonstrated that replacing a part of a concrete wall with a refracting RIS

that refracts the mmWave signals from an outdoor BS to indoor users can significantly

increase the coverage probability as compared with a relay-aided counterpart. The

authors in [17] maximized the downlink data rate in an IOS-assisted outdoor-to-indoor

mmWave cellular network by jointly optimizing the precoding matrices of both the

BS and the IOS. In [18], analytical results showed that, for a fixed total number of

reconfigurable elements, distributing them to multiple small IOSs evenly spaced at the
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same height on a selected wall resulted in a higher indoor coverage probability than

deploying one large IOS on the same wall. This performance gap became more evident

for a higher indoor blockage density and/or a lower SNR threshold. We note that, [16]

and [17] limited their focus to a single IOS, and neither [16] nor [18] considered multi-

user interference. Additionally, the optimization of both the quantity and placements

of IOSs was overlooked in these studies.

In this paper, we study an outdoor-to-indoor mmWave communication system,

where an outdoor BS transmits mmWave signals to indoor users through multiple IOSs

deployed on the exterior wall between the BS and the users1, taking into account the

impact of indoor blockages. Our goal is to maximize the transmission energy efficiency

of the outdoor BS by investigating whether a fixed number of passive elements should

be distributed across a large number of small IOSs or centralized in a small number of

large IOSs, while maintaining reliable downlink communications for all indoor users.

The contributions of this paper can be summarized as follows:

• We formulate an optimization problem to maximize the transmission energy ef-

ficiency of the outdoor BS while ensuring that the downlink data rate of each

user remains above a threshold. This optimization problem involves a joint op-

timization of the number, positions, and phase shifts of the IOSs, as well as the

beamforming vectors of the BS. The challenges in solving this problem primarily

arise from the intricate coupling of variables, the non-convexity, and the vary-

ing dimensionality of the problem. This is distinct from the existing works that

considered only a single IOS [12, 13, 15–17], or where the number or locations of

IOSs were not optimized [12,13,15–18].

• We address the varying dimensionality of the joint optimization problem by de-

1Since the IOSs in our system model are mainly used to refract the outdoor BS’s signals to indoor
users, they can also be referred to as reconfigurable refractive surfaces [?].
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composing it into two subproblems. The first subproblem involves optimizing

the phase shifts of the IOSs and the beamforming vectors of the BS for a given

number and locations of IOSs. For this non-convex subproblem, we devise an

Energy Efficiency Maximization (EEM) algorithm to solve it by iteratively opti-

mizing the phase shifts of each IOS and the beamforming vector of the BS. The

second subproblem involves optimizing the number and locations of IOSs for a

given set of phase shifts and beamforming vectors, and is solved by leveraging

the Continuous Population-Based Incremental Learning (PBILc) algorithm. By

solving the above two subproblems alternately, we propose the IOS Locations

and Number (IOSLN) Algorithm to iteratively determine the optimal quantity,

placement, and phase shifts of the IOSs, alongside the beamforming vectors for

the BS. It achieves this through a repeated process that alternates between the

PBILc algorithm and the proposed EEM algorithm. This iterative approach en-

sures that the adjustments to the number and locations of IOSs directly influence

their phase shifts and the BS’s beamforming strategy, enabling a harmonized op-

timization of all the variables toward a maximized transmission energy efficiency

of the outdoor BS.

• Our simulation results demonstrate that the proposed algorithms can identify

suitable numbers and deployment locations of IOSs that maximize the energy

efficiency of the outdoor BS, while maintaining reliable downlink communications

for all indoor users. The results also indicate that, for a fixed total number

of reconfigurable elements, the optimized number and locations of IOSs lead

to higher energy efficiency of the BS compared to either centralized or evenly

distributed IOS deployment. The optimal number of IOSs increases with the

number of indoor users, and the optimized IOS locations cluster in a vertical

central area of the wall.
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The rest of the paper is organized as follow. In Section II, we introduce the sys-

tem model and the channel model. In Section III, we formulate the BS’s downlink

transmission energy efficiency maximization problem and propose algorithms to solve

it. Section IV presents simulation results. Finally, we conclude the paper in Section

V.

V.2 System Model

As shown in Fig. 1, we consider an outdoor-to-indoor mmWave communication system,

where an outdoor BS transmits signals to K indoor users through I IOSs deployed on

the wall between the BS and the users. The BS is equipped with a uniform linear array

(ULA) of M(> 1) antennas.

The K users are distributed on the floor of a room, which has a length of Lr,

width of Wr, and height of Hr along the x-axis, y-axis and z-axis in Fig. 1, respec-

tively. Each user is equipped with a single directional antenna. The locations of the

users are denoted by qUE = [q1, · · · , qK ], where qk = (xk, yk, zk) is the location of the

k-th user, xk and yk follow a distribution Ξ on the 2D horizontal plane, e.g., a uni-

form distribution, and zk is the k-th user’s height that follows an independent uniform

distribution from 1m to 2m. In the room, there are R static blockages that are dis-

tributed on the floor following a 2D homogeneous Poisson point process (PPP) with a

density of κ blockage/m2 [20]. We assume that the blockages are cubes with lengths

Lo = [Lo1 , · · · , LoR ], widths Wo = [Wo1 , · · · ,WoR ], and heights Ho = [Ho1 , · · · , HoR ],

where the elements of Lo and Wo follow independent uniform distributions from 1m

to 2m, and those of Ho in the range [1.5m, Hr]. Each IOS contains N elements that

form an uniform rectangular array (URA). The locations of the IOSs are denoted by

qIOS = [q1, · · · , qI ], where qi = [qi1, · · · , qiN ] contains the locations of the N elements on
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Figure V.1: An IOS-assisted outdoor-to-indoor mmWave communication system.
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the i-th IOS, qin = (xin, yin, zin). For simplicity in optimizing the locations of the IOSs,

the location of the central element of an IOS’s array is used to present the location

of the IOS, which is denoted by qci = (xci , yci , zci) for the i-th IOS, i ∈ {1, · · · , I},

with qIOSc = [qc1 , · · · , qcI ]. Each IOS is connected to a smart controller that adjusts its

phase shifts and refraction amplitudes via a separate wired link.

V.2.1 Channel Model

The channel from the BS to the i-th IOS is modeled as a Rician channel, and is denoted

by Gi ∈ CN×M . The (n,m)-th element in Gi denotes the channel between the m-th

antenna at the BS and the n-th element on the i-th IOS, and is given by [19]

Gi,mn =

√
ϵ

1 + ϵ
GLoS

i,mn +

√
1

1 + ϵ
GNLoS

i,mn (V.1)

where ϵ is the Rician factor, GLoS
i,mn and GNLoS

i,mn are the LoS and NLoS component,

respectively, and GLoS
i,mn is given by [19]

GLoS
i,mn =

√
JBS
m J IOS

i,n KA
i,mnK

D
i,mne

(−j2πdi,mn
λ

)

(4π)
3
4 (di,mn)

α
(V.2)

where JBS
m and J IOS

i,n are the maximum antenna gain of them-th antenna element at the

BS and the maximum antenna gain of the n-th element on the i-th IOS, respectively,

di,mn =
√

(xm − xin)2 + (ym − yin)2 + (zm − zin)2 is the distance between the m-th

antenna at the BS and the n-th element on the i-th IOS, λ is the signal wavelength,

α is the path loss exponent, KD
i,mn and KA

i,mn are the normalized radiation pattern of

the m-th antenna element at the BS in the direction of the n-th element on the i-th

IOS and the normalized radiation pattern of the n-th element on the i-th IOS in the
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direction of the m-th antenna at the BS, and are given by

KD
i,mn =

∣∣cos3 ϕD
i,mn

∣∣ , (V.3)

KA
i,mn =

∣∣cos3 ϕA
i,mn

∣∣ (V.4)

where ϕD
i,mn and ϕA

i,mn are the angle of departure (AoD) from the m-th antenna at the

BS to the n-th element on the i-th IOS and the angle of arrival (AoA) at the n-th

element on the i-th IOS from the m-th antenna at the BS, respectively.

The NLoS component in (V.1) is given by

GNLoS
i,mn = h̃i,mn, (V.5)

where h̃i,mn ∼ CN (0, 1) follows independent complex Gaussian distribution with zero

mean and unit variance.

The channel from the i-th IOS to the k-th user is given by

ĥik = bik ⊙ hik, (V.6)

where ⊙ denotes the element-wise multiplication, bik = [bik,1, · · · , bik,N ] contains N

binary indicators, where bik,n = 1 indicates that the link between the n-th element of the

i-th IOS and the k-th user is LoS [16], otherwise bik,n = 0, and hik = [hik,1, · · · , hik,N ],

where hik,n is the channel coefficient between the n-th element on the i-th IOS and the

k-th user, and is given by [19]

hik,n =

√
ϵ

1 + ϵ
hLoS
ik,n +

√
1

1 + ϵ
hNLoS
ik,n , (V.7)
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where hLoS
ik,n is the LoS component and is given by

hLoS
ik,n =

λ
√

J IOS
i,n JkKD

ik,nK
A
ik,nδxδzγn,ie

(−j2πdik,n
λ

)

(4π)
3
4 (dik,n)

α
, (V.8)

where Jk is the maximum antenna gain of the k-th user, δx and δz are the sizes of each

element on the respective IOSs, γn,i is the power ratio between the signal re-emitted

by the n-th element of the i-th IOS and the incident signal, dik,n the distance between

the n-th element on the i-th IOS and the k-th user and is given by

dik,n =
√

(xin − xk)2 + (yin − yk)2 + (zin − zk)2. (V.9)

KD
ik,n and KA

ik,n are the normalized radiation pattern of the n-th element on the i-th

IOS in the direction of the k-th user and the normalized radiation pattern of the k-th

user’s antenna, and are given by

KD
ik,n =

∣∣cos3 ϕD
ik,n

∣∣ (V.10)

KA
ik,n =

∣∣cos3 ϕA
ik,n

∣∣ , (V.11)

where ϕD
ik,n and ϕA

ik,n are the AoD from the n-th element on the i-th IOS to the k-th

user and the AoA at the k-th user from the n-th element on the i-th IOS, respectively.

The NLoS component in (V.7) is given by

hNLoS
ik,n = h̃ik,n, (V.12)

where h̃ik,n ∼ CN (0, 1).

The LoS probability of the link between the n-th element on the i-th IOS and the
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k-th user is given by [16]

Pik,n = Pr [bik,n = 1] = Γ(zin)e
−(βd̂ik,n+p), (V.13)

where Γ(zi,n) is given by

Γ(zi,n) =
1

2
×
(
1 +

zi,n − E [Ho]

Hr

)
, (V.14)

where E [Ho] is the average height of the blockages, d̂ik,n =
√

(xin − xk)2 + (yin − yk)2

is the horizontal distance between the n-th element on the i-th IOS and the k-th user,

and β is given by

β =
2κ (E [Lo] + E [Wo])

π
, (V.15)

where κblokages/m2 is the density of blockages, E [Lo] and E [Wo] are the average

length and width of the blockages, respectively, p in (V.13) is the fraction of the room’s

floor area covered by blockages and is given by

p = κE [Lo] E [Wo] . (V.16)

V.2.2 Downlink data rate

The signal received at the k-th user is given by

yk =

(
I∑

i=1

ĥikΘiGi

)
wksk + ιk (V.17)

where k = 1, · · · , K, Θi = diag
(
ejθi1 , · · · , ejθiN

)
is a N -by-N diagonal matrix, θin is the

refraction phase shift applied by the n-th element on the i-th IOS, sk is the information

symbol with a zero mean and unit variance (i.e., normalized power) transmitted by the
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BS to the k-th user, wk ∈ CM×1 is the BS beamforming vector towards the k-th

user, and
∑K

k=1wk
Hwk = PT , where PT is the transmit power at the BS, and ιk is

the additive white Gaussian noise (AWGN) at the k-th user with zero mean and the

variance of σ2. For analytical tractability, we assume that the IOSs’ phase shifts are

continuous. The results of this work can be applied to a system where the IOS phase

shifts are of discrete values by adding a quantization process, which approximates the

optimal continuous phase shifts of the IOS by the closest possible discrete phase shift

values.

The downlink data rate at the k-th user is given by

rk = Blog2

1 +

∣∣∣∣( I∑
i=1

ĥikΘiGi

)
wk

∣∣∣∣2∑K
j=1,j ̸=k

∣∣∣∣( I∑
i=1

ĥikΘiGi

)
wj

∣∣∣∣2 + σ2

 , (V.18)

where B is the bandwidth of the BS transmission to a single user.

Letting ĥk =
[
ĥ1k, · · · , ĥIk

]
, G = [G1, · · · ,GI ]

H , and Λ = [Λ1, · · · ,ΛI ]
H ∈ CIN×1,

where Λi =
[
ejθi1 , · · · , ejθiN

]H ∈ CN×1,Λin = ejθin ,Θ̂ = diag(Λ) ∈ CIN×IN, the expres-

sion of rk is rewritten as

rk = Blog2

1 +

∣∣∣(ĥkΘ̂G
)
wk

∣∣∣2∑K
j=1,j ̸=k

∣∣∣(ĥkΘ̂G
)
wj

∣∣∣2 + σ2

 . (V.19)

V.3 Problem Formulation and Solution Algorithms

V.3.1 Problem Formulation

We formulate an optimization problem to maximize the downlink transmission energy

efficiency of the BS by jointly optimizing the number and locations of IOSs, the re-
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fraction phase shifts of all the IOS elements, and the beamforming vectors of the BS,

subject to the constraints on the downlink data rate of each user and the maximum

transmission power of the BS, i.e.,

(P1) : max
I,qIOSc ,Θ̂,w1,···,wK

∑K
k=1 rk∑K

k=1wk
Hwk + PC

(V.20)

s.t. C1 :
∑K

k=1
wk

Hwk ⩽ PT max, (V.20a)

C2 : 0 ⩽ θin < 2π,∀i, ∀n, (V.20b)

C3 : rk ⩾ rmin,k, ∀k, (V.20c)

C4 : I ⩾ 1, (V.20d)

C5 :
dI
2

⩽ xci ⩽ Lr −
dI
2
, ∀i, (V.20e)

C6 : E[Ho] +
dI
2

⩽ zci ⩽ Hr −
dI
2
,∀i, (V.20f)

C7 :
∣∣zci − zcj

∣∣ ⩾ dI , or
∣∣xci − xcj

∣∣ ⩾ dI , i ̸= j,∀i, ∀j, (V.20g)

where I is the number of IOSs and qIOSc contains the locations of the IOSs, PT max

is the maximum transmit power of the BS, rmin,k is the minimum downlink data rate

required of the k-th user, dI is the size of an IOS, and the minimum distance we set

between two IOSs to avoid overlapping, PC denotes the total power consumed by the

active transceivers at the BS and by the circuits of the BS and the users, and it is

given by [22]

PC = PBS +NTRPTR +
∑K

k=1
Pk, (V.21)

where PBS is the circuit power consumed by the BS, NTR is the number of active

transceivers at the BS, PTR is the power consumed by each active transceiver at the

BS, and Pk is the circuit power consumed by the k-th user. In (P1), constraint C1
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specifies the maximum transmit power at the outdoor BS, C2 imposes the value range

of the phase shift for each element on the IOSs, C3 ensures that the downlink data rate

at each user is above the minimum downlink data rate required, C4 guarantees that

at least one IOS is deployed, C5 and C6 delineate the permissible spatial boundaries

for the placement of IOSs, and C7 precludes the overlap of these IOSs, ensuring their

distinct and non-intersecting distribution.

V.3.2 EEM Algorithm

We note that it is hard to solve (P1) directly due to the varying number of variables

involved and its non-convexity. Hence, we first study the case with the number I and

the locations of IOSs fixed, for which (P1) reduces to

(P2) : max
Θ̂,w1,···,wK

∑K
k=1 rk∑K

k=1wk
Hwk + PC

(V.22)

s.t. C1, C2, C3.

Since (P2) is still a non-convex problem and is difficult to solve directly, we de-

compose (P2) into two subproblems that optimize the IOSs’ refraction phase shifts

for given beamforming vectors of the BS and the BS’s beamforming vectors for given

refraction phase shifts of the IOSs, respectively.

Refraction phase shifts

For given beamforming vector wk, k = 1, · · · , K, (P2) reduces to

(P3) : max
Θ̂,η

∑K

k=1
log2 (1 + ηk) (V.23)
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s.t. C2

C8 : ηk ⩽

∣∣∣(ĥkΘ̂G
)
wk

∣∣∣2∑K
j=1,j ̸=k

∣∣∣(ĥkΘ̂G
)
wj

∣∣∣2 + σ2

, (V.23a)

∀k ∈ {1, · · · , K} ,

C9 : ηk ⩾ 2
rmin,k

B − 1, ∀k ∈ {1, · · · , K} . (V.23b)

where η = [η1, · · · , ηK ] ∈ C1×K is a slack vector that returns the optimal solution when

the equality in constraint C8 holds, and C9 ensures the minimum rate required of each

user. Letting
(
ĥkΘ̂G

)
wj = ςHkjΛ, where ςkj = diag

(
ĥk

)
Gwj, C8 can be rewritten

as

C8′ : ηk ⩽

∣∣ςHkkΛ∣∣2∑K
j=1,j ̸=k

∣∣ςHkjΛ∣∣2 + σ2
, ∀k ∈ {1, · · · , K} . (V.24)

To deal with the non-convexity of C8′, we introduce the auxiliary variables ζk, k =

1, · · · , K, ζ = [ζ1, · · · , ζK ], and convert C8′ to C8.1′ and C8.2′ as follows

C8.1′ :
∣∣ςHkkΛ∣∣2 ⩾ ζkηk =

1

4

(
(ζk + ηk)

2 − (ζk − ηk)
2) , (V.25)

C8.2′ :
∑K

j=1,j ̸=k

∣∣ςHkjΛ∣∣2 + σ2 ⩽ ζk, (V.26)

By substituting C8.1′ and C8.2′ into (P3), we have

(P4) : max
Λ,η,ζ

∑K

k=1
log2 (1 + ηk) (V.27)
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s.t. C8.1′, C8.2′, C9

C2′ : |Λin| = 1, ∀i ∈ {1, · · · , I} ,∀n ∈ {1, · · · , N} . (V.27a)

C10 : ζk ⩾ 0, ∀k ∈ {1, · · · , K} . (V.27b)

By applying the penalty method, (P4) can be rewritten as

(P5) : max
Λ,η,ζ

∑K

k=1
log2 (1 + ηk)+A

∑I

i=1

∑N

n=1

(
|Λin|2 − 1

)
(V.28)

s.t. C8.1′, C8.2′, C9, C10,

C2′′ : |Λin| ⩽ 1, ∀i ∈ {1, · · · , I} ,∀n ∈ {1, · · · , N} . (V.28a)

where A is a positive constant, and the optimal solution will be achieved when |Λin| =

1, ∀i ∈ {1, · · · , I}, ∀n ∈ {1, · · · , N}.

Then, we use successive convex approximation (SCA) to solve (P5) iteratively as

follows. In the s-th iteration, where s ⩾ 1, the objective function of (P5) is approxi-

mated by

max
Λ,η,ζ

∑K

k=1
log2

(
1 + η

(s)
k

)
+ 2A

∑I

i=1

∑N

n=1
Λ

(s−1)
in

(
Λ

(s)
in − Λ

(s−1)
in

) (V.29)

where 2A
∑I

i=1

∑N
n=1 Λ

(s−1)
in

(
Λ

(s)
in − Λ

(s−1)
in

)
is the first order Taylor polynomial of

A
∑I

i=1

∑N
n=1

(∣∣∣Λ(s)
in

∣∣∣2 − 1

)
at Λ

(s−1)
in , and Λ

(0)
in is the initial value of Λin.

Although C8.2′ is convex, C8.1′ is still non-convex. Since
∣∣ςHkkΛ∣∣2 and (ζk − ηk)

2

are convex and any convex function is globally lower-bounded by its first order Taylor

polynomial at any point [23], we approximate both sides of C8.1′ by their first order
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Taylor polynomial at Λ(s−1), ζ
(s−1)
k , and η

(s−1)
k and have

C8.1′′ : 2ℜ
((

ςHkkΛ
(s−1)

)H
ςHkkΛ

(s)
)
−
∣∣ςHkkΛ(s−1)

∣∣2
⩾
1

4

[(
ζ
(s)
k + η

(s)
k

)2
−
(
ζ
(s−1)
k − η

(s−1)
k

)
(
ζ
(s)
k − η

(s)
k

)
+
(
ζ
(s−1)
k − η

(s−1)
k

)2]
(V.30)

Based on (V.29) and (V.30), (P5) can be approximated to the following convex

problem:

(P6) : max
Λ(s),η(s),ζ(s)

∑K

k=1
log2

(
1 + η

(s)
k

)
+ 2A

∑I

i=1

∑N

n=1
Λ

(s−1)
in

(
Λ

(s)
in − Λ

(s−1)
in

)
(V.31)

s.t. C8.2′, C8.1′′, C9, C2′′, C10.

Since (P6) is a convex problem, it can be solved by CVX toolbox [26]. With the

optimal Λ obtained by solving (P6), we have the optimal Θ̂.

Beamforming vector

Continuing from the previous subsection, with the Θ̂ obtained by solving (P6),

(P2) reduces to

(P7) : max
η̃,w1,···,wK

∑K
k=1Blog2 (1 + η̃k)∑K
k=1 wk

Hwk + PC

(V.32)

s.t. C1,

C11 : η̃k ⩽

∣∣ς̃Hk wk

∣∣2∑K
j=1,j ̸=k |ς̃Hk wj|

2
+ σ2

, ∀k ∈ {1, · · · , K} , (V.32a)

C12 : η̃k ⩾ 2
rmin,k

B − 1, ∀k ∈ {1, · · · , K} , (V.32b)
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where η̃ = [η̃1, · · · , η̃K ] contains K slack variables, and ς̃k = ĥkΘ̂G.

To deal with the non-convexity of C11, we introduce the slack variable ζ̃k > 0,

k = 1, · · · , K, ζ̃ =
[
ζ̃1, · · · , ζ̃K

]
. Since we can express ς̃Hk wk as a real number by

arbitrarily rotating the phase of wk [21], we convert C11 to

C11.1 :

√
η̃kζ̃k ⩽ ℜ

(
ς̃Hk wk

)
, (V.33)

C11.2 :
∑K

j=1,j ̸=k

∣∣ς̃Hk wj

∣∣2 + σ2 ⩽ ζ̃k. (V.34)

Since C11.1 is still non-convex, we apply SCA to it, i.e., by substituting

√
η̃kζ̃k with

its first order Taylor polynomial, and in the s-th iteration we have

(V.35)

C11.1′ : ℜ
(
ς̃
(s)
k w

(s)
k

H
)
⩾
√

η̃
(s−1)
k ζ̃

(s−1)
k

+
1

2

√√√√ ζ̃
(s−1)
k

η̃
(s−1)
k

(
η̃
(s)
k − η̃

(s−1)
k

)
+

1

2

√√√√ η̃
(s−1)
k

ζ̃
(s−1)
k

(
ζ̃
(s)
k − ζ̃

(s−1)
k

)
Replacing C11 by C11.1′ and C11.2, (P7) converts to

(P8) : max
η̃(s),w

(s)
1 ,···,w(s)

K ,ζ̃(s)

∑K
k=1Blog2

(
1 + η̃

(s)
k

)
∑K

k=1w
(s)
k

H
wk

(s) + PC

(V.36)

s.t. C1,C11.1′, C11.2, C12.

We note that (P8) is a convex problem and can be solved by the Dinkelbach method

[24].

Based on the above solutions to (P6) and (P8), we propose an iterative algorithm to

solve (P2) by solving (P6) and (P8) alternately in each iteration as shown in Algorithm

1, where ε is a very small positive value used to terminate the iteration. It is not difficult

to verify that the introduction of the slack variables does not lose the optimality of the
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Algorithm 4 EEM Algorithm

Input: ĥk, ∀k ∈ {1, · · · , K} ,G, I, qI , ε
Output: Θ̂opt,w1opt, · · · ,wKopt, EEopt

1: Set the iteration index s = 0 and initialize Θ̂(0),w
(0)
k and EE(0) ∀k ∈ {1, · · · , K}.

2: repeat
3: Update s = s+ 1.
4: Obtain Θ̂(s) by solving (P6).

5: Obtain w
(s)
k , ∀k ∈ {1, · · · , K} by solving (P8).

6: Obtain EE(s) by calculating (V.22)
7: until EE(s) − EE(s−1) < ε.
8: EEopt = EE(s), Θ̂opt = Θ̂(s),wkopt = w

(s)
k , ∀k ∈ {1, · · · , K}

optimization problem, since all the constraints that include slack variables can be met

with equality.

For subproblems (P6) and (P8), the optimal solutions are obtained in each iteration

of Algorithm 1, and as a result, the objective function in (P2) is non-decreasing over

iterations. Moreover, the objective function of (P2) is upper bounded due to the

maximum transmit power at the BS. Thus, the proposed EEM algorithm is guaranteed

to converge.

The complexity of Algorithm 1 is analyzed as follows. In each iteration of Al-

gorithm 1, the complexity of solving (P6) is O((2K + IN)2(4K + IN)) [25], where

2K + IN and 4K + IN are the number of variables and the total number of con-

straints in (P6), respectively; and the complexity of solving (P8) is O(DQ) [24], where

D is the number of iterations required by the Dinkelbach method and Q is the com-

plexity per iteration of the Dinkelbach method. The number of iterations required by

the SCA to converge in solving (P5) is O(
√
4K + IN log2 (1/ε)) [26], where 4K + IN

is the total number of constraints in (P5); while the number of iterations required

by the SCA to converge in solving (P7) is O(
√
2K + 1 log2 (1/ε)), where 2K + 1

is the total number of constraints in (P7). So, the complexity of Algorithm 1 is

O
(
log2 (1/ε)

[√
4K + IN(2K + IN)2(4K + IN) +

√
2K + 1DQ

])
[21].
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V.3.3 IOSLN Algorithm

For given phase shifts of IOSs and beamforming vectors of the BS obtained by Algo-

rithm 1, (P1) reduces to

(P9) : max
I,qIOSc

∑K
k=1 rk∑K

k=1wk
Hwk + PC

(V.37)

s.t. C3, C4, C5, C6, C7.

To solve (P9) is to obtain the optimal number and locations of IOSs that maximize

the downlink transmission energy efficiency of the BS. To this end, we divide the wall

area where the IOSs will be deployed (as defined by C5 and C6) into Lr

dI
columns each

of the same length Hr − E[Ho] and width dI , where
Lr

dI
is assumed to be an integer

for simplicity. This is because dI is much smaller than Lr and we allow the outermost

column at either edge of the wall to be slightly wider than dI . Each IOS is deployed

within a column (not across any two columns). More than one IOS is allowed to be

deployed in a column. Without loss of generality, if one of the top corners of the wall

is assigned the value of 0 and its diagonally opposite corner of the considered wall area

is assigned the value of Lr(Hr−E[Ho])
dI

, then all possible IOS-deployment locations on the

wall form a continuous range from 0 to Lr(Hr−E[Ho])
dI

. To obtain the optimal locations of I

IOSs for given I, we employ the Population Based Incremental Learning for continuous

space (PBILc) [27], where a probabilistic model that characterizes a population evolves

over generations instead of the individuals in the population. Hence, PBILc is more

efficient than traditional evolutionary algorithms such as the genetic algorithm (GA)

and particle swarm optimization (PSO).

In the following, we present the PBILc-based IOSLN algorithm to solve (P9). First,

we set the number of IOS(s) I = 1 and the iteration index s′ = 1, and randomly initial-
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ize a population of Nind individuals, where Nind is an even number and each individual

contains the location(s) of I IOS(s), qIOSc = [qc1 , · · · , qcI ]. The initialized location of

each IOS follows an independent, identical Gaussian distribution N (X(s′), σ
(s′)
X ), where

the initialized mean value X(s′) = Lr(Hr−E[Ho])
2dI

(i.e., the centre of the considered wall

area), and the initialized standard deviation σ
(s′)
X = Lr(Hr−E[Ho])

4dI
. An individual will be

discarded and generated again if any two of its IOS locations are in the same column

and the distance between them is smaller than dI . Then, Algorithm 1 is used to obtain

wkopt, Θ̂opt, k ∈ {1, · · · , K} for each individual and EEopt is taken as the fitness value

of the corresponding individual. The individual with the largest fitness value in the

population is identified, and its wkopt, Θ̂opt and EEopt are denoted by w
(s′)
koptI , Θ̂

(s′)
optI

and EE
(s′)
optI , k ∈ {1, · · · , K}, respectively.

Update s′ = s′ + 1, and a new half-population of Nind

2
individuals are generated by

selecting the Nind

2
individuals of the highest fitness values from the previous population.

Next, the mean value of the Gaussian distribution is updated as

X(s′) = (1− χ)X(s′−1) + χ(Xbest1 +Xbest2 −Xworst), (V.38)

where χ ∈ (0, 1) is a constant relaxation factor, Xbest1 and Xbest2 are the mean values

of the two individuals with the largest two fitness values in the new half-population,

and Xworst is the mean value of the individual with the smallest fitness value in the

new half-population. The standard deviation of the Gaussian distribution is updated

as

σ
(s′)
X = (1− χ)σ

(s′−1)
X + χ

√√√√∑Nind
2

j=1 (Xj − X̄j)2

Nind

2

, (V.39)

where Xj is the mean value of the j-th individual of the new half-population, and X̄j is

the average value of allXj, for j = 1, · · · , Nind

2
. Afterwards, another new half-population
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of Nind

2
individuals are generated independently following the updated Gaussian distri-

bution. An individual will be discarded and generated again if any two of its IOS

locations are in the same column and their distance is less than dI . The two half-

populations form a new population. Then, for each individual in the new population,

Algorithm 1 is used to obtain wkopt, Θ̂opt and EEopt, k ∈ {1, · · · , K}. The individual

that has the largest fitness value among the population is identified, and its wkopt, Θ̂opt

and EEopt are labeled as w
(s′)
koptI , Θ̂

(s′)
optI and EE

(s′)
optI , k ∈ {1, · · · , K}, respectively.

The above procedures repeat until EE
(s′)
optI − EE

(s′−1)
optI < ε. Once the iteration

terminates, the individual of the largest fitness value among the latest population is

identified as the optimal locations of the I IOSs, labeled as qoptI , and its w
(s′)
koptI , Θ̂

(s′)
optI ,

and EE
(s′)
optI are labeled as wkoptI , Θ̂optI , and EEoptI , k ∈ {1, · · · , K}, respectively.

The above iterative algorithm for any given value of I is ensured to converge when the

iteration number is large enough [27].

Update I = I + 1 and repeat the above procedures until EEoptI − EEopt(I−1) < ε.

Finally, the value of I that is associated with the highest value of EEoptI is identified

as Iopt and its corresponding qoptI , EEoptI , wkoptI , Θ̂optI , k ∈ {1, · · · , K} return the

optimal IOS locations, energy efficiency of the BS, BS beamforming vectors and IOS

phase shifts, respectively.

The above IOSLN Algorithm is summarized in Algorithm 2. It has a complexity

of O

(
Iopt∑
I=1

(
log2 (1/ε)

[√
2K + IN(2K+ IN)2(4K+ IN)+

√
2K + 1DQ

]
Nind

NPI+1
2

))
,

where NPI is the number of iterations required for the PBILc to converge for I ∈

{1, · · · , Iopt}.
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Algorithm 5 IOSLN Algorithm

Input: Nind, ε, K, Ξ.
Output: Iopt, qoptI , EEoptI , wkoptI , Θ̂optI , k ∈ {1, · · · , K}.
1: Initialize I = 0 and EEopt0 = 0.
2: repeat
3: Update I = I + 1
4: Set the iteration index s′ = 1, and randomly initialize a population of

Nind individuals, where each individual contains I independent IOS loca-

tions, qi ∼ N (X(s′), σ
(s′)
X ), i ∈ {1, · · · , I}, where X(s′) = Lr(Hr−E[Ho])

2dI
and

σ
(s′)
X = Lr(Hr−E[Ho])

4dI
. Run Algorithm 1 for each individual and take EEopt as its

fitness value.
5: repeat
6: Update s′ = s′ + 1.

7: A new half-population is formed by the Nind

2
individuals with the largest

fitness values of the previous population.

8: Update X(s′) and σ
(s′)
X based on (V.38) and (V.39), respectively.

9: Generate Nind

2
individuals independently following N (X(s′), σ

(s′)
X ). The two

half-populations to form a new population.

10: Run Algorithm 1 for each individual in the new population. The individual

that has the largest fitness value returns w
(s′)
koptI , Θ̂

(s′)
optI and EE

(s′)
optI , k ∈

{1, · · · , K}.
11: until EE

(s′)
optI − EE

(s′−1)
optI < ε.

12: wkoptI = w
(s′)
koptI , Θ̂optI = Θ̂

(s′)
optI , EEoptI = EE

(s′)
optI , k ∈ {1, · · · , K}.

13: until EEoptI − EEopt(I−1) < ε.

14: Iopt = arg
I
max {EEoptI} and return its qIopt, EEoptI , wkoptI , Θ̂optI , k ∈ {1, · · · , K}

as output.
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Table V.1: Parameter Values Used in the Simulation

Parameter Value

M number of antennas at the BS 16
NTR number of active transceivers at the BS 4
PTR circuit power of each active transceiver 30dBm
PBS circuit power of the BS 35dBm
PTmax maximum transmit power at the BS 35dBm
IN total number of elements on IOSs 120
qB location of the BS (−50, 5, 5)m
K number of users 40
Pk circuit power of each user 10dBm
σ2 noise power −85dBm
B bandwidth 1GHz
rmin minimum data rate required 5Mbps
κ blockage density 0.15blockages/m2

Lr room length 10m
Wr room width 10m
Hr room height 10m
Ξ users’ spacial distribution uniform distribution

V.4 Simulation Results

In this section, we present simulation results to evaluate the performance of the pro-

posed algorithms. The simulated system model aligns with the description in Section

II, and the parameter values used in the simulation are listed in Table I unless otherwise

specified. In the simulations, we compare the performance of Algorithm 2 with three

benchmark schemes: (i) an evenly distributed IOS deployment scheme [18], where the

IOSs are evenly spaced on the wall at the same height, and the number and height of

IOSs are optimized using Algorithm 2; (ii) centralized deployment (i.e., a single IOS)

with an optimal location on the wall obtained by Algorithm 2 using I = 1; and (iii)

the case without deploying any RIS. In all compared schemes, the IOSs are deployed

on the same wall, as shown in Fig. 1, and the total number (IN) of elements on IOS(s)

is kept constant.



V.4. SIMULATION RESULTS 101

0 5 10 15 20 25 30 35

Iteration number

0

0.5

1

1.5

2

2.5

3

E
n
e
rg

y
 E

ff
ic

ie
n
c
y
 (

M
b
it
/J

o
u
le

)

Figure V.2: Energy efficiency versus the iteration number.
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In Fig.V.2, we plot the energy efficiency of the outdoor BS versus the number

of iterations in Algorithm 2 for different population sizes (Nind) used in the PBILc.

The energy efficiency of the outdoor BS first increases with the iteration number and

finally converges to a stable value. Algorithm 2 converges faster for a larger value of

Nind, because it is likely to obtain a larger fitness value in each iteration with a larger

population size.
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Figure V.3: Energy efficiency versus the number of users.

In Fig. V.3, we present a plot of the downlink transmission energy efficiency of the

outdoor BS against the number of users in the indoor environment under consideration.

The energy efficiency for all four schemes is observed to decrease as the number of users

increases, given that a larger number of users necessitates higher transmit power at the
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BS. For a specific number of users, the proposed algorithm consistently achieves signif-

icantly higher energy efficiency compared to the benchmark schemes. It is noteworthy

that the energy efficiency of the BS without deploying any IOS is notably low due to

severe penetration losses and attenuations of signal strength at mmWave frequencies.
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Figure V.4: Energy efficiency versus the number of users for different user distributions.

In Fig. V.4, we plot the energy efficiency of the outdoor BS versus the number of

users for three different indoor user spatial distributions: (i) the uniform distribution

that is considered in the system model; (ii) a Poisson distribution where xk and yk

of user k (k = 1, 2, · · · , K) each follow an independent Poisson distribution with the

expected occurrence rate of λ = 3, i.e., the users are gathered toward the point (3, 3)

in the 10m × 10m room; and (iii) a multivariate normal distribution (MND) where
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xk ∼ N (5, 5) and yk ∼ N (5, 5) for user k (k = 1, 2, · · · , K) independently, i.e., the

users are gathered around the center point (5, 5) of the room, where the unit of xk and

yk is meter. For all the three considered user distributions, zk of user k (k = 1, 2, · · · , K)

follows an independent uniform distribution from 1m to 2m. The figure demonstrates

that the proposed algorithm is applicable to different user distributions and is able to

achieve a higher BS transmission energy efficiency than the even IOS deployment [18]

in all the considered spatial distributions of indoor users.
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Figure V.5: Optimal number of IOSs versus the number of users.

In Fig. V.5, the optimal number of IOSs obtained by Algorithm 2 is plotted against

the number of users. The total number of elements of the IOSs is fixed at 360. As

the number of users increases, the optimal number of IOSs also increases, albeit at a
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diminishing rate as the user population grows larger. This trend is attributed to the

need for more distributed IOSs to establish LoS links with a larger number of users.

However, increasing the number of IOSs while maintaining a fixed total number of

elements results in a reduction in the refraction beamforming gain per IOS.
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Figure V.6: Optimal number and locations of IOSs and locations.

In Fig. V.6, we illustrate the optimal locations of the ideal number of IOSs on the

wall for different numbers of users, with a total of 360 elements in the IOSs. Observing

the figure, it is evident that, for each considered number of users, the optimized IOS

locations converge in the vertical central area of the specified wall. This concentration

is attributed to the likelihood that IOSs deployed in the vertical central area are more

likely to establish LoS links for a greater number of users compared to those deployed
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on the left or right side of the wall. Furthermore, the outdoor BS’s antenna array is

positioned at (−50, 5, 5), facing the center of the wall. Deploying an IOS closer to the

center results in a shorter distance from the BS antenna array to the IOS, thereby

reducing the path loss of the link. It is noteworthy that some IOSs are deployed above

the height of the BS antenna array due to the presence of blockages and the locations

of users. In other words, certain IOSs need to be positioned higher than the blockages

to establish LoS links for users obstructed by tall obstacles.
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Figure V.7: Energy efficiency versus minimum rate requirement per user.

In Fig. V.7, we depict the transmission energy efficiency of the outdoor BS against

the minimum rate requirement of each user. Across all schemes compared, the energy

efficiency of the BS decreases as the user rate requirement increases. This trend is
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attributed to the heightened transmit power needed at the BS to meet the higher

minimum rate requirement, resulting in a reduction in energy efficiency. Notably, the

proposed algorithm consistently outperforms the other schemes for each considered

value of the user rate requirement due to the optimized number and locations of IOSs.
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Figure V.8: Energy efficiency versus the blockage density.

In Fig. V.8, we illustrate the transmission energy efficiency of the outdoor BS

against the blockage density. Across all considered schemes, the energy efficiency of

the BS experiences a decline with increasing blockage density. This decline is at-

tributed to the reduction in LoS links between the IOSs and the users as the blockage

density rises. The proposed algorithm outperforms the other schemes significantly

due to the optimized number and locations of IOSs, ensuring a larger number of LoS
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links between the IOSs and the users. The performance gap between the centralized

IOS deployment scheme and the proposed algorithm/even deployment scheme becomes

smaller for higher blockage densities. This is because, under scenarios of the proposed

algorithm/even deployment scheme, the number of LoS links significantly decreases

with the increase in blockage density. In contrast, for the centralized IOS deployment

scheme, the decrease is slight since many LoS links have already been blocked even for

a small blockage density.
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Figure V.9: Energy efficiency versus IOSs’ total number of elements.

In Fig. V.9, we present the transmission energy efficiency of the outdoor BS against

the total number of elements on the IOSs for the three IOS deployment schemes.

Notably, for each scheme, the BS’s energy efficiency increases with the total number of
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elements on the IOSs, as the channel gain of the IOSs grows with the total number of

elements. For a given total number of elements, the proposed algorithm consistently

achieves the highest energy efficiency for the BS, followed by the evenly distributed

IOS deployment [18]. The centralized IOS deployment (i.e., the proposed algorithm

with I = 1) achieves the lowest energy efficiency for the BS. This order is attributed

to the proposed algorithm having the most LoS links between the IOSs and the users,

enhancing the utilization of the increased elements in the IOSs, while the centralized

IOS deployment scheme has the fewest LoS links.

V.5 Conclusion and Future Work

In this study, we explored the dynamics of multiple IOSs in outdoor-to-indoor mmWave

communications for multiple indoor users in the presence of indoor blockages. To max-

imize the transmission energy efficiency of the outdoor BS while ensuring each user’s

downlink data rate surpasses a specified threshold, we introduced the EEM algorithm

and the IOSLN algorithm. These algorithms jointly optimize the number, locations,

and phase shifts of IOSs, along with the beamforming vectors of the BS. Simulation

results demonstrate that the proposed algorithms significantly enhance the downlink

energy efficiency of the BS compared to benchmark schemes that either neglect IOS

deployment or do not optimize the number or locations of IOSs. The optimized number

and locations of IOSs play a crucial role in maximizing LoS links to users. The optimal

number of IOSs increases with the number of users, but the rate of increase diminishes

as the user population expands. This is attributed to the trade-off, as distributing a

fixed total number of refracting elements to an increasing number of IOSs results in

a reduced refraction beamforming gain per IOS. Optimal IOS locations concentrate

in the vertical central area of the wall. This strategic placement allows central IOSs
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to create LoS links for more users compared to those on the left or right sides. Ad-

ditionally, central IOSs are closer to the outdoor BS, which faces the center of the

wall. Furthermore, the transmission energy efficiency of the BS exhibits a positive

correlation with the total number of IOS elements but experiences decreases with the

number of users, user rate requirements, and blockage density. These findings provide

valuable insights into optimizing multiple IOSs for efficient outdoor-to-indoor mmWave

communications.

In our future studies, we plan to extend this work to more complex scenarios, where

an outdoor BS provides services to both outdoor and indoor mobile users. Such sce-

narios will necessitate the use of IOSs’ capabilities of both reflecting and refracting

incident signals, while considering the dynamic channel conditions and potentially dif-

ferent mobility patterns of outdoor and indoor users. This approach promises to unveil

interesting possibilities for enhancing communication efficiency and user experience.
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Chapter VI

Conclusions and Future Work

VI.1 Conclusions

In this thesis, I have studied the transmission energy minimization, energy efficiency

maximization for RIS-assisted indoor, and outdoor-to-indoor environment wireless

communications. I also proposed different RIS/IOS deployment strategies to improve

the performance of the RIS/IOS.

Specifically, I investigated the scenario of multi-RIS-assisted mmWave communica-

tions for a robot navigating obstacles along a predefined trajectory within an industrial

building. The objective was to minimize the transmission energy consumption at the

AP while maintaining the SNR at the robot above a specified threshold throughout its

trajectory. To achieve this, I proposed the TECO and RISLN algorithms, which jointly

optimize the number, locations, and phase shifts of the RISs along with the beamform-

ing vector of the AP. Simulation results indicated that the proposed algorithms exhibit

rapid convergence and significantly reduce the transmission energy consumption of

the AP. Simulation results also demonstrated that allocating a fixed total number of

reflecting elements across multiple RISs reduces the AP’s transmission energy, as a
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greater distribution of RISs provides more LoS links to the robot as it navigates its

trajectory. However, this reduction in energy consumption plateaus when the number

of RISs becomes excessive. At this point, further dividing the fixed number of reflecting

elements among additional RISs diminishes the beamforming gain of each RIS, as all

segments of the robot’s trajectory are already covered by LoS links from either the AP

or an RIS.

I studied multiple IOSs in outdoor-to-indoor mmWave communications for multi-

ple indoor users in the presence of indoor blockages. I aimed to maximize the energy

efficiency of the BS and proposed EEM and IOSLN algorithms to jointly optimize the

number, locations and phase shifts of the IOS, and the beamforming vectors of the

BS. Simulation results showed that the proposed algorithm converge fast and effec-

tively solve the optimization problem. Simulation results also proved that the optimal

number of IOSs tends to increase with the user population though the rate of increase

diminishes as the number of users grows. This trend arises from the inherent trade-off

in distributing a fixed total number of refracting elements among a growing number of

IOSs, which leads to a reduction in the refraction beamforming gain per IOS. Optimal

placement of IOSs is typically concentrated in the vertical central area of the wall, a

location that enables central IOSs to establish LoS links for a greater number of users

than those positioned on the left or right sides. Additionally, central IOSs benefit

from proximity to the outdoor BS, which faces the center of the wall. Moreover, the

transmission energy efficiency of the BS shows a positive correlation with the total

number of IOS elements but declines with increasing numbers of users, higher user

rate requirements, and greater blockage density.
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VI.2 Future Work

The following future research directions are proposed for each paper included in this

thesis. For Paper I, I plan to investigate the problem of minimizing AP transmission

energy consumption by jointly optimizing the robot’s trajectory alongside the deploy-

ment of the AP and RISs. Our work will also be extended to more complex scenarios,

such as multiple robots traversing distinct trajectories. This extension will involve allo-

cating available RISs and AP beamforming vectors to different robots, while accounting

for potential co-channel interference among links serving adjacent robots.

For Paper II, I intend to extend this work to more intricate scenarios in which an

outdoor BS provides services to both outdoor and indoor mobile users. These scenarios

will require leveraging the dual capabilities of IOSs to both reflect and refract incident

signals, while taking into account dynamic channel conditions and the potentially dif-

fering mobility patterns of outdoor and indoor users. This approach is expected to

reveal significant opportunities for improving communication efficiency and enhancing

the user experience.

I intend to develop a RIS-based LLM that simultaneously optimizes variables such

as the beamforming vectors of the BS, the phase shifts of the RIS, the number and

placement of RISs, and the trajectory of moving objects. This approach avoids par-

titioning the problem into subproblems, thereby reducing both the complexity and

computational time of the algorithm.

The RIS deployment can be further extended to encompass a 3D space, allowing

for more intricate and sophisticated deployment strategies. This extension includes the

modeling of complex electromagnetic wave propagation phenomena, such as multi-path

fading and Doppler shifts, which are critical in mobile and high-speed scenarios. Fur-

thermore, it involves the integration of adaptive algorithms for real-time optimization,
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the handling of diverse user densities and traffic patterns, and the incorporation of

heterogeneous network elements, such as multiple base stations or access points. Addi-

tionally, it enables the exploration of advanced configurations, such as RIS deployment

in urban landscapes with dense infrastructure, integration with aerial platforms like

unmanned aerial vehicles, and the coordination of multiple RISs in different directions

to manage complex electromagnetic environments.
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