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Abstract

Polarised Neutron Reflectometry (PNR) is a powerful measurement tech-
nique used for studying structural and magnetic profiles. Here, we develop
the ability to perform PNR measurements with external stimuli applied in
situ. These in situ measurement techniques provide new avenues of research
for functional spintronic devices.

The work of this thesis is split into two main studies. In the first,
PNR measurements with in situ annealing are performed on Cgo/CoB/Cg
trilayers to monitor the migration of B ions from the CoB magnetic alloy
into Cgp molecular layers. This allows for control of magnetism by changing
the B composition of CoB. Initial SQUID magnetometry measurements
allowed for a comparison of the magnetisation before and after annealing
as well as the monitoring of the magnetic moment during annealing. The
Ceo/CoB/Cgp sample magnetisation increased by approximately 50% due to
annealing. Structural information was gathered using PNR measurements
with in situ annealing. The results show a significant injection of B into
the Cgg layers due to annealing. For a 10 hour anneal at 300°C the atomic
percentage of the CoB layer reduces by (7 4+ 4)% resulting in an increase
in the magnetic moment of (80 + 30)%. Nuclear Reaction Analysis (NRA)
measurements show a broadening of the B profile as further evidence of
diffusion.

In the second main study of this thesis, an in situ FMR-PNR measure-
ment technique is developed. This technique aims to combine the depth
dependent magnetisation measurement of PNR with the measurement of
magnetisation dynamics from FMR to unlock the ability to study the depth
profile of the cone angle and damping. This measurement was performed
in two geometries, one where the sample magnetisation and neutron po-
larisation are aligned and the other where there is an angle between the
magnetisation and neutron polarisation. The second of these allows for
a measurement of the magnetisation angle as well as the magnetisation.
PNR measurements were performed with the sample on and off resonance
to attempt to observe the changes in magnetisation due to the FMR pre-
cession. It was found that the measurement sensitivity is much greater for

the magnetisation angle than the magnetisation magnitude so the angular
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sensitivity is vital for this measurement. Simulations were used to determ-
ine the relationship between the measured angle between the magnetisation
and neutron polarisation and the FMR cone angle. These demonstrated
that the change in the measured magnetisation angle from PNR is propor-
tional to the square of the FMR cone angle, Af,; q%. The experimental
measurements in this geometry show a small change in magnetisation angle

of (0.2 +0.3)° corresponding to a cone angle of (3 £ 2)°.
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CHAPTER 1

Introduction



1.1 Introduction

1.1 Introduction

As the global demand for data computation and storage increases, the need to develop
low power alternatives to current electronic devices becomes increasingly important.
One group of devices that have gathered interest over the last few decades as a prom-
ising alternative path for electronics are spintronic devices. In conventional electronics,
information is carried by electric charges. Spintronic devices utilise the electron spin as
an additional degree of freedom in which more information can be carried and stored
[1]. Spintronics devices already have practical applications in the form of hard disk
drive read heads, as first developed by IBM [2], which utilised giant magnetoresistance
(GMR) spin valve sensors and now use tunnelling magnetoresistance (TMR) sensors.
The GMR spin valves consist of two ferromagnetic layers separated by a non-magnetic
metal. One of the magnetic layers has a fixed magnetisation direction, whilst the other
is free to switch. The resistance of the device is dependent on the relative orientation
of the magnetisation in the two magnetic layers, meaning that the ones and zeros of
digital data can be stored in the magnetisation direction of the free layer and then read
out by measuring the resistance of the device. Larger magnetoresistance effects have
been achieved using magnetic tunnel junctions (MTJ) which make use of TMR. The
structure of an M'TJ is similar to the traditional spin valves except the non-magnetic
layer is replaced by an insulator [3, 4]. MTJs have also been used to develop magnetic
random access memory [5—8| to provide fast, non-volatile data storage.

Manipulating magnetic moments in spintronics devices is imperative for their ability
to read, write and store data. Switching magnetisation using a magnetic field requires
large amounts of energy and is difficult to contain to localised areas on ever smaller
devices. So, in the pursuit of low power electronics, research has turned to alternative
methods such as all-optical switching [9-12], electric field gating [13-17], thermoelectri-
city [18, 19] and electrical currents [20, 21]. Therefore, experimental techniques in which
the magnetic properties and structure can be measured whilst these external stimuli
are applied in-situ are extremely useful for investigating the performance of these types
of systems. This thesis presents the results of the development of new measurement
capabilities for PNR measurements with in-situ control of magnetic multilayers.

PNR is a reflectometry technique that provides magnetic and nuclear structural
depth profiles with nanometer resolution. In PNR, the reflection of neutrons occurs

when there is a change in structure or magnetisation. This makes it especially useful
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for studying magnetic multilayers and interfacial effects. Spintronic devices used in
practical technology typically consist of magnetic heterostructures made of different
types of materials such as ferromagnets, antiferromagnets, insulators, normal metals
and metal oxides. The devices utilise the interactions between the different types of
materials to manipulate the magnetic behaviour. Therefore, it is crucial to understand
how the materials interact and the fundamental explanations for the interactions. The
measurement capabilities of PNR mean that it has proven to be a powerful technique
for studying spin-valve structures like those used in spintronics devices [22-24] as well
as the underlying interactions in magnetic heterostructures and multilayers such as
exchange bias [25, 26] and interfacial magnetisation effects [27-30]. By combining the
magnetic and structural measurement capabilities of PNR with in-situ annealing and
microwave excitation, the results presented in this thesis demonstrate the development
of measurement techniques that will aid in optimising and understanding functional
spintronic devices with unconventional magnetic control.

The results in this thesis are split into two chapters, corresponding to two device
operation methods. The first presents the data for an experiment that utilises PNR
measurements with in-situ annealing and electrical gating to monitor the diffusion of
B ions in Cgg from the magnetic alloy CoB. In the second results chapter, results are
presented for the FMR-PNR experiment. The aim of this experiment is to observe
the precession of a sample magnetisation in FMR resonance using PNR. Both of these
measurements provide the first demonstration of such in-situ device control with PNR

experiments.

1.1.1 Ionic diffusion in Cgg

Tonic liquids have been used to control the magnetic and transport properties of various
materials via a gate voltage. The ionic liquids contain highly mobile ions. When placed
on top of a device and a voltage is applied, the ions diffuse to the oppositely charged
electrode and accumulate at the interface. The electric field produced by the ions
can electrostatically induce negative charges to accumulate at the opposite side of the
interface. Together, the positive and negative charges on either side of the interface
form an electric double layer which acts like a nanoscale capacitor [31, 32]. Because
of the short range, the electric fields produced by the electric double layers are very

strong which gives them the ability to control the magnetic and transport properties of
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the device. In other cases, the effects are electrochemical and the gating of ionic liquids
can cause the ions to migrate into the interfaced material and change its properties via
doping or oxidation [31].

In previous research, ionic liquid gating has been used to manipulate magnetisation,
anisotropy and exchange coupling in Co-based devices [33—37]. In most of these systems,
the changes are electrochemical and the gate voltage is used to move oxygen ions in and
out of the Co layer which controls the amount of CoO in the Co and therefore changes
the magnetisation and anisotropy [33, 38, 39]. Ionic liquids have also been used to
induce superconductivity in metal oxides [40, 41] and transition metal dichalcogenides
[42, 43].

However, the nature of ionic liquids limits the functionalities and practicalities of
their use in devices. As the ionic liquid needs to be in its liquid state for the ions to be
mobile, it means that there is a limited operational temperature range. When they are
used for low temperature applications, such as superconductivity, the gate voltage has
to be applied at higher temperatures above 200 K before the device can be cooled to
operating temperatures [43, 44]. This limits the device functionalities of, for example,
switching the superconducting state on and off using the gate voltage whilst the device
remains at low temperatures, reducing the practical applications. Also, the ionic liquids
are often much bigger than the devices themselves which is a large drawback for use in
transistor technology where reducing the size of devices is a substantial focus of modern
research and development. Furthermore, ionic liquids prevent the ability to measure
the gating effects in-situ using for example PNR, NEXAFS or XMCD.

In the work presented in this thesis, ionic diffusion in Cgg is investigated with the
aim of providing a solid state alternative to ionic liquids. Cgg is solid at and below
room temperature and stable up to 700 K at atmospheric pressure [45, 46]. This
means that Cgg offers a much wider range of operating temperatures to ionic liquids.
Cgo can be deposited by evaporation in ultra-high vacuum conditions. This allows for
the deposition of the molecular material in the same conditions and vacuum cycle as
the materials used in electronic and spintronic devices and ensures a clean interface
between the device and molecules. In comparison, ionic liquids have to be deposited
onto the device after sample fabrication, which brings about the possibility of oxidation
or contamination of the device surface when it is taken out of vacuum. Also, evaporated

Cgo can be grown as thin films of the order of nm, which means that they can be used
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in integrated circuits where ionic liquids are too large.

Molecular materials, such as Cgg, have already been an area of interest in spintron-
ics research as a sustainable alternative to rare earth and precious metals. In what
was dubbed as spinterface science by Sanvito [47], molecular materials are interfaced
with ferromagnetic metals and the hybridisation at the interface leads to a modifica-
tion of the magnetic properties of the ferromagnet [48-50]. The use of Cgo in metal
molecular devices at the University of Leeds has revealed many interesting effects such
as emergent magnetism in non-magnetic metals [51, 52|, enhanced anisotropy in fer-
romagnetic metals [53] and enhanced spin-orbit coupling in heavy metals [54]. This
shows the experience of growing and studying high quality Cgg films at Leeds. This,
along with the large size of the Cgy cages of 0.7 nm [55] and low density of 1.65 g/cc
means that it is a strong candidate material to act as a host for ionic diffusion. The
diffusion of Li ions in Cgy has been observed experimentally with a diffusivity of 3.84
3.84 x 10719 cm?s~! at room temperature [56] and an activation energy estimated by
density functional theory calculations to be 0.34 eV. These values are comparable to
the diffusion of Li in Li,CoOs electrodes, which have activation energies from 0.2 - 0.3
eV and diffusivity between 10710 - 10712 cm2s~! [57-59], and solid state electrolytes
such as LiySOy4, LiNaSO4 and LiAgSO, with diffusivities ranging from 1072 - 10712
em?s™! at room temperature [60]. There is also evidence of electrodiffusion of larger
metal atoms, such as Au, Ag and In, from contacts into Cgg films from at temperatures
above 100°C [61-63].

1.1.2 FMR-PNR

FMR and PNR are both powerful techniques used to investigate magnetic materials.
FMR provides information about the magnetisation and anisotropy of a sample as
well as the Gilbert damping. The damping determines the speed and energy cost of
switching magnetic moments and is, therefore, an important consideration for STT-
MRAM type devices [64, 65]. A limitation of the FMR measurement technique is
that there is no spatial resolution and the quantities extracted are an average over the
whole sample measured. As previously mentioned, PNR is a reflectometry technique
that provides a structural and magnetic depth profile through a sample by utilising the
spin of the neutron probe. Therefore, by combining the two techniques, we aim to take

advantage of the strengths of each to provide a depth dependant measurement of the
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magnetisation dynamics and the FMR cone angle.

This new measurement technique should unlock new possibilities in measuring the
impact of different interfaces on the magnetisation precession as well as measuring
induced moments in adjacent non-magnetic layers due to spin pumping. These capab-
ilities would aid in studying magnetic multilayer structures used in spintronics devices
that rely on interface effects, such as exchange bias and perpendicular magnetic aniso-
tropy, for their functionality.

FMR has already been combined with x-ray scattering techniques in XFMR, ex-
periments in which the measurements are element specific and therefore provide depth
resolution that is not possible with conventional FMR measurements [66-69]. These
measurement techniques utilise the XMCD effect to obtain magnetic sensitivity. In
XMCD measurements, a singular x-ray energy is used which is tuned to an absorption
edge of a specific element to measure its magnetic response. This allows for layer spe-
cific FMR measurements when all of a particular element is contained to one layer in
the sample. PNR utilises the neutron spin to measure magnetic contrast and therefore
the incident neutron energy does not need to be tuned to a specific element absorption
edge. This means that in each PNR measurement, all magnetisation in the sample is
measured. Therefore, FMR-PNR can provide a complete measurement of the sample’s
structure, static magnetisation and magnetisation dynamics that is not possible with
x-ray based techniques.

In-situ FMR-PNR measurement capabilities have been developed and used for ex-
perimental work by Kostylev, Causer et al. [30, 70]. In this experimental configura-
tion, the FMR and PNR measurements are measured on the same sample in the same
sample environment, however, there is no interaction between the two techniques. This
is shown to be especially useful for sample systems that experience irreversible changes
due to external stimuli, in their case due to hydrogen absorption in a Co/Pd system.
The novelty of the work presented in this thesis, in comparison, is that we are directly
measuring the change in magnetisation due to FMR precession using PNR to provide

measurements of the depth dependence magnetisation dynamics and damping.

1.2 Structure of the thesis

Chapter 2 presents an overview of the theory of ferromagnetism and diffusion, covering

the relevant theory required to understand the results presented in this thesis. This
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chapter also introduces the theory of RKKY coupling and exchange bias which are
utilised in the samples for the FMR-PNR experiment.

Chapter 3 consists of a theoretical explanation of the concepts of reflectivity. An
understanding of the fundamental theory of reflectometry is needed to be able to in-
terpret the features of the data and how the structural information can be extracted
from it. This chapter first covers the scattering of x-rays and reflectivity of simple
samples, building up to multilayer samples. Neutron scattering mechanisms are then
covered and applied to the reflectometry theory. Magnetic neutron scattering is very
important to PNR so this is also explained, including how this results in different spin
channels in PNR measurements and how the magnetic information of the sample can
be extracted from them. The chapter finishes with a comparison of the advantages and
disadvantages of PNR and XRR in relation to the two studies of this thesis.

Chapter 4 covers the experimental methods used. The beginning of this chapter
describes the growth chamber used to fabricate all the samples used in this work.
The vacuum chamber allows for DC magnetron sputtering of metal layers and thermal
evaporation of Cgg molecules meaning metallo-molecule heterostructures can be grown
in one vacuum cycle. The operational theories of the sample characterisation techniques
are described as well as the layout of the POLREF beamline at ISIS neutron source
used for PNR measurements.

In Chapter 5, the results of the temperature driven ionic diffusion experiment are
presented. Studies are performed on Cgy/CoB/Cgo samples where we aimed to observe
the migration of B from the magnetic alloy into the molecular layers. SQUID magneto-
metry is used to measure the changes in magnetisation during the annealing process.
PNR of trilayer Cgp/CoB/Cgp samples are measured before, during and after annealing
to monitor the structural changes in the sample due the B injection and migration of
B ions from the magnetic alloy into the molecular layers.

The development and results of the FMR-PNR measurement technique are given in
Chapter 6. In this chapter, two approaches to the FMR-PNR technique are shown. In
the first, a 2 spin channel PNR measurement is used, meaning that the measurements
are only sensitive to the magnitude of the sample magnetisation. Therefore, the at-
tempted observation of the magnetisation precession is via a reduction in the measured
magnetisation. In the second attempt, an exchange bias sample is used, which means

the magnetisation is pinned and can be placed at an angle to the neutron polarisation
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to give a measurable amount of spin-flip scattering. This allows for the magnetisa-
tion angle, as well as its magnitude, to be resolved and compared between the PNR
measurements taken when the sample is on and off resonance. Simulations are used
to determine how the PNR data is expected to change due to a small change in mag-
netisation angle. The measurement sensitivities of the two methods are compared and
used to calculate the cone angle required to observe a difference between PNR data
measured on and off resonance.

Finally, in Chapter 7, the results of the whole thesis are summarised. Potential
improvements and next steps in the development of the in-situ measurement techniques
are discussed, as well as the future work in utilising ionic diffusion in molecular thin

films.
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Theoretical Background
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2.1 Magnetism Theory

2.1.1 Exchange Interaction

The alignment of spins in ferromagnets is governed by the exchange interaction. This
can be understood by considering the interaction of two electrons with wavefunctions of
11 and 9. These wavefunctions consist of a spatial function ¢(r) and a spin function

x(8) such that
P(r,s) = ¢(r)x(s). (2.1)

The total wavefunction of the two electron system is given by

Uy 9 = 1a(r1)Yn(ra) (2.2)

where the subscripts a and b correspond to the wavefunctions of the two electrons
and r; and 79 are their spatial positions. Electrons are fermions, so, due to the Pauli
exclusion principle, the total wavefunction must be antisymmetric under exchange of

the two electrons such that [45, 71, 72]

Ya(r1)Pn(re) = —a(re)n(r1). (2.3)

Since the total wavefunction consists of the spatial and spin functions, it can be anti-
symmetric by either a symmetric spatial function and antisymmetric spin function or
an antisymmetric spatial function and a symmetric spin function. As the electron has
a spin of 1/2; the total spin of the symmetric and antisymmetric spin states must be
S =1 and S = 0 respectively. This results in one antisymmetric spin function called

the singlet state, given by [73, 74]

XS = Xasym = \}Qﬂ T\L> - | \LT>)7 (24)

and three symmetric spin functions called the triplet state given by [73, 74]

| 1)
XT = Xeym = § (1) +[ 1) - (2.5)
| 40)

The singlet and triplet spin states can be combined with the symmetric and antisym-

metric spatial functions to give two different versions of the total wavefunction that are

10
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both antisymmetric, given by [71]

Vg = \}i[%(ﬁ)%(m) + 1 (r2)a(r1)]xs, (2.6)
Uy = ji[wl(mwg(m) ()l e (2.7)

With this, there are two possible configurations of the two electrons, one where the
spins are parallel and one where they are antiparallel. In the case where the spins are
parallel, the spatial function is antisymmetric so the electrons cannot occupy the same
space and are further apart than in the case where the spins are antiparallel. This
means that there is a difference in the Coulomb repulsion between the two electrons in
each of the configurations. The energies of the singlet and triplet states are given by
71]

Eg = / VEH g dridry, (2.8)

ET = /\I/%g:f\IJT d’l"ld’l"g. (29)

We can now introduce the exchange integral, J, which is related to the difference in
energies of the singlet and triplet states by [71, 73]

_Es—Er _

9 2

/ V()05 (72) Fpy (7)o (1) e, (2.10)

The Heisenberg Hamiltonian generalises the exchange interaction for a many-body sys-
tem consisting of more than two electrons. It is the sum over all pairs of adjacent spins

in the system on sites ¢ and j in the lattice such that

N
H=-2 ZHz’jSi - 8. (2.11)

1>7
The exchange integral informs us about which orientation of electron spins is energetic-
ally favourable in a certain system. If J is positive, then the triplet state is favourable,
so the spins will be aligned, resulting in ferromagnetic coupling. If J is negative, the
singlet state is preferred with adjacent spins antiparallel, resulting in antiferromagnetic

coupling.

2.1.2 Band Model of Magnetism in Metals

To understand how spontaneous ferromagnetism can occur in some metals, it is helpful

to start with an understanding of Pauli paramagnetism. Consider a normal metal in no
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external magnetic field. Its valence band consists of two equal sub-bands corresponding
to the spin up and spin down states. Both of the spin states will be filled up to the
Fermi energy, meaning that there is no net magnetisation as there are an equal number
of electrons of either spin. The potential energy of a magnetic dipole in a magnetic
field is €,, = —m - B [74]. For electrons, this energy is given by E = gupmsB where
g is the Landé g-factor and for electrons g ~ 2. Therefore, in an applied magnetic
field, electron energy is slit by gupB = 2upB. This is the Zeeman splitting [71]. This
means that, in an applied magnetic field, the energy of the sub-bands will be shifted by
+upB (+ for the antiparallel spins and - for the parallel spins). As the electrons can
only occupy states up to the Fermi energy, this results in a difference in the number of
occupied states of each spin and, therefore, a net moment in the same direction as the

applied field. The magnetisation in this case is given by
M= (n" —nY)pug (2.12)

where n' is the number of electrons added to the parallel spin state and n' is the
number of electrons removed from the antiparallel state [71]. These can be expressed

as

1 1
n' = §,uBB 9(EF) nt = —QMBB 9(EF). (2.13)

It then follows that the induced magnetisation becomes
M =y B g(Er). (2.14)

The susceptibility of a paramagnetic metal is given by the Pauli susceptibility

_ oM
B

XP = po 1 9(Er). (2.15)

Stoner applied the idea of an internal molecular field present in ferromagnets pro-
posed by Weiss to the understanding of Pauli paramagnetism to develop a prediction
for the conditions in which spontaneous ferromagnetism will occur [73]. The molecular
field is caused by exchange interactions between the electrons in the metal. The Weiss
molecular field is given by Hy;p = AM, where X is the molecular field constant that
quantifies the strength of the molecular field inside a certain material. In this case, the

total magnetisation under an applied field of H is given by

M = xp(H + Hyr). (2.16)

12
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(a) (b)

Pauli Paramagnet Ferromagnet
E

Exhange splitting

Figure 2.1: (a) Cartoon diagram of the band model of a Pauli paramagnet with an
even number of spins in each spin band. (b) In a ferromagnet, no external field is
required to split the energy of the two spin bands. The molecular field, due to exchange
interactions, is strong enough to cause a splitting of the spin bands and therefore a

surplus of electrons of a specific spin state. Figure designed after [73, 75].

The total susceptibility is now

M 1
- — - ). 2.1
X H xXp <1 /\XP> (2.17)

Here we see that the susceptibility is enhanced when Ayp < 1 and goes to infinity when

Axp = 1 [73]. This denotes the point at which spontaneous ferromagnetism occurs.

The condition for ferromagnetism is called the Stoner criterion, which is given by
Axp >1 Mo pf 9(Er) > 1. (2.18)

When the Stoner criterion is met, it is energetically favourable in zero field for
the spins to be aligned, resulting in a non-zero magnetisation. For a material to be
ferromagnetic, it requires a strong exchange interaction and a large density of states
at the Fermi energy. In a ferromagnet in zero applied field, the two spin bands will be

split by the exchange splitting A as shown in figure 2.1 [71, 74].

13
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2.1.3 Magnetisation Temperature Dependence

The first steps towards describing the temperature dependence of the magnetisation of
ferromagnetic metals were made by Weiss in 1906 when he set out his mean field theory
of ferromagnetism, which was mentioned in the previous section. This theory states that
there is an internal molecular field that acts to align the spins within the ferromagnet
and overcome thermal fluctuations [73, 74]. We know now that this molecular field
that acts to align the spins is the effect of the exchange interactions. The molecular
field is proportional to the magnetisation such that Hpy;p = AM. Using this model,
the temperature dependence of a ferromagnetic can be calculated by considering a
paramagnet that experiences a field of Hysr. The magnetisation for a ferromagnet is

given by the Brillouin function, B (x), such that [71, 74]

Mj\g) — B(z) (2.19)
where M(T) J(H + AM(T))
gan +
ST JED T . (2.20)

These equations would describe a paramagnet if we set A = 0, so the AM term is
removed. To find M(T), the simultaneous solutions of equations 2.19 and 2.20 are
found. This can either be done graphically, by plotting the two functions and finding
the points of intersection, or numerically [71, 73, 74]. The solutions for different values
of J are shown in figure 2.2. The Weiss model for J = s = 1/2 gives reasonable
agreement with experimental data for Ni, Fe and Co, however, there are discrepancies
for T near 0 and T¢ [74].

The temperature dependence of the magnetisation of a ferromagnet near the Curie
temperature can be predicted using another mean field theory developed by Landau
[71, 73]. To begin, we write the free energy of the ferromagnet as a power series in M.
In this power series, only even powers of M are included as we know that the energy
of up and down magnetisation states are equal. The free energy of a ferromagnet can

then be written as
F(M) = Fy + a(T)M? + bM* (2.21)

where Fp is a constant and b is a positive constant [71]. We know that there is a
phase transition for all ferromagnets at T, above which M = 0. For this to be true

of equation 2.21, a(7") must change sign at T. This can be achieved by defining
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/M,

S

Magnetization,

0 0.2 0.4 0.6 0.8 1.0
Temperature, T/ TC

Figure 2.2: Magnetisation temperature dependence calculated from the Weiss mean
field model for different values of J. Taken from [73].

a(T) = ao[T — T¢| near the transition [71, 73]. The energy minima of this system are
solutions to OF/OM = 0. The resulting expressions for M are

12
M=0 or M=+ (W) . (2.22)

The second result in 2.22 is not valid for T' > T¢, as it would require a square root
of a negative number, meaning that we simply have M = 0. It can be proven that
for T' < T¢, the M = 0 solution is a higher energy than the second result by taking
the second derivative of F'(M) [71]. Therefore, below T, we have a temperature
dependence of the magnetisation of M o (Tg — T)'/2.

The low temperature (T' << T¢) behaviour of ferromagnets is governed by spin
waves. Spin waves are formed from the coherent precession of spins in a lattice, all of
which precess around the magnetisation direction of M [74]. The phase of the preces-
sion of each spin is shifted slightly from its nearest neighbours. At low temperatures,
the energy required to flip one spin in a chain is much greater than the thermal energy.
Therefore, the spin reversal is split across all the spins in the lattice by means of a

periodic oscillation [73]. The energy of a spin wave of wave vector ¢ is given by

Esgw = hw = 2JSa%¢® = Dg? (2.23)

15



2.1 Magnetism Theory

where J is the nearest neighbour exchange interaction, a is the interatomic spacing
and D = 2JSa? is the spin wave stiffness [71, 73, 74]. The energy cost of producing
a long wavelength spin wave is extremely small [71, 73]. Spin-waves are quantised as
magnons, which are bosons and are the magnetic analogues of vibrations and phonons
in solids [76]. The low energy cost of spin waves is the reason why they govern the
low temperature magnetisation. Due to spin waves, the temperature dependence of the

magnetisation at low T follows the Bloch T3/2 power law
M(T) = M(0)[1 — kT%/?] (2.24)

where k is a constant containing the spin wave stiffness and parameters relating to the
lattice structure of the material. For a full derivation of the Bloch T3/2 power law the

reader is directed to the book “Magnetism and Magnetic Materials” by J.Coey [73].

2.1.4 Spin-Orbit Coupling

Spin-orbit coupling (also known as the spin-orbit interaction) links the magnetic mo-
ment and the orbital momentum of a particle. The concept can be understood by
considering the case of an electron orbiting a nucleus. In the rest frame of the electron,
it is still, and the nucleus orbits around it. The orbit of the nucleus can be considered
as a circular current that then produces a magnetic field at the origin that acts on the
electron. The magnetic field produced by the orbit of the nucleus is given by [71]
Bso = —5— (2.25)

C

where € is the electric field acting on the electron. The interaction energy due to the
spin orbit coupling field for an outer electron is

poppZt

2.26
dma3 (226)

ESO ~

using the fact that r ~ ag/Z and movr ~ h [73]. This electric field can be expressed in
terms of the potential energy V(r) as [71]

_rdV(r)

e=-VV(r)= .

(2.27)

In the simple case of a single nucleus orbiting a single electron, the electric field exper-

ienced by the electron is

Ze
= — 2.28
€ 4deqr? ( )
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which results in a magnetic field of

Zev

BSO = T 5 9
4AmrcZegr?

(2.29)

acting on the electron. The magnetic field interacts with the spin moment of the

electron, m, giving the Hamiltonian for the spin-orbit coupling [71]

1
}CSO = *im . BSO (2.30)

By substituting in the forms of Bgp and e given in equations 2.27 and 2.28, this can

be written as

1 dV(r)
C2¢2r  dr

Using the form of the angular momentum of ZL = m(r x v) and the expression for

Hso

m - (r X v). (2.31)

the magnetic moment of m = (gehi/2m.)S, the Hamiltonian can be expressed in terms
of L and S as

eh? dV(r)
Hso =&(r)S - L (2.33)

where £(r) is the spin-orbit coupling constant [71, 74]. From this Hamiltonian, we see
that the energy shift due to spin-orbit coupling for a particular orbital depends on the
electron’s spin state, which leads to the splitting of the energy levels. This is the basis
of Hund’s rules, as for each orbital, there will be an energy preference for the electron

to be in a particular spin state.

2.1.5 Domains and the Demagnetising Field

The stray field is the magnetic field outside of a sample produced by its magnetisation.
The production of these stray fields comes at an energy cost. At the edges of the
sample, the magnetisation must suddenly stop, causing it to diverge. When there are
no external fields applied, we can say that B = po(H + M) and V- B = 0. From this,
we obtain the expression

V-H=-V-M (2.34)

This expression demonstrates that when there is this divergence of M, there is an

opposite divergence in H [71]. The H field that is produced is called the demagnetising
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field as it acts against the magnetisation of the sample and is often denoted by H.

The demagnetising field has an energy cost of
Ey = —%/ M- H, dv, (2.35)
1%

where V is the volume of the sample. The formation of domains in a magnetic material
reduces stray field and therefore reduces the demagnetising energy. Domains are regions
within the magnetic sample where the magnetisation points in different directions.
Adjacent domains are separated by domain walls which contain a spiral magnetisation

pattern to join the different magnetisation directions of the domains. The width of the

A
d= w\/; (2.36)

where A is the exchange stiffness and K is the anisotropy constant [73, 74]. The

domain wall is given by

magnetic sample will split into domains if the energy cost of the domain walls is less
than that of the stray field [71].

(a) B (b) H © M
o
(RN iyl [ TT11

W )

Figure 2.3: Schematic of B, H and M for a thin film, uniformly magnetised out of

»

the sample plane. The magnetic field inside the sample H ; is the demagnetising field
and opposes the magnetisation M. The magnetic field outside of the sample is in the

stray field H . Figure designed after [74].
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2.1.6 Magnetic Anisotropy

Most magnetic materials will have an energy preference to align their magnetic moment
along a certain axis. This phenomenon is known as magnetic anisotropy. The axis along
which the magnetisation prefers to lie is called the easy axis and the hard axis refers to
the most energetically unfavourable axis for the magnetisation to lie along. In samples
with magnetic anisotropy, the magnetisation will lie along the easy axis when there is
no field applied. Rotating the magnetisation away from the easy axis and towards the
hard axis requires an additional energy input. The anisotropy energy, to second order,
is given by

E, = K, sin?(0) + Ky sin*(0) (2.37)

where 6 is the angle between the magnetisation and the easy axis and Ki, K5 are the
anisotropy constants [73, 74]. The first order anisotropy constant is typically much
larger than the higher order constants and so the equation can be simplified to the first
term. The anisotropy constant consists of different components related to the different
types of anisotropy. These include magnetocrystalline, shape and interfacial anisotropy.

The anisotropy constant can then be expressed as

Ky =Kpyca+ Kg + K. (2.38)

Shape Anisotropy

The shape anisotropy sets a preference for the magnetisation to lie in certain planes in
order to minimise the demagnetising field. We first consider the case where there is no
shape anisotropy, a sphere. The stray field is the same in all directions so there is no
energy saving if the magnetisation lies in any direction. However, for thin films, the
stray field caused by the magnetisation pointing out of the plane of the sample is much
larger than the magnetisation pointing in the sample plane. The shape anisotropy for
a thin film is given by

1
Kg = §,LL0M2 cos?(#) (2.39)

where 6 is the angle between the magnetisation axis and the sample normal [71]. The
shape anisotropy in thin films, therefore, heavily favours an in-plane magnetisation
direction. In our FMR experiments, this means that the precession of the magnetisation
will not be circular and instead be elliptical with an in-plane cone angle larger than the

out of plane cone angle.
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Magnetocrystalline Anisotropy

Magnetocrystalline anisotropy arises from the interactions of the electron spin moments
with the crystal lattice. The spin moments are coupled to the electronic orbitals in
the crystal lattice via spin-orbit coupling. The arrangement of atoms in a crystal
produces a potential called a crystal field [73]. The crystal field means that the potential
experienced at a certain atomic site will cause the electronic orbitals to align along
a specific plane in the lattice. Therefore, when the spin moments couple to these
orbitals via the spin-orbit interaction, they will preferentially align along a specific
crystallographic direction. This anisotropy is shown by the different magnetisation

curves observed for the different crystal directions for single-crystal ferromagnets [73].

Interfacial Anisotropy

Interfacial anisotropy is the anisotropy that occurs in thin film magnetic materials when
they are interfaced with other materials. Two main examples of interfacial anisotropy
are exchange bias, which will be discussed later in this chapter, and perpendicular
magnetic anisotropy (PMA). PMA is most common in multilayer samples in which a
ferromagnet, such as Co, is interfaced with a heavy metal with large spin orbit coupling
such as Pt or Pd [77, 78]. PMA occurs due to the orbital hybridisation of the Co 3d
electrons and the heavy metal 5d electrons at the interface [79-82]. This hybridisation
causes an enhancement of perpendicular orbital moments in Co, producing PMA at
the interface [83].
The anisotropy of a material can be split into surface and volume components, given
by Kg and Ky respectively,
K=Ky + 4 (2.40)

where ¢ is the thickness of the magnetic material. Here, the volume anisotropy includes
the shape anisotropy and magnetocrystalline anisotropy components. Typically, the
volume anisotropy term is in-plane, meaning that the overall anisotropy thick films,
in which the volume term dominates, is in-plane [71, 75, 84]. In ultra-thin films of
the order of 1 nm and below, the interfacial term can dominate and cause an overall
anisotropy that lies perpendicular to the film surface if the surface anisotropy lies out

of the plane.
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2.1.7 Magnetisation Dynamics

A magnetic moment in the presence of an external magnetic field will experience a
torque of
T =m x B. (2.41)

If the magnetic moment is independent of the angular momentum, this torque would
force the moment to align with the magnetic field. However, as the magnetic moment
is related to the angular momentum by m = L, the torque causes a change in angular
momentum and forces the magnetic moment to precess about the applied field in what
is known as a Larmor precession [71, 73]. The frequency of this precession is the Larmor
frequency and is given by fr, = wy /27 with wy, = B where 7 is the gyromagnetic ratio
[74]. Considering only the Larmor precession, the equation of motion for a magnetic

moment in an external field is given by

dd—T =~v(m x B) =~T. (2.42)
This equation of motion results in a continuous precession around the applied field with
no change in the angle between the magnetic moment and the applied field. This will
continue forever if there is no change in the angular momentum. However, in most
cases, there are dissipative forces that cause the moment to eventually align with the
static applied field [85]. Therefore, there must be an additional term in this equation
of motion to fully describe the precession of the moment. This additional term is
the damping torque. Adding this into the equation of motion we obtain the Landau-

Lifshitz-Gilbert (LLG) equation,

dm o dm
—_—= B — i 2.4
= (m X B)+ - (mx T, (243

which describes the dynamics of magnetic moments [74]. « is the Gilbert damping
parameter which quantifies the amount of damping in a system. A large Gilbert damp-
ing means that, after being forced into precession, the moments will quickly align with
the applied field. The LLG equation can be applied to a larger system of many mag-
netic moments where the magnetisation, M = m/V, is assumed to remain constant
in magnitude [74]. The precession of a magnetic moment can be enhanced by apply-
ing a weak time dependent oscillating field perpendicular to the strong static applied
field. When the frequency of the time dependent field is equal to the Larmor frequency

there is a resonance condition and there is a maximum in the absorption of the time
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dependent magnetic field by the sample. The Zeeman splitting of the energy levels
due to the static applied field is AF = gupB. At the FMR resonance condition, the
time dependent oscillating field causes transitions between the two states because the

frequency satisfies the condition fuw = gupB [86].

2.1.8 Ruderman-Kittel-Kasuya-Yosida Interaction

In metals, magnetic ions can couple indirectly via the conduction electrons. The mag-
netic moment induces a spin polarisation in the surrounding conduction electrons,
which then couples to another magnetic moment in the system some distance r away
[71, 74]. This interaction was first theorised by Ruderman and Kittel [87], Kasuya
[88] and Yosida [89] in relation to the interaction between magnetic atoms in a host
non-magnetic metal. The sign of the exchange coupling oscillates with the distance
between the magnetic atoms. In the case of a point magnet in a sea of electrons, the
RKKY exchange coefficient is given by

cos(2kpr)
3

JRKKy(T‘) X (2.44)

where kp is the Fermi wave vector and r is the distance from the point magnet [71, 74].
This gives an oscillating exchange energy which is damped as you move away from the
point magnet. This interaction is responsible for emergent ferromagnetism in rare-earth
elements where the localised moments of the 4f electrons are indirectly coupled via the
5d/6s electrons [73, 74].

RKKY interactions can also occur in ferromagnetic layers separated by a non-
magnetic spacer [90]. In this case, the form of the exchange coupling is slightly different
as it is no longer radial. Considering the spacer layer to have a thickness d, the interlayer
exchange coupling at distance z in the spacer layer away from the magnetic interface
is given by [74, 75]

J(z) = J():lz sin 2kpz. (2.45)
In this scenario, the RKKY interaction induces a spin density wave in the spacer
layer which indirectly couples the two magnetic layers. Therefore, ferromagnetic and
antiferromagnetic coupling between the magnetic layers can be achieved by adjusting
the spacer thickness. This has been seen experimentally using spacer layers such as Ru
and Cr [91-93].
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Figure 2.4: (a) RKKY coupling strength for thin film multilayer structure as a func-
tion of the Ru spacer thickness that separates NigyCogg layers. (b)-(d) Schematics of
the exchange coupling between adjacent ferromagnetic layers as the spacer thickness
increases, corresponding to the labelled points in (a). Figure taken from [75] where the

data in (a) is adapted from [92].

2.1.9 Exchange Bias

Exchange bias is a unidirectional magnetic anisotropy which is typically induced in a
ferromagnet (FM) when it is interfaced with an antiferromagnet (AFM) [94]. However,
the effect has also been observed in systems with ferromagnets interfaced with other
types of materials such as a spin glass [95]. Meiklejohn and Bean first discovered this
anisotropy in particles Co surrounded by antiferromagnetic CoO [96]. This effect arises
when the sample is cooled through the Néel temperature, Ty, of the antiferromagnet
in an applied magnetic field (assuming the Curie temperature, T¢, of the ferromagnet
is greater than T ). It can also occur in as-grown samples if they are grown below
both Ty and T [97]. In these cases, the exchange bias can be increased by applying a
magnetic field to the sample during the growth process [98, 99]. The typical observation
of exchange bias is a field shift in the hysteresis loop by Hex and an enhanced coercive
field H. [96, 100-103].

The exact mechanism by which the FM/AFM interface causes a unidirectional
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Figure 2.5: Diagram showing the spin orientations at different points in the shifted
hysteresis loop of an exchange bias system. At saturation (1) the FM are all aligned and
are pointing in the same direction as the uncompensated AFM spins at the interface.
As the field is swept to negative fields (2), the FM spins are still exchanged coupled
to the AFM spins meaning that a larger negative field is needed to switch the spin
orientation in the FM, hence the shifting of the loop. (3) Once a sufficiently large field
is applied to overcome the additional exchange coupling at the FM/AFM interface, the
FM spins are saturated in the opposite direction to the uncompensated AFM spins. As
the field is swept in the opposite direction, the interface exchange coupling means that

a smaller field is required to reverse the FM spins. Figure designed after [94].

anisotropy can depend on the exact structure of the sample, but the basic concepts
are intuitive. The exchange bias arises from the alignment of the spins at the interface
between the FM and AFM. The exchange between the interface FM and uncompensated
AFM spins adds an extra energy term that the external field has to overcome. When
a field is applied in the opposite direction to the FM spins, the spins will start to
rotate. Due to the strong anisotropy of the AFM, the AFM spins remain in the original
direction. Therefore, for the applied field to rotate the FM spins, it has to provide extra
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energy to them to overcome the coupling with the AFM spins. When the applied field
direction is reversed, the coupling between the FM and AFM interface spins will act
with the applied field, meaning a smaller magnitude applied field is required to switch
the FM spins [104]. Figure 2.5 shows a graphical representation of these concepts of
exchange bias. In this idealistic scenario of a perfectly smooth FM/AFM interface, the
additional field exerted on the FM spins is given by

Ao SAFMSFM
Myvtem aZ pyMrMtem

Hex = (2.46)

where Ao is the interfacial exchange energy density, Mgy and tgy are the magnetisa-
tion and thickness of the FM layer, aapy is the interatomic spacing of the AFM and
sarm and spy are the atomic magnetic moments of the AFM and FM respectively
[101, 105]. However, in experimental measurements of exchange bias, the resulting ex-
change bias fields are orders of magnitude lower than those calculated using equation
2.46 [97, 104]. Therefore, this idealistic model is clearly not sufficient to fully explain
the origin of exchange bias at these interfaces. Measurements where the individual
spins at the interface can be probed, such as XMCD (X-Ray Magnetic Circular Dichro-
ism) [105, 106] and MFM (Magnetic Force Microscopy) [107], have demonstrated that
in real systems, only 5-7 % of the AFM interface spins are uncompensated. Scaling the
exchange coupling energy, and therefore the exchange bias field, by a factor of 0.05-0.07
results in values much closer to those that have been observed experimentally [74].
Although the expression in equation 2.46 predicts exchange bias fields that are
orders of magnitude larger than experimentally observed, the important thing to take
away is the dependence of the exchange bias on the FM thickness as this influences
sample design. The exchange bias field is related to the ferromagnetic thickness by
H., x 1/tpas, as has been confirmed experimentally [100, 108-111]. This dependence
arises because the exchange bias effect is interfacial and therefore the influence of the
exchange bias decreases as the thickness of the ferromagnet is increased. Similarly, it
has been shown that the AFM thickness also influences the strength of the exchange
bias field. The antiferromagnet thickness does not have the same relationship with
the exchange bias field as the ferromagnetic thickness. Instead, for extremely thin
antiferromagnetic layers no exchange bias effect is observed. As the antiferromagnet
thickness is increased above this, there is a rapid increase in the exchange bias field
which then saturates above a certain threshold thickness [103, 109, 112]. In FeMn

systems, like the sample used in the measurements in Chapter 6, at room temperature,
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the onset of exchange bias occurs at a FeMn thickness of 30 - 40 A and the exchange
bias strength saturates at a thickness of around 80 - 90 A [103, 113]. The exchange bias
structure used for our sample closely follows the sample structure used in reference [99]
which had an exchange bias of 130 Oe at room temperature in its as-grown state.
Adjusting the thickness of the FM and AF layers allows for tuning of the strength
of the exchange bias field. In the case of the exchange bias samples used in this thesis
for the FMR-PNR experiment, the sample was required to have a strong anisotropy
and a large magnetic moment. Therefore, the sample optimisation focused on adjust-
ing the ferromagnet thickness to find the largest thickness that would provide a suf-
ficiently strong exchange bias field while keeping the antiferromagnet thickness above

the threshold thickness.

2.2 Diffusion

2.2.1 Driving Forces of Diffusion

The most basic driving force of diffusion is the thermodynamic force. This occurs
when there is a difference in the composition of specific components throughout a
system. The difference in composition means that there is a difference in the chemical
potential energy. The thermodynamic driving force acts to minimize the Gibbs free
energy of a system [114]. This driving force means that components diffuse down
chemical gradients, moving from areas of high to low concentration. The flux due to

the thermodynamic driving force of a specific species is given by [115, 116]
J=—-McVu (2.47)

where ¢ is the number of particles per unit volume, M is the mobility of the species
and p is it’s chemical potential. In an ideal system with no external driving forces, the

mobility can be related to the diffusion coefficient D by [115, 116]
MRT =D (2.48)

where T is the temperature and R is the gas constant. FExternal electric fields can
also be a driving force of diffusion. The electric field causes an additional force to the
charged particles in a system given by ¢V, where ¢ is the charge of the particle and
V¢ is the electric field. The total flux is then given by

ou &b) 7

5 qé):c (2.49)
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assuming that p and ¢ only vary along one given axis, here it is the x axis [116]. The
flux of ions due to an electric field produces an electrical current. The conductivity
can be related to the diffusivity by first expressing the current I in terms of the flux J,

conductivity ¢ and electric field V¢
I=Jg=—-0V¢ (2.50)

Assuming that du/0x = 0 and using the expression for the mobility from equation

2.48, the conductivity, for a specific species i, can then be written as

2
Ciq;
g; =

= D; 2.51
RT (251)

This is the Nernst-Einstein equation [116, 117].

2.2.2 Fick’s Laws of Diffusion

The most fundamental expressions used to describe diffusive processes were first pro-
posed by Adolf Fick [114, 118]. Fick’s first law states that, in a one-dimensional system,
the flux of a certain component is proportional to the concentration gradient of that

component in the system. This is expressed by the equation

oc
J=-D [&J (2.52)
where J is the flux, D is the diffusion coefficient and ¢ is the concentration [114, 116,
119]. It follows from Fick’s first law that in a homogeneous system there is no flux.
The negative sign in this expression means that diffusion occurs from high to low
concentrations. This expression can be used to calculate the diffusion coefficient of a
system which is a measure of the mobility of the component species.

Fick’s First law is used to describe a concentration profile that is constant in time.
This is rarely the case in physical systems as the flux will cause the concentration
profile to change. To derive an expression to describe a non-steady state system, one
in which the concentration profile changes with time, we consider a slab of material A
with some concentration of material B. A small length in the slab Ax = x5 — 21 has a
flux of component B of Jy at x5 and Jy at x1. If Az is very small, then the difference
between the fluxes can be expressed as [114, 116]

oJ
Jl — JQ = —Ax (ax) (2.53)
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In the time, dt, the amount of B entering the area Az is J1dt and the amount leaving

the area is Jodt. Therefore, the total change in concentration is

oc = ('h_Af)& (2.54)

Equations 2.53 and 2.54 can then be combined to give

oc oJ
- 7 2.55
ot ox ( )
Substituting in Fick’s first law, this can then be written as
dc 0 dc
—=—|D— 2.
ot Oz ( 837) (2.56)

This is Fick’s second law of diffusion [114, 116, 119].

Thin Film Solution

Here, the derivation of the thin film solution to Fick’s second law will be laid out.
This would represent our Cgy/CoB/Cgp under the assumption that the CoB film is
sufficiently thin relative to the overall system. Consider a thin film of material B of
thickness b and concentration cg within a much larger block of material A. In the
analogy to our sample system, here A would represent the Cgo layers and B would

represent the boron. The concentration profile of material B is given by [114, 116, 119]

beg —x?
CB(.f,t) = ﬁexp rl)t (257)

where z is the distance along the block of A normal to the thin film of B, with x =0
at the centre of the film of material B and ¢ is the time. To show that this is a valid
solution for this scenario, it must satisfy Fick’s second law as well as the boundary

conditions of the system. Fick’s second law is satisfied because we have

dc 1 bey —? z2 0 oc

The boundary conditions of the system mean that the total amount of B must

remain the same for any time, ¢. This can be expressed as [114, 116]

/ c(z,t)dx = bey

—0o0
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Figure 2.6: (a) Schematic showing the system consisting of a thin film of material B
inside a slab of material A in its initial state, t=0, and after some time, t=t. (b),(c) and
(d) show the concentration profile, ¢(z), its derivative with respect to x, dec/dz, and its
second derivative, d?c/dx?, respectively using arbitrary units. The dotted lines show
the border between the regions in which the concentration is increasing or decreasing
with increasing time. Between the dotted lines, the concentration is decreasing with
time, outside of the lines, the concentration is increasing with time. Figure designed
after [114, 116].

By substituting A = 2/(2v/Dt) and using the fact that [°°_exp(—A?)d\ = /7, we can

see that the equation given in 2.58 satisfies this condition as [114]

/Oo c(x,t)de = beo 2V Dt /Oo exp(—)\2>d)\ = bey (2.59)
—0o0 ' 2v/ Dt —00 '

Also, as all of the concentration of B is initially at x = 0, we have that

c—0as |z] = o0

29



2.2 Diffusion

—_— t=2
—_— t=§
t=10

1

=T

N
o
|
(@)}
=) IR

Figure 2.7: The time evolution of the concentration profile c(x,t) for the thin film

solution, as given in equation 2.57, using bcy = D = 1.

The graphical form of the concentration profile and its derivatives are shown in
figure 2.6. From Fick’s second law, we know that the second differential of cp(z,t)
with respect to x is proportional to the rate of change in concentration. So where this
is positive it means that the concentration of B is increasing, and where it is negative
the concentration of B is decreasing. The concentration takes the form of a Gaussian
function with a standard deviation o = v2Dt.

From the expression for the concentration profile of B, we can see that the concen-
tration at x = 0 is proportional to 1/y/t while the width of the function is proportional
to v/t [116, 117]. The profile of the concentration at different times can be seen in figure
2.7.

Two semi-infinite slabs

In our Cgg/CoB/Cg system, the source of the B, the CoB layer, is not infinitesimally
thin so the thin film solution may not be the most accurate representation. If there
is a sufficient amount of B in the CoB layer for it to act like an infinite source in the
time frames of our experiment then the solution of two semi-infinite slabs would be a
more appropriate theoretical model. Here, we consider the interface between two semi-
infinite slabs that are purely composed of materials A and B respectively. This would

represent one of the Cgp/CoB interfaces in our samples. The x axis is the axis normal
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Figure 2.8: Graphical representation of the concentration profile for a semi-infinite

diffusion pair, as given in equation 2.63, at different times using D = 1.

to the interface, with the interface located at x = 0 such that the concentration of B
isc=cp for x > 0 and ¢ = 0 for x < 0. We can treat the z < 0 region as being made
up of n thin slices of thickness Ac«. In each slice, the total concentration is cgAca. The
total concentration profile ¢(z,t) is a superposition of the thin film solution for all n
slices. If the distance between z = 0 and the i'" slice is «;, then the total concentration

profile can be written as [114, 116]

(z — ai)®
c(x,t) 2@ Z A« exp ( 1D ) (2.60)

If we take the limit that n goes to infinity and A« goes to zero, then this summation

becomes an integral

T — ;)?
c(z,t) = QW/ exp <4Dt)> da (2.61)

By substituting u = (x — «)/2v/ Dt, and using the definition of the error function,

erf(z f / exp du (2.62)

the concentration can be written as [114, 116]

c(x,t) = %B (1 + erf (Jﬁ)) (2.63)
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We can see from the expression that for ¢ > 0, the concentration at = 0 is always half
of the original concentration in B. Figure 2.8, shows the evolution of the concentration

profile for this solution over time.

2.2.3 Diffusion Theory Summary

Here, the solutions for the time evolution of the concentration profile due to diffusion
in model systems have been covered. These can be used to give the basis of how the
B profile is expected to evolve during our annealing experiments. In our experiments,
the concentration profile cg(z,t) would represent the profile of B within our system
which we measure directly using reflectivity and ion beam analysis and indirectly using
magnetometry. However, these models oversimplify the energy landscape in our sample
systems. There are energy barriers that the B must overcome before the diffusion can
occur, first to escape CoB and then to inject into the Cgg layers. Therefore, these
solutions for the concentration profile do not fully describe the experimentally observed

profiles but they still provide a starting point for analysis.

2.2.4 Ionic Diffusion In Cg

Research surrounding ionic diffusion in Cgg is mainly focused on applications in molecu-
lar alkali ion batteries as an alternative to the current lithium ion batteries [120, 121].
In this context, the crystal structure of Cgg allows for high diffusivities and low ac-
tivation energies. Cgo molecules form a FCC structure with interstitial voids that are
much larger than covalent, metallic or ionic solids [121, 122]. These large voids provide
diffusion paths for ions and cause a large diffusivity. Research by Ricco et al. [123]
suggested LiyCgp demonstrated high Li ion mobility at room temperature and conduct-
ivity of the order of 1072 S cm™!, comparable to the highest conductivity traditional
liquid ionic conductors [124, 125]. However, some work suggests that there is a mixed
ion-electron conductivity contribution in these systems [121, 126, 127]. Although the
high conductivity in LiyCgp may be partially due to electron transport, there is still
evidence of ionic mobility in Cg systems using Li [120, 124] and other ions, for example
Mg [128] and Na [129].

Alkali Ton diffusion in Cgg occurs via intravoid motion and intervoid jumps between
tetrahedral and octahedral sites [120, 121, 124]. The intervoid jumps have the largest

activation energy and are, therefore, the limiting factor of the diffusion path. DFT
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calculations show the activation energies of Li and Na in Cgg to be 0.34 eV and 0.27
eV respectively [121]. These values are comparable to the lowest measured activation
energies for Li diffusion in solid state electrolytes [130] and are slightly larger than the
activation energies of Li in Li;CoO3 electrodes which range from 0.2 - 0.3 eV [57, 58].

Diffusivities for Li ions in Cgg have been estimated by Tachikawa using a direct
molecular orbital-molecular dynamics (MO-MD) study to be 1.67 x 107% cm?s™! at
room temperature [131] and also by a combined DFT and MO-MD study to be 5 x
1073 em?s™! at 250 K [132]. Experimental measurements of Li ion diffusion in Cgg
nanoparticles give a much smaller diffusivity of 3.84 x 107!% cm?s~! [56]. In compar-
ison to other layer types, these values are relatively large. Values for Li diffusivity in
Li;CoOs electrodes have been observed between 10719 - 10712 ecm?s~! [57-59]. Solid
state electrolytes LioSOy4, LiNaSO4 and LiAgSO,4 demonstrate Li ion diffusivity of 10—5
em?s~! at 550°C [60]. Using the Arrhenius law of the diffusivity and the activation
energies of Li in these materials, the room temperature diffusivities can be calculated.
This results in approximate values of 4 x 107 cm?s™!, 2 x 1072 cm?s~! and 2 x 10710
cm?s~! for Li;SOy4, LiNaSO, and LiAgSOy respectively. Larger values of diffusivity
have been observed in 3-LigPSy of the order of 1078 cm?s~! at 100°C [133]. These val-
ues of diffusivity in solid state electrolytes are comparable to the observed values in Cgg
nanoparticles and much smaller than the theoretically predicted values given by Tachi-
kawa. The measured values of Li diffusivity in Cgg nanoparticles are also larger than
observed values for Li diffusivity in Si films, which are around 101! em?s™! [134, 135].
The research on diffusivity in Si films also demonstrates an increase in the diffusivity
to 107 cm?s~! when the Si is coated in Cgg or boron doped Cgg. This comparison
of Li diffusivity of Cgp with different electrode and electrolyte materials demonstrates
the high potential for Cgg to be used as a host material for diffusion. The diffusivity
of Li in Cgg is comparable or greater than Li,CoO9 and Si electrodes and solid state
electrolyte materials.

Oxygen diffusion from air into Cgg films and single crystals has also been of interest
in past research as exposure of Cgg to air and UV light causes C-O reactions that
irreversibly damage the Cgp molecules and consequently any device functionality [136].
The decay in Cgg conductivity over time when exposed to air has been used to determine
the diffusivity of Oo in Cgg. These measurements, performed on single crystal Cgg,

have resulted in large measured diffusivities of 10~7 cm2s~! at 294 K [137]. Pevzner
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et al. [138] studied O diffusion into Cgg thin films by dielectric measurements. Charge
transfer between O2 and Cgg forms electric dipoles which flip as the O2 molecule diffuses
through the film. The rate of the flipping of the dipoles is related to the diffusivity of
the Os molecules in the Cgg film and, therefore, peaks in the dielectric measurements
can be used to determine the diffusivity. This resulted in a measured diffusivity of D ~
10713 cm?s™! at room temperature. The authors also propose that the diffusion of Oq
into Cgo occurs by two processes. The first is a fast process where O diffuses in quickly
through grain boundaries. The second process is the diffusion of O into interstitial sites
which occurs on much longer timescales. The idea of two diffusion processes for Os in
Cgo has been supported by electron paramagnetic resonance measurements presented
by Katz et al. [139]. Here, the diffusion into a polycrystalline thin film and a highly
crystalline (111) thin film were compared. The results showed a much faster initial
diffusive process in the polycrystalline film where the grains are smaller so there are
more grain boundaries. Molecular-dynamics calculations for oxygen diffusion in Cgg
result in a lower diffusion coefficient of the order of 1071% cm2s~! at 300 K [140]. All
of these diffusion coefficients are over 10 orders of magnitude larger than simulated
values in fec Crg of 10731 em?s~! at 298 K [141]. The diffusion coefficient of O in Cgg
measured by Pevzner et al. is orders of magnitude larger than the those for O diffusion
in metals such as Zr, which has a diffusivity of 1071° cm?s~! at 300°C [142], and Hf,
with a diffusivity of 10716 cm?s™1 at 500°C [143, 144].

Similar effects to those observed in the diffusion of O in Cgy were seen when compar-
ing the electrodiffusion of Au from contacts in Cgp films [61]. Evidence of Au diffusion
into a series of Cgg films of different crystallinities was observed after applying electric
fields of 500 Vem ™! at a temperature of 150°C. The maximum effect on the conductivity
was observed for the polycrystalline sample with the most grain boundaries, demon-
strating Au diffusion from the electrode occurs predominantly along grain boundaries.
There is also evidence of metal ions diffusing into Cgg from Ag and In contacts at
temperatures above 100°C and voltages above 20 V [62, 63].

It seems reasonable to expect the diffusion coeflicient for B in Cgg to be similar
to those observed for Li due to the similar atomic weight. The atomic radius of B is
smaller than that of Li which could suggest a greater diffusivity for B, however, some
research has suggested that the diffusivity does not scale consistently with the atomic

radius of the diffusing ion and in some systems there is an optimum size of ion for the
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greatest diffusivity [130, 145]. By using the reported diffusivities for O and Li in Cgp
we can estimate that the diffusion coefficient for B will be approximately 1078 - 10~!2
cm?s~! at room temperature. These diffusivities would result in diffusion lengths of
~ 1073 — 1075 m over 1 hour which are larger than the total sample thickness meaning

the diffusion of B in Cgy should not be a limiting factor of our experiments.

2.2.5 Boron Diffusion

Boron diffusion in amorphous ferromagnets is of great importance in CoFeB/MgO
based magnetic tunnel junction (MTJ) structures that are used in MRAM and STT-
RAM devices. Extremely large TMR ratios of over 600% have been reported in
Ta/CoFeB/MgO/CoFeB/Ta MTJs [146]. Achieving large TMR ratios in these struc-
tures requires annealing at temperatures of at least 300°C to crystallise CoFe and expel
B from the CoFeB layer. The B is observed to diffuse away from the MgO layer and
is absorbed by the Ta, or other B getter underlayer/cap material such as W [147-151].
This leaves a sharp CoFe/MgO interface with the CoFe crystallising into a bee struc-
ture due to the template MgO (001) crystal structure [152]. The TMR and PMA in the
system results from CoFe - O bonds, so the diffusion of B away from the MgO interface
and the formation of a sharp CoFe/MgO interface enhances the TMR [153-155]. Some
groups observe B diffusion into the MgO layer, forming Mg-B-O compounds [156, 157].
This has been attributed to oxygen vacancies in the MgO layer that result in B diffu-
sion into the MgO layer due to the strong affinity of B and O [148, 158]. The research
conducted into annealing of these MTJ structures demonstrates that B in amorphous
ferromagnets, similar to the CoB used in our experiments, is activated at moderate
annealing temperatures of around 300°C.

Experimental results by Sinha et al. [159] suggest that, for Ta/CoFeB/MgO struc-
tures annealed at 300°C for 1 hour, there is a critical CoFeB thickness of 2 nm, above
which the B cannot diffuse across the CoFeB layer into the Ta, meaning there is still
B at the CoFeB/MgO interface. This result indicates that the diffusion length for B in
CoFeB at 300°C for 1 hour is approximately 2 nm. In our experiments, we anneal at
300°C for 1 and 10 hours. Using the fact that the diffusion length, 4, is related to the
annealing time, t, by x4 o< v/¢, this result would suggest a diffusion length of 6.3 nm
for a 10 hour anneal.

Most studies conducted into diffusion of B in Co are performed at high temperatures
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of around 950°C, so it is difficult to make direct comparisons to our experimental
conditions where we anneal at temperatures up to 300°C. Table 2.1 shows the diffusion
parameters for B in Co and Fe based systems gathered from the literature. Using the
Dy value and activation energy, E4, given in the references, the diffusivity at 573 K
(300°C) can be calculated using the equation
D(T) = Dy exp <I£“T> , (2.64)
where T is the temperature and kp is the Boltzmann constant. This diffusivity can
be used to calculate a diffusion length using the expression zg = v/2Dt. The values
obtained for amorphous FeB and the ASTM F-75 Co based alloy, between 8-16 nm,
are the most comparable to the estimated diffusion length for 10 hours at 300°C in
Ta/CoFeB/MgO of 6.3 nm. A diffusion length of the order of 10 nm in the experimental
conditions is sufficient to observe diffusion to the edges of the CoB layer for thicknesses
around 20 nm or less, as the CoB in our samples is sandwiched between two Cgg layers.
The table also shows the range of values obtained in the literature for the activation
energy for B diffusion. The average activation energy for the Co based materials is
approximately 1.9 eV. The activation energy of B in Cgp can be estimated by assuming
it is similar to the activation energies of Na and Li in Cgp due to the similar atomic
radii. The activation energies of Li and Na in Cgg are calculated to be 0.34 eV and
0.27 €V respectively [121], giving an approximate B activation energy of 0.3 eV. This
demonstrates the large difference in the diffusion barriers for B in CoB and in Cgp and
highlights that the CoB diffusivity will limit the diffusion in our system. Values for ion
diffusivity in Cgo are typically in the range of 1078 cm?s™! to 107! cm?s~! at room
temperature [56, 138]. Using these diffusivities and an approximate activation energy
of 0.3 eV we obtain diffusivities at 300°C (573 K) of 1075 - 107! ecm?s~!. These values
are approximately 10 orders of magnitude larger than the calculated diffusivities for
B in CoB, further demonstrating that the diffusion in CoB is the limiting factor for
our experiment. The estimated diffusivities in Cgg result in diffusion lengths of greater
than 10~% m for the 10 hour anneal, which is orders of magnitude greater than the
sample thickness.
X-ray diffraction measurements suggest that adding B to Co causes the formation
of 2 phases, CoB and Co2B [160-162]. Despite the different phases, the mass density
in CoB alloys does scale linearly with the B composition [163]. A magnetic study of

CoB samples showed evidence for the existence of Co3B phases as well as Co2B [163].
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The Co1B; phase is diamagnetic, so any contributions to the magnetisation in our CoB
samples must come from the CosB and CosB phases which have saturation magnetic

moments of 1.12 up per atom and 0.76 pp per atom respectively [164].

Material Ex (eV) | Dg (em?s™1) | Temperature | D(573K) | z4(573 K,
Range (K) (em?s7!) | 10 h) (nm)
Co Sinters [161] 1.64 4.36 x1073 > 690 1 x10715 86
Pure Co [160] 2.4 9.15 x10* | 1173-1273 | 7 x10~2° 0.7
ASTM F-75 1.72 4.73 x1072 | 1223-1273 | 3.6 x10~'7 16
(CosB) [162]
ASTM F-75 1.94 1.01 1223 - 1273 | 8.7 x10718 8
(CoB) [162]
Amorphous 1.5 3.0 x1074 533 - 653 | 1.6 x10~17 11
Feg3 5B16.5 [165]
Pure Iron [166] 1.63 8.43 x1071 | 1223 -1323 | 4.1 x10715 172

Table 2.1: Diffusion parameters of B in Co Fe based alloys. Diffusivities at 573 K are
calculated from the parameters found in the references. x4 is the calculated diffusion

length at a temperature of 573 K and a time of 10 hours.

Adding B into Co reduces the saturation magnetic moment per Co atom as the
B donates electrons to the Co d-band, meaning there are fewer unpaired d-band elec-
trons [163]. The Curie temperature of Co-B amorphous alloys, T¢ is related to the B
composition, x, by the expression

T2(z) = C2 [1 - x} (2.65)

Tc
where C' = T(0) is the Curie temperature of pure Co and z. is the critical B concen-
tration for spontaneous magnetism [167]. With x greater than x., the alloy is no longer
ferromagnetic. The temperature dependence of the magnetisation at high temperat-
ure is given by M(T) « (Tc — T)? where we can approximate that = 1/2. Using
this and the expression in equation 2.65, we obtain the following expression for the B

composition dependence of the magnetisation

M(T,z) o (C {1 - xF - T)B. (2.66)

e
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2.2 Diffusion

This suggests that the B composition can be estimated through measurements of the
magnetisation. However, there are other structural factors, such as the crystallinity,
that also influence the magnetisation and result in differences between the extrapola-
tions of measurements of CoB alloys to the magnetisation at x = 0 and that of pure

Co [163].
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Reflectometry
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3.1 Reflectometry

3.1 Reflectometry

Reflectometry measurements are a major part to the investigations presented in this
thesis. In the ionic diffusion experiment, we utilise the structural and magnetic pro-
filing provided by reflectometry measurements to observe the migration of B in Cgg
molecular thin films. The unique properties of neutrons mean that it is possible to
distinguish light elements and also measure the changes in magnetism of our samples
due to the migration of B ions. In the FMR-PNR experiment, the measurement of
both the magnitude and angle of magnetisation allows us to monitor the precession of
magnetisation under FMR precession. As these measurements have such significance
in our investigations, it is important to understand the basics of scattering interac-
tions and reflectometry. This chapter will give an overview of the background theory
of reflectometry and x-ray and neutron scattering which is needed to understand and

interpret the data in this thesis.

3.2 Elastic Scattering

Incident electromagnetic waves scatter when they interact with the electrons of the
material. In reflectometry experiments, we are only measuring elastic scattering events.
In this scenario, the scattering vector is defined as the difference in the incident and
scattered wavevectors Cj =k — k:_} The geometry of an elastic scattering event is
shown in figure 3.1a. The photon energies for X-ray and neutrons are F, = hc|k| and
E, = %E respectively, so in elastic scattering |k;| = |kf| = 2F. From this and the

scattering geometry in figure 3.1 it is possible to express Q in terms of 6 and A,
4
Q= 7” sin 0 (3.1)

In most x-ray reflectivity measurements a monochromated beam is used, therefore
@ and 6 are interchangeable when presenting or analysing data. However, the PNR
measurements presented in this thesis were performed using a time-of-flight neutron
probe. This means that the incident neutron beam contains many different wavelengths
of neutrons. In this case, we must use @ to fully encompass all of the information about

the scattered neutron as a single # sample angle will result in some finite range of Q.
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3.3 X-Ray Refraction and Reflectivity

(b)

Figure 3.1: (a) Schematic of the geometry of an elastic scattering event. (b) Geometric
representation of the relation between @) and the magnitudes of the incident and final
wavevectors that is used to produce the expression that links ) and 6 given in equation
3.1.

3.3 X-Ray Refraction and Reflectivity

When an electromagnetic wave is incident on the interface between two mediums at an
angle larger than the critical angle, it is partially reflected and partially refracted. The
refracted light will change its angle of travel as it passes into the new medium. The
change in angle is determined by the difference in the refractive index between the two

mediums. The x-ray refractive index for any given material is defined by
n=1-—460—1if. (3.2)

Here, 6 and (8 are the real and imaginary components of the refractive index and they
represent the scattering and absorption of the material respectively [168, 169]. § and

(B can be given by

r

— €2
0= 277)\ Pe (3.3)
A
p= EH (3.4)

where 7. is the Thomson scattering length, which describes the radius of an electron
[170], A is the x-ray wavelength, p is the electron density of the material and pu is the
linear absorption coefficient [168]. For air, we can approximate n = 1 as it would be for

a vacuum. In most materials, the absorption component is negligible, in which case,
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3.3 X-Ray Refraction and Reflectivity

W, (1) = etk T e W, (1) = etk

P (r) = Peke T

Figure 3.2: Schematic of the reflection and refraction of a planar wave as it is incident on
a perfectly flat homogeneous medium. Labels show the wavefunctions of the incident,

reflected and transmitted wave.

the expression can be simplified to n = 1 — §. Typically, the values of § and 3 are of
the order of 1075 — 1078 [170, 171].

Snell’s law and the Fresnel equations can be derived by considering x-rays incident
on an ideal surface as shown in figure 3.2. The following derivation was understood
by studying the books of D.S.Sivia [172], C.MacDonald [173] and J.Als-Nielsen and
D.McMorrow [174] as well as the thesis of C.Kinane [175]. In this scenario, there is an
incident wave, W;, which splits into two waves upon interacting with the surface. One
is refracted into the material, ¥, and the other is reflected away from the surface, W,..
The waves amplitudes, v, and derivatives, %, must be continuous at the interface.

This gives the following relationships between the wave amplitudes,

Viki + Yk = ik (3.6)

Snell’s law follows from taking equation 3.6 and considering the parallel, &, com-

ponents of k. From this, we arrive at the expression,
Vik; cos 0; + Uk, cos 0, = P k; cos 0y (3.7)

The magnitude of the wavenumbers are given by k; = k. = n;k and k; = nik. n; is
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3.3 X-Ray Refraction and Reflectivity

the refractive index of air so it can be set to 1, and n; denotes the refractive index of
the material. Also, considering specular reflection gives 6; = 6,.. Using this to simplify

equation 3.7, we can obtain Snell’s law
cos 0; = ny cos 0 (3.8)

The Fresnel equations can be derived by taking the perpendicular components of

the wavevectors and applying them to equation 3.6. From this, we obtain
ik; sin 0; — .k, sin 0, = 1k sin 0 (3.9)

As we are in a specular reflection geometry, it is known that 6; = 6, = 6 and |k;| =

|kr| = k. Therefore we can simply the expression to
k(1 — 1b,) sin @ = 1 ky sin 6, (3.10)

The magnitude of the wavevectors can be written in terms of the wavelength and
refractive index as |k;| = QT”nx [172, 173]. As the initial and reflected waves travel
through air, the refractive index for both is the same and thus the expression can be
written as

Vi — ¢y _ s 0; (3.11)

Y; +1,  nsind
The reflectivity, r, and transmissivity, ¢, are defined by the ratio of the reflected amp-

litude over the initial amplitude and the transmitted amplitude over the initial amp-

litude respectively.

po U P (3.12)
(05 (0
Equation 3.11 can be rearranged into the form of r to give
_%_nsin@—ntsinﬁt (3.13)

b msin + ngsin b,

Using equation 3.5, t can be rearranged to the form ¢t = 1 + r. Then it follows that ¢

can be written in the form

2nsin 6
t= 3.14
nsin 6 + ng sin 6; ( )

The equations 3.13 and 3.14 are the Fresnel equations. The Fresnel reflectivity is defined

as R = |r|? and this determines the intensity of the reflected wave.
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3.3 X-Ray Refraction and Reflectivity

3.3.1 Critical Angle

Below a certain incident angle, all of the incident wave is reflected. This angle is called

the critical angle, 6.. Using this in Snell’s law (equation 3.8) we obtain
n=1-0—1if=cosb, (3.15)

as 0y = 0. The absorption component is typically negligible compared to the scattering

component so by performing a Taylor expansion of cosf., the critical angle can be

approximated by [168, 170]
22
o m V25 = | e (3.16)
T

We can see from this expression that the only material parameter which determines

the critical angle of a layer is its electron density.

3.3.2 Small Angle Regime

To better understand the behaviour of the reflectivity at low angles, it is helpful to
rewrite equation 3.13 in a different form. First, Snell’s law can be used to describe the

perpendicular transmitted wavevector k , in terms of the incident angle 6 [170]

ki » = ngk sin 6,
kfz = k*(n? — n? cos? 6;)
th,z = k(n? — cos®0) (3.17)

In the small angle regime, a Taylor expansion can be used to approximate cos? §. Also,
we know that the transmitted refractive index can be expressed as 1 — d; + i5;. When
expanding the equation, the 2nd order powers of §; and (B; can be neglected because
they are both of the order of 107° to 10~®. This means that k; . can be approximately
written as [171]

ki ~ k(6% — 26, + 2i3;)"/? (3.18)
Now, we can define f; = k¢ ./k and therefore

fo= (0% — 26, + 2ip,)"/* (3.19)
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3.3 X-Ray Refraction and Reflectivity

In the small angle approximation, sinf ~ 6 and consequently equation 3.13 can be

rewritten as
0+ f:
To then express Rp in a form that it is possible to compute, A and B are defined such

that [170, 171, 173]

r (3.20)

fi=A-iB (3.21)
where
A= ¢1§ (1062 = 207 + 482072 + (6 - 62))
B= s (16° - 627 + a2 62 - )"

recalling that 6., = /20;. Using this substitution of f;, the Fresnel Reflectivity is given

by
(6 — A)? + B2
60+ A)2 + B?

Figure 3.3 shows the Fresnel reflectivity plotted as a function of the incident angle

normalised by the critical angle for different ratios between the absorption and scat-

tering components of the refractive index % This is obtained by rearranging into the

form
(o~ (@) + (L)
o e TP+ (L) (323
where
0
T e

. . 1/2
f(m):ﬁ (\/:c4—2x2+1+§2—|—(x2—1))

B2—‘9%<\/334—2332+1+ﬁ2—(x2—1))
2 62

The comparison in figure 3.3a shows that the absorption component has the most

significant impact below the critical edge, where it acts to round off the critical edge.
With no absorption, the reflectivity is unity until the critical angle where it begins to
drop off rapidly. The plot in figure 3.3b shows the Fresnel Reflectivity on a log scale,

which is often how x-ray and neutron reflectivity data is presented due to the rapid
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3.3 X-Ray Refraction and Reflectivity

0
— BI6=0 10 — BI5=0
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Figure 3.3: Fresnel Reflectivity for a single layer/air interface for different ratios
between the absorption and scattering components of the refractive index % plotted
on a linear (a) and log (b) y scale. The incident angle is normalised by the critical

angle 6¢.

decrease in intensity after the critical edge. Table 3.1 contains values for the ratio
between the absorption and scattering components of the refractive index for some

example elements.

Element | /6
B 0.0008
C 0.0016
Si 0.023
Co 0.15
Pt 0.099
Au 0.10

Table 3.1: Example values for the ratio of the x-ray absorption/scattering intensity for
different elements. The values are calculated using the NIST activation SLD calculator
[176]

3.3.3 Multiple Interfaces

To extrapolate the Fresnel reflectivity, previously derived, onto a system with multiple

different layers with different refractive indices, the recursive formulism first developed
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3.3 X-Ray Refraction and Reflectivity

by Parratt [171] will be followed. Here, Parratt considers a structure with N layers in
which all of the interfaces are perfectly smooth. Each of the individual layers n has
a thickness denoted by d,,. The continuity of the electric vectors F at the boundary

between the n — 1 and n layers is used to ultimately result in the recursive formula

Rynt1 + Froa
Rpin=ar_ mntl Tn-ln 3.24
n—1,n n—1 (Rn,n—l—an—l,n +1 ( )
with R and F' defined by
El Jn—1—fi
R —a? (=2 F_o—dnzl”Jn
et n <En> e fnfl + fn
and

dy
Qp = ETP (_Zklfnz)

where E, and EF are the transmitted and reflected electric vectors at the n'h
interface respectively and f, is a generalised version of equation 3.19. The reflectivity
of the structure is found by starting from the bottom (N'") layer and moving up through
the layers. For the bottom layer, R, ,+1 = 0 as it is assumed to be an infinitely thick

slab. Also, as the top layer (1) is air, it follows that a; = 1 and f; = 6.

3.3.4 Roughness and Intermixing

In real-life systems, the surfaces and interfaces between layers will very rarely be per-
fectly flat and smooth, and the boundaries between different layers will not be perfectly
sharp. This causes a faster decrease in reflectivity with increased ). There are two
forms of interfaces to consider: graded interfaces and roughness in the form of a random
height profile along the interface between two layers.

A graded interface, often called intermixing, is the case where, instead of a perfectly
sharp interface between two layers, there is a gradual change in the SLD as a function

of the depth z, as demonstrated by figure 3.4. This results in a reflectivity from a

graded surface of [174]
R(Q) = /OOO (3{;) exp(iQz)dz

where f(z) is the function of the graded interface. A common function used to describe

2
Rp(Q) (3.25)

intermixing is an error function of the form

f(z) =erf (\/ga ) (3.26)
9
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(b)

Material 1 Material 1

SLD(z) SLD(z)

Material 2 Material 2

Figure 3.4: (a) Perfectly sharp interface between two layers. The SLD profile changes
as a step function at the interface. (b) Graded interface between two layers. The

interface is modelled by an error function as shown in the SLD profile.

where o, is the width of the error function [175]. Substituting this function into 3.25

gives a final form of the reflectivity of
R(Q) = Rr(Q) exp(~Q%02) (3.27)

In the case of an uncorrelated rough interface, the specular reflectivity is reduced
because the surface profile will cause some of the beam to be reflected at a different
angle, resulting in diffuse scatter (also known as off-specular scatter) [175]. Here,
uncorrelated means the variations in height along the surface vary randomly with the
x,y positions [174]. The reflection from this surface is found by averaging the reflection
across all of the area within the beam footprint [168, 173]. To simplify the problem, we
consider the deviations in height from the average height to be Gaussian in nature with

a standard deviation of o,. In this scenario, the specular reflectivity can be written as

Rs(Q) = Rr(Q) exp(-Q%?) (3.28)

which is the same form as that of the graded interface.

Both forms of interfaces cause an increase in the decay of the reflectivity with
increasing () by the same factor. This means that, when analysing specular reflectivity
data, it is impossible to differentiate between intermixing or interface roughness. By
fitting x-ray data, a o value is obtained which quantifies the combined roughness and

intermixing at the interface between layers. Here, o is the RMS (root mean square)
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Figure 3.5: Schematic of a rough interface between two distinct layers. The pink dashed

line shows the mean height of the interface.

roughness, which is the square root of the sum of the squares of the distances from the
mean to the edge of the interface. Figure 3.6 shows simulated data for a Si substrate
with varying roughness, demonstrating how the reflectivity decreases faster with larger

roughness.

Figure 3.6: Comparison of the x-ray reflectivity of a Si substrate with different surface
roughness (o) values. The data was simulated using RefllD software [177] with an

x-ray wavelength of 1.54 A.

3.3.5 Single Layer on a Substrate

In the case of a single layer of finite thickness on an infinitely thick substrate, the
transmitted wave will reflect off of the substrate interface and travel towards the de-

tector along with the wave reflected from the top interface. The interference that occurs
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Figure 3.7: Simulated X-Ray reflectivity data of a plain Si substrate topped with single
Co layers of 100 A and 200 A. All the layers are perfectly smooth (o = 0). The data
was simulated using RefllD software [177] with an x-ray wavelength of 1.54 A.

between these two waves is analogous to Bragg’s law for x-ray diffraction, but the much
larger length scales of a thin film compared to the atomic spacing of a crystal lattice
mean the interference pattern appears at much smaller angles [178, 179]. The phase

difference between the two waves is given by [180)]
A = 2tsin 0y (3.29)

where t is the layer thickness and 6, is the angle of the transmitted wave. From Snell’s

law, we know that 6, is related to the incident angle and the refractive index by
ng cos 8, = cos 0;

By using the form of the refractive index of n = 1 — §, taking the square of both sides
and then performing a Taylor expansion, only keeping first-order terms of 6 as § << 1,

0; can be written as
0F =07 — 25 (3.30)

Therefore, by using the small angle approximation and the fact that 6. ~ /24, the
phase difference is given by
A = 2t(07 — 6*)'/? (3.31)
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3.4 Scattering Cross-Section

The interference will be constructive and result in a maximum in the reflectivity
when the phase difference is equal to an integer number of the probe wavelength. The
angular position of the n'" maxima, 6,,, is then given by
A2n?

02 =62 + 2

(3.32)

The interference fringes are called Kiessig fringes [181]. The spacing of the fringes can
be used to calculate the thickness of the film, see figure 3.7. With an increase in film

thickness, the fringes become closer together.

3.4 Scattering Cross-Section

The differential scattering cross-section is the quantity that we measure in scattering
experiments. It is a measure of the number of x-rays or neutrons scattered per second
per unit solid angle d©2 [182]. It is denoted by

do  Number scattered per second into AQ
do DAQN

(3.33)

where @ is the flux of the incident x-ray or neutron beam. The solid angle 2 refers to
a small area on the sphere of radius r around the sample and has units of steradians
[172]. This can be expressed more algebraically in the form

do C

dQ ~ ndNAQ (3:34)

where C' is the count rate, n is the efficiency of the detector and N is the number
of identical atoms in the beam [183]. If the energy is also analysed by the detector,
then we must instead consider the double differential scattering cross-section which is
defined by

d? C
A . (3.35)
dQdE ndNAQAE
The total scattering cross-section is defined as
total number of neutrons scattered per second
Otot — (336)

o

The total, differential and double differential cross-sections are linked by the following

do © ([ d%o
S TS ) aE :
dQ /o (deE’) 4z (3.87)

expressions [182, 183]
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3.5 Neutron Scattering

do
o = %) qo 3.38
otot all directions (dQ) ( )

The expression for the total scattering cross-section can be simplified if it only depends

on one angle # and re-written as

™ d
Tror = /O d—;% sinf df (3.39)

3.5 Neutron Scattering

3.5.1 Neutron Properties

A summary of the basic properties of neutrons can be seen in table 3.2. Neutrons
are uncharged, meaning they do not interact with the electrons in the medium and
therefore penetrate deeper into a sample than x-rays. Also, the magnetic moment of
neutrons allows for magnetic scattering experiments, such as PNR, where both the

nuclear and magnetic structure of a sample can be investigated.

Property Value
Mass 1.675 x 10727 kg
Charge 0
Spin 1/2
Magnetic Dipole Moment —1.913 un
—1.041 up
Nuclear Magneton (uy) | 5.051 x10727 JT—!

Table 3.2: Key properties of a neutron.

Neutrons used in reflectometry experiments are cold neutrons. These neutrons have

a typical wavelength of 2.6-26 A and energies ranging from 0.12 meV to 12 meV [184].

The wavelengths of neutrons are determined by their kinetic energy. As the velocity

of thermal neutrons is of the order of km/s, the kinetic energy can be given by the
non-relativistic kinetic energy expression

E = %mv2 (3.40)

where m is the neutron mass and v is its velocity. The wavelength of this neutron is

given by the de Broglie expression
A= — (3.41)

muv
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3.5 Neutron Scattering

The energy, temperature, velocity, wavelength and wavevector, k, of a thermal neutron
are related by [175]
1 5 h? B h2k?

E=kgT = —mv

L — . 42
2 2m\2 2m (3.42)

3.5.2 Neutron Scattering

To understand neutron scattering, we must first consider the scattering from a single
nucleus. The neutron interacts with the nucleus via the strong nuclear force. The range
of these forces is of the order of 1071 —1071° m and the cold neutrons have wavelengths
of 107 — 10719 m so we can treat the nucleus as a point scatterer [182, 185]. Because
of this, the scattered wave is spherically symmetric. We can then say that the incident

and scattered waves are of the form

W = exp(ikz) s = —éexp(ikr) (3.43)

where k is the wavevector of the neutrons, z is the axis along which the incident
wave travels and r is the radial distance away from the nucleus. The b parameter
here is the scattering length, a single nucleus version of the scattering length density. b
contains real and imaginary components corresponding to the scattering and absorption
of neutrons respectively. For the majority of materials, the imaginary component is very
small and b is independent of the neutron energy. There are, however, some materials,
such as Gd and B, in which the neutron can be absorbed by the nucleus and in these

cases the imaginary component is significant and is wavelength dependent [172].

3.5.3 Neutron Scattering Cross-Section

The differential scattering cross-section for a condensed matter system which changes
from a state A to \ after a scattering event where the scattered neutron changes state
from k to k' can be evaluated by using Fermi’s golden rule [182, 183]. Fermi’s golden
rule is an expression that describes the rate of transition from a quantum state to
a continuum of states due to some interaction [175]. Using this, we can write the

differential scattering cross-section in this case as [182]

do K/ m \?
)\

In this expression, V is the scattering potential between the neutron and the scattering

system. To write the double differential scattering cross-section in the same form we
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3.5 Neutron Scattering

must introduce the energies E and E’ of the initial and final states of the scattered
neutron and E) and F)/ of the initial and final states of the scattering system. The

expression for the double differential scattering cross-section becomes

d’o E o/ om \2
<deE/> % (W> (KX V kM) *6(Ex = Ex + E — E) (3.45)
A=\

where §(E) — Ex + E — E') is a Dirac delta function [182].

We can use the expressions given previously in equation 3.43 for the scattering of a
neutron from a single nucleus to obtain the scattering cross-section for a single nucleus.
The number of neutrons, travelling at a velocity v, that pass through the area dA per
second is given by [182, 183]

2
vdA || = vdA % = vb?dQ (3.46)
T

where we have used the definition of the solid angle that dQ2 = dA/r? [172]. The total

flux of the incident neutrons is
d=v|Y* =, (3.47)

which means that the differential cross-section is given by

do  vb2dQ
0= 3d0 = b (3.48)

Using equation 3.39, the total scattering cross-section can then be expressed as
Oror = 4mb? (3.49)

3.5.4 Fermi Pseudopotential

As neutrons interact with the nucleus of an atom, we know that the scattering potential

must be very short range. Therefore, the scattering potential can be approximated to
V(r)=ad(r) (3.50)

where a is a constant and 0(r) is a three dimensional Dirac-delta function [182]. Using

this as the scattering potential in equation 3.44 along with A = X and k = k' results

do m \2
0 (%hQ) a® (3.51)

in
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Comparing this result to equation 3.48, we see that the scattering potential can be

written in the form
B 27 hi2

Vi ==

b (r) (3.52)

This is known as the Fermi pseudopotential and is commonly used to describe the
scattering potential between a neutron and a nucleus [182]. This expression can be
written in a more general form for a system containing many nuclei. If we say that
the scattering length of the j'™ nucleus is bj and its position is 7; then the Fermi

pseudopotential for the full system of the assembly of nuclei is [185]

T 2
Vir) = 275 S by ir — ) (3.53)
J

For a continuous medium with a number density of N atoms per unit volume, the
potential energy can be simplified to

_ 27 h?
om

27k
= p

Vv Nb =

(3.54)

where all atoms have the same scattering length b and p is the scattering length density
(SLD) [186].

3.5.5 Neutron Refractive Index and Critical Wave Vector

The same concepts of refraction and reflectivity apply to neutrons as described in
section 3.3 for x-rays. The difference between the two probes and the corresponding
reflectivity data and expressions comes from the different interactions with matter. An

incident neutron, before it interacts with the sample medium, has an energy of

21.2
By = R (3.55)

2m

as the total energy is equal to the kinetic energy [186]. When the neutron interacts
with a sample medium, the total energy of the neutron becomes the kinetic energy plus
the interaction potential between the neutron and the medium, as given in equation

3.54. We can then write the energy of the neutron inside the medium as

21.2 9 p2
E:hk+7rh

3.56
2m m ( )

By equating the energy of the neutron before it enters the medium with the energy

inside the medium, we can obtain the following relationship between the neutron
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wavevector inside and outside the medium,
k? = k2 — 4mp (3.57)

From this, we can define the neutron refractive index as
n(ko) = /1 - —5, (3.58)

by using the fact that n(ko) = k/ko [186]. Using this form of the neutron refractive
index, we can produce an expression for the critical wavevector transfer, .. We can
see from the refractive index that the expression is not valid for k2, < 47p. When the
wavevector of the incident neutron is less than 4mp, there is total external reflection
and there is no transmitted wave. The wavevector transfer is defined as Q) = k, — ko,
so when the incident wave is totally reflected, meaning kg = —kq., it can be written as
@ = 2kg,. The critical condition for @ is then [187]

k3, = 4mp

Qc = /167p (359)

3.5.6 Born Approximation

The reflectivity can be estimated using the Born approximation, also known as the
kinematic approximation. This approximation is valid when the interactions are weak
and multiple scattering events can be neglected [170, 175]. For an in-depth derivation
of the Born approximation and the distorted wave approximation, the reader is directed
to the journal article of Sinha et al [188]. Here, we take the key points to obtain some
expressions to help understand neutron reflectivity. The scattering cross-section in the
Born approximation is given by [188]

d o
d—g = N%p? /V dr /V dr'e=ia(r=r") (3.60)

It is worth noting that this expression is valid for both neutron and x-ray reflectivity.
For x-ray reflectivity, b = r. is the Thomson scattering length of an electron, r, =
(e2/mc?) and in the case of neutrons, b is the scattering length used in the previous

sections. The Born approximation can be used to produce an expression for the specular
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reflection amplitude by replacing the neutron wave function in the medium with that

for a vacuum. The result of this is [186]

Ag [+
T iQ )
This expression links the SLD and specular reflection amplitude by a Fourier transform.
The Fresnel reflectivity is then [175, 188]

rpa(Q) p(z)e " 9%dz (3.61)

_ 1672

~ i (Nb)? (3.62)

Ry = |(rpa(Q)|?

where we have used p(z) = Nb.

3.6 Magnetic Neutron Scattering

As neutrons have a magnetic moment, they also interact with the internal magnetic
field of the scattering medium. This means that the scattering potential for neutrons
has an additional term relating to the magnetic field of the medium and the spin angular

momentum of the incident neutron. The additional potential is given by
Vinag+ = Fu - B, (3.63)

where p is the neutron moment and B = By + puoM [175, 186]. By is the applied
magnetic field and is the same inside and outside of the medium meaning that it
does not contribute to the scattering. Magnetic fields are applied at the sample point
to retain the neutron polarisation and set the magnetic state of the sample. This
additional potential results in an additional SLD component which follows from the

relationship between the SLD and potential seen in equation 3.54,

m
Pmags = Fo 75 M- B (3.64)
Therefore, for a magnetic medium, the total SLD is the sum of the nuclear and magnetic
components
m
= = —(V, -B 3.65
prot = pN +pu = 55 (VN F 1 B) (3.65)

The additional term in the total SLD means that the critical angle of a magnetic
sample depends on the spin state of the incident neutron. Following from equations

3.59 and 3.65, the critical angle of a magnetic material is given by

Q= %(Vn Fu-B) (3.66)
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3.6 Magnetic Neutron Scattering

For a particular sample, the critical angle will take two discrete values that depend
on the magnitude of the magnetisation and are independent of the angle between the
neutron polarisation and sample magnetisation, as has been shown experimentally and
theoretically by Radu et al [189].

We have seen that the scattering potential of neutrons is dependent on the neutron
spin. As the neutron spin can take two values, + or —, the scattering potential must
account for a total of 4 processes because we must now also consider the case in which
the neutron spin is flipped by the scattering process. In the case that the neutron spin
is not flipped by the scattering event, the two possibilities are ++ and —— and when
the neutron spin is flipped we have, +— and —+. In each expression, the first and
second =+ correspond to the spin of the neutron before and after the scattering event
respectively. This means that the scattering potentials can be expressed in matrix
notation, with each element corresponding to one of the neutron spin configurations.
The nuclear scattering potential operator is scalar, so only has non-zero diagonal terms,
and is given by [186]

o 2mh? (Nb 0

Vy = . (3.67)
m \ 0 Nb

The matrix operator for the magnetic scattering potential can be given in terms of
the Pauli matrices, but here we will present the form where we write it in terms of the
magnetic scattering length p(x,y, z) and the number density of magnetic atoms Ny as
a better comparison to the nuclear scattering potential [186]. The magnetic scattering
potential, in this form, is given by

£ 2mh? Nyip: Nype — iNvpy

Vi = . : (3.68)
m -\ Nypz +iNpy —Nup-

For magnetic scattering, we must consider not only the magnitude but also the direc-
tion of the sample magnetisation, which is why we consider the (z,y, z) components
separately. The total scattering potential, Vis simply given by the sum of the nuclear

and magnetic components, and is therefore expressed as [186]

2rh? [ Nb+ Nuyp.  Nupe —iNupy\ 278 (prg pie
m  \ Nypy +iNpy,  Nb— Nyp. mo\p—+ p—-

V=

(3.69)

This scattering potential shows that the spin-flip components (+— and —+) are

only influenced by magnetic scattering, meaning that in a non-magnetic sample, there
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3.6 Magnetic Neutron Scattering

would be no spin-flip scattering. Also, we can see from the scattering potential that

the two non-spin-flip components (++ and ——) are split by 2Nyp,.

3.6.1 Neutron Reflectometry Spin Channels

The neutron scattering potential is dependent on the initial and final spin state of
the incident neutron. This means that there are 4 different reflectometry channels,
corresponding to the 4 possible scattering processes. The 4 spin channels are denoted
by R**, R~—, R™~ and R~ where the notation of the spin states is the same as for
the SLD and scattering potentials. Consider the case where the neutron polarisation
is parallel to the applied field and lies in the plane of the sample, perpendicular to the
wave vector transfer, ), and the sample magnetisation lies in some direction in the
plane of the sample. The Born approximation for the non-spin-flip case for a magnetic

sample of thickness L is proportional to [186]

L .
rid o /0 (pn(2) £ par(2) cos(d(2)))e'9* dz, (3.70)

where ¢(z) is the angle between the sample magnetisation and the neutron polarisation
axis. The non-spin-flip reflectivity is dependent on the structural and magnetic SLDs
of the sample. The ++4 and —— spin channels are split by the magnetic scattering
of the sample, which is maximum when the sample magnetisation is parallel to the
neutron polarisation (¢ = 0°) and the splitting disappears when they are perpendicular
(¢ =90°). In the case of ¢ = 0°, the difference between the ++ and —— spin channels
will give information about the magnetic SLD profile. This is typically presented in
the form of the spin asymmetry which is defined as

R—H— — R

A=t —
A= R TR

(3.71)

Assuming a sample magnetised to saturation parallel to the neutron polarisation, the
Fourier transform of the spin asymmetry will result in the magnetic SLD profile (pas(2))
parallel to the neutron polarisation axis [24]. As the magnitude of the sample magnet-
isation tends to zero, the splitting between the RT™" and R~ spin channels reduces
until, at pys = 0, they are identical.

For the spin-flip components, the Born approximation is proportional to [186]

L .
riEd o</0 pur(2) sin(¢(2))e9* dz, (3.72)
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where L and ¢(z) are defined the same as before. This shows us that the spin-flip
reflectivities are, not only purely magnetic, but also dependant on the magnetisation
components perpendicular to the neutron polarisation. The R™~ and R~ spin chan-
nels are zero when either the magnitude of the sample magnetisation goes to zero
(ppr = 0) or if all of the magnetisation components are parallel to the neutron polar-
isation axis (¢ = 0).

Because the non-spin flip channels are dependent on the parallel magnetisation com-
ponents and the spin-flip channels are dependent on the perpendicular magnetisation
components, the combination of spin-flip and the non-spin-flip allows for the extraction
of the depth profile of both the magnitude and angle of the magnetisation through a

sample.

3.7 Neutron Absorption

As for x-rays, the neutron SLD has an imaginary component relating to the absorption
cross section. For the majority of elements, this absorption term is very small so it can
be ignored. There are some elements, such as Cd, B and Gd, in which the absorption
cross-section is significant and must be considered [172]. Neutrons are absorbed by
the nuclei as part of a nuclear reaction so it specifically occurs in isotopes of these
elements which are strongly absorbing. In the case of the elements listed here, the
specific isotopes that are strongly absorbing are 13Cd, B and '37Gd [186, 190]. The
element of note for this thesis, and it is used in some of the samples, is B. The strongly
absorbing 1B isotope makes up approximately 20% of naturally occurring B [190-192].
For some of the absorbing elements, such as Gd, the absorption cross-section is heavily
dependent on the neutron wavelength, with peaks at certain resonant energies [193].
However, the absorption of B scales linearly with the neutron wavelength which makes
analysing PNR data of samples containing B simpler. A summary of neutron scattering

and absorption cross-sections for different elements can be found in table 3.3.

3.8 XRR vs PNR

XRR and PNR are both useful techniques for investigating the structure of thin film
samples. Although the concepts of refraction and reflection are consistent between the

two techniques, the different interactions with matter of the two probes mean that
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3.8 XRR vs PNR

Element | oyt (barn) | oaps (barn) | NSLD (x1076A~°) | ImSLD (x10-6A~°)

B 5.24 767 6.908 -0.278

C 5.551 0.0035 7.534 -0.000

0 4.232 0.00019 3.122 -0.000

Al 1.503 0.231 2.078 -0.000
Mn 2.15 13.3 -2.960 -0.003

Co 5.6 37.18 2.265 -0.009

Nb 6.255 1.15 3.919 -0.000

Ru 6.6 2.56 5.174 -0.001

Gd 180 49700 1.658 4152

Table 3.3: Nuclear scattering og,t and absorption cross sections o, for selected ele-
ments. NSLD and ImSLD refer to real and imaginary components of the nuclear
scattering length density respectively. The scattering cross section data is taken from
[194]. SLD values are calculated using the NIST SLD calculator with standard densities
[176].

certain experiments will be better suited to one or the other.

Neutrons interact with the atomic nuclei whereas x-rays interact with the electrons
within a sample medium. This means that neutrons have much larger penetration
depths than x-rays as the scattering potentials are much shorter range. Therefore,
neutrons are more suitable for measuring thicker samples of the order of ym, where an
x-ray technique would not be able to probe the entire sample.

The nature of the x-ray interactions means that the SLD scales linearly with the
atomic number of the element in the sample. As the reflectivity is dependent on the
change in SLD at an interface, this means that elements of similar atomic numbers are
very difficult to distinguish when using XRR. This also means that the scattering of
samples consisting of only light elements such as C, Al, and B is very weak, making
extracting structural information difficult. In chapter 5, we investigate the diffusion of
B ions in Cgg thin films. This is extremely difficult to investigate using only XRR as the
x-ray SLDs of B and C are almost identical so it is very difficult to distinguish between
the two elements. In contrast, the neutron SLD changes sporadically in relation to the
element’s atomic number and, also, the SLD can be large for some light elements, as

can be seen in figure 3.8. This makes neutrons useful when investigating either light
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Figure 3.8: Comparison of neutron and x-ray nuclear SLD as a function of atomic
number. The x-ray SLD scales linearly with the atomic number whereas for neutrons

the SLD changes more randomly. Figure taken from [195].

elements or samples consisting of elements with similar atomic numbers, in our case B
and C, as SLD contrast can be achieved where it would not be possible using x-rays.

PNR also has the advantage of magnetic contrast. As we have seen in this chapter,
the neutron spin allows for measurements of the magnetic depth profile as well as the
structural profile. This makes PNR a powerful technique for investigating magnetic
dead layers [196] and proximity induced magnetisation effects [197, 198]. Standard
XRR measurements do not provide magnetic sensitivity, although it is possible to use
x-rays for probing magnetisation in techniques such as XMCD (X-ray magnetic circular
dichroism) and PEEM (Photo-emission electron microscopy) [199]. However, in these
types of x-ray techniques, x-ray energies have to be tuned to specific absorption edges
which means that the magnetic characteristics of only one element can be measured in
each measurement. The magnetic contrast of PNR is what allows for the investigations
into magnetisation dynamics that we have performed in the FMR-PNR experiment.
The magnetic sensitivity allows us to measure the profile of magnetisation and magnetic
angle with nm resolution. This is also utilised in the ionic diffusion experiment as the
source of the B ions is a magnetic CoB alloy, so, using PNR, we can monitor the change
in magnetisation of the sample which indicates the migration of B.

X-ray sources can produce a much higher flux than neutron sources. This means
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that XRR measurements are much faster, of the order of 30-60 minutes as opposed to
hours or days PNR measurements, and allow for measurement up to a higher range of
@ where reflectivity is small. This means that XRR provides more information about
the thinner elements of the sample as the higher order Fourier components correspond
to thinner regions in the sample. The reduced flux of neutrons means that often larger
surface area samples, up to 20 mm x 20 mm, are used to maximise the measured
intensity. This has the disadvantage of requiring samples with extremely uniform layer
thicknesses throughout the whole area.

Because of the different advantages and disadvantages of XRR and PNR, it is
useful to use both techniques on samples to perform a comprehensive study of a sample

structure.
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Methods
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4.1 Sample Fabrication

4.1 Sample Fabrication

4.1.1 Growth Chamber Details

Samples are grown using a combination of DC magnetron sputtering for metallic layers
and thermal evaporation for Cgy. The deposition chamber has 7 sputter guns and 1 Cgg
evaporation source. Substrates are taped onto plates using Kapton tape and attached
to a wheel which rotates to move between the guns in the chamber. A roughing pump is
used to reduce the pressure to around 20 mbar, then a cryopump is used for 12-14 hours
to reduce the pressure down to the order of 10~7 mbar, with typical partial pressures
of: HoO=8 x 1078 mbar, No=1 x 10~® mbar and Os= 1 x 10~ mbar. A Meissner cold
trap filled with liquid nitrogen further reduces the base pressure to the order of 1078
mbar. The liquid nitrogen in the Meissner cold trap reduces the temperature of the
inner casing of the chamber. This causes heavier molecules, such as water, to condense
onto the inner chamber walls, taking them out of the atmosphere in the chamber and
reducing the water partial pressure to below 1 x 1078 mbar. Samples were grown on
thermally oxidised silicon substrates with a 100 nm thick layer of SiO,. The substrates
are cleaned by sonicating in acetone to remove any organic residue and then sonicating
in isopropyl alcohol to remove any acetone left on the substrates. If any acetone were
put into the system it would damage the rubber seals in the system and therefore

destroy the vacuum.

4.1.2 Magnetron Sputtering

DC Magnetron sputtering is a thin film growth technique whereby a target material
is bombarded with ions, causing atoms of the target material to be ejected and then
diffuse onto the substrate. Ar is used as the atmosphere gas as it is inert and sufficiently
heavy to impart enough momentum into the target material atoms so that they have
enough energy to leave the target. For growth, the chamber is filled with Ar gas which
is pumped into the chamber with a flow of 24 sccm - 38 sccm, leading to a chamber
pressure of between 2.5 - 3.4 mTorr, depending on the material and target. This
pressure is optimised for the system to minimise strain in the deposited thin films [45].
Once the chamber is at the desired Ar pressure, a strong electric field is applied across
the cathode and anode of the sputter gun [72, 201]. This electric field acts to ionise the

Ar gas, forming a plasma [84]. The Ar ions in the plasma are then accelerated towards
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(b)

Figure 4.1: Schematic of the components inside the growth chamber (a) and cross
sections of the Cgp evaporation source (b) and DC magnetron sputtering guns (c). In
the growth chamber, the substrates (2) are situated on a wheel (1) which can rotate to
hold the substrate over the required gun (3) in the chamber. The chamber consists of
7 DC magnetron sputter guns and 1 Cgg evaporation source. For the Cgy evaporation
source, Cgg sits in an alumina crucible that is heated by a tungsten coil wrapped around
it. A current of 22-23.5 A is passed through the coil to heat the crucible and evaporate
the Cgg. Water cooling surrounds the casing to prevent excessive heating. In the
sputter gun, the target (4) sits on a copper block (5) which separates the target from a
permanent magnet (6). The target and metal casing (7) act as the cathode and anode
respectively. When the gun is ignited in an argon atmosphere a plasma is produced

above the gun (8). Adapted from the author’s previous work [200].

the cathode target. The bombardment of Ar ions onto the target surface causes the
ejection of the metal target atoms which then diffuse through the plasma towards the
substrate. The collisions with the target also cause the release of secondary electrons.
These secondary electrons cause further ionisation of the Ar gas atmosphere [202]. To

improve the efficiency of the ionisation and sputtering process, a magnetic field is used
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Figure 4.2: (a) Schematic of the electric and magnetic fields at the target in DC mag-
netron sputtering. (b) The drift motion of Ar ions and electrons due to the electric
and magnetic fields at the target surface. The drift motion traps the electrons at the
surface of the target to increase the rate of Ar ionisation and target deposition. Figure
taken from [201].

to contain the secondary electrons and the plasma close to the surface of the target
[203]. The magnetic field exerts a Lorentz force onto the electrons to confine them
to a circular path above the surface of the target [204]. The shape of the magnetic
field influences the rate of ionisation and therefore deposition rate resulting in the
characteristic racetrack pattern seen on sputter targets [205, 206]. The magnetic field
is produced by a set of permanent magnets housed within the sputter gun. When using
ferromagnetic targets, a stronger permanent magnet is required so that the stray field

penetrates through the magnetic target material.

4.1.3 Cgy Evaporation

The evaporation cell consists of an alumina crucible that sits inside of a Tungsten
filament. This is encased by a water cooled copper casing to prevent contamination
or excessive heating of the sputter guns within the vacuum chamber. The crucible is
filled with sublimation grade (99.9% purity) Cgp molecules. Before any evaporation
of the molecules, any atmospheric Ar gas is pumped out of the chamber to return to

a base pressure of around 10~7 mbar. A current of 22-23.5 A is passed through the
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filament which heats the Cgp to approximately 500-600 K and causes evaporation of
the molecules. This produces a Cgy evaporation rate of ~ 0.2As™!. The temperature
of sublimation T is influenced by the vapour pressure P by

B

log(P) = A — T (4.1)

where A and B are positive constants [46, 207]. Because of this, the rate is monitored in-
situ rather than using the current as a reference as the growth rate at a certain current
can vary depending on the vapour pressure. The rate of Cgg growth is monitored using
a quartz crystal microbalance which is located within the copper housing, above the
crucible. Some of the evaporated Cgg molecules are deposited onto the quartz crystal
which then changes its resonant frequency [72, 208]. Measurement of the change in
resonant frequency allows for monitoring the rate of deposition onto the quartz crystal.
This is calibrated to correspond to a growth thickness using a tooling factor which is

calculated by growing calibration samples.

4.2 SQUID Magnetometry

For the characterisation of magnetic properties, a Superconducting Quantum Interfer-
ence Device Vibrating Sample Magnetometer (SQUID VSM) is used. This uses the
same concepts as a standard VSM, where a sample is placed in a uniform magnetic
field and oscillated, parallel to the magnetic field, between two pick-up coils. The mo-
tion of the sample induces an electromotive force (EMF) in the pick-up coils due to
Faraday’s law of induction which is proportional to the moment of the sample [209].
In a SQUID-VSM, the detection coils are coupled to the SQUID via a flux transformer
[210]. A SQUID comprises two parallel Josephson junctions, which are superconduct-
ing rings that contain two tunnel junctions [211, 212]. When a constant bias current
is passed through the Josephson junction, any change in magnetic flux causes a phase
shift in the current [72, 211, 213]

I, = QICCOS(ZSESM (4.2)

Here, I. is the critical current of the two Josephson junctions, I, is the current flowing
through the SQUID, ¢ is the external flux and ¢g is the flux quantum (¢ = h/2e). The
advantage of using a SQUID over a standard VSM is the much greater sensitivity of
the SQUID as compared to standard pick-up coils, with a sensitivity down to 10~% emu
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Figure 4.3: Schematic of the operation of the Quantum Design MPMS 3. The sample
is vibrated within a set of pick-up coils, inducing an EMF which is then measured. The
SQUID allows for the detection of much smaller signals and therefore provides greater

sensitivity. Figure taken from [72].

[214]. In standard operation, samples are stuck to a quartz paddle using GE varnish.
Samples can be up to 4 mm x 4 mm in size therefore sister samples to the much larger
PNR samples are used for these measurements.

The SQUID-VSM used at Leeds is a Quantum Design MPMS 3. In its standard
operating mode, temperatures in the range of 1.8K - 400 K are accessible. For high-
temperature measurements, the oven operating mode must be used. Here, the sample
space is pumped down to a vacuum of around 70 mTorr, compared to around 4 Torr in
normal operation, to decouple the stick from the dewar that hosts the superconducting
magnet. This is done with a turbo pump in addition to the standard oil pump. A
ceramic sample stick containing a Pt resistance heater and temperature sensor is used
which allows the sample to be heated up to 1000 K [215]. Samples are attached to
the oven stick using an alumina based cement. The sample and stick are wrapped in
a thin copper foil which reduces the radiation of heat into the chamber and maintains
a uniform temperature over the sample. The copper foil also thermally connects the
surface of the sample to the thermocouple on the back of the stick so that the read-back
temperature is the same as that at the sample surface. Because of the flow of current
and the different stick used for oven mode measurements, the measurement sensitivity

drops from 10~® emu to 1076 emu.
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Figure 4.4: Diagram of the Quantum Design SQUID oven mode sample stick which
allows for sample annealing up to 1000 K. The sample is placed on the front of the
stick on the Pt resistor heater and the stick and sample are wrapped with a thin sheet

of Cu. Figure taken from [215].

4.3 X-Ray Reflectometry

X-Ray Reflectometry (XRR) is a measurement technique to characterise the thickness,
roughness and density of thin films. XRR measurements were done using two different
systems. A Bruker Discover D8 was used at the University of Leeds and a Rigaku
SmartLab at ISIS Neutron and Muon Source. Both systems supply Cu Ka x-ray
radiation at a wavelength of 1.54 A. X-rays are produced by accelerating electrons
across a potential of 40 kV which then strike a Cu target. The radiation caused by the
rapid deceleration of electrons is known as Bremsstrahlung. Some incident x-rays cause
Cu electrons to be ejected from the core shell (n = 1). Outer shell electrons recombine
with the core holes and cause the emission of the characteristic radiation energies. In
the case of Cu Ka, the outer shell electrons from the n = 2 L shell recombine with the
core electron holes in the n = 1 K shell causing the emission of the 1.54 A (8.04 keV)
characteristic radiation [72, 175]. In a standard XRR scan the sample and detector arm
are moved such that the angle between the detector arm and the incident x-ray beam
is 2 times the angle between the incident beam and the sample surface 6. The intensity

of the reflected x-ray is measured as the angle is increased, resulting in a specular scan,
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such as the one shown in figure 4.5. The sample is aligned such that the x-ray beam is
incident on its surface. This is done by aligning the angle of the sample stage and the
x,y and z coordinates of the sample.

A detailed overview of x-ray scattering and reflectometry was given in chapter 3,
here is a brief summary in relation to XRR. X-rays are reflected when there is a change
in refractive index, defined by n =1 — 6 — /3. Here § and § are the real and imaginary
components of the refractive index respectively [168, 169]. These quantities depend on
the electron density and therefore the x-ray scattering length density (SLD) increases
with atomic number. As x-rays are reflected when there is a change in refractive index,
the contrast is larger between materials where the atomic numbers vary greatly. Below
a certain incident angle, all of the x-ray beam is reflected. As shown in section 3.3,
this angle is the critical angle ¢~ and its value is related to the electron density of the

material p. by equation 3.16, which results in a critical angle of

TeA2pe
0. ~ 4.3
| (4.3

where 7. is the Thomson scattering length and A is the x-ray wavelength. For example,

a low-density material such as Si has a lower critical angle than a high-density material
like Pt.

In the case of a single thin film on a substrate, there will be two contributions:
one from the atmosphere/film interface and one from the film/substrate interface. The
interference between these two contributions causes oscillations in the reflectivity curves
known as Kiessig fringes [181, 216]. The distance between the fringes is related to the
thickness of the layer. Interface roughness results in a decrease in intensity with the
scattering angle. The thickness of the layer can be calculated from the difference in
angle between the fringes using the equation

s A(2n+1)

A, ) .

where t is the layer thickness, A is the x-ray wavelength, 6 is the angle of the fringe and
n is the fringe number. Therefore, by finding the difference between the angles of all
fringes and plotting A\?(2n + 1)/4 against 62 41— 62, as shown in figure 4.5b, the layer
thickness can be calculated from the gradient.

In a multilayer sample, each layer’s thickness, roughness and density will contribute

to the overall reflectivity, creating a more complex curve. In these cases, fitting software
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Figure 4.5: (a) Example XRR data of a sample with nominal thicknesses of
Si/SiOx(1000 A)/Pt(400 A). The red line shows a fit to the data using GenX fit-
ting software resulting in a Pt thickness of 394.54+0.7 A and a Pt roughness of 3.440.1
A. (b) Kiessig plot for the same reflectometry data as seen in (a) used to calculate
the thickness of the film based on the separation of the Kiessig fringes as described by
equation 4.4. This results in a film thickness of 388 + 5 A. The pink stars in (a) show

the peak positions used to perform the Kiessig thickness calculation shown in (b).

such as Refl1D [177] or GenX [217] are used to fit a model structure to the curves.
The majority of the functionality of Refl1D and GenX are identical. However, Refl1D
software is used for the PNR and XRR fitting results presented in the results of this
thesis as it allows for more complex model structures that are required for modelling
the inter-diffusion observed in chapter 5. Figure 4.5 shows the comparison of using the
Kiessig fringes analysis and GenX fitting to find the thickness of a film of Pt(400 A)
on Si/SiOx substrate. The resulting thicknesses found using both methods are very
similar, differing by only 6.5 A for a 400 A thick film. However, the Kiessig fringes
analysis only informs us about the thickness of the film, whereas the software modelling
also gives values for the roughness and density/SLD, meaning that it is only used for

thickness calibration samples.

4.4 Ferromagnetic Resonance

FMR is a measurement technique used to obtain a sample’s static and dynamic mag-

netic parameters. The underlying physics of magnetisation dynamics utilised in FMR
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measurements is explained in section 2.1.7. When a ferromagnetic material is placed in
a static external magnetic field (Hy), its magnetic moment will begin to precess about
Hy. This precession will be quickly damped until the moment aligns with the static
field if no other fields are applied. In FMR, an RF field is applied perpendicular to Hy.
When the frequency of RF field is the same as that of the magnetisation precession the
resonance condition is met and there is a maximum in the absorbance [218, 219]. By
measuring the resonance condition at many different fields and frequencies, quantities
such as Gilbert damping, saturation magnetisation and magnetic anisotropy can all be
obtained from FMR measurements.

When measuring FMR, data, either the frequency or applied field is swept to find
the resonance condition which can be seen as a Lorentz peak [220] or a differential
Lorentz peak [221-223] depending on the experimental set up. A differential lorentz
peak is measured when a lock-in detection technique is used. Here, the DC field is
modulated by a weak AC field that oscillates at a known fixed frequency. This means
that the transmitted signal varies with time at the frequency of the lock-in. The
measured signal is referenced against the lock-in modulation signal to extract the FMR
signal [224]. As the time dependant change in the FMR signal is due to the oscillating
AC field, the measured signal is in fact dP/dH, resulting in a differential Lorentzian
at the resonance condition [85, 225, 226]. The FMR measurement set-ups used for
characterisation measurements at Leeds and ISIS both utilise a co-planar waveguide to
produce the RF magnetic field. The schematics in figure 4.6 show the configurations
of both set ups. The difference is in the equipment used to generate and measure the
microwave radiation.

In the set up used at ISIS, as described by figure 4.6a, a vector network analyser
(VNA) is used to produce the microwave input and measure the returning signal after
it has passed through the waveguide. This results in data resembling a Lorentz peak
at the resonance condition.

In the Leeds set up, as described by figure 4.6b, a separate RF generator and
detector are used instead of a VNA. A lock in detection technique is used to improve
the signal to noise ratio as described earlier. The small alternating modulating field
denoted by H 4¢ is produced by Helmholtz coils and is generated by a lock-in amplifier.
The signal measured by the RF detector is multiplied by the lock-in reference signal to

amplify the variations in absorption with respect to field caused by FMR excitations.
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Figure 4.6: Schematics of the co-planar waveguide (CPW) FMR measurement setups
used at ISIS (a) and the University of Leeds (b). The sample sits face down on a CPW
in between an electromagnet. A microwave signal passes through the waveguide to
produce an RF magnetic field perpendicular to the DC field produced by the electro-
magnet. The DC field is measured using a Hall probe. In the Leeds setup, a lock-in
technique is used where the Helmholtz coils produce a small modulating AC magnetic
field to improve the signal to noise ratio. (c¢) and (d) show example data obtained using
the ISIS and Leeds setups respectively. The data in (¢) is for a 30 nm thick film grown
using the deposition chamber described in section 4.1. Data in (d) is from a 30 nm Py
film grown by sputtering in the Royce deposition system at the University of Leeds by
M.Rogers and P.Shepley.

The resulting measurement is of dP/dH meaning that FMR absorption peaks arise as
differential Lorentz peaks in the data, see figure 4.6d.
From the Lorentzian or differential Lorentzian peaks, one can extract the peak

position (Hy) and the linewidth (AH) which when plotted against the frequency allow
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us to extract values for the Gilbert damping parameter, effective magnetisation and

anisotropy field. The frequency is related to the peak position by the Kittel equation
[64]

FCH) = B2\ + H)(H + Hi + Moy ) (45)

So by fitting this equation to the peak position data values for v and M, can be
extracted. The peak widths are then related to the damping parameter by the equation
[65]

4
AH = " af + AH, (4.6)
Koy

Typical FMR data for a 30 nm thick Permalloy film measured using the Leeds set
up with fits to equations 4.5 and 4.6 can be seen in figure 4.7. The fits to equations 4.5
and 4.6 can be seen in figures 4.7a and b respectively. First, the Kittel equation was
used to extract values of v, Hx and M,ss. Then, using 7, equation 4.6 can be used to
extract a value of the Gilbert damping parameter. Performing these fits on the data
shown in figure 4.7, gives values of pigMss = 966 +6 mT and o = (4.94+0.02) x 1073.
These are both in good agreement with the literature values [227-229].
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Figure 4.7: Example FMR results for a 30 nm thick permalloy film. (a) The peak
position versus the frequency and the orange line shows fit with the Kittel equation
4.5 (b) The peak line width against frequency with the red line showing the fit of
equation 4.6. These fits result in extracted values of pgMcry = 966 £ 6 mT and
o = (4.9440.02) x 10~3. Example raw data for this sample can be seen in figure 4.6d.
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4.5 POLREF Beamline

The PNR data presented in this thesis was collected using the POLREF beamline at
ISIS neutron and muon source. POLREF is a time-of-flight polarised neutron reflec-
tometer. The levels of polarisation analysis can be changed between measurements
to measure standard neutron reflectometry (NR), half-polarised neutron reflectometry
(PNR) (2-spin state) or fully polarised neutron reflectometry, also known as polar-
isation analysis (PA) (4-spin state). In a standard NR measurement, only the total
reflected intensity of neutrons is measured, with no measurement of the neutron spin.
In a half-polarised PNR experiment, the measured reflectivity has 2 channels, R* and
R~. The + and - refers to the neutrons spin before it reaches the sample. In total,
there are 4 different spin channels: RT™", R~—, R*~ and R~". The first + or - is the
spin before the sample and the second is the spin after scattering from the sample.
In the case of a half polarised measurement, the neutron spin after the sample is not
measured so R* = R + R™~ and R~ = R~ + R~ ". For a PA measurement, the
spin state is measured before and after the sample, giving data for all 4 spin channels.
This is achieved using a series of flippers, analysers and polarising supermirrors along
the beamline, as seen in figure 4.8, which can be added or removed to change between
NR, PNR or PA measurements.

A magnetic field is applied across the sample point to ensure the polarisation of
the neutron beam. This is done using an electromagnet which can apply fields up
to 700 mT. The minimum field that can reliably retain polarisation of the neutron
beam is 5 mT. This magnetic field can also be used to control the magnetic state of the
sample. Typically, in 2-spin state measurements the full field strength is used so that the
sample is saturated and to ensure the sample magnetisation is aligned with the neutron
polarisation and therefore the spin splitting is maximised. Different guide fields may be
used in experiment specific conditions e.g investigating domain states, or in our case,
accessing a specific FMR resonance condition. In 4-spin state measurements, where
the perpendicular magnetisation components are also measured, full sample saturation
is not desired so weaker guide fields are used. In the case of the fully polarised PNR
measurements presented in this thesis, the weakest field of 5 mT was used to limit the

effect that the guide field had on the sample magnetisation direction.
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Figure 4.8: Schematic of the POLREF beamline at ISIS Neutron and Muon Source.

Supermirrors

Neutron Supermirrors are made of extremely smooth multilayer structures using ma-
terials with large neutron SLD contrasts such as Ni/Ti and Fe/Si. In a high repeat
number, uniform multilayer made of such bilayer repeat structures with consistent
bilayer thickness, the resultant reflectivity would contain a large Bragg peak at some
@ value with a reflectivity intensity of the same order as that of the critical edge. The
position of this Bragg peak decreases in () as the thickness of the bilayer increases.
Therefore, by manufacturing a multilayer structure whereby the bilayer thickness in-
creases throughout the stack, the Bragg peaks overlap to form a large () region where
the reflectivity is close to 1 [230]. This concept was first proposed by Mezei in 1976/77
[231, 232]. Ni/Ti multilayers are typically used in the case of non-polarising supermir-
rors due to the high positive SLD of Ni and the negative SLD of Ti giving an extremely
large contrast between the layers in the superlattice [233-236]. The large scattering
contrast is the reason for the Bragg peak intensity being similar to that of total external
reflection. Supermirrors are quantified by an m-value which relates its critical angle to

that of a single film of Ni, with m = 1 meaning the critical angle is the same as natural
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Figure 4.9: Example of the reflectivity of a Ni/Ti supermirror. The triangles show the
reflectivity for a 200 nm film of Ni and the circles correspond to the supermirror. The
supermirror has high, almost unity, reflectivity at angles almost 5 times greater than

that of a simple Ni film. Figure taken from [235].

Ni [234, 235]. Example reflectivity data for an m = 4.8 supermirror can be seen in
figure 4.9 (figure originally from [235]). High reflectivity supermirrors such as these are
used to direct and focus the neutron beam and ensure the maximum possible neutron
flux reaches the sample.

Supermirrors can also be used to polarise the neutron beam. Polarising supermirrors
utilise the same concepts as previously mentioned with a large multilayer structure.
However, by using a bilayer consisting of a high magnetisation ferromagnet (FM) such
as Fe and a non-magnetic (NM) layer, the magnetic scattering contrast between the
layers is such that the neutrons with spin parallel to the supermirror magnetisation
are totally reflected (R™ & 1) and the antiparallel spins are transmitted (R~ ~ 0)
[237-241]. Polarising supermirrors utilise the fact that the total SLD in an FM is
a sum of the nuclear and magnetic SLD components. This means that, for certain
combinations of FM and NM materials, the total SLD of the antiparallel state in the
FM is approximately equal to the SLD of the NM [242]. Therefore, there is no reflection
at the interface as there is no SLD contrast and subsequently, the anti-parallel state is

fully transmitted.
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Flippers

The Mezei flipper, as first described by F. Mezei [243], consists of a crossed coil. The
coils produce a crossed magnetic field which causes the neutrons to precess as they
pass through. With the correct magnitude of magnetic field, this causes the neutrons
to complete a full 7 rotation and flip between up and down states [244]. The frequency
of the precession is determined by the wavelength of the neutron and the magnetic field
in the flipper. POLREF is a time-of-flight neutron probe so the neutron beam contains
a range of neutron wavelengths. The speed of the neutrons is also dependent on their
wavelength meaning that the different wavelengths of neutrons arrive at the flipper at
different times. Therefore, by sweeping the current through the Mezei flipper, it is
possible to adjust the field strength over time so that all wavelengths of neutrons are

flipped.

4.5.1 Neutron Production

At ISIS, neutrons are produced from a spallation source. An 800 MeV beam of protons
is fired at a heavy metal target of tungsten, coated with tantalum. This knocks out pro-
tons, neutrons and other clusters of particles from the nucleus. These ejected neutrons
are of too high energy to use. Neutrons with energy up to the energy of the proton
beam are emitted from the de-excitation of the nuclei fragments. The ejected high-
energy protons go on to cause further spallation reactions within the target [245, 246].
Neutrons used in scattering experiments are cold neutrons with energies ranging from
0.12 meV to 12 meV [184]. The MeV energy neutrons are slowed by a series of mod-
erators in which the neutrons scatter from light nuclei. The moderators are made of
substances containing H such as water, liquid hydrogen and methane, to utilise the
large incoherent scattering cross section of H [245]. The resulting pulse of neutrons,

used for experiments, consists of a range of energies and therefore wavelengths.

4.6 Refl1D: XRR and PNR fitting

Fitting is required to extract nuclear and magnetic structural information from XRR
and PNR data. The fitting presented in the results of this thesis was performed using
Refl1D software [177]. RefllD is a Python-based reflectometry fitting software which
uses Bumps [247] as the underlying fitting algorithm.
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4.6 Refl1D: XRR and PNR fitting

Reflectometry fitting is performed by, first, producing a model sample structure.
This consists of slabs of material with a set thickness, roughness and SLD. The SLD
consists of nuclear, imaginary and, in the case of a PNR, magnetic components. The
structural components are determined by the material density and elemental composi-
tion.

In Refl1D, materials can be defined in two ways. The first is to input the elemental
composition and then either input the density or, if no density is specified, Refl1D
will use the bulk density. In this scenario, the density is the fitting parameter that
determines the magnitude of the nuclear and imaginary SLD values for that material.
The second way to define a material in Refl1D is to manually define the nuclear and
imaginary SLD. Here, the nuclear and imaginary SLD become direct independent fit-
ting parameters. Mixture materials can also be set up whereby two or more defined
materials are combined to make an alloy or other compound. The fitting parameter
then becomes the composition of each of the materials. This feature is utilised in both
of the experiments in this thesis. In the case of the FMR-PNR experiment, the FeMn
alloy must be fit as a mixture to get agreement between XRR and PNR data sets.
This is because the neutron SLDs of Mn and Fe are very different as the SLD of Mn
is negative, whereas the x-ray SLD for the two materials are very similar due to the
similar electron number. The negative neutron SLD of Mn means that the FeMn alloy’s
total SLD does not change with the composition in the same way as the total density
of the alloy. In the ionic diffusion experiment in chapter 5, the mixture material allows
us to sensibly link the changes in absorption and nuclear SLD of B injection into Cgg
to more accurately map its migration through the sample.

In all material slabs in the sample models, the interface roughness is described
by an error function which links the SLDs of the two adjacent layers. The interface
roughness value is related to the width of the error function such that an interface with
0 roughness would be modelled as a step function.

In the case of PNR, magnetic materials have an additional magnetic SLD compon-
ent. This is defined by a magnitude, pys, that is proportional to the magnetisation and
dead layers and interfaces at the top and bottom of the magnetic layer. The initial
pu value is calculated from expected magnetisation values from literature and squid
measurements, then the value is fit independently of other parameters. The magnetic

dead layers and interfaces allow for additional freedom of the thickness and roughness
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4.6 Refl1D: XRR and PNR fitting

of the magnetic profile outside of that defined by the physical structural parameters.
There is also a ), fitting parameter which determines the angle of the magnetisation
with respect to the neutron polarisation. It is only possible to extract this parameter
when the PNR data consists of all 4 spin states.

The model is made up of slabs representing the layers of the physical sample using
approximate values for thickness, roughness and density often found from previous
calibration measurements or previous samples of a similar structure. This model is
then used to produce an SLD profile. Reflectometry data is simulated for this profile.
The goodness of the fit is determined using a reduced x? which quantifies how close the
simulation curve is to the data relative to the uncertainty in the data. The y? value is
calculated using the equation

= lljz”: S? —Af(zQ)2 (4.7)

i=1 Si

where S; is the individual data point, AS; is its uncertainty, f(Q) is the model line,
D is the degrees of freedom of the model and n is the total number of data points.
The fitting algorithm then gradually adjusts the fitted parameters so that the model
SLD corresponds to a reflectometry curve that better represents the data. This process
is repeated many times until, eventually, the global minimum of the parameter space
is found, corresponding to the best fit of the data. In some cases, this simple slab
model is not sufficient to accurately fit the measured data and so more complex mod-
elling is required. This can involve, for example, adding in extra layers, changing the
composition of the layers or representing a layer with a functional profile. Multilayer
systems are initially modelled by the parameters of the repeat stack being copied ex-
actly throughout the sample. For these types of samples, an additional complexity to
the model could be a scaling on the e.g roughness as you move through the layers.

The uncertainty analysis on RefllD fits is performed using DREAM [248] which
is a Markov chain Monte Carlo method with a differential evolution step generator.
These fits return parameter uncertainties as well as their correlations. This allows for a
comprehensive analysis of parameters and a comparison of fitting models to determine
the best model to describe the data. Unlike many other fitting algorithms, DREAM
can accept steps that make the fit worse, depending on the scenario, which means that

is less likely to be trapped in local minima.
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4.7 Ton Beam Analysis Techniques

During the investigation on ionic diffusion of B in Cgp thin films we use ion beam
analysis measurements to investigate the B profile in the sample. These techniques are
specifically useful for investigating light elements such as the B and C in our samples.
All of the TOF-ERDA and NRA measurements presented in this thesis were performed
by Eduardo Pitthan and Daniel Primetzhofer at the Tandem Laboratory at Uppsala

University.

4.7.1 Time-of-Flight Elastic Recoil Detection analysis

TOF-ERDA is a technique used to measure element specific depth profiles of a sample.

12778+ " recoils particles out of the target

An incident heavy ion beam, in our case
sample which are then detected and analysed [249]. In TOF-ERDA, the energy, E, and

time-of-flight, ¢, of the recoiled particle are used to calculate its mass m using

£\ 2
m = 2 <z> (4.8)
where [ is the flight path distance [250, 251]. An example of the measured TOF vs
energy spectrum can be seen in figure 4.10a. The calculation of the mass allows for
ions to be separated and therefore element specific depth profiles can be determined
[252, 253].
The incident ions and recoiled species lose energy as they travel through the sample.
The measurement of the recoiled particle energy therefore allows for the calculation of

its depth within the sample. The measured energy of the recoiled particle is related to
the depth x by [250, 251]

(4.9)

EzszEo—x@r Si g S’“)

sina  sinpf
where Ej is the incident energy, S; and S, are the stopping powers of the incident and
recoiled particles respectively and « and 8 are the angles of the incident and recoiled
particles respectively. k. is the called k-factor and is defined by

AM; M,

kyp = ————
(Mi + Mr)

cos® ¢ (4.10)

where M; and M, are the masses of the incident and recoiled particles and ¢ is the

recoil angle (¢ = a + ).
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Figure 4.10: Example TOF-ERDA data for a sample of BN/Au(100nm) measured using
a 12718+ 36 MeV beam. (a) Shows the TOF-Energy spectra. From this spectra, the
ions are separated and the energy is used to calculate the depth profile. (b) Elemental
depth profile extracted from the TOF-Energy spectra displayed in (a). Figure adapted
from [249].
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Figure 4.11: (a) Simple schematic of the TOF-ERDA measurement geometry. « and /3
are the angles of the incident and recoiled particles respectively. (b) Schematic of the
NRA measurement geometry. The Al foil prevents backscattered protons from reaching
the detector. Figure adapted from [249].

This analysis of the measured particle’s original depth within the sample allows for
the production of element specific depth profiles as seen in figure 4.10b.

The depth resolution of ERDA measurements is dependent on the composition of
the measured sample, the incident angle and the incident beam energy. For a 27T beam,

depth resolutions of <6 nm can be achieved at the surface using a beam energy of 4
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MeV [254]. However, at these low beam energies, the resolution increases drastically
with increasing depth and for thicker films, higher energy beams are more suitable
[254, 255]. For the 12718+ beam at 36 MeV used in the measurements presented in this
thesis, the depth resolution at the interface is approximately 30 nm [256]. The element
sensitivity for this beam and energy of between 0.1 - 0.5 % atomic composition for C
and O in Cu have been demonstrated [257]. For B in Si, detection of 0.2 - 1 % atomic
percent has been achieved [249].

4.7.2 Nuclear Reaction Analysis

NRA is a technique that can be used for isotope-specific depth profiling [258]. Many
different reactions can be used for profiling different isotopes, but in the measurements
presented in this thesis, NRA is used to measure the ''B profile. This is done with the
"B(p,a)®Be reaction at the 163 keV resonance energy. The sample is irradiated with
a proton beam causing the ''B to experience a nuclear reaction which results in the

ejection of alpha particles. The reaction is [259]

HB 4+ p =8 Be + o

UB4+p =8 Be*+ g = an +ap+a;

The different characteristic energies of the emitted alpha particles appear as features on
the measured spectra. The number of emitted alpha particles, typically at one specific
characteristic energy, is measured for a range of incident proton energies to form the
excitation curve [249]. The energy at which the ! B peak appears in the excitation
curve is dependent on it depth in the sample. The deeper the ' B is in the sample, the
higher the energy of the peak in the excitation curve. This energy curve can then be
converted into a depth profile using knowledge of the stopping power for the material
[249].

The depth resolution of this technique depends on both the composition of the
sample and the incident angle used. In a Si matrix, the surface depth resolution for the
UB(p,a)®Be nuclear reaction at 163 keV ranges from =~ 30 - 65 nm for incident angles
ranging from 60° - 0° [249, 258]. In terms of the sensitivity of the technique, benchmark
experiments undertaken at Uppsala have demonstrated that the NRA measurements

can detect B atomic concentrations as low as 0.02 % in a Si matrix [249].
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CHAPTER 5

Monitoring Ionic Diffusion in Cgg
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5.1 Introduction

Molecular thin films have been used in spintronic research to control and manipulate the
magnetic properties of metallic thin films. Cgg in particular has been used to enhance
the anisotropy of ferromagnetic metals [53], increase spin-orbit coupling in heavy metals
[54] and induce ferromagnetism in non-magnetic metals [51, 52]. Molecular thin films
offer a low-cost and sustainable alternative to rare-earth and heavy metals that are
currently used in magnetic devices.

Here, we explore the possibility of using molecular thin films as a host for ionic dif-
fusion and consequently as a way to control the magnetic properties of a ferromagnetic
alloy such as the magnetisation and anisotropy. In this context, molecular materials
offer an alternative to ionic liquids as a way to electrically control magnetism. Ionic
liquid gating has been used to control the magnetic and electrical properties of many
different materials such as metals, organic semiconductors, complex oxides and super-
conductors [31, 260]. These systems work in one of two ways. In electrostatic systems,
the gate voltages cause a build up of charge at the interface between the ionic liquids
and metals, forming electric double layers, producing strong, short range electric fields.
The other category is electrochemical systems, where the gate voltage forces ions into
the interfaced material, altering its properties via doping or oxidation [31].

However, the applications of ionic liquids in devices is limited by their size and
operational temperature range. The ionic liquids themselves are larger than modern
integrated circuits and the deposition cannot be controlled on the nanometer scale
required for electronic or spintronic device applications. Also, the ionic liquids need to
remain in the liquid state for the ions to be mobile meaning their functionality is limited
in low temperature devices. Molecular thin films would allow for ultra-thin layers
(nm scale), ultra high vacuum deposition meaning clean interfaces with the functional
material, the possibility for nano-scale device fabrication and device functionality from
low temperatures (<10K) to hundreds of degrees above room temperature [53].

CoFeB and CoB are magnetic alloys that are commonly used in spintronics research
due to their relatively low damping and low pinning [261-265]. Often, they are used
as part of perpendicular magnetic anisotropy multilayers where the magnetic alloy is
interfaced with heavy metals such as Pt or Ta. When these types of structures are
annealed, the B diffuses away from the magnetic alloy. However, as the adjacent layers

are heavy metals, the B is absorbed and accumulates at the heavy metal interface
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[159, 266, 267]. By replacing the heavy metal layers with low-density molecular thin
films we expect the B ions to migrate into the molecule layers and act as free ions. This
would provide the ability to reversibly control devices using gate voltages to move the
ions within the molecular layers and also open research avenues into thin film molecular
batteries and capacitors.

To investigate this, trilayers of Cgo/CoB/Cgy were grown and annealed, in which
we anticipate boron ions to diffuse from within the CoB alloy into the Cgy molecular
layer. Using a magnetic alloy as the source of ions has the additional effect of the
diffusion causing a change in the magnetic properties, such as saturation magnetisation
and anisotropy, in addition to structural changes.

For the thin film multilayers used in this experiment, which contain low density
materials such as C and B, Polarised Neutron Reflectometry (PNR) provides benefits
compared to measurements such as x-ray reflectivity or Transmission Electron Micro-
scopy. First of all, x-ray scattering length densities scale linearly with the atomic
number, meaning that when using light elements such as C and B, there is limited
scattering and also little contrast between them. This makes it very difficult to dif-
ferentiate between C and B in the structure. In the case of PNR where the probe is
neutrons, the SLD, as explained in chapter 3, for elements with similar atomic numbers
can vary significantly. This means that it is possible to get significant SLD contrast
between elements with similar atomic numbers. Using PNR, we can observe not only
the changes in the nuclear structure but also the magnetic structure, as is explained
fully in chapter 3. The magnetic scattering component of the neutron refractive index
provides sensitivity to the in-plane magnetisation as a function of depth. PNR is also
specifically sensitive to B due to its large neutron absorption cross-section. One of the
profiles extracted from the PNR data is the imaginary component of the SLD profile
which is a depth profile of the neutron absorption. The absorption cross-section of B
comes from the '°B isotope which makes up approximately 20% of naturally occurring
boron [190, 191]. A comparison of the neutron absorption cross-section for B compared
to other elements can be found in table 3.3. In the Cgp/CoB sample structure boron has
a significantly larger ImSLD than any other element [194], and therefore, the imaginary
SLD profile will map out the location of B within the sample.
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5.2 Sample Growth

All samples presented in this section were grown using a combination of DC magnetron
sputtering for the metallic layers and in-situ thermal evaporation for Cgy. The final
sample structure is Si/SiO,/Cgp/CoB/Cgo/Al. The CoB layers are grown using a
CoggB32 alloy target. The CoB composition in the structures is not given because the
sputtering growth rate of the B and the Co in the target is not the same meaning that
the composition of the target changes over time and therefore the composition in the
film can vary. Al is used as a cap because it oxidises when exposed to air, and when
this happens, the layer expands, meaning that it forms a capping layer that reliably

covers the whole sample area [45].

5.3 Effects of Annealing

5.3.1 SQUID Magnetometry

To investigate the influence of annealing on the magnetic response of the trilayer
Cg0/CoB/Cgp, we used SQUID magnetometry measurements. The sample used had
a nominal structure of Si/SiO;(1000) /Cgo(200)/CoB(150)/Cg0(200)/Al(50) (thickness
in A). The magnetisation of Co is much greater than that of CoB [163]. Therefore,
measuring the magnetisation and hysteretic response of the samples can be used to
inform us of the change in the composition of the CoB during and after the anneal-
ing process. Using the SQUID oven mode, as described in chapter 5, it is possible
to anneal the sample inside the VSM whilst simultaneously measuring the magnetic
moment. This also allowed us to measure magnetic hysteresis loops before and after
annealing on the same sample, providing more accurate comparisons.

A hysteresis loop was measured at room temperature and then the sample was
heated to 300°C, at a heating rate of 5°C/min, to begin the annealing process, during
which, the magnetic moment was continuously measured. An applied field of 700 mT
was applied throughout heating, annealing and cooling as this is the maximum field
that can be applied on the PNR beamline. These measurements were also performed on
a Cgp/Co/Cgp sample ( Si/SiO,(1000)/Ce0(200)/Co(320)/Ce0(200)/A1(50) (thickness
in A)) which allows us to differentiate between B diffusion effects and Co crystallisation
effects.

Hysteresis loops measured before and after annealing for both the CoB and Co
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Figure 5.1: Room temperature magnetic hysteresis loops of samples of

Si/Si0,(1000)/Ceo(200) /CoB(150) /Ceo(200)/AI(50)  (a)  and  Si/SiO.(1000)
/C60(200)/Co(320)/Cg(200)/A1(50) (b) as grown and after annealing at 300°C

for 10 hours. All thicknesses in sample structures are in A.

samples are shown in figure 5.1. In the case of the CoB sample, the total magnetisation
of the sample increases by approximately 50% due to the annealing process. This
increase in M, is evidence of B migrating from the CoB layer and leaving Co rich
regions that have a much larger magnetic moment, therefore increasing the overall
moment of the sample. For the Co sample, the moment increases by only ~10% in
agreement with the effects seen in other work [268]. This shows that there is some
increase in magnetisation when the Co layer is annealed and cooled all in an applied

field, which can be accounted to improved crystallinity in the Co film. However, as
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the relative increase in magnetisation for the CoB sample is significantly larger than
10%, this shows that the improved crystallinity after annealing cannot fully account
for the increase in magnetisation that is observed for the CoB sample. Therefore, it is
reasonable to explain this by the migration of B and the changing composition of the
CoB, as the only change between the two samples is the addition of B. The as-grown Mg
of the CoB sample is approximately 30% of the M of the Co Mj,. The literature values
show that for CosB, the moment is around 45% of the moment for Co, so this suggests
that the B atomic % of the samples is significantly more than the 32% expected from
the target [163, 164].

The heating curves in figure 5.2 show that the moment drops much more dramatic-
ally with temperature for the CoB sample than the Co sample. This is expected because
the Curie temperature of CoB decreases with increasing B content [163]. However, the
Curie temperature for CogB is 429 K [164], meaning the Curie temperature for our
samples is significantly greater than expected considering the M, suggests a B compos-
ition of greater than 33 %. A noticeable feature in the heating curves is the upturn at
around 460 K for the CoB sample, which is not present for the Co sample. The upturn
in moment is interesting because it is not expected in common M (7T") measurements
and suggests that there is some form of phase transition. Considering the migration of
B we expect in these samples and that is suggested by the increase in moment after an-
neal, it is reasonable to conclude that this transition could be the onset of B migration
into the Cgg layers.

The different effects of the annealing process on the Cgy/CoB/Cgo and Cgo/Co/Cg
samples can be seen by comparing the heating and cooling curves for each sample. In
the case of the Co sample, the cooling curve traces back parallel to the heating curve.
This shows that the gradients of the curves are very similar and therefore suggests that
the composition of the magnetic layer in the sample has little change due to annealing.
This follows the results seen in the before and after anneal hysteresis loops where there
is only a small 10% increase in magnetic moment. In contrast, the heating and cooling
curves for the CoB sample show very different behaviours. Notably, there is a significant
separation between the two curves, showing that the magnetic behaviour of the sample
has changed considerably due to annealing. The upturn in the heating curve at around
460 K is not seen during cooling. Also, the gradient of the heating curve around 300

K is much steeper than that of the cooling curve, suggesting that after annealing the
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Curie temperature of the sample has increased.
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Figure 5.2: (a) Magnetic moment vs temperature during heating, cooling and annealing.
Closed circles show data for the Cgy/CoB/Cgo sample and the open squares show data
for the Cgp/Co/Cgp. The data for each sample is normalised to its moment at 300 K.
(b) Magnetic moment time evolution during annealing at 573 K. Purple data is for the
CoB sample and green data is for the Co sample. During all of these measurements

the applied field was 700 mT.
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During annealing, there are also significant differences between the CoB and Co
samples. In both, we observe an increasing moment for the first three hours. In the
Co sample, the increase in moment then flattens out whereas, for the CoB sample, the
moment is continuously increasing throughout the ten hour annealing process. This
provides evidence of a diffusive process causing a consistent decrease in the B content of
the CoB layer, and therefore increasing the moment, throughout the annealing process.
Notably, the relative change in moment is significantly greater for the CoB sample
which further suggests an influence from the migration of B.

The contrast between the curves for the CoB sample and the Co sample shows
that there is a definite influence of B in the annealing process in these metal molecular
trilayer samples which we attribute to the migration of B from the CoB alloy into the

adjacent Cgg layers.

5.3.2 Polarised Neutron Reflectometry: Introduction

To investigate the structural and magnetic changes that occur in these structures due
to annealing, Polarised Neutron Reflectivity (PNR) measurements were performed at
ISIS Neutron and Muon source using the POLREF beamline. On POLREF, there is
the capability to measure PNR and vacuum anneal the sample in-situ [269]. In this
first section, data will be displayed for a series of 3 samples where the influence of
annealing the samples at 300°C was investigated. Samples 1 and 3 share nominally
the same sample structure with a slightly different CoB layer thickness and Sample 2
shares the same structure as samples 1 and 3 except that its CoB layer was grown from
a different target and has a larger thickness. The estimated sample structures of the 3

samples can be seen in table 5.1.

Sample Layer Thickness (A)

SiOg | Cgp | CoB* | Cgo | Al
Sample 1 | 1000 | 200 | 150 | 200 | 50
Sample 2 | 1000 | 200 | 300 | 200 | 50
Sample 3 | 1000 | 200 | 140 | 200 | 50

Table 5.1: Table of the structural parameters of the 3 samples used in this part of the
experiment. *The CoB target used to grow Sample 2 is different than the one used for

Samples 1 and 3 although they have nominally the same composition.
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In all cases, PNR was first measured at room temperature before the sample was
heated to the annealing temperature. In the case of Sample 1, PNR was measured
before and after a 1 hour anneal at 300°C. For samples 2 and 3, PNR was measured
before, during and after a 10 hour anneal at 300°C. During the annealing process, PNR
is measured continuously. This can then be split into 1 hour time slices of data which
can be analysed to observe the time-dependent structural changes during annealing.
This is possible because the POLREF beamline is a time-of-flight neutron probe which
means that a range of () can be measured for one sample angle. For our measurements,
the sample angle was 0.7° which gave a ) range of 0.012 A" 0 0.070 A™'. This is
vital for doing time-dependent measurements because, in a monochromated beam, the
sample angle would have to be swept during the measurement meaning that there is a

time delay between measurements at different @) values.

5.3.3 Reflectometry Comparison

To demonstrate further why this investigation was performed using PNR as opposed to
XRR, here the reflectometry results of one of the samples used in the PNR experiment
are compared.

PNR and XRR fits for Sample 3 can be seen in figure 5.3. The XRR fit is good
below @ = 0.1 A7" but misses key features in the data at higher @) values. The
PNR fit is good throughout however, the ) range is much smaller, meaning it is less
sensitive to thin layers in the sample. The XRR fit is further hindered by the Al cap.
To achieve a reasonable fit of the data, an additional layer had to be added to the
cap which results in the seemingly unphysical SLD profile seen in figure 5.3 where the
SLD drops to almost 0. This is not the case for the PNR data where a good fit of
the data and the cap structure is achieved with one layer each of Al and AlO,. This
could be due to the different scattering interactions of the two probes with the sample.
The XRR SLD profile highlights how weak the x-ray scattering is for elements in the
multilayer structure. For reference, the SLD for Pt is over 130 ><10_6A_2, over 3
times greater than that of the CoB layer. The weak scattering and small changes in
x-ray SLD throughout the sample make it difficult to differentiate the different layers
in the structure and therefore make modelling more difficult. In contrast, the neutron
scattering length of C is large and there is good contrast throughout the sample, making

the transitions in SLD between the layers more prominent and easier to model.
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Figure 5.3: PNR (a) and XRR (b) data for Sample 3 with a nominal structure of
Si/Si0,(1000)/Ce0(200) /CoB(140)/Ceo(200)/A1(50) (thicknesses in A). (c) and (d)
are the SLD profiles extracted from the fits in (a) and (b) respectively. In (c), the
blue, green and red lines represent the best fits of the magnetic, nuclear and absorption
profiles respectively. In (d), the black line shows the nuclear SLD and the yellow shows
the absorption SLD. The shaded bands represent the o and 20 ranges for each profile.

The structures obtained from both fits are somewhat similar with the XRR and
PNR values for the top Cgo thickness within 5 A and the CoB within 15 A. However,
there are clear differences in the Cgg densities obtained from the XRR and PNR fits.
In the XRR fit, the density obtained for the two Cgo layers varies by 0.5 g/cc which is

surprising as the two layers are deposited in the same growth conditions so should have
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very similar densities. The two Cgp densities obtained from the PNR fit are different
only by 0.01 g/cc and are within 7% of the bulk density of 1.65 g/cc. This, again,
shows that PNR is much more suitable for studying these structures and results in
more sensible structural parameters.

The vast differences in the goodness of fit between PNR and XRR data for the
same sample highlight that, as a technique, PNR is much more suited to studying
these structures than XRR. This is why the following studies on the structural changes
and the movement of B within the sample due to annealing are performed using PNR
measurements. If the reduced x? for the PNR and XRR data were of the same order of
magnitude, then a co-fit of both would be a good method to determine the structure,
utilising the strengths and sensitivities of both measurement techniques. However, the
vast difference in the reduced x? in our case make such a co-fit less useful. As the fitting
algorithm acts to try and reduce the overall x2, a co-fit here would be dominated only
by the XRR fit as the x? is orders of magnitude greater than the PNR x? and therefore
dominates the x? of a combined fit. For the co-fit to work effectively, the two data sets
would have to be weighted accordingly so that the model takes into account changes
for both data sets. An arbitrary scaling like this would not appropriately represent
the measured uncertainty of each data set, and as a result, the data sets were fitted

independently.

Layer Thickness (A) Roughness(A) Density (g/cc)*
PNR XRR PNR XRR PNR XRR
Si0, | 1056(2) | 1035(4) | 2(1) | 4.89(6) | 2.15(1) 2.45
Coo Bot | 221(1) | 189.43(5) | 9(4) | 10.28(2) | 1.543(6) | 1.2996(4)
CoB | 143(2) | 128.82(3) | 14(3) | 14.33(3) | 13.0(2) %B | 15.52(2) %B
Coo Top | 197(3) | 194.64(8) | 9(5) | 13.97(6) | 1.552(5) 1.796(2)

Table 5.2: Comparison of the structural parameters obtained from the XRR and PNR
on the Si/SiO;(1000) /Cgo(200) /CoB(140) /Ce0(200) /Al(50) (thickness in brackets
in A) sample used for the gated PNR measurements. The fits are shown in figure
5.3. The numbers in brackets are the uncertainties in the last digit of the value e.g.
2.15(1) = 2.15 £+ 0.01. *For the density column of CoB, the value gives the mass

composition percentage of B.
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5.3.4 PNR Results and Discussion
Model development

To extract quantitative information about the structural and magnetic changes that
occur during the annealing process, we must fit model structures to the data, starting
with the simplest description of the sample and gradually getting more complex. PNR
fitting gives us information about the nuclear and magnetic profile of the sample as
well as a nuclear absorption component, represented by ip on the scattering length
density (SLD) profiles. In the trilayer, the only element that has a non-negligible
neutron absorption is B. This means that it is possible to determine the location of the
B explicitly via the absorption profile, ip. This section will outline the development
of the fitting models that took place to find a model that accurately fits the data and
describes the sample structure after the annealing process. The results for three models
of increasing complexity are displayed. They will be labelled as Model A, Model B and
Model C. The models will be described in more detail in this section, but a summary

is as follows:
e Model A - Simple slab model
e Model B - Simple slab model with B added to the Cgg layers
e Model C - Cgg layers split into two sections with varying B composition

The model development was performed on the before and after anneal data sets for
Sample 3. This is because it experienced the longest anneal meaning any changes in
structure will be greatest and, unlike Sample 2, has a significant splitting of the spin
states which makes fitting more accurate as there is more information to fit to. A
comparison of the results of applying all 3 fitting models to the as-grown data set can
be seen in figure 5.4 and the same for the after anneal data can be found in figure 5.5.
Here, the data is plotted as the Fresnel reflectivity which is the total reflectivity divided
by the substrate reflectivity. This makes the features on the data more pronounced and
makes it easier to compare the fits of each model.

First, we fit a simple slab model (Model A) to the data. Here, all of the layers are
modelled as a single slab with some thickness, interfaces described by error functions
and magnetism in the CoB layer. For the as-grown data, shown in figure 5.4, we see that

the model describes the data well, achieving a x? of 1.340.2. The x? informs us about
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Figure 5.4: Comparison of fitting results for models A, B and C when used to fit the
as-grown Sample 3 data set. The as-grown structure of Sample 3 was Si/SiO,(1000)
/Ce0(200)/CoB(140)/Cg0(200)/A1(50) (thickness in A). The Fresnel reflectivity data
and spin asymmetry are shown in (a) and (b) with the green, red and blue solid lines
showing the fits to models A, B and C. The R~ reflectivity is shifted downwards by a
factor of 50 for clarity. (c), (d) and (e) show the extracted SLD profiles from the fits
with models A, B and C respectively. The blue, green and red lines represent the best
fits of the magnetic, nuclear and absorption profiles respectively. The shaded bands
represent the o and 20 ranges for each profile. (f) Comparison of the reduced x? value
and number of fitting parameters for each model. The y? is a measure of the goodness

of the fit. The smaller the x2, the better the fit describes the data.

the goodness of the fit and how close the model curve is to the data points, relative

to the uncertainty of the data. A x? of close to 1 indicates a very good agreement
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The SLD profiles show that,

before annealing, the layers in our sample have clean interfaces between the Cgg layers

between the model curve and the experimental data.

and the CoB. This indicates that there is little inter-diffusion between the layers when
the sample is as-grown. There is a magnetic dead layer at the top and bottom of the
CoB layer. However, when applying this model to the after anneal data set, see figure
5.5, the fit is predictably much worse as this simple model does not fully capture the
post anneal sample structure and gives a x? of 4.3 £ 0.2. One change this model does
show is that the B composition of the CoB layer reduces due to annealing. In the CoB
layer, we observe a reduction in B composition from (13.0£0.2)% to (9.84+0.3)% which
would indicate that the B has migrated into the adjacent Cgg layers. This idea is also
supported by the fact that there is an increase in magnetisation within the CoB layer
which we can attribute to the layer becoming more Co rich. The magnetisation also

becomes more spread out, indicating that the Co may also diffuse into the Cgg.

Fitting Parameter As-grown Sample 3

Model A Model B Model C
Ceo Bottom Thickness (A) 221 + 1 221 + 1 220 4 2
Ceo Bottom Density (g/cc) 1.543 £ 0.006 | 1.537 +0.007 | 1.534 £+ 0.005
CoB Thickness (A) 143+1 142+ 2 142+ 3
B% Mass in CoB (%) 13.0+£0.2 13.1+£0.1 13.0£0.2
Mean Integrated pps Area 60 + 10 60 + 10 60 + 10
(><10_6A71) (o< Magnetic Mo-
ment)
Ceo Top Thickness (A) 197 £ 3 197 £ 3 197 £5
Cgo Top Density (g/cc) 1.552 +0.005 | 1.52 4 0.02 1.52 £+ 0.02

Table 5.3: Comparison of selected fitting parameters from the results of applying Model
A, B and C to the as-grown data set for samples 3. Sample 3 has a nominal structure
of Si/Si0,(1000)/Cgo(200)/CoB(140)/Ce(200)/A1(50) (thickness in A)

As the result of Model A indicates that B migrates out of the CoB layer, in Model
B, the Cgo layers were modelled as as CgoB mixtures, whereby the B composition is
introduced as an additional fitting parameter. Adding B to the Cgp will increase the
nuclear SLD and add an absorption component, which is shown by ip (red lines) in

the SLD profiles. Although Model A accurately describes the as-grown data, it is still

98



5.3 Effects of Annealing

important to apply Models B and C to the as-grown data to make sure that they
converge on the same or a very similar structure to that of Model A. Also, this ensures
that any features seen on the post anneal data are not just an artefact of the model.

For the as-grown data, the y? value for the fit using Model B is the same as that
for Model A and the SLD profiles are extremely similar with a small B composition in
the Cgp layers. When we use this model on the after anneal data set, there is a slight
improvement in the fit when compared to Model 1 with the x? reducing to 3.8 4+ 0.2.
The only difference in the SLD profiles for these two models is that in Model B there
is a large absorption component in the Cgg layers which comes from the introduction
of B. This further supports the idea that B is migrating from the CoB layer into the
Cgo during the annealing process.

In Model C, the CgoB mixture layers are split into two regions which share the
same Cgo density but have independent B composition parameters. The thickness
fitting parameters then become the overall thickness of the Cgy layer and a thickness
fraction parameter, 8. So the thickness of the two sections within the Cgg layer, s1 and

52, are given by

ts1 = tiotal X B ts1 = Tyotal X (1 - ﬂ) (51)

Due to the limit of the @) range, there is little information in the measured data about
any very thin layers within the system. Thin layers appear in the data as long-range
oscillations as the difference in the square of the angular position of neighbouring Kiessig
fringes is inversely proportional to the square of the thickness as shown in chapter 3.
As the maximum () measured is 0.07 Afl, very thin layers are not captured in our
data. Therefore, 5 is limited to vary between 0.2 to 0.8 in the fitting to ensure that
the sections within the Cgo are larger than around 40 A. Using this model to fit the
as-grown data results in a y? of 1.3 £0.2, the same value as Models A and B. The SLD
profile, as shown in figure 5.4, is again very similar to that of Models A and B.

Using Model C the fit for the after anneal data is much improved from the previous
models, with a reduced x2 of 2.7+0.2 compared to 4.3+ 0.2 and 3.8 £0.2 for Models A
and B respectively, demonstrating this to be a more accurate description of the sample
after annealing. The improvement in the fit is also clear when looking at the fit lines
on the raw data. The comparison of all the different models with the raw data, as seen
in figure 5.5, shows clearly that Model C better follows the data points. Features in
the spin-asymmetry at 0.025 A= and 0.034 A~!, highlighted by the pink circles, are
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Figure 5.5: Comparison of fitting results for models A, B and C when used to fit the
post anneal Sample 3 data set. The as-grown structure of Sample 3 was Si/SiO,(1000)
/Ce0(200)/CoB(140)/Cg0(200)/A1(50) (thickness in A). The reflectivity data and spin
asymmetry are shown in (a) and (b) respectively with the green, red and blue solid
lines showing the fits to models A, B and C. The R~ reflectivity is shifted downwards
by a factor of 50 for clarity. The pink circles highlight regions in the data where Model
C captures the data features much better than A and B. (c), (d) and (e) show the
extracted SLD profiles from the fits with models A, B and C. The blue, green and red
lines represent the best fits of the magnetic, nuclear and absorption profiles respectively.
The shaded bands represent the o and 20 ranges for each profile. (f) Comparison of
the reduced x? value and number of fitting parameters for each model. The x? is a
measure of the goodness of the fit. The smaller the x?2, the better the fit describes the
data.
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Fitting Parameter After Anneal Sample 3

Model A Model B Model C
Ceo Bottom Thickness (A) 214 +1 216 1 207+£3
Cgo Bottom Density (g/cc) 1.523 +0.004 | 1.50 +0.04 | 1.42 4+ 0.05
CoB Thickness (A) 93+5 79+ 4 82+ 7
B% Mass in CoB (%) 9.8+0.3 10.6 £0.5 | 10.3+0.7
Mean Integrated pps Area 1107 109 =7 108 £ 7
(xlO_GAfl) (o< Magnetic Mo-
ment)
Cego Top Thickness (A) 273+ 6 283 £6 280 £ 10
Cgo Top Density (g/cc) 1.293 +0.007 | 1.01 +0.01 | 1.24 £+ 0.03

Table 5.4: Comparison of selected fitting parameters from the results of applying Model
A, B and C to the after anneal data set for samples 3. Sample 3 has a nominal as-grown
sample structure of Si/SiO;(1000)/Ce0(200)/CoB(140)/Ce0(200)/A1(50) (thickness in
A

not captured by Models A and B but are included in the Model C fit. This shows that
Model C is a much more accurate representation of the sample structure and justifies

the increased number of parameters in the fit.

PNR Fitting Results

The results of fitting for Sample 3 using Model C on the as-grown and post anneal data
along with the corresponding SLD profiles are presented together in fig 5.6. Although
the as-grown data does fit well to a simple slab model (Model A), here we show the
results of fitting with Model C to confirm that the differences we see after annealing are
not due to anomalies from the model. We see that, even with this more complex model
with more degrees of freedom, the fit to the as-grown data results in an SLD profile
that is very close to a simple slab model. This confirms that the sample originally
had well defined layers with little inter-diffusion and that there are no issues with the
model. After annealing we see many changes in the sample structure. The CoB layer
thickness reduces drastically from (142 +3)A to (824 7)A and the B mass composition
of this layer also reduces from (13.0 +0.2)% to (10.3 &+ 0.7)%. Converting this mass

percentage into an atomic percentage, we get that the as-grown atomic percentage of B
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Figure 5.6: (a) PNR data for the Cg9/CoB/Cgp sample (Sample 3) before a 10 hour an-
neal at 300°C. The full structure of the sample was Si/SiO,(1000)/Cg(200)/CoB(140)
/Ce0(200)/A1(50) (thickness in A). R* and R~ represent the spin up and spin down
reflectivities respectively. Solid lines are fits to the data using Model C. The after an-
neal data has been shifted downwards for clarity. (b) Spin asymmetry for the as-grown
(purple) and after anneal (green) data sets, which is calculated as the difference in the
two spin channels divided by their sum. (c) and (d) SLD profiles obtained from the
fits using Model C for the as-grown and after anneal data respectively. The blue, green
and red lines represent the best fits of the magnetic, nuclear and absorption profiles

respectively. The shaded bands represent the o and 20 ranges for each profile.

was (44.9+0.8)% and after annealing, this reduced to (38 +-3)%. These values do agree
with the SQUID magnetometry results where the M, suggested that in the as-grown
samples the B atomic percentage was significantly larger than 32%. The reduction in
B composition and the CoB thickness indicates that the overall B content of the CoB
layer decreases dramatically due to annealing and migrates into the adjacent Cgg layers.

The magnetic depth profile, shown by the blue lines on the SLD profiles, changes
significantly due to annealing. There is a slight increase in the magnitude of pys after
annealing but more noticeably, there is a large broadening of the magnetic moment.

We propose that the increase in magnitude can be explained by the formation of a
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Co rich region within the CoB which will have a greater magnetic moment than that
of CoB. The broadening in the magnetic depth profile suggests that Co also begins
to intermix with the adjacent Cgg layers. The total magnetic moment of the sample
is proportional to the integrated area underneath the magnetic depth profile. This is
calculated to be (60+10) x 10764 " for the as-grown sample and (108 £7) x 10-6A~"
after annealing. Therefore, we see that the sample moment increases by (80 £ 30)%
due to B migration caused by annealing. This change is noticeably larger than the
changes seen in the SQUID measurements, where the increase in moment was under
50%. The magnetisation of the CoB in the sample is relatively low, ~ 400 emu/cc,
hence the uncertainty in the magnetisation extracted from the PNR data is relatively
large, with a 17% uncertainty in the as-grown magnetisation. This could explain the
discrepancy between the changes in magnetization measured in PNR and using SQUID
magnetometry.

The SLD profiles show that the B, displayed by the absorption profile, aggregates
at the interfaces furthest from the CoB. In the bottom Cgg layer, the B migrates from
the CoB until it encounters the SiO, substrate where there is a further energy barrier
which it cannot overcome and so congregates at this interface. At the interface between
the top Cgp layer and the Al/AlO, cap, the absorption profile is much more dispersed,
suggesting a large amount of mixing and inter-diffusion as the B migrates through the
Cgo. As can be seen clearly in the SLD profiles in fig 5.6, B addition into the Cgy acts
to increase the nuclear SLD and so this cannot explain the reduction in nuclear SLD
that occurs in the top Cgg layer after annealing. The diffuse top interface demonstrates
the possibility that this reduction in nuclear SLD is caused by Al diffusing into the top
Cgo layer. This would also explain why this change in nuclear SLD is not seen in the
bottom Cgg layer. All of this shows that Cgg is a good host matrix for ionic diffusion
as we see that the B ions liberated from the CoB alloy layer migrate through the full
200 A Cgp layers until they are eventually stopped at the Al and SiO, interfaces.

The total amount of B in the system can be estimated by integrating the area
under the ip profile. This quantity should be conserved during the annealing process.
However, it is not possible to feed this information back into the PNR fitting algorithm
to ensure B conservation. Calculating the integrated ip area for results of Sample 3
we obtain values of (20 £4) x 10-6A~" before annealing and (24 +9) x 10-6A~" after

annealing. Even though the total B is not constrained by the model, the results show
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Figure 5.7: (a) PNR data for the Cg9/CoB/Cgp sample (Sample 1) before a 10 hour an-
neal at 300°C. The full structure of the sample was Si/SiO,(1000)/Cg(200)/CoB(150)
/C60(200)/A1(50) (thickness in A). RT and R~ represent the spin up and spin down
reflectivities respectively. Solid lines are fits to the data using Model A. The after an-
neal data has been shifted downwards for clarity. (b) Spin asymmetry for the as-grown
(purple) and after anneal (green) data sets, which is calculated as the difference in the
two spin channels divided by their sum. (c) and (d) SLD profiles obtained from the
fits using Model A for the as-grown and after anneal data respectively. The blue, green
and red lines represent the best fits of the magnetic, nuclear and absorption profiles

respectively. The shaded bands represent the o and 20 ranges for each profile.

that the total amount of B within the as-grown and after-anneal sample are within the
uncertainty range. This further supports the PNR profiles being accurate descriptions
of the sample before and after annealing.

Sample 1 experienced a shorter anneal at the same temperature as Sample 3, so
we would expect to see similar changes but with a smaller magnitude. Comparing
the results for both samples and confirming this is the case can help to verify the
observations seen for Sample 3. When fitting Sample 1, it is found that, using Model
A, the x? values for the as-grown and post-anneal data are 2.8 + 0.2 and 2.7 + 0.2

respectively. Fitting the same data using Model C, we obtain x? values for the as-grown
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and post-anneal data of 2.7 + 0.3 and 2.5 £ 0.3 respectively. Because the difference in
x? is so small, it is correct to use the model with the least degrees of freedom, and
so here the results of Model A are used for analysing the changes before and after
annealing. The fits and SLD profiles for this sample are shown in figure 5.7. From only
the x? results of the fits, it is clear that the changes in the sample structure are less
pronounced than for Sample 3 as the simple slab model fits the pre and post anneal data
equally well. This shows that with the reduced annealing time we no longer observe
the congregation of B ions in the Cgg layers which requires more degrees of freedom in
the model to be accurately described.

A comparison of some of the key parameter changes observed before and after
annealing for Samples 1 and 3 can be seen in table 5.5. As expected, in both samples, the
same changes occur but with different amplitudes. In both cases, after annealing, the
CoB thickness decreases, and the layer’s B composition decreases as well as there being
an increase in magnetisation per unit area. For Sample 1, the B% mass compositions
before and after annealing correspond to atomic percentages of (43.6+0.4)% to (40.7+
0.9)% respectively. The slightly reduced B composition in this sample and greater
CoB thickness compared to Sample 3 explains why the as-grown magnetisation for this
sample is greater. It is not possible to obtain a time dependence of the annealing effects
from just these two samples, however, the data from Sample 1 supports the conclusion
that we are observing the migration of B ions in the sample due to annealing. The
B composition of the CoB layer decreasing as well as the magnetisation of this layer
increasing both implies that there is some migration of B into the adjacent Cgg layers.
Also, the fact that the changes are smaller with a shorter the annealing time further
supports the idea of the B migrating in a slow-moving diffusion process.

The same analysis was performed on the data for Sample 2 to verify that the same
or similar changes were observed due to the same annealing process. This sample had
a thicker CoB layer of 300 A compared to 140 A for Sample 3 and the CoB target was
different meaning the composition of the CoB layer was slightly different. The PNR
data and corresponding SLD profiles for this sample from fitting using Model C can
be seen in figure 5.8. From the SLD profile after anneal, we see the same aggregation
of B at the top and bottom interfaces as was seen in Sample 3. The shapes of the
absorption SLD profiles inside the Cggp, which map out the B, for samples 2 and 3 after

annealing are extremely similar, demonstrating that the movement of B once in the Cgg
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Fitting Parameter

Sample 1 (1 hour anneal)
Si/Si0, /Cgo/CoB(150 A)/Cgo/Al

As-Grown After Anneal
CoB Thickness (A) 152.6 4- 0.9 140 £+ 1
B% Mass in CoB (%) 124 +0.1 11.24+0.2
Mean Integrated py; Area (X 10_6A_1) T6+£7 109+ 9
(ox Magnetic Moment)

Fitting Parameter

Sample 2 (10 hour anneal)
Si/Si0,./Ceo/CoB*(300 A)/Cgo/Al

As-Grown After Anneal
CoB Thickness (A) 307 4+ 4 31245
B% Mass in CoB (%) 14.45 + 0.06 14.2+0.1
Mean Integrated py; Area (x1076A7") | 15+ 5 9£5
(ox Magnetic Moment)

Fitting Parameter

Sample 3 (10 hour anneal)
Si/Si0,/Cgo/CoB(140 A)/Cgo/Al

As-Grown After Anneal
CoB Thickness (A) 142 + 3 8247
B% Mass in CoB (%) 13.0+£0.2 10.3 £0.7
Mean Integrated pas Area (x 10*6A_1) 60 £+ 10 108 £ 7
(ox Magnetic Moment)

Table 5.5: Comparison of some PNR fitting parameters for samples 1,2 and 3 before
and after annealing. In each sample the SiO,, Cgg and Al thicknesses are 1000 A, 200 A
and 50 A respectively. The mean integrated pys area is calculated by taking the average
of the integrated area under the pp; curve for the 68% upper and lower bounds and the
uncertainty is half of the difference between the upper and lower bounds. Sample 1 is
fit using Model A and Samples 2 and 3 are fit using Model C. *The CoB target used

in Sample 2 is different to the one used for samples 1 and 3.

is consistent for both samples. The magnetisation of this sample measured from SQUID
magnetometry was extremely low (< 100 emu/cc) and we see from the SLD profile that
this is because of magnetic dead layers that cover almost all of the CoB layer with only

the top ~ 50 A that has a non-zero pys. The extremely low M, is also explained by the B
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Figure 5.8: PNR data for the Cgy/CoB/Cgp sample (Sample 2) before (a) and after (b)
a 10 hour anneal at 300°C. The full structure of Sample 2 was Si/SiO;(100)/Cgo(200)
/CoB(300)/Cg0(200)/A1(50) (thickness in A). Rt and R~ represent the spin up and
spin down reflectivities respectively. Solid lines are fits to the data using Model C. (b)
Spin asymmetry for the as-grown (purple) and after anneal (green) data sets, which is
calculated as the difference in the two spin channels divided by their sum. (c¢) and (d)
SLD profiles obtained from the fits using Model C for the as-grown and after anneal
data respectively. The blue, green and red lines represent the best fits of the magnetic,
nuclear and absorption profiles respectively. The shaded bands represent the o and 20

ranges for each profile.

composition. In the as-grown sample, the B mass percentage composition corresponds
to an atomic percentage of (47.9 £+ 0.2)% and Co1B; is nonmagnetic [164, 270]. The
dead layers seen in the magnetic SLD profile, highlighted by figure 5.9, could suggest
a variable B distribution throughout the layer, meaning that the dead layer area has a
higher B concentration, making it no longer ferromagnetic.

Quantitatively, we can compare some important parameters from the fitting models
as shown in table 5.5. For Sample 2, we see that, unlike Sample 1 and 3, there is no
reduction in the CoB thickness after annealing. There is still a slight decrease in the

CoB B% composition after annealing from 14.45 + 0.06 % to 14.2 + 0.1 %, however,
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Figure 5.9: Enlarged plots of the magnetic SLD profiles for Sample 2 before and after

annealing as originally shown in figure 5.8.

this is much smaller than the reductions observed in samples 1 and 3. The thickness
of the CoB layer in Sample 2 is over twice that of Sample 3 so this small reduction
in B composition still accounts for a significant injection of B, assuming the lost B
migrates into the Cgy layers. Also, this larger CoB thickness limits the proportion
of B that is able to diffuse to the Cgp layers. As seen in chapter 2, we estimate the
diffusion length of B in CoB to be approximately 80 - 100 A for a 10 hour anneal at
300°C. This means that, for samples 1 and 3 with thinner CoB layers, all of the B
is within 1 diffusion length of the Cgy layers. However, for sample 2, the B in the
middle 100 - 140 A of the layer is further from the Cg layers than the diffusion length.
This limits the decrease we observe in the B composition of the CoB layer as the B
originating in the centre of the layer cannot reach the edges of the CoB layer within the
annealing time. Additionally, the changes in magnetisation for Sample 2, given by the
integrated pps area, do not follow the same trends as for samples 1 and 3. Here, we see
a slight reduction in magnetisation after annealing. Looking closer into the magnetic
SLD profile in figure 5.9, we see that the magnetic region is spread out to cover all of

the CoB layer after annealing which is an effect also observed in Sample 3, see figure
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5.6. This suggests that there are similar changes in magnetic profile between the two
samples however, because the initial magnetic moment is so small and the magnetic
layer is much thicker in this case, once spread out, the individual moments are below
the noise floor and are too small to observe using PNR.

The PNR results of the 3 different samples show that annealing causes the migration
of B from CoB into Cgg films. However, the amount of B migration does vary from
sample to sample. In Sample 2, where a different CoB target was used for the growth
and the CoB thickness was approximately twice that of samples 1 and 3, the reduction
in B composition in the CoB layer is significantly less than for the other samples. In
sample 2, the sample thickness is approximately 3 times the estimated diffusion length
of B in CoB in our experimental conditions meaning that a smaller proportion of the
B can diffuse into the Cgg layers. In all of the samples, we observe a broadening of the
magnetic profile and in samples 1 and 3 there is an increase in the overall magnetisation
which is accounted to the reduction in B content of CoB. Also, the SLD profiles for
Samples 2 and 3 indicate that, once in the Cgy layer, the B ions are very mobile
and diffuse all the way through the 200 A Cgo layers until they reach the substrate
or cap interfaces where they congregate. The results also show the suitability and
strength of PNR in investigating diffusion structures involving light elements. The
final structures are complex but are able to be carefully and reproducibly determined
using PNR measurements and sophisticated fitting models.

Comparing the B profiles we observe here with PNR with the theoretical model
systems presented in section 2.2, we see significant differences. The theoretical models
predict that the B concentration would be larger near the CoB source and decrease
further away from the CoB layer. However, in our fitting, we see consistently that
the injected B aggregates at the farthest interfaces with the substrate (SiO,) and cap
(AlOy). This therefore suggests that there are additional forces acting on the B once it
is in the Cgg. This addition force could be due to dipole formation in Cgg. Negatively
charged dipoles have been observed in Co/Cg interfaces [53] and in Cgo-O bonds at a
Ce0/MnOx interfaces [271]. The forces acting on the B ions due to these dipoles would
be competing with the Co/Cgy dipole forcing the B towards the CoB layer, and the
dipole due to Cgy-O bonds forcing the B toward the substrate and cap interfaces. As
the sample is only heated from the back of the substrate using the copper heater puck,

there is also the possibility of a temperature gradient forming across the sample. This
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would act as an additional driving force of diffusion, however, this driving force would
act in the same direction throughout the depth of the sample so it cannot fully explain

the movement of B to both the cap and substrate.

PNR Measurements during Annealing

Using the same 0.7° sample angle and 0.012 A t00.070 A7 @ range, PNR is measured
throughout the annealing process and is time sliced into data for each hour of the 10-
hour anneal. We can use these PNR measurements for Sample 3 to monitor the changes
in the sample throughout the annealing process. Because of the time slicing, there are
fewer statistics for each data set, meaning there is more uncertainty in the obtained
structural parameters. Also, there is added uncertainty as the sample structure is
changing consistently during the annealing process. Furthermore, with the sample
being at 300°C, the magnetic moment drops below the magnetic sensitivity of PNR,
meaning that the R~ and R™ reflectivities are almost identical. In PNR, the splitting
of R~ and R' adds extra data which helps to fix certain parameters within the fitting,
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Figure 5.10: Comparison of the x? values for fits on the time sliced during annealing
PNR data using Model A and Model C. The x? quantifies the goodness of the PNR
fit. Here we see that, for the first 3 hours, the x? values for the two models are within
the uncertainty range and as the annealing time increases the fit using Model A gets
gradually worse. However, the difference in x? is not large enough to justify the 8 extra

fitting parameters that are included in Model C.
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such as the magnetic layer thickness and the position of the magnetism within the
sample that aids with fitting. Due to all of these reasons, the difference in the x? for
the simple slab model (Model A) and the more complex model (Model C) is small,
see figure 5.10. The increased uncertainty in the data means that there is not enough
information to resolve all the parameters within Model C with any certainty. As the
extra fitting parameters don’t provide a substantial improvement in the fit, Model A
was used for the analysis of these data sets.

Figure 5.11 shows the extracted nuclear and absorption SLD profiles from the fits
for each hour of annealing (5.11a) as well as how some specific parameters change over
the process (5.11c-d). The density of the top Cgq layer significantly reduces throughout
annealing, following an exponential decay with time. However, as is seen in the fitting
results for Sample 3 shown in figure 5.6, B injection into the Cgo layer increases the
nuclear SLD and therefore would act to increase the Cgo density obtained from fitting.
Instead, we account the apparent reduction in Cgg density over time to metallic Al from
the cap intermixing with the top Cgg layer. This would also explain why the change in
density of the two Cgg layers is asymmetric. In the top Cgg, the fitted density reduces
by ~ 0.1 g/cc whereas, for the bottom Cgg layer, the reduction is only ~ 0.04 g/cc.

As the bottom Cgg layer is not in contact with the Al cap, there will be no effect
due to Al diffusion. There is still some reduction in density over time in the bottom
Ceo layer which also follows an exponential decay. This therefore suggests that in both
Cego layers there is some contribution to the reduction in density because of a change in
ordering or crystallinity. However, the much larger density reduction in the top layer
supports the suggestion that there is Al diffusion into the top Cgg layer.

In the CoB layer, the thickness and B composition decreases linearly with annealing
time. As B composition here is a function of the depth (z), the actual total amount
of B still with the CoB layer is given by the thickness x B composition. This can
be estimated by integrating the area beneath the absorption SLD profile (ip) which is
shown in 5.11. As the CoB thickness and B composition change linearly with time, it
follows that the integrated ip area should show a quadratic time dependence, however,
the uncertainties in these values are too large to accurately determine the functional

shape.
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Figure 5.11: Fitting results from the time sliced PNR measured during the annealing
process of the Cgy/CoB/Cgy sample at 300°C. All fitting was done using a simple slab
model. (a) Extracted nuclear SLD (solid lines) and absorption (dashed lines) profiles.
(b) Density of the top and bottom Cgg layers obtained from the fit as a function of
annealing time with solid lines showing an exponential fit as a guide to the eye. (c)
and (d) show the CoB thickness and CoB B mass composition versus time respectively.
(e) integrated ip area which is proportional to the total amount of B within the CoB

layer. Here the solid lines show a linear fit as a guide to the eye.
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5.3.5 Ion Beam Analysis

To further study the structural changes due to annealing that occur in our trilayer
samples, Time of flight Elastic Recoil Detection Analysis (TOF-ERDA) and Nuclear
Reaction Analysis (NRA) measurements were used. These measurements were per-
formed by Eduardo Pitthan and Daniel Primetzhofer at the Tandem Laboratory at
Uppsala University. TOF-ERDA was used as it is profiling technique that is specific-
ally sensitive to light elements [250, 253]. The measurements were performed on the
samples used in the PNR experiments after they had been measured and annealed.
As-grown samples of nominally the same structure, grown around the same time as
the PNR samples, were used to compare the before and after annealed structures. The
TOF-ERDA data for these samples is shown in figure 5.12. In the data for Sample 3
and the as-grown reference, see (a) and (b), there is little change between the as-grown
and annealed profiles outside of slight changes in thickness due to sample-to-sample
variation. Notably, the C profile, which corresponds to the two Cgg layers above and
below the CoB layer, appears as one broad peak. This shows that the depth resolution
of the TOF-ERDA measurement is a limiting factor as the two Cgg layers cannot be
distinguished when they are separated by around 150 A. We see that in the data for
Sample 2 and its as-grown reference shown in (c) and (d), there are two separate peaks
in the C profile as the CoB layer is thicker so the separation distance of the two Cgg
layers is larger.

In the PNR results, we observed a significant increase in the absorption SLD profile
in the Cgg layers after annealing, which is attributed to B migration due to its large
neutron absorption cross section. Therefore, in the TOF-ERDA data, we would expect
to see a broadening of the B profile after annealing. The comparison between the
boron profiles for the two samples before and after annealing can be seen in 5.12e and
f. This shows no significant change in the width of the B distribution for either sample
after annealing. The lack of observed changes here is rationalised by considering the
measurement depth resolution. In the case of the as-grown samples, where we expect
all of the B in the sample to be in the CoB layers, the B peak is very broad and, as is
shown in figures 5.12a and c, crosses over well into the Cgg layers. This shows that the
layers in our samples are too thin, and the structural changes occur on a scale that is
too small to be observable in TOF-ERDA measurements.

NRA measurements were also performed on the same samples as used in the ERDA
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Figure 5.12: TOF-ERDA data measured on Samples 2 and 3 from the
PNR experiment after annealing compared against as-grown samples of nom-
inally the same structure. The structure of Sample 3 is Si/SiO,(1000)/
C60(200)/CoB(140) /Cg0(200)/A1(50) (thickness in A) and the structure of Sample 2
is Si/Si0,(1000)/Cgo(200)/CoB(300)/Ce0(200)/A1(50) (thickness in A). The ERDA
profiles in (a)-(d) show the elemental specific depth profile for each sample. (e) and
(f) are zoomed in to show the comparison of the 1'B and !°B profile before and after
annealing. The data was collected using a 2718+ 36 MeV ion beam. The measurements
and data processing were performed and by Eduardo Pitthan and Daniel Primetzhofer
at the Tandem Laboratory at Uppsala University. The figure plotting and subsequent

discussion was by the author.
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measurements. This measurement is specifically measuring the depth and quantity of
1B in the sample. The NRA data collected for Sample 3 can be seen in figure 5.13.
The black data is from a B thin film on a C substrate which is used to show the energy
at which the peak would appear if the B is on the surface of the sample. The higher
the energy, the deeper into the sample the B is located. In figure 5.13b, the two data
sets have been normalised by the integrated area under the curve between 155 and 185
keV under the assumption that the total amount of boron in the sample is equal. This
comparison shows a broadening of the peak and a reduction in the central intensity
after annealing. The centre of the peak corresponds to the CoB layer so this data
suggests a reduction in the B content of the CoB layer, as is also shown repeatedly in
the PNR data. The broadening can be quantified by fitting a Gaussian function to the
peaks. The FWHM of the as-grown and after anneal peaks are found to be 7.7 4+ 0.2
keV and 8.5 £ 0.2 keV respectively. The broadening of 0.8 keV indicates that the B

has spread out within the sample, supporting the evidence of it diffusing into adjacent
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Figure 5.13: NRA (Nuclear Reaction Analysis) data measured on Sample 3 after an-
nealing (structure of Si/SiO;(1000)/Cg0(200)/CoB(140)/Cg0(200)/Al(50) (thickness in
A)) and an as-grown sample of nominally the same structure. (a) Full range of the
UB(p,a)®Be excitation curves. The black data is for a reference sample of a thin B
film (<100 A) on C substrate to show the excitation energy of B on the surface of
the sample. (b) Data is normalised to the integrated area under the curve between
155 and 185 keV under the assumption that the total B content in each sample is the
same. Measurements were performed by Eduardo Pitthan and Daniel Primetzhofer at

the Tandem Laboratory at Uppsala University.
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Figure 5.14: Demonstration of how a 250 A broadening is applied to the PNR absorp-
tion curves to compare to the NRA data. (a) and (c) show the as-grown and post
annealed absorption SLD profiles respectively. (b) and (d) show Gaussian curves cal-
culated every 20 A through the profile with a peak width of 250 A and an intensity
proportional to the magnitude of the absorption SLD. (e) Results of summing all of
the Gaussian curves for the as-grown (blue) and after anneal (green) data. The error
bands are calculated by performing the same analysis on the o upper and lower bounds
from the SLD profiles. This plot shows the as-grown and after annealed absorption
SLD profiles with a 250 A broadening applied.

layers. In terms of thickness, the resolution of this measurement is around 250 A which

explains why the changes between the as-grown and annealed samples are small.

To compare the NRA data to the PNR SLD profiles, we apply a 250 A broadening
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to the absorption SLD profile. This is done by calculating a Gaussian curve with a
250 A peak width and an area proportional to the magnitude of the nuclear absorption
SLD for many points along the SLD profile. These curves are then summed to form the
superposition representing how we expect to observe the B profiles with a 250 A resol-
ution. This analysis is shown in figure 5.14. The uncertainty bands are calculated by
performing the same analysis on the 1o upper and lower bounds from the SLD profiles,
shown by the dark red shaded region in figure 5.6d. The comparison of the broadened
as-grown and after anneal ip SLD profiles in 5.14e shows a similar relationship to that
observed in the NRA data. In both, the after anneal peak has a larger width and a
reduced peak height. However, the size of the changes seen in the NRA data are much
smaller. In the broadened PNR SLD profiles, the FWHM increases from 380 4 40 A
before annealing to 560 4= 10 A after annealing, meaning the peak width increases by
47% compared to the 10% increase observed in the NRA measurements.

The same analysis and comparison between the NRA data and the PNR SLD profiles
was done for Sample 2, see figure 5.15. For this sample, the NRA peaks for the as-
grown and annealed samples are almost identical. Between the as-grown and annealed
samples, there is a slight reduction in peak amplitude and an increase in FWHM from
8.6 £0.1 keV to 8.9+ 0.2 keV. The corresponding broadened PNR, SLD profiles show a
similar change with an increase in FWHM from 460 +2 A to 487+1 A. However, these
changes are noticeably smaller than those seen in Sample 3. Sample 2 contains a thicker
CoB layer of 300 A, compared to the 140 A layer in Sample 2, so this will dominate
the NRA data. Also, from the PNR fitting, we see that there is a smaller reduction in
B composition in the CoB layer of this sample which we account to the layer thickness
being over 3 times larger than the estimated diffusion length of B in CoB to be 80-100
A for our annealing conditions. This means that we expect the effects of B diffusion to
be harder to observe in this sample. The same trends are seen in the broadened SLD
profile where there is a peak broadening and reduction in amplitude after annealing, but
the changes are much smaller compared to Sample 3. The similarities in the NRA data
and the broadened SLD profiles suggest that the small changes in the B profile observed
in the NRA data due to annealing are real. However, again, the depth resolution limits

the analysis of the B profile within our samples.
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Figure 5.15: (a) and (b) NRA (Nuclear Reaction Analysis) data measured on Sample
2 after annealing (structure of Si/SiO,(1000)/Cg(200)/CoB(300)/Cgs0(200)/Al(50)
(thickness in A)) and an as-grown sample of nominally the same structure. (a) Full
range of the "' B(p,a)®Be excitation curves. The black data is for a reference sample
of a thin B film (<100 A) on C substrate to show the excitation energy of B on the
surface of the sample. (b) Data is normalised to the integrated area under the curve
between 155 and 185 keV under the assumption that the total B content in each sample
is the same. Measurements were performed by Eduardo Pitthan and Daniel Primet-
zhofer at the Tandem Laboratory at Uppsala University. (c) As-grown and after anneal
absorption PNR SLD profiles with a 250 A broadening applied. The methodology for

calculating this was the same as shown in figure 5.14.
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5.4 Comparing Annealing Temperatures

5.4.1 Introduction and Note on Gated Measurements

The following section presents some of the results of attempted in-situ gated PNR
measurements. In the previous sections of this chapter, it has been shown that it is
possible to inject B into a Cgg layer from an adjacent CoB alloy layer by annealing. To
move towards device applications, measurements were performed using gate voltages
to attempt to manipulate the B ions within Cgg layers.

For this experiment, the sample structure is changed slightly to add a thick Nb
layer underneath a Cgy/CoB/Cgo trilayer. This is used as an electrode to apply
voltages to. The final sample structure used is Si/SiO,(1000)/Nb(1000)/Cgo(280)/
CoB(170)/Ce0(280)/A1(30) (thickness in brackets in A). Nb was chosen as the metal
to contact to because of its good SLD contrast with Cgg. Also, it has no neutron ab-
sorption component which is important as the absorption is used to map out the B
location in the final SLD profiles. These facts were verified using Refl1D simulations
with a layer of Nb added below the trilayer structure. Other metals, such as Pt, Au
and Cu, were also simulated in the structure in place of the Nb layer but it was found
that either they have a nuclear absorption and or the nuclear SLD was too similar to
that of Cgp.

To avoid metallic Al diffusing into the top Cgg layer, as was observed in the previous
set of samples, the Al cap thickness here was reduced to 30 A. This change was made
to ensure that the vast majority of the cap oxidises when the sample is brought out of
vacuum and to reduce the metallic Al content. Furthermore, the Cgg layers were made
thicker, from 200 A to 280 A. Thicker layers contribute higher frequency fringes in the
reflectivity measurements and therefore produce more fringes at a lower () value which
aids in the fitting. The diffusion length of B in Cgg is expected to be of the order of 10™4
m in our experimental conditions meaning that the B is still able to diffuse through the
whole layer. The layer thicknesses were limited to 280 A due to time constraints with
growing samples to ensure all the layers could be deposited on the same growth day.

In these experiments, the same vacuum furnace as for the previous measurements
was used. A new sample holder was developed by the sample environment team at ISIS
that allowed for electrical contact to be made with the Nb layer and apply voltages,

with the furnace itself acting as the ground to form a floating gate. Figure 5.16 shows
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Figure 5.16: (a) Schematic of the sample holder used to allow for heating of the sample
as well as applying gate voltages in situ. (b) Sample structure used for the gated meas-
urements. Electrical contact is made to the Nb layer that is below the Cgo/CoB/Cgp

trilayer.

a schematic of the sample holder. Copper contact bars press down on the sample to
make electrical contact.

After this experiment was conducted, it became apparent that the gating geometry
would not lead to a significant potential difference across the sample as desired. Figure
5.17 demonstrates the geometry of the gating contacts and the sample and where the
resultant potentials were. From this figure, we can see that the voltage V output by the
source meter results in the Nb and CoB layers being at the potential V. The copper
heater puck that sits underneath the Si/SiO, substrate is grounded. This means that
the potential difference in the sample lies across the Si/SiO, substrate from the Nb
layer to the copper heater puck. Any leakage currents that were observed during the
measurements, therefore, were due to currents flowing from the Nb layer, through the
Si/Si0, substrate to the heater puck and ground.

This means that the PNR measurements performed using a gate voltage do not
allow for the investigation of gate controlled B diffusion in the Cgg layers and, because
of this, the voltage measurements have been omitted from this thesis. However, during
this experiment, annealing of the sample was performed at 200°C and 250°C for 10
hours and these different annealing temperatures are still interesting to compare to the

measurements presented previously in this chapter where the annealing temperature
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Voltage
Source

Figure 5.17: Experiment geometry for attempted gated PNR measurements. V rep-
resents the parts of the sample that are at the voltage that is output by the voltage
source. The heater puck is grounded which means that the potential difference in fact

lies over the Si/SiO, substrate.

was 300°C.

The contact bars are attached to the sample holder using PEEK (Polyetherether-
ketone) screws which are electrically insulating and ensure that the bars do not short
to the copper puck that the sample sits on. The PEEK screws can only operate up to

250°C which did limit the annealing temperatures that were used in this experiment.

5.4.2 Reflectometry Results

Before annealing the sample, a wide @ range PNR measurement of the sample was
taken to be used as a baseline to compare future measurements to. This measurement
involved two sample 6§ angles, 0.5° and 1.2°, which resulted in a maximum @ of 0.11
A In typical PNR measurements that involve multiple sample angles, the data from
all the angles is stitched together to produce one complete data set. However, during
the data collection, it was noticed that the alignment peaks were very broad, indicating
a significant amount of diffuse scattering. The force applied by the contact bars on the
sample holder acted to bend the sample slightly, which caused diffuse scattering to

occur. Stitching together multiple sample angles when there is a significant amount
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of diffuse scatter will lead to artefacts in the PNR data. In this case, the data sets
for the different angles can be extracted separately and then co-fitted using the same
model structure and different instrument parameters. The PNR data and fits for the
as-grown sample can be seen in figure 5.18a. These fits were performed using Model A
as described in the previous sections, but now with a 1000 A Nb slab inserted between
the SiO, substrate and the bottom Cgg layer. XRR measurements of the sample were
also taken to verify the sample structure. The fit for this using the same model as for
the PNR data is shown in figure 5.18c. The 2 for the fit of the XRR data is noticeably
much higher than that of the PNR measurement. However, qualitatively, we can see
that the fit line closely matches the raw data. Due to the much greater flux in XRR
measurements, the overall measured intensity is greater and therefore the relative error
in the counts is very small as the uncertainty in counting experiments is calculated by
/1. This means that the calculated x? value for XRR measurements is larger than
that of PNR measurements because there is a smaller tolerance.

The SLD profiles for the PNR and XRR data in figure 5.18 show that there is some
good agreement in the structure extracted from the two fits. The parameters with the
largest differences are the Cgy layer thicknesses and the Cgy densities. The difference
in the thickness of the top Cgo layer could be accounted for by the discrepancy in
the AlO, cap thickness. Figure 5.18 highlights the large difference in the @ range of
the two measurement techniques. The much larger flux generated by x-ray sources
means that it is possible to get a substantial measured intensity up to high @ in short
30 minutes to 1 hour measurements. This means that XRR measurements are more
sensitive to thinner layers in the sample that cause longer wavelength oscillations in the
reflectivity data. The comparison of the PNR and XRR SLD profiles in figure 5.18¢c
and d also demonstrates graphically the difference in the scattering strength between
the two measurement techniques.

The first anneal of the sample was at 200°C for 10 hours. After the sample had
returned to room temperature, PNR was measured with 0 V applied and then with
positive and negative gate voltages. To further add B into the Cgg layers, the sample
was annealed again at 250°C for 10 hours after which measurements were taken with
no gate voltage and with positive and negative gate voltages. In the case of the 200°C
anneal, PNR data was only measured for 2 hours for each of the gate voltages whereas

for the measurements taken after the 250°C anneal, data was measured for 10 hours
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Figure 5.18: (a) PNR data for the as-grown gating sample (Si/SiO,(1000) /Nb(1000)
/Ce0(280) /CoB(170) /Cgo(280) /Al(30) (thickness in brackets in A)). The data is split
into individual sample angles that are cofit with all the same structural parameters but
different beam parameters. (b) XRR data for the same sample. The solid lines show
fits to the data. (¢) and (d) are the SLD profiles extracted from the fits in (a) and (b)
respectively. In (c), the blue, green and red lines represent the best fits of the magnetic,
nuclear and absorption profiles respectively. In (d), the black line shows the nuclear
SLD and the yellow shows the absorption SLD. The shaded bands represent the o and

20 ranges for each profile.
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Layer Thickness (A) Roughness(A) Density (g/cc)*
PNR XRR PNR XRR PNR XRR
Si0, | 1028(5) | 1038.12(9) | 11(5) | 4.851(5) | 2.21(3) 2.44997(3)
Nb | 1043(4) | 1008.52(1) | 14(3) | 8.000(5) | 8.96(3) 8.4544(9)
Ceo Bot | 264(1) | 281.37(2) | 12(3) | 14.249(8) | 1.550(7) 1.807(2)
CoB | 168(2) | 166.40(3) | 25(3) | 21.28(1) | 11.6(2) %B | 10.34(2) %B
Ceo Top | 260(5) | 303.22(6) | 11(5) | 12.93(7) | 1.559(5) 1.838(2)
AlO, | 91(2) | 64.21(6) | 34(5) | 16.94(2) 2.7(2) 2.381(6)

Table 5.6: Comparison of the structural parameters obtained from the XRR and
PNR on the Si/SiO,(1000)/Nb(1000)/Cg0(280)/CoB(170)/Cg0(280)/A1(30) (thickness
in brackets in A) sample used for the gated PNR measurements. In the table, the num-
bers in brackets are the uncertainties in the last digit of the value. The fits are shown
in figure 5.18. *For the density column of CoB, the value gives the mass composition

percentage of B.

with no gate voltage and 8 hours with positive and negative voltages. Therefore, for
the analysis, the focus will be on the data after the 250°C anneal, using the 200°C to

support and verify the observations.

PNR Anneal Temperature Comparison

To compare the annealing temperature dependence on the injection of B into Cgp we can
use the 0 V measurements after the 200°C and 250°C annealing processes. The PNR
data and fits, along with the extracted SLD profiles for the data of the as-grown sample
and after both annealing processes can be seen in figure 5.19. For these fits, an updated
version of Model C was used with a Nb layer inserted in between the SiO, and bottom
Cgo layer. Unlike the results presented in the previous chapter, there is no significant
decrease in the density and SLD of the top Cgg layer after the sample is annealed. In
the samples used for the measurements presented in figure 5.19, the cap thickness was
reduced to ensure that the whole cap would oxidise. This supports the idea that the
apparent decrease in density observed in figure 5.6 was due to Al diffusion from the
cap. Not only does this help in understanding the changes after annealing seen in the
previous results, but this confirmation of the diffusion of Al into Cgg is important for

optimising future device structures and furthers the understanding of metal diffusion

124



5.4 Comparing Annealing Temperatures

%~ R* As-Grown [T T ] T | T |
. & R* Post 200°C Anneal 6 (d) Nb | Ceo Bottomi CoB 1 Ceo Top 1 AlOx
S - R* Post 250°C Anneal y ‘ v Jo2
3 4F i i i i
B 7 As-grown | 1 i i
& ! — !
e o — o : A A
@» - 1 1
9] p 1 1
i 0 —ip i

%~ R~ As-Grown
N - R~ Post 200°C Anneal
/ -~ R~ Post 250°C Anneal

6 (e) Nb iCsoB

4
200°C Anneal

N

F— oM
— 0

Fresnel Reflectivity
@)

—ip

SLD ip(107%A-2)

SLD py, pm(1076A-2)
N

O ¢ As-Grown -
«  Post 200°C Anneal p |
1.0 # Post250°C Anneal A | —— Vi

1 1 Iy 1 1 1 1
0.02 0.03 0.04 0.05 1800 2000 2200 2
Q (A Z(A

I
o
a

0 ; .
T T T
10 61 f Nb |Ceo Bottom| CoB | Ceo
. (f) : !
- LS enva
§| < ok 300°C Anneal
Ze
<E:n:
- = 2 — pM
g

(=}

Figure 5.19: PNR data for a Nb/Cgy/CoB/Cgo sample after a 10 hour anneal at different
temperatures. (a), (b) and (c¢) show comparisons of RT, RT and spin asymmetry
data respectively for the as-grown sample and after annealing at 200°C and 250°C
respectively. Solid lines are fits to the data. Extracted SLD profiles for the sample
under 0 V, -22 V and 100 V can be seen in (d), (e) and (f). The blue, green and red
lines represent the best fits of the magnetic, nuclear and absorption profiles respectively.

The shaded bands represent the o and 20 ranges for each profile.

in Cgo. In the R and R~ PNR data we can see that there is a substantial change from
the as-grown sample to the post 200°C anneal data with a more subtle change between
the post 200°C and 250°C curves. This gradual change between the post 200°C and
250°C anneal data sets is apparent in the SLD profiles. The SLD profiles show that
before any annealing there was limited B in the Cgg layers, but after both annealing
processes, a significant amount of B has migrated from the CoB layer as was expected
following our previous measurements. However, an interesting result here is that, for
both annealing steps, the B in the top Cgg layer is concentrated at the CoB interface.
This is different to the observations seen in section 5.3.4 where the B in the top Cgg
layer was concentrated at the cap interface. As the cap was changed for this sample

and we have seen that there is significantly less Al diffusion in this sample, this could
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suggest that the diffusive driving force that acted to force the B to the top interfaces
seen in the results in section 5.3.4 was in fact due to the cap. The B profiles seen in the
bottom Cgg layer in figure 5.19 are much more similar to those seen in section 5.3.4.
This consistency in the B profiles provides more evidence that there is an additional
driving force that is acting on the B, producing B profiles that are significantly different
from the theoretical model systems derived in section 2.2.

Figure 5.20 shows a comparison of some of the important parameters from the fits for

the as-grown and two post anneal data sets. The CoB thickness and B composition fall
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Figure 5.20: Annealing temperature dependence of chosen PNR fitting parameters. (a)
and (c) show the CoB layer thickness and B% mass respectively. (b) The integrated pys
area after the different anneal steps. This is found by integrating the area under the
blue curves in figures 5.19d-f, with the error given by the upper and lower limits of the
lo range. This gives a measure of the magnetic moment per unit area of the sample.
(d) is the integrated ip area in the Cgg layers, which represents the amount of injected
B. The red squares show data from Sample 3 from the 300°C anneal measurements as

originally shown in figure 5.6.
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with the annealing temperature, suggesting that the amount of B injected into the Cgg
layers increases as the annealing temperature increases. This is to be expected as with
a greater annealing temperature the B ions will have more kinetic energy and therefore
more of the ions can overcome the energy barrier to migrate into the Cgg layers. Still,
the decrease in CoB thickness for the 200°C and 250°C annealing processes was much
less than the decrease observed after the 300°C anneal.

There is a slight increase in the magnetisation of the sample as the annealing tem-
perature is increased, however, the change is within the uncertainty range. This is
noticeably different from the results of the 300°C anneal where the increase in magnet-
isation was 80%. The integrated ip area in the Cgo (d) quantifies the amount of B that
is injected into the Cgg layers. This was calculated by integrating the area under the ip
SLD profile for the whole sample and subtracting the integrated area under the CoB
layer. As mentioned earlier, it was not possible to feed this information back into the
fitting algorithm so the total amount of B in the sample before and after annealing is
not conserved in the fitting models. This is why the large value of the injected B after
the 200°C anneal is possible. Also, although the amount of injected B is slightly lower
for the 300°C anneal than the 250°C anneal, the amount of B in the as-grown sample
was larger in the gated sample than in Sample 3 due to the CoB thicknesses. The total
integrated ip area, which quantifies the total amount of B, was (26 £ 8) x 1076A7" for
the as-grown gated sample and (20 + 4) X 1076A ™" for the as-grown Sample 3 meas-
urement. This could explain why there is a greater amount of B injected into the Cgg
after the 250°C anneal when the other parameters suggest that the injected should be
greater after the 300°C anneal.

The comparison between the results of the 200°C, 250°C and 300°C anneal shows
that, although the same changes in the sample structure and magnetism are observed
for all temperatures, the magnitude of these changes is substantially greater for the
300°C anneal.

5.4.3 Improvements Required for Gated Measurement

The issue with our measurement geometry for the gated PNR measurements was that
the potential difference produced was not across the Cgy/CoB/Cgp trilayer and instead
was across the Si/SiO, substrate. This issue would be solved by adjusting the sample

structure such that the contact was made to the top of the trilayer. The reason that no
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contact was made to the top of the sample in our experiments was that this is difficult
to do when using molecular layers. Due to the low density of the molecular layers, any
bonds or contacts made on top will punch through the molecular layers. Typically, to
solve this issue, a metal layer would be grown on top of the low-density material that is
sufficiently thick, around 1000 A, so that the bond or contact would not pierce through.
However, due to the large cages of carbon in the Cgg matrix, metals grown on top are
strained. The effects of strain increase as the thickness of the metal layer increases.
This means that if a thick layer of metal is grown on top of the Cgg layer the metal will
become extremely rough and flakey. Also, adding more layers to the structure adds
more parameters to the PNR fitting and, consequently, more uncertainty to the fitted
structure and B distribution within the CoB and Cgp layers. Future work should start
by optimising a method to contact to the top of the sample such that the electric field
acts across the Cgg/CoB/Cgq trilayer.

5.5 Chapter Summary

In conclusion, the ionic diffusion of B in molecular thin film Cgp has been investigated
using in-situ annealing PNR measurements, SQUID magnetometry, and ERDA and
NRA ion beam analysis techniques. The motivation for this is to analyse the potential
of using Cgp instead of ionic liquids as a host for ionic diffusion in gate-controlled
devices. In this context, using molecular thin films offers a range of advantages such
as in-situ ultra-high vacuum deposition, wider temperature range of operation and
nanofabrication capabilities.

It was seen that annealing trilayer Cgp/CoB/Cgp samples at 300°C caused B to
migrate from the CoB alloy into the Cgg layers and diffuse through them until the
substrate and cap interfaces were reached. This was observed in PNR fitting, see
figure 5.6, in which the B profile can be mapped out using the absorption SLD due
to the unique neutron absorption cross-section of B. The aggregation at the substrate
and cap interfaces demonstrates that there are additional driving forces acting on the
B once in the Cgp, which could be explained by dipole formation in Cgy interfaces.
The migration of B also resulted in a large increase in magnetisation for this sample
which was confirmed again using SQUID magnetometry. Using the in-situ vacuum
furnace on the POLREF beamline, we were able to observe the changes in the sample

during the annealing process which showed the B composition of the CoB reducing over
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5.5 Chapter Summary

time. In these measurements, the density of the top Cgo layer decreases over time, and
significantly more than the bottom Cgg layer, which indicated that metallic Al from
the cap was diffusing into the top layer.

In SQUID magnetometry measurements, the CoB sample showed a significant in-
crease in moment during annealing at 300°C which is further evidence of the B migra-
tion. Comparing the heating and cooling curves for both the CoB and Co samples we
see a change in the temperature dependence of the moment for the CoB sample after
annealing which is not seen in the Co sample. This demonstrates that the changes in
the sample before and after annealing are due to the B addition to Co and therefore
corroborate the B migration observed in the PNR measurements.

To move towards device applications, future work should focus on controlling the
diffusion of ions within Cgg using gate voltages. Our experiments demonstrate the abil-
ity to measure PNR within a sample holder that allows for gate voltages to be applied.
Although our sample geometry did not allow for such an investigation, the sample en-
vironment can be used successfully without negatively impacting the measured PNR

data and could therefore be used for future experiments.
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CHAPTER 6

In-situ FMR-PNR Measurement Technique
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6.1 Introduction

6.1 Introduction

In this part of the project, we attempt to measure the induced precession of the mag-
netisation of a sample due to ferromagnetic resonance (FMR) using polarised neutron
reflectometry (PNR). FMR is a technique that can give information about a sample
or material’s magnetisation dynamic properties e.g. Gilbert damping, and static mag-
netic properties such as the magnetisation and anisotropy. However, conventional FMR
measurements can only inform us of the bulk properties of the sample - there is no spa-
tial resolution. PNR is a measurement technique that is used to measure the in-plane
magnetisation profile through the depth of a sample and is specifically sensitive to inter-
facial magnetism. By performing these two techniques in tandem, we aim to combine

the benefits of both to determine depth-dependent magnetisation dynamics.

6.2 Aligned Magnetisation and Neutron Polarisation Geo-

metry

6.2.1 Introduction to the Method

In this section, the methods and results of the experiment in which we aim to measure a
change in magnetisation due to FMR precession in a half-polarised PNR measurement
geometry will be described. A half-polarised PNR geometry means that only two
spin states are measured 4+ and -. In this geometry, the PNR measurement is only
sensitive to the in-plane magnetisation components of the measured sample that are
parallel to the neutron polarisation; hence, there is no sensitivity to the magnetisation
angle. Therefore, the resonant precession of magnetic moments under FMR must be
measured as a reduction in the projected magnetisation component parallel to the

neutron polarization as shown in figure 6.1.

6.2.2 Sample Development/Characterisation

For this experiment, a sample structure of Si/SiOx/Ru(38)/Co(48)/[Ru(12)/Co(48)]x9
/Ru(38) (thicknesses in A) was used. A multilayer structure provides some advantages
for this experiment compared to a single thick film of magnetic material. By using this
structure, we can introduce many interfaces into the sample whilst still ensuring that

there is a large amount of magnetic material to aid in FMR measurements. The more
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6.2 Aligned Magnetisation and Neutron Polarisation Geometry

Neutron Polarisation

Figure 6.1: Cartoon demonstrating how the FMR precession can be observed when
measuring only the sample in-plane magnetisation component parallel to the neutron
guide field. In resonance, the cone angle means that the projection of the magnetisation

along the neutron polarisation axis is reduced to Mcos(¢.).

magnetic material there is in the sample, the larger the microwave absorption and
therefore, the FMR absorption peaks are easier to observe with lower measurement
sensitivity. As PNR is sensitive to changes in magnetic and nuclear structure, introdu-
cing more interfaces means that there are more features of interest in the PNR data
which helps to accurately model the sample structure and magnetism when performing
the fitting. Also, repeated interfaces mean that any interfacial effects will be amplified
as the effect is repeated at each interface through the multilayer. This can be shown
using Refl1D simulations comparing the differences in spin asymmetry between on and
off states for a Co/Ru multilayer and a single Co layer of the same total thickness, as
shown in figure 6.2. For each sample structure, the difference in on and off resonance
spin asymmetry is calculated by simulating PNR data using magnetisation values of
1400 emu/cc for the off state and 1400 cos(5°) = 1395 emu/cc for the on resonance
state, where 5° is the cone angle that was used. Each structure contains the same
total amount of Co with the same magnetisation. Yet, it is clear from the simulation
results that the differences between the on and off states for the same cone angle are
much more significant in the multilayer sample. Ru is used as the non-magnetic spacer
layer between the Co layers to utilise the ferromagnetic RKKY coupling and make the
independent Co layers act as 1 bulk magnetic layer. The RKKY coupling of Ru can be

either antiferromagnetic or ferromagnetic, depending on the layer thickness. Initially
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Figure 6.2: Refl1D Simulation results of the difference in spin asymmetry between on
and off resonance states for a single layer sample and a multilayer sample structure. The
full sample structures are Si/SiOx/Ru(30)/Co(50)/[Ru(10)/Co(50)]x9 /Ru(30) (thick-
nesses in A) (black line) and Si/SiOx/Co(500A) (green line). For each sample structure,
the off state has Co magnetisation of 1400 emu/cc and the on state is modelled by a

reduction in the projected magnetisation to 1400 cos(5°) = 1395 emu/cc.

using a value from the literature [91, 92, 272], the Ru thickness in the structure was
optimised to obtain a sample with a high remanent magnetisation, indicating that the
Co layers are ferromagnetically coupled. The magnetic hysteresis loop for the sample
structure used in the PNR experiment is shown in figure 6.3b. This sample has a mag-
netic remanence of M, /My = 0.94 signifying ferromagnetic coupling of the Co layers.
This is very important for this experiment because if the Co layers are not coupled to
each other, the anisotropy and magnetisation dynamics could vary from layer to layer.
This would result in different cone angles or resonant field and frequency conditions
for the various layers and therefore, the contribution to the change in magnetisation at
resonance in the PNR experiment would differ from layer to layer.

Before the PNR measurements, the structure and quality of the sample were con-
firmed using XRR measurements. The XRR data and fit, along with the extracted SLD
profile of the sample, are shown in figure 6.4. The XRR data contains Bragg peaks up
to a large @@ wavevector of 0.7 Afl, showing that the sample quality is good and with
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Figure 6.3: (a) Schematic of the structure of the Si/SiOx/Ru/[Co/Ru]x10 sample used
for this experiment. (b) SQUID-VSM magnetic hysteresis loop of the sister sample of

the one used in the PNR experiment.

smooth interfaces between layers. The Ru/Co repeat structure is modelled such that
all of the Co layers are identical and all of the Ru layers are identical, sharing density,
thickness and interface roughness. The fact that this model fits the data well shows
that there is little variation in the growth of each layer in the multilayer. This is very
important for this experiment as the Co layers need to behave as one uniform magnet
to ensure coherent precession when at the FMR resonance condition. If the structural
parameters changed significantly between the layers, the changing magnetic properties
and magnetisation dynamics throughout the sample could have caused incoherent FMR
precession. As mentioned previously, the RKKY coupling strength and sign (ferromag-
netic or anti-ferromagnetic) are dependent on the Ru thickness. Therefore, it was also
vital that the Ru thickness is consistent throughout the structure which was confirmed
by the XRR modelling and SQUID hysteresis loop of the sample.

FMR characterisation measurements of the sister sample, which was grown on the
same plate as the PNR sample, are shown in figure 6.5. Field sweep measurements are
taken at microwave frequencies varying from 2.5 GHz to 14 GHz, an example of which
can be seen in figure 6.5c. A differential Lorentzian function is fit to all field sweeps
sets to extract values for the peak width and peak position. This equation is given by
[85]

_ 2 _ _ 2
dP__ . AMH(H —Hy) . (AH)? —4(H — Hy)

dHpc —~  (4(H — Ho)? + (AH)?)? (4(H — Ho)*> + (AH)?)

5 +mH +c (6.1)

Here, AH is the peak width, Hy is the resonant peak position, K1 and K2 are asym-
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Figure 6.4: (a) XRR data for the Si/SiOx/Ru/[Co/Ru]x10 sample used for the PNR
experiment. The solid green line shows the fit to the data. (b) X-ray SLD profile ex-
tracted from the fit to the XRR data shown in (a). The blue and green lines correspond
to the scattering and absorption SLD profiles respectively.

Layer | Thickness (A) | Roughness(A) Density (g/cc)
SiOx 995.9 £ 0.5 5.38 £0.02 2.409 £ 0.002
Ru Seed | 37.95+0.04 4.86 £0.03 11.105 £+ 0.005
Co 46.96 £ 0.2 5.85 £0.02 9.057 £ 0.006
Ru 12.79 £0.03 4.56 £0.01 11.1003 £ 0.0003
Ru Cap | 37.51£0.04 2.51£0.02 11.15£0.01
RuOx 2.52 £0.06 8.9992 £ 0.0008 9.30 £ 0.2

Table 6.1: Structural parameters extracted from the XRR fit of the
Si/Si0x/Ru/[Co/Ru]x10 sample shown in figure 6.4.

metry scaling factors, m and c are a dP/dH vs H background slope and dP/dH offset,
respectively. The relationship between the microwave frequency and the resonance field
Hj is described by the in-plane Kittel equation (equation 4.5). Then, the Gilbert damp-
ing parameter can be obtained by analysing the relationship between the microwave
frequency and the resonant peak width which is described by equation 4.6. Co was
used as the ferromagnetic layer instead of Py in the measurements presented in this
chapter. This decision was made under the assumption that the greater magnetisation
of Co would mean that small changes in magnetisation angle would lead to greater
changes in net magnetisation along the neutron polarisation axis, despite the fact that
the lower Gilbert damping of Py means that the cone angle is larger in Py. However, as

is demonstrated in the following sections of this chapter, the results of our experiments
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6.2 Aligned Magnetisation and Neutron Polarisation Geometry

suggest that the measurement is more sensitive to changes in cone angle rather than
magnetisation. Therefore, using Co instead of Py in our experiments may have reduced
the observed differences between on and off resonance states in our PNR, experiments.

In future work, magnetic materials with low Gilbert damping, such as Py, should be

used.
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Figure 6.5: FMR characterisation data for a sample of structure

Si/Si0x/Ru(38)/Co(45)/[Ru(10)/Co(45)]x9/Ru(38) (a) Kittel plot of the FMR
resonance peak centre field against the microwave frequency. The solid line shows the
fit to the Kittel equation (equation 4.5). From this, values of the saturation magnetisa-
tion and anisotropy field obtained are puoMg; = 1170+ 70 mT and poHr = —6.74£0.09
mT. (b) FMR linewidths (AH) plotted as a function of the microwave frequency. The
solid line shows a fit to equation 4.6 from which the Gilbert damping parameter is
calculated to be o = (2.81 & 0.09) x 1072, (c) Example FMR field sweep data at
a microwave frequency of 8 GHz. The solid line is a fit to a differential Lorentzian
function given in equation 6.1 from which the peak centre and peak width are

extracted.
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6.2 Aligned Magnetisation and Neutron Polarisation Geometry

6.2.3 PNR Results

Experiment Set Up

To perform the PNR measurements, the sample is first loaded into the microwave
cavity and the cavity is then mounted into the beamline between the poles of the
magnet which is used to generate the neutron guide field. A vector network analyser
(VNA) was used as the microwave source and to measure the returning signal. The
working frequency range in the microwave cavity used is approximately 5.4 to 8.2
GHz. In this experiment, the influence of FMR on the sample was investigated by
comparing PNR measurements with the microwave output being switched on or off.
Before PNR data was measured, a microwave frequency and magnetic field combination
that resulted in an FMR resonance mode within the optimal frequency range of the
cavity was found. The resonance condition was initially estimated using hysteresis loops
and FMR characterisation previously measured for the sister sample. By performing
a field sweep on the sample in the cavity in the beamline using the neutron guide
field electromagnet, the resonance condition was verified. From these measurements, a
microwave frequency of 8 GHz and an applied field of approximately 50 mT were used

for the PNR experiment.
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Figure 6.6: FMR field sweeps measured on the Si/SiOx/Ru/[Co/Ru]x10 sample in the
cavity in the beamline at frequencies of 7 and 8 GHz. The data shows a resonance peak

at around 50 mT.
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6.2 Aligned Magnetisation and Neutron Polarisation Geometry

As the POLREF beamline is a time-of-flight probe, there is a finite Q range that
can be measured for each sample angle. Once the resonance condition was found,
the field and frequency were set to the resonant condition found previously and PNR
is continuously measured. During the measurement, the on and off FMR resonance
states were achieved by alternating between the microwave output being switched on
or off every hour. The data for each state can then be averaged across all of the
individual hours of counting to give two final data sets: one of all PNR measured with
the microwave output switched on and the other of PNR whilst the microwave output
is off. The states were measured alternately in this fashion to reduce the effects of
sample heating or variations in the environment e.g. room temperature and to ensure
that there was an equal amount of counting on each state. In total, each state was

counted for 32 hours.

PNR Data and Analysis

The final PNR results for the on and off resonance states can be seen in figure 6.7. As
the only changes in the sample between the on and off states are its magnetic state,
these data sets can be fit simultaneously in a model where all structural parameters
are shared. As well as the on and off resonance data, a PNR measurement of a wider
() range is also included in the simultaneous fit to ensure the fitting of the structural
parameters is more accurate. The larger () range means the data includes higher
order Fourier components therefore giving information about the thinner layers in the
structure. The structural parameters from the PNR fit, along with the XRR parameters
for comparison, are presented in table 6.2. The results for both measurement techniques
are mostly in good agreement demonstrating the model’s suitability in describing the
sample structure. Although there are some discrepancies in the results, the Co and Ru
multilayer parameters are very consistent. These are the most important parameters
as they determine the magnetic behaviour of the sample.

The parameter correlation matrix for the Co and Ru thicknesses as well as the off
and on resonance magnetic SLD (pjs) is shown in figure 6.8. In the correlation plots,
a circular distribution indicates that the parameters are uncorrelated and therefore
changing one of the parameters does not affect the other. A correlation plot that is
a diagonal line, like that of the Co and Ru thickness, means that the parameters are

highly correlated so changing one influences the other. In the case of the Co and Ru
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Figure 6.7: PNR data and fits for the three different data sets measured on the
Si/SiOx/Ru/[Co/Ru]x10 sample used in the co-fitting. (a) and (b) show the PNR
and spin asymmetry for the off resonance state. (c¢) and (d) show the PNR and spin
asymmetry for the on resonance state in which the sample is irradiated with microwaves
at 8 GHz. (e) and (f) show the PNR and spin asymmetry for a larger () range PNR
measurement which is used in the trifit to provide information about the thinner layers

in the sample. The solid lines show fits to the data.

thicknesses, the plot demonstrates that increasing one parameter leads to the other
decreasing. This highlights that in the multilayer structure, the fit is more sensitive
to the combined Co/Ru bilayer thickness than it is to the individual thicknesses of the
layer. This is because the angle of the Bragg peaks, which have a large reflectivity and
therefore are heavily weighted in the fitting, are determined by the combined bilayer
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6.2 Aligned Magnetisation and Neutron Polarisation Geometry

thickness. However, we see that the on and off resonance pjs values are not correlated
to the Co or Ru thickness, so this doesn’t affect the magnetisation value obtained from

the fitting.

Layer Thickness (A) Roughness(A) Density (g/cc)
PNR XRR PNR XRR PNR XRR
SiOx | 1041(2) | 995.9(5) | 14.3(8) | 5.38(2) | 2.1730(8) | 2.409(2)
RuSeed | 34(2) |37.95(4) | 8.8(2) | 4.86(3) | 122(2) | 11.105(5)
Co | 48.3(6) | 46.96(2) | 4.2(9) | 5.85(2) | 856(8) | 9.057(6)
Ru | 12.6(6) | 12.79(3) | 2(1) | 4.56(1) | 11.4(3) | 11.1003(3)
RuCap | 35(2) |37.51(4) | 16(2) | 251(2) | 12002) | 111501)
RuOx | 10(1) | 2.52(6) | 15.8(2) | 8.9992(8) |  7(1) 9.30(2)

Table 6.2: Comparison of the structural parameters for the Si/SiOx/Ru/[Co/Ru]x10
sample extracted from both XRR fitting (figure 6.4) and PNR fitting (figure 6.7). The

numbers in brackets are the uncertainties in the last digit of the value.

Information about the magnetic depth profile within the sample is contained in
the spin asymmetry defined as (RT™ — R™)/(R™ + R™). Therefore, any changes in the
magnetic profile between the on and off resonance states would result in a difference in
the spin asymmetries for the two data sets. The comparison of the spin asymmetries
for the two resonance states can be seen in figure 6.9. If there is a substantial change in
the magnetic profile between the two states, we would see significant non-zero features
in the difference between the two asymmetries. Although the difference between the
spin asymmetries for the two states does show some asymmetry about zero, this is not
matched by the solid line showing the difference in the fits. The vast majority of the
data points in the difference plot, figure 6.9b, are within one error bar of zero, suggesting
that the difference in magnetisation between the two data sets is below the sensitivity
of the measurement. The difference from zero can be quantified by calculating the
reduced x? of the data compared to the line f(Q) = 0 using the equation

2_&2":5?—f(62)2

- D= AS?

(6.2)

Where S; are the data points for the difference in spin asymmetry, AS; is the S;
uncertainty for each data point, f(Q) is the function to compare the data against

which in this case is simply 0, n is the total number of data points and D is the degrees
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Figure 6.8: Correlation matrix for some selected parameters from the XRR fitting of the
Si/Si0x/Ru/[Co/Ru]x10 shown in figure 6.4. This shows the correlation between the
parameters. A diagonal plot, such as that for the Co and Ru thicknesses, demonstrates

highly correlated parameters. A circular plot demonstrates uncorrelated parameters.

of freedom which here is defined by n — 1. The value obtained when performing this
calculation is x? = 0.65. The chi-squared value is less than 1 indicating that the vast
majority of the data points are within 1 error bar of the line y = 0 where y represents
the difference in spin asymmetry between the on and off states and can be expressed
as y = (SAon — SAyg). Here, the y = 0 line represents the case that there is no change
in spin asymmetry and magnetism between the on and off states (SAo,n = SAog).
Therefore, this analysis suggests that there is negligible change in magnetism observed
between the on and off states.

To further compare the difference between the extracted magnetisation values for
the two data sets, we can analyse the parameter probability histograms as shown in
figure 6.10. These histograms show the probability density function of the obtained
values for the fitting parameter, in this case pps, for the total number of samples
run during the fit. pps denotes the magnetic scattering strength of the layer and is

proportional to the layer’s magnetisation. These histograms should approximately take
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Figure 6.9: Comparison of the spin asymmetries of the on and off resonance states
for the Si/SiOx/Ru/[Co/Rulx10 sample as originally shown in figure 6.7. (a) Spin
asymmetry data and corresponding fits for the on and off resonance states. (b) Black
dots show the difference in the spin asymmetry data between the on and off resonance
states (Spin asymmetry for on resonance minus spin asymmetry for off resonance). The

pink line shows the difference between the fits for on and off resonance.

the shape of a Gaussian distribution given that the parameters are totally uncorrelated
in the fit. If they are a normal distribution, the uncertainty in the fitting parameter
is given by the standard deviation, shown on these histograms as the width of the
peak. Otherwise, the 1 and 2 o ranges correspond to the 68% and 95% Bayesian
confidence intervals. To confidently claim from the fitting results that two parameters
are significantly different, the obtained values need to be different by more than two
standard deviations and the probability histograms should not overlap. Comparing the
probability histograms for pjs for the on and off resonance states, it is clear to see that
the histograms heavily overlap. The numerical data from the fitting shown in table 6.3

further demonstrates the overlapping of the two fitting parameters as both the 68%
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Figure 6.10: Probability histograms for the magnitude of the magnetic moment (pas)
for the on and off states of the Co/Ru sample obtained from the fits shown in figure

6.7. The solid lines show a Gaussian fit to the histogram.

and 95% confidence intervals of the parameters are the same within 0.03 x1076A"
The mean values do vary slightly and change in the direction that would be expected
with the precession of the magnetisation in the on state causing a reduction in pp; of
0.01 x 107542, However, the uncertainty in the difference in pys is 0.1 X 10_6A72,
so, quoted with the uncertainty, the difference is (0.0 & 0.1) x 1076472, Tf we take
the raw number for the difference and consider the case where the reduction pys is
due to a change in magnetisation angle of ¢., resulting in a reduction in the projected
magnetisation along the original magnetisation axis, then we can calculate the angle

required to cause this magnitude change in pjs using the equation

¢ = arccos Lon. (6.3)
PMoff

Using the values in table 6.3, the estimated cone angle ¢, is calculated to be 4°.
Using the uncertainty in the pjs values obtained from the fitting, we can calculate a
resolution of this measurement configuration which can be used to estimate the change

in moment, and therefore cone angle, required to observe a clear difference between the

143



6.3 Polarisation Analysis and Angular Sensitivity

State Mean Value o range 20 range
Off ppr (><10_6A72) 3.85 (3.76, 3.95) | (3.69, 4.06)
On pyr (x107647%) 3.84 (3.74, 3.92) | (3.68, 4.04)

Table 6.3: pys fitting parameter results for the on and off resonance PNR data sets. 1o

and 20 correspond to the 68% and 95% Bayesian confidence intervals respectively.

on and off states. The on state would need to have a pj; value of more than 20 less
than that of the off state. The value for 20 can be calculated by taking the difference
between the higher and lower bounds of the 1o range. This value is 0.19 which is 4.9%
of the mean value. As done previously, this can be estimated in terms of a change in
angle of the magnetisation. This angle ¢, is the cone angle required to observe a well
resolved change in magnetisation between the on and off resonance states using the same
experimental set up and counting time as was done for the results presented here. From
this calculation, we find that the angle required to observe this change is ~ 18°. This
is almost 4 times larger than the estimated cone angle calculated from the difference
in mean values of pys for the on and off states. Therefore, this demonstrates that the
changes in projected magnetism due to FMR precession are too small to measure in the
current measurement configuration. The reported values for the precession cone angle
which range from 0.5 — 15° depending on the material, measurement configuration and
microwave power [66, 220, 273-276]. However, of those that are measured on samples
of similar size and structure as ours, the cone angle is of the order of 1° [66, 273, 275].
This means that the required cone angle to see a significant difference in the off and
on state pps is much larger than the cone angles observed in similar systems. As we
are using a microwave cavity for this experiment, the input power and therefore AC
magnetic field are relatively small so the maximum cone angle that is achievable will

be more of the order of 1° rather than 10°.

6.3 Polarisation Analysis and Angular Sensitivity

Sample Characterisation

The sample used requires a strong anisotropy so that the magnetisation does not align
with the guide field. Also, a strong sample anisotropy field is required to act as the DC

field for the FMR precession as we can no longer use the neutron guide field for this. A
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Figure  6.11: (a)  Waveguide FMR map of a sample of a

Si/SiOx/Ta(60)/[Co(55)/FeMn(120)]x10/Ta(60) sample. The blue dots show the
resonance peak positions (b) Easy axis SQUID magnetic hysteresis loop of the same

structure.

sample of Si/SiOx/Ta(60)/[Co(50)/FeMn(120)]x10/Ta(60) (thicknesses in A) was used
in which there is a strong exchange bias formed at the FM/AF interface between Co
and FeMn which provides the anisotropy. By using a 10 repeat multi-layer, we increased
the amount of magnetic material in the sample, which helps with FMR characterisation
due to a greater absorption at the resonance condition. Also, the multilayer structure
introduces Bragg peaks at low () which aid with fitting by providing another () region
with high reflectivity, improving the signal to noise ratio.

Figure 6.11 shows the magnetic characterisation of the FM/AF multilayer sample.
The sample has an exchange bias of around 210 Oe which can be seen in the offset from
zero applied field of both the hysteresis loop and the FMR Kittel curve. The exchange
bias in the sample can also be checked in PNR measurements as can be seen in figure
6.12. Here we see that if the sample is first saturated at 2000 Oe and then the applied
field is reduced to 50 Oe, the sample magnetisation direction is flipped even though the
sign of the applied field remains the same. The switching of the magnetisation direction
of the sample is shown by the spin asymmetry swapping sign when the applied field is
reduced to 50 Oe.

The XRR characterisation data for the sample can be seen in figure 6.13. Since
the total sample thickness is large, with a total metal thickness of over 200 nm, the

data has few fringes and features. This is especially noticeable when comparing to the
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Figure 6.12: PNR measurements of the Si/SiOx/Ta(60)/[Co(55)/FeMn(120)]x10/
Ta(60) sample with the applied field at 2000 Oe (a) and 50 Oe (b). (c) The spin asym-
metry switches sign for the two fields, showing the exchange bias in the sample. (d)
Schematic showing the magnitude and direction of the external field and the sample
magnetisation. (e) SQUID magnetic hysteresis loop of a sister sample to the PNR
sample, as shown in figure 6.11, with the labels showing the positions in the hysteresis
loop of the PNR plots in (a) and (b).

XRR data shown in figure 6.4 for the Co/Ru multilayer sample used in the previous
experiment which has total metal thickness of just under 70 nm. Also, as can be seen
from the SLD profile, the x-ray SLDs for Co and FeMn are very similar which also
contributes to the lack of features in the data due to the limited contrast between the

repeat layers. The fitting parameters from the XRR analysis can be seen in table 6.4.

6.3.1 In-situ FMR-PNR Measurements

The PNR measurements for this iteration of the experiment were performed using the
same experimental set up as in section 6.2.3. However, for this experiment, the sample

was physically rotated so that it was mounted into the cavity such that the physical
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Figure 6.13: (a) XRR data for the Si/SiOx/Ta(60)/[Co(50)/FeMn(120)]x10/Ta(60)
sample used for the PNR measurements. The solid line is a fit to the data (b) SLD
profile extracted from the fit shown in (a). The blue line is the nuclear SLD and the

green line is the imaginary SLD governed by the x-ray absorption.

axis along which the easy axis lay was approximately 45° to the neutron polarisation
axis. We then performed FMR field sweep measurements at different frequencies to
find a frequency where the resonance peak is at a field of 50 Oe, as this is the minimum
field that can be used to keep the neutrons polarised. The FMR field sweep of the
resonance condition used for the PNR measurements is shown in figure 6.14. This field
sweep shows a clear resonance peak which encompasses 50 Oe when the frequency is
7.3 GHz.

Similarly to the previous measurements (section 6.2.3), once the resonance condition
is found, we set the field and frequency to these values and measured full 4 channel
PNR measurement (R™, R*~, R~t R~ ~) continuously and alternate each hour of

measurements between the microwave output being on or off. In these measurements,

147



6.3 Polarisation Analysis and Angular Sensitivity

Layer | Thickness (A) | Roughness(A) Density (g/cc)*
SiOx 1000 £ 60 4.40£0.2 2.23 £0.06
Ta Seed 75.6 £0.1 1.0+0.1 16.0 £ 0.2
Co 46.2+0.4 129+ 0.3 8.85 £0.01
FeMn 122.7+0.3 12.82 +£0.04 | (40.04 £0.04) % Mn
Ta Cap | 61.04 £ 0.06 5.17 £ 0.06 16.397 + 0.005
TaOx 31.05 £ 0.02 9.33 £0.05 9.31 £ 0.03

Table 6.4: Structural parameters extracted from the XRR fit of the
Si/SiOx/Ta/[Co/FeMn]x10/Ta sample shown in figure 6.13.  *For the FeMn

layer, the density column displays the Mn mass composition percentage.
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Figure 6.14: FMR field sweep measured in-situ on the PNR beamline at a microwave
frequency of 7.3 GHz. The dashed line shows the applied field used for the PNR

measurements.

each state was measured for 29 hours of counting time.

The PNR data for the on and off states, as well as a full () half polarised meas-
urement, can be seen in figure 6.15. The half polarised PNR measurement is used to
help fix the structural parameters in the fitting as it is measured over a larger () range
so it provides more sensitivity to thinner layers within the sample. The fitting of the

three data sets is done simultaneously, with all of the structural parameters shared and
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Figure 6.15: PNR data and fits for the three different data sets used in the co-fitting
for the Co/FeMn sample. (a) and (b) show the 4 spin state PNR measurement and
spin asymmetry for the off resonance state. (c) and (d) show the 4 spin state PNR
measurement and spin asymmetry for the on resonance state. The resonance frequency
used was 7.3 GHz. (e) and (f) show the 2 spin state (half polarised) PNR measurement
and spin asymmetry for a larger ) range PNR measurement. This is used in the trifit
to provide information about the thinner layers in the sample. All data sets are co-fit,

sharing all structural parameters. The solid lines show fits to the data.

only the magnetic parameters being fitted independently. This ensures that there is
no change in the structure between the on and off states and, consequently, that the
magnetic parameters are comparable. The only change between the two measurements

is the input of microwaves into the cavity which we know will not change the structure
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Layer Thickness (A) Roughness(A) Density (g/cc)*
PNR XRR PNR XRR PNR XRR
SiOx | 1080(2) | 1000(60) | 14.3(8) | 4.4(2) | 2.174(3) 2.23(6)
Ta Seed | 52.4(5) | 75.6(1) | 10(2) | 1.0(1) | 15.807(7) | 16.0(2)
Co 53(1) | 46.2(4) | 11.6(4) | 12.9(3) | 8.79(8) 8.85(1)
FeMn | 117(1) | 122.7(3) | 7(2) | 12.82(4) | 43.69(3) % | 40.04(4) %
Ta Cap | 70(2) | 61.04(6) | 14(1) | 5.17(6) | 15.803(3) | 16.397(5)
TaOx | 28(3) | 31.05(2) | 14(1) | 9.33(5) | 8.6(5) 9.31(3)

Table 6.5: Comparison of the structural parameters extracted from the PNR and XRR
fits for the SiOx/Ta/[Co/FeMn|x10/Ta sample. The XRR data and fit is shown in figure
6.13 and the PNR data and fits are shown in figure 6.15. The numbers in brackets are
the uncertainties in the last digit of the value. *For the FeMn layer, the density column

displays the Mn mass composition percentage.

of the sample in any way.

The structural parameters from the trifit compared to those obtained from the XRR
fitting of the same sample can be seen in table 6.5. Across all the layers in the sample,
there is good agreement in the parameters for the two measurement techniques. The
most important parameters are those for the Co and FeMn layers as these determine the
magnetic response of the sample. The data in the table shows that the results for both
of the layers in the repeated bilayer structure are consistent across the two measurement
techniques. This verifies that the structural parameters of the bilayer used in the final
PNR fit, from which we compare the magnetic parameters between the on and off
states, are an accurate representation of the sample. The correlations between the
PNR fitting parameters, seen in figure 6.16, show that the Co and FeMn thicknesses
are highly correlated. Similarly to the Co/Ru sample, this indicates that the fit is
more sensitive to the combined Co/FeMn bilayer thickness than it is to the individual
thicknesses. Although there is some difference in the Co and FeMn thicknesses between
the XRR and PNR fits, the combined bilayer thickness is very similar. For the PNR
fit it is 170 A and for the XRR fit it is 168.9 A.

The correlation matrix shows that the magnetic scattering, pys, of the Co layers is
correlated to the Co thickness. This is because pjs is proportional to the moment per

unit depth so as the Co thickness increases, pp; must decrease to retain the same total
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ON 6,,

Figure 6.16: Correlation matrix for some selected parameters from the PNR fitting of
the Co/FeMn shown in figure 6.15. A diagonal plot, such as that for the Co and FeMn
thicknesses, demonstrates highly correlated parameters. A circular plot demonstrates

uncorrelated parameters.

moment of the sample. The reverse relationship is true for the correlation between the
FeMn thickness and pjs due to the correlation between the Co and FeMn thicknesses.
Although these correlations may mean that the resultant values of pps are not com-
pletely accurate, the fact that the on and off resonance states are cofit using the same
structural parameters means that we can still compare py; between the two states.
Between the on and off pj; fitting parameters, there is a positive correlation, indicating
that their values are dependent on each other. The positive correlation means that as
one increases, the other also increases. Therefore, this could suggest that it is favour-
able in the fitting for the two pps values to be equal. The 0;; and pps values for both

on and off resonances are all uncorrelated which demonstrates that 8, and pjs can be
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Figure 6.17: (a) Comparison of spin asymmetries between the on (blue) and off (red)
resonance states for the Co/FeMn sample as originally shown in figure 6.15. Solid lines
show the fitting results for each state. (b) Difference between the on resonance spin
asymmetry and the off resonance spin asymmetry. The pink line shows the difference

between the spin asymmetry fitting results for the two states.

fully resolved independently from each other and also that there is no link between the
on and off resonance magnetisation angles.

As we are now measuring 4 state PA PNR measurements, information about the
sample magnetisation in the on and off resonance states is held within the spin-flip
reflectivity components as well as the spin asymmetry. The data for these components
is shown in figures 6.17 and 6.18. The two spin flip channels will be slightly different
near 0 A=1 so we can compare both channels between the on and off states separately.
Again, we see only small fluctuations from zero in the difference in spin asymmetry
and the two spin-flip channels. By performing the same x? analysis as described in
equation 6.2 and comparing the data to the line f(Q) = 0, the difference from zero can
be quantified. For the difference in spin asymmetry, a value of x? = 0.42 is obtained,
which is much smaller than 1, showing that there is no significant difference in the spin
asymmetry between the two states within the uncertainty range of the data. For the

difference in R~+ and Rt~ the x? values are calculated to be 0.64 and 0.88 respectively.
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Figure 6.18: Difference between the on and off resonance state in the Rt~ (a) and R~"
(c) spin states for the Co/FeMn sample as originally shown in figure 6.15. Residual plots
show two different sets of points. Black points are the residuals calculated against zero
(f(Q) = 0) and the red/blue points show the residuals calculated using the difference
in on and off fits, shown by the solid lines in (a) and (c).

The residual plots in figure 6.18 help to demonstrate this result as the majority of the
points lie within +1. Similarly to the difference in spin asymmetry, these values are both
less than 1 suggesting the line of f(Q) = 0 is a good fit to the data. As the f(Q) =10
line here represents there being no change in the spin-flip components of the reflectivity,
this analysis suggests that there is no statistically significant difference in the spin-flip
channels and therefore, the in-plane perpendicular magnetisation components.

The 4 spin state measurement allows for the magnetisation angle to be determined
as well as the magnetisation magnitude, hence the fitting parameters pps and 6,7 can be
compared between the on and off states as seen in figure 6.19. pj is the magnitude of
the magnetic SLD and is proportional to the magnitude of the in-plane magnetization.
Opr is the angle of the magnetisation with respect to the neutron polarisation, for
example, when 0y; = 0° this means that the magnetisation is aligned with the neutron
polarisation and 63 = 90° would mean they are perpendicular to each other. The
numerical results for these parameters can be found in table 6.6. Here, 1o and 20
correspond to the 68% and 95% Bayesian confidence intervals respectively. In the case
that the probability distributions are Gaussian, o is the same as the standard deviation.

The pjps parameter histograms heavily overlap. The mean values for the two states are
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Figure 6.19: Probability histograms for the magnitude of the magnetisation angle (6,/)
(a) and the magnetic moment (pps) (b) for the on and off states obtained from the fits

shown in figure 6.15. The solid lines show a Gaussian fit to the histogram.

approximately equal, clearly showing that there is no measurable difference between the
effective magnetisation of the sample when it is in an FMR resonance state. However,
for the 0, fitting parameter, there is a small but clear difference in the two histograms.
Comparing the histograms in figure 6.19a and b shows a distinct difference between
a parameter that has not changed between the two states and one that has. The pys
histograms overlap almost identically, whereas that is an obvious shift between the on
and off 0; parameter histograms.

Analysing the numerical data in table 6.6, we see that the mean value for 6, of each
state is outside of the 1o range of the other. This suggests that there is a change in the
magnetisation angle of the sample when it is in an FMR resonance state. Nonetheless,
the 1o uncertainty ranges for on/off 6, do overlap meaning that we cannot claim here
that there is statistical proof of a change between the two states. Still, compared to the
indistinguishable pj; data and histograms, the differences between the on and off state
0 histograms and associated values provide strong evidence that we have observed a
change in magnetisation with PNR due to the precession of the magnetisation under
FMR.

The pjp; numerical data and histograms strongly suggest that there is no change
in the in-plane magnetisation magnitude. This is further evidenced by the additional
fitting parameters in the model. As well as pa; and 0,7, the magnetic dead layers and

interfaces above and below the Co layer are also fitted in the model independently for
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Parameter Mean Value o range 20 range
Off ppr (xlO_GAJ) 4.26 (4.09, 4.43) (3.92, 4.59)
On pyr (x1076A7%) 4.27 (4.10, 4.42) | (3.96, 4.56)

Off O (°) 34.59 (34.42, 34.77) | (34.26, 34.93)

On 0y (°) 34.78 (34.61, 34.94) | (34.45, 35.11)

Table 6.6: pps and 6y fitting parameter results for the on and off resonance PNR
data sets. lo and 20 correspond to the 68% and 95% Bayesian confidence intervals

respectively. Results of the fitting shown in 6.15

each state. The magnetic dead layers act as additional parameters which allow for the
depth and thickness of the magnetic SLD profile of the layer to be shifted relative to
the structural profile. The magnetic interface parameters act on the magnetic SLD
profiles to determine the transition in pp; between adjacent layers in the same way that
the structural interfaces act on the nuclear and imaginary SLD profiles. The results of
these parameters, see table 6.7, show no change between the on and off states, further
demonstrating that there is no change in mSLD across many fitting parameters.

The 1 and 2 o ranges for pjs and 0 also indicate why it may be easier to observe the
FMR resonance as a change in angle rather than a change in effective magnetisation.
As discussed in the analysis of the results presented in section 6.2.3, the confidence
intervals can be used to generate a measurement resolution for 65, and pps. By saying
that 20 is equal to the difference in the upper and lower bounds of the 1o range, we
calculate 20 for the off state pys to be &~ 0.34 x 10~6A ™" which is almost 10% of the
mean value. This means that, for an observable change in effective magnetisation, the

on state would need to have a mean py; of more than 0.34 less than the mean of the

Magnetic Thickness Parameter

Off Resonance

On Resonance

M dead layer above (A)
M dead layer below (A)
M interface above (A
M interface below (A

)
)

61
0.4+0.7
442
6.5+0.7

6.4+£0.9

0.3+0.6
3+2

6.5+0.6

Table 6.7: Magnetic dead layer and interface fitting parameter results for the on and
off resonance PNR data sets. Above and below correspond to the top and bottom

interface of the Co layer respectively.Results of the fitting shown in 6.15
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off ppr. If we consider this reduction as a projection along the original axis due to a

change in magnetisation angle, this results in a required cone angle of 25°.

Explaining Changes in Magnetisation Angle

Under FMR precession, the magnetisation rotates around the DC magnetic field, which
in our case is the exchange bias field of the sample, with a constant cone angle through-
out. Therefore, it is not initially obvious why the FMR precession would result in a
measured change in the magnetisation angle. To explain the observed change in magnet-
isation angle, first, data was simulated for the spin-flip reflectivity and spin asymmetry
for magnetisation angles between 0-90°. Examples of the simulated data for 3 different
magnetisation angles can be seen in figure 6.20. These simulations were performed on
Refl1D using the nominal parameters of the SiOx/Ta/[Co/FeMn|x10/Ta sample used
in the PNR experiments. Data was simulated only for the ) range of 0.008 - 0.022 A
to mirror the range of the experimental data. To investigate the angular dependence
of the spin-flip scattering, the maximum magnitude of each curve is taken to turn the
curves into single quantities. As can be seen in figure 6.20, changing the magnetisation
angle causes a significant change in the magnitude of the spin-flip reflectivity with no
change in the fringe separation or position. Therefore, we can simply use the maximum
magnitude of the curves to compare the spin-flip reflectivity at different magnetisation
angles. In the case of the spin asymmetry, the maximum occurs at 0.022 A" where
the spin asymmetry is negative. For ease of comparing the spin-flip reflectivity and
spin asymmetry, the absolute value of this is taken to quantify the magnitude of the
spin asymmetry.

The angular dependence of the spin-flip reflectivity is shown in figure 6.21a. These
results show that the spin-flip reflectivity has a sinusoidal relationship with the angle of
the magnetisation with respect to the neutron polarization. The significant point here
is that the relationship is not linear. Therefore, for some given starting magnetisation
angle 0y, a shift of 1 degree away from the neutron polarisation and 1 degree towards
the neutron polarisation will result in asymmetric changes in the magnitude of the spin-
flip reflectivity. In the on state of the FMR-PNR experiment where the magnetisation
is continuously precessing, we can consider the PNR data to be the time average of the
sample with magnetisation angle of 0yr; + ¢. and 0yr; — ¢ where ¢, is the cone angle

of the precession. In this case, the spin-flip scattering of the on state will differ from
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Figure 6.20: (a) RefllD simulations of the R* spin-flip reflectivity of a
SiOx/Ta/[Co/FeMn|x10/Ta sample, using structural and magnetic parameters to mir-
ror the sample used in the PNR experiments. (b) Simulated spin-asymmetry for the
same sample. Here, 0, represents the angle between the sample magnetisation and
neutron polarisation, with 8y; = 0° corresponding to the magnetisation and neutron

polarisation being parallel.

that of the off state.
1
SF@MJ. # §(SF9M72.+¢C + SFQMJ._%) (6.4)

This can be verified with simulations whereby the on state is modelled as the average
of the spin-flip reflectivity of s + 5 and 6y — 5, where 5° is chosen arbitrarily as the
cone angle, see figure 6.21. Then, the off state can be subtracted from the on state to
find the difference between the two states. The angular dependence of the difference
between the on and off states is shown in figure 6.21b. This figure highlights that
the magnitude and sign of the difference in spin-flip reflectivity is dependent on the
starting magnetisation angle. The shift in spin-flip reflectivity between the on and
off resonance states will be interpreted in PNR fitting as a change in magnetisation
angle because of the angular dependence of the spin-flip reflectivity. If the difference is
positive, and therefore the on state has a larger spin-flip reflectivity than the off state,
this will result in an apparent increase in the magnetisation angle because the spin-flip
reflectivity increases with magnetisation angle. Consequently, the simulations show
that, with initial magnetisation angles of 0-45° the on state will have a larger effective
magnetisation angle than the off state, when considering the spin-flip reflectivity.

The same analysis can be performed for the spin asymmetry, again modelling the

on state as the average of 637 + 5 and 637 — 5. The angular dependence of the spin
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Figure 6.21: (a) Magnetisation angle dependence of the maximum in the R~ channel
(red squares) and the average of R~ for 6, £+ 5° (blue circles) e.g for 30° this is the
average of R~ for 25° and 35°. This is the on resonance state in this scenario. (b)
Magnetisation angle dependence of the difference in the on and off states (On - Off) as

shown in (a).

asymmetry in the on and off resonance states, as well as the difference between them,
can be seen in figure 6.22. Similarly to the spin-flip reflectivity, the angular dependence
of the spin asymmetry is non-linear meaning that equal positive and negative changes
in angle will result in different sizes of changes in the spin asymmetry. Whereas the
spin-flip reflectivity increases as the magnetisation angle increases, the magnitude of
the spin asymmetry decreases with magnetisation angle. This indicates that, when
the on state spin asymmetry has a smaller magnitude than the off state, the fitting
would result in the magnetisation angle of the on state being larger than that of the off
state. The angular dependence of the difference between the on and off states shows
that the largest differences in spin asymmetry occur with a starting magnetisation
angle of around 60°. The difference between the on and off states, in figure 6.22b, is
negative for all angles so the on state spin-asymmetry is smaller in magnitude than the
off state. Therefore, these simulation results suggest that the experimentally observed
magnetisation angle of the on state should be larger than that of the Off state.

In the cases of both the spin-flip reflectivity and spin asymmetry, the simulation
results suggest that, at an initial magnetisation angle of around 35°, the observed

magnetisation angle of the on state will be greater than that of the off state. Therefore,
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Figure 6.22: (a) Magnetisation angle dependence of the maximum in the spin asym-
metry (black squares) and the average of spin asymmetry for 63, +5° (blue circles) e.g
for 30° this is the maximum of the average of the spin asymmetry for 25° and 35°. This
is the on resonance state in this scenario. (b) Magnetisation angle dependence of the

difference in the on and off states (On - Off) as shown in (a).

these results support the experimental PNR results in which the obtained 8;; values for
the on and off states were (34.8 £0.2)° and (34.6 £ 0.2)° respectively. This difference
is not large enough to be statistically significant as the difference between the angles
is equal to the uncertainty in each. However, the agreement in trend between the
simulation and experimental results suggests that we have observed a small but real
effect of the FMR precession of the magnetisation using PNR measurements.

The differences between the on and off states can be converted into an estimated
shift in magnetisation angle by dividing the difference at each angle by the gradient
in the maximum magnitude at the same angle. This calculation uses the small angle
assumption that the gradient between each adjacent point in the angular dependence
of the spin-flip reflectivity and spin asymmetry is linear. The estimated shift in mag-

netisation angle can therefore be written as

(On SA - Off SA)
msa(6ar)

(On SF - Off SF)
msr(0nr)

where mg(0yr) and mgp(05r) are the gradients of the magnitude of the spin asymmetry

and spin-flip reflectivity as a function of magnetisation angle respectively. Figure 6.23
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Figure 6.23: The effective change in magnetisation angle calculated from the simulations
of the on and off resonance states shown in figures 6.21 and 6.22. The inset shows the
full 87 range of 0-90°. The main plot highlights a smaller region of 15-75° as either the
spin asymmetry or spin-flip reflectivity would be too small to measure experimentally
outside of this angular range. Note that all of the preceding simulations have assumed

a cone angle of 5°.

shows the calculated effective changes in magnetisation between the on and off states
for both the spin asymmetry and the spin-flip reflectivity. Also plotted, is the average
change in the magnetisation angle as, experimentally, fitting to PNR data will take
into account all of the reflectivity channels. Assuming the modelling of the on state to
be accurate to the experimental reality, the average here shows the expected observed
shift in magnetisation angle between the on and off states with a cone angle of 5°. This
figure shows how the observed change in the magnetisation angle changes in magnitude
and sign depending on the initial magnetisation angle.

To compare these simulation results to the experimental data shown previously in
this chapter, we must look at the results with a starting 6a; angle of 35°. The simula-
tion results presented so far all use a cone angle of 5°. To understand the relationship

between the change in magnetisation angle and the cone angle we can use the simula-
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Figure 6.24: The calculated effective change in magnetisation angle between the on and
off states for different cone angles using a starting magnetisation angle of 63, = 35°.
The solid lines show fits to the data using a square relationship as described by the

equation in the annotation of the figure.

tions to estimate the results for different values of the cone angle. The results of this

are shown in figure 6.24. The solid lines in this figure show fits to
Aby = AgZ (6.5)

where A is an arbitrary fitting parameter. Here we see that the relationship between
the cone angle and the change in magnetisation angle for the spin asymmetry, spin-
flip reflectivity and the average of the two all follow a square relationship. Using the
fitting results of the parameter A we obtain an equation that allows for conversion
between the measured change in magnetisation angle into an estimated cone angle. In
the experimental PNR data, all 4 spin states are measured and therefore we expect
the relationship between the observed shift in 8, and the sample cone angle to follow
the relationship shown by the average in figure 6.24. Fitting to this curve resulted in a
value of A = (0.0164 +0.0002) deg™!. The experimental PNR results previously shown

in this chapter resulted in a change in magnetisation angle of (0.2 + 0.3)° between the
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Difference between OM O
On and Off states | PNR (10_6A_2) Cone Angle (°) | PNR (°) | Cone Angle (°)
lo 0.17 16 0.19 3.3
20 0.34 23 0.35 4.6
3o 0.51 28 0.53 5.7
4o 0.68 33 0.70 6.5

Table 6.8: Comparison of the differences in pys and 6j; required to separate the on
and off states by 1,2,3 and 4 0. The differences between the on and off states have also
been converted into an effective cone angle. For pjs, this is done using equation 6.3
with the off state py; value of 4.26 x10~6A " taken from table 6.6. For Oy the cone
angles are calculated using the equation 6.5 with A = 0.0164.

on and off states. Using equation 6.5 we can estimate the cone angle to be (3 £ 2)°.
Using this relationship between the change in 63, and the cone angle also allows
us to approximate the cone angle required to observe a full separation between the
on and off resonance states. Performing the same calculation as for pp; and using the
numerical data in table 6.6, the 20 range is found to be 0.35° for 8);. This can be
approximated to a required cone angle of 4.6°. This is over 5 times smaller than the
required cone angle to achieve a 20 change in pps, which was 25°. These results clearly
show that measurements of the magnetisation angle, and therefore a 4 spin state PNR
measurement, are vital when trying to observe the magnetic changes in a sample when
under FMR precession. To further demonstrate the difference in resolution between
pym and Bpy, table 6.8 shows the changes in the two magnetic parameters needed to

separate the on and off states by different o ranges.
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6.3.2 Repeat Measurements

During the beamtime, further PNR measurements were taken, whereby the whole cav-
ity was rotated 180 degrees in the beamline. In this configuration, the sample mag-
netisation is at an angle of approximately 135° to the neutron polarisation. The same
experiment, as previously described, is repeated. First, the microwave frequency that
results in a resonance at -50 Oe is found. In this case, that frequency is 6.6 GHz. In the
field sweep measurement in this configuration, the resonance peaks are not as clear, so
some referencing to other measurements is required. Figure 6.25a shows a comparison
between the field sweep measurements at 6.6 GHz and 6.75 GHz. In the field sweep
at 6.75 GHz, there are two clear resonance peaks. In a typical ferromagnetic material,
these peaks would be at equal positive and negative fields but, due to the exchange
bias, the peaks are shifted by approximately 200 Oe. The 6.6 GHz field sweep shows a
clear peak at around 280 Oe, a slightly lower field to the peak for the 6.75 GHz field
sweep. The other resonance peak, just above 0 Oe, is less clear but there is a small
peak at around 50 Oe, shifted slightly from the same peak in the 6.75 GHz field sweep.
We can also take frequency slices from the waveguide FMR maps for the sample, as
seen in figure 6.11, to help predict where we expect the peaks to be. The frequency
slices from maps with the easy axis is parallel and perpendicular to the applied field
direction can be seen in figure 6.25b and c, respectively. The dashed lines correspond to
the peak positions picked out from the in-situ cavity field sweep at 6.6 GHz. Compared
to the two peaks in the 0° data, the dashed lines are clearly at lower fields. However,
the comparison between the 0° and 90° data shows that, as the angle between the easy
axis and the applied field direction increases, the peak positions shift to lower fields
meaning that by 90° there is only one peak seen in the positive field range. Therefore,
it follows that with the sample easy axis at 45° to the applied field, as it is in the
cavity, the peak positions will shift to lower fields than those seen in the 0° data. The
0° data also shows that as the frequency decreases, the two resonance peaks get closer
together and in the in-situ cavity field sweeps the small peaks at 6.6 GHz are slightly
closer together than those for 6.75 GHz.

Once the resonance condition was verified and the field and frequency were set to
these values, the four spin state PNR measurement can be taken, alternating each hour
between the microwave output being switched on or off. The FMR field sweep taken

of the sample in the cavity in the beamline, as well as the on and off resonance PNR
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Figure 6.25: (a) Field sweep FMR measurements taken at 6.6 GHz and 6.75 GHz inside
the cavity in the beamline with the sample magnetisation at approximately 135° to the
applied field. (b) and (c) show waveguide FMR field sweeps measured ex-situ with the
magnetisation at 0° and 90° to the applied field respectively. The dashed lines show

the field positions of the two resonances when measured in the cavity at 6.6 GHz.

data, can be seen in figure 6.26. The PNR data is extremely similar to the data from
the previous section, except now the R™+ and R~ channels have swapped over as the
sample magnetisation is pointing in the opposite direction to the neutron polarisation.
The uncertainties in the reflectivities in this data set are larger as each state was only
counted for 9 hours. By fitting the data using Refl1D we can, once again, extract the
magnetic parameters of the on and off states to compare the change that has occurred
due to the microwave excitation. The parameter probability histograms and numerical
values from the fitting are shown in figure 6.28 and table 6.9 respectively.

When discussing the data and fitting results, the data from section 6.3.1 will be
called the 7.3 GHz data and the data displayed here in this section, in figures 6.26
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Figure 6.26: PNR measurements at a microwave frequency of 6.6 GHz and a sample
angle of approximately 135°. (a) and (b) show the 4 spin state measurement and spin
asymmetry for the off resonance state respectively. (c) and (d) show the 4 spin state
measurement and spin asymmetry for the on resonance state. Solid lines show fits to
the data. Fitting is done for both data sets and a full Q, half polarised PNR data set

simultaneously so all structural parameters are shared.
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Figure 6.27: Schematic showing the sample magnetisation angle relative to the neutron

polarisation. The angle labels show the angle moving clockwise/anticlockwise from the

neutron polarisation. These are symmetric in terms of the measured PNR data.
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and 6.28, will be called the 6.6 GHz data. In the 6.6 GHz data fitting, the model was
additionally constrained by setting the magnetic interfaces and dead layers in the on
and off states to be equal. In the fitting of the 7.3 GHz data, there was no change in
dead layers and interfaces between the on and off states. The counting time for the 6.6
GHz data is a third of that of the 7.3 GHz data so the uncertainty in the data is greater
and therefore the redundant fitting parameters were removed to reduce the degrees of
freedom in the model.

The pjs histograms for the on and off resonance states completely overlap as was
seen for the 7.3 GHz data, showing that there is no change in magnetisation. The
uncertainty in pps is large, with 20 = 0.46 for the off state, which is over 10% of
the mean value. This demonstrates that the sensitivity to magnetisation using this
measurement geometry and 9 hour counting times is too poor to observe small changes
in magnetisation.

Similarly to the 7.3 GHz results, the mean values for the off and on resonance 6,
lie outside of the o range of the other. The fitting for the 6.6 GHz data set gives a
larger change in angle between the off and on states of (0.5 + 0.4)° compared to the
(0.2 £ 0.3)° degrees for the 7.3 GHz results. In both data sets the on resonance state
is at a greater angle than the off resonance state. However, for the 7.3 GHz data this

shift in angle means that the on resonance state is moved towards being perpendicular

(a) [ OFF Res thetaM (b) [ OFF Res rhoM
[ ON Res thetaM

[ ON Res rhoM

130.0 1305 1310 1315 1320 38 40 42 44 46 48 50
Om (°) pu (107°A~2)

Figure 6.28: Probability histograms for the magnitude of the magnetisation angle (6,/)
(a) and the magnetic moment (pys) (b) for the on and off states obtained from the fits
for the 6.6 GHz data shown in figure 6.26. The solid lines show a Gaussian fit to the

histogram.
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Parameter | Mean Value o range 20 range
Off pyr 4.29 (4.05, 4.51) (3.91, 4.66)
On pyy 4.28 (4.05, 4.50) (3.91, 4.65)
Off O 130.70 (130.45, 130.94) | (130.20, 131.19)
On 0y 131.17 (130.91, 131.42) | (130.66, 131.67)

Table 6.9: pyr and )y fitting parameter results for the on and off resonance PNR data

sets shown in figure 6.26.

to the neutron polarisation angle whereas for the 6.6 GHz data this change moves the
on resonance state towards being anti-parallel to the neutron polarisation. It should
be noted that the angle of 131° is physically in the opposite direction than the 34° in
the 7.3 GHz data set, however, as the PNR results for positive and negative angles
are symmetric, all of the angles are quoted as positive numbers for ease. Figure 6.27
shows a schematic to show the angles in relation to each other. Although the sample
is rotated 180° between the two measurements, the neutron guide field acts on the
sample in the opposite direction in each case hence why the magnetisation angles are
not exactly 180° from each other in the fitting results. The ;s 20 range for the 6.6
GHz data is 0.49 which is almost 50% greater than that of the 7.3 GHz data. This is
because the counting time for the 6.6 GHz data is much smaller and so the uncertainty
in the reflectivity channels is significantly larger. However, we still see that with only 9
hours of counting for each state, the required angle change is still less than 1°, showing
that the angular resolution of this measurement technique is very good.

We can extend the simulation analysis as described in section 6.3.1 to the mag-
netisation angle range of 90° to 180° and compare to the experimental results for this
measurement. The simulation results, shown in figure 6.29, show that at 130° the ex-
pected change in effective magnetisation angle due to FMR precession is the opposite
sign for the spin asymmetry and spin-flip scattering. The interpretation of how these
results would manifest in one combined 4 spin state measurement is not clear. The
change in magnetisation angle experimentally is positive; that is, the magnetisation
angle of the on state is greater than the off state. This is consistent with the simulated
changes for the spin-flip component. However, the simulations suggest that the change
in spin asymmetry due to FMR precession would appear as a reduction in magnet-

isation angle, with an initial magnetisation angle of 130°. Another implication of the
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Figure 6.29: The effective change in magnetisation angle calculated from the simulations
of the on and off resonance states for an initial magnetisation angle of between 90° and
180°. The inset shows the full range and the main plot is zoomed in to 105° to 165°.
The black box highlights the results for 130° which corresponds to the initial sample
angle for the 6.6 GHz experimental results. Note that all of the preceding simulations

have assumed a cone angle of 5°.

simulations is that the observed change in magnetisation angle should be larger at an
initial magnetisation angle of 35° than at 130°. This is not the case in the experimental
results as at a starting magnetisation angle of 35° (7.3 GHz data), the change in 0,
was (0.2 £+ 0.3)° whereas at 130° (6.6 GHz data) the change was (0.5 + 0.4)°. Non-
etheless, some factors change between the two measurements which mean that a direct
comparison is not completely accurate. First, the count time is substantially different.
The 7.3 GHz data had over 3 times the count time of the 6.6 GHz data meaning that
the uncertainty in the extracted fitting parameters varies significantly between the two
results. Also, the cone angle is inversely proportional to the microwave frequency so
the cone angle at 6.6 GHz should be slightly larger than the cone angle at 7.3 GHz.
Overall, the experimental results for the 6.6 GHz data presented here are somewhat
inconsistent with the simulation results. However, there is insufficient information to
either confirm or deny the simulation methodology or conclusions. In future experi-
ments, many different initial magnetisation angles or frequencies could be used to test

the conclusions of the simulation results more thoroughly.
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6.4 Improving the Measurement Technique

The results presented in this chapter demonstrate the ability to detect the FMR preces-
sion of the magnetisation using PNR measurements and furthered our understanding
of how a PNR measurement interacts with a dynamic system. The results show that
the microwave cavity can be used for FMR measurements without negatively impacting
the PNR measurements by blocking or depolarising the beam.

Using a measurement sample geometry whereby the sample magnetisation was at
an angle to the neutron polarisation, the magnetisation angle values, 6,;, were differ-
ent between the on and off states. Qualitatively, this can be seen by the small but
clear difference in the parameter probability histograms in figure 6.19. The difference
in the mean 037 of the on and off states was 0.19, just larger than the 1o range of
0.17. Although the uncertainty ranges of 6;; for the on and off states did overlap, the
comparison between the parameter histograms of 6, and pys for this sample clearly
showed the difference between a parameter that is the same in both states and one that
had changed. The clear difference in magnetisation angle between the two states is
evidence that we have successfully measured the change in magnetisation due to FMR
precession using an in-situ PNR measurement.

In terms of improvements to the measurement technique, some conclusions are clear
from our measurements and fitting analysis. First, we have seen that being able to
measure the magnetisation angle is vital when attempting to measure FMR precession
using PNR. The fitting results show that the change in magnetisation needed to see
clear differences between on and off resonance outside of uncertainty ranges is equivalent
to a cone angle of over 20°. In contrast, we find that an effective cone angle of 4.6°
could be resolved when fitting the magnetisation angle. This result also shows that,
when producing a sample for this experiment, it is the cone angle, rather than the
magnetisation, that is most important.

To be able to calculate the cone angle of a material, we follow the derivations in
Gaun et al [273] and Mosendz et al [223]. From this, we obtain a relationship for the

cone angle ¢, as follows
H, s

aw

Ge X

where H, s is the magnitude of the RF magnetic field produced by the microwave source,

(6.6)

« is the Gilbert damping parameter and w is the precession frequency. This relationship

shows the three main parameters that can be changed to increase the FMR cone angle.
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The Gilbert damping is the only of these three parameters that is dictated by
the sample structure used. For our experiments, we decided to use Co instead of a
magnetic material such as Py which has a lower a as Co has a larger magnetisation
and therefore any changes in effective magnetisation would be greater. If one was to
solely focus on observing a change in magnetisation angle then switching to Py could
help to improve the experiment. YIG is not factored into this comparison because for
the magnetisation angle to be measurable, the sample magnetisation must be at some
angle to the neutron polarisation and for this reason, the sample structure requires
a relatively strong anisotropy. This would be extremely hard to achieve in a YIG
system because for YIG to have its low damping, it must be crystalline and therefore
requires specific growth conditions and substrates and/or annealing treatment [277—
280]. Therefore, it is very difficult to use YIG in multilayer systems, such as the
samples we have used in out measurements, because the high annealing temperatures
would destroy the interfaces and cause diffusion within the sample. Recently, it has
been found that certain alloy compositions of CoFe have very low Gilbert damping of
the order of 1073 [65]. Therefore, this could be a candidate magnetic material that
would combine a low Gilbert damping, and therefore larger cone angle, as well as a
larger magnetisation.

The precession frequency is limited by the microwave cavity used. All cavities have
a range of frequencies that they can operate over, determined by their size. To access
lower frequency ranges a larger microwave cavity would be needed. This would bring
other benefits as a larger cavity would allow a larger sample to be used which would
maximise the flux. If the sample could be increased from the 10 mm x 10 mm size
used in our measurements to a 20 mm x 20 mm sample, then the flux would be 4
times larger. Increasing flux means that the uncertainty in the reflectivity is reduced
and therefore the resolution in the fitting parameters would improve. However, in the
current iteration of the experiment, it is not so simple. As the sample magnetisation
is not aligned to the applied neutron guide field, the FMR measurement is effectively
a zero-field measurement. Therefore, the minimum FMR frequency is dictated by
the sample behaviour. If we look back to the FMR measurements for the Co/FeMn
multilayer sample that was used for the previous measurements as seen in figure 6.11,
we see that the minimum FMR frequency of the sample is just over 4 GHz and for this

an applied field of around 200 Oe is required.
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The amplitude of the RF magnetic field is determined by the input microwave power.
Any connections between wires, the VNA or the microwave cavity itself cause losses
meaning that the microwave power that reaches the cavity to produce the magnetic field
is significantly reduced from the power initially supplied by the VNA. When performing
the experiment we took measures to reduce this by using 1 cable that was as short as
possible which was kept as straight as possible whilst also avoiding the beam path.
Still, some losses are unavoidable. Also, as in a cavity FMR setup there is one in/out
port so the VNA is both producing the microwave output and measuring the returning
signal. Therefore, there is a limit to how much power returns to the VNA so that it is

not damaged.
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7.1 Controlled Ionic Diffusion in Molecular Thin Films

Summary

In Chapter 5, controlled ionic diffusion in molecular thin films of Cgy was investigated
using trilayer samples of Cgp/CoB/Cgp. SQUID measurements showed that the room
temperature magnetisation increased by approximately 50% after annealing at 300°C.
This was evidence of B leaving the CoB layer, leaving Co rich regions that have a larger
magnetisation. In a sample containing Co in place of CoB, the magnetisation increased
by only around 10%, showing that there is some effect of crystallisation but this cannot
explain the large increase in magnetisation in the CoB sample. SQUID measurements
of the magnetic moment during annealing showed the moment of the CoB sample
increasing throughout the annealing process, whereas the moment of the Co sample
stayed constant after the first 4 hours. This was further evidence of annealing causing
B to migrate from the CoB, leaving Co rich regions with higher magnetisation.

The investigation was continued using PNR measurements. The sample was meas-
ured before, after and during a 300°C anneal by using an in-situ vacuum furnace. The

observed changes in the sample due to annealing were:

o The decrease in B% mass of CoB layer from (13.0 £ 0.1)% to (10.3 £ 0.1)%
corresponding to atomic percentages of (44.9 +0.8)% and (38 4= 3)% respectively

e B rich regions in the Cgg close to the cap and substrate interfaces
« Reduction in the CoB thickness from (142 4 3)A to (82 £ 7)A
o 80% increase of the magnetisation in the CoB layer

Another notable feature in the PNR results was a substantial reduction in the top
Cgo density which was hypothesised to be due to metallic Al from the cap diffusing
into the Cgg layer. Through PNR measurements during annealing, the reduction in
the B composition of the CoB layer and Cgp density changing over time was observed.
These results showed the capabilities of PNR with in-situ heating to monitor structural
changes during the annealing process.

To investigate the ability to control the movement of ions in the Cgo layers using
a gate voltage a sample holder was developed to allow for electrical contact with the

sample in-situ in addition to sample heating. During the study of this sample, two
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annealing steps were performed at 200°C and 250°C to inject B into the Cgg for gating
afterwards. A summary of the changes seen due to annealing for these measurements

compared to the 300°C anneal is shown in table 7.1 This study also confirmed the

Change compared to Anneal Temperature
as-grown sample 200° 250° 300°
Reduction in B Mass % of CoB | 1.1 +£0.5 | 1.72+0.4 | 2.8 +0.8
Reduction in B atomic % of | 342 4+2 7T+4
CoB

Reduction in CoB thickness | 10+5 20+ 4 60 + 8
(A)

Increase in magnetic moment | 30 &£ 50 20 £ 30 80 + 30
()

Table 7.1: Comparison of the changes due to annealing at different temperatures ob-
served in the PNR measurements. The sample for the 200°C and 250°C measurements
was Si/SiOx/Nb/Cgp/CoB/Cgo/Al and for the 300°C measurement the sample was
Si/Si0x/Cgp/CoB/Cgo /Al

hypothesis from previous samples that the metallic Al was diffusing into the top Cgg
layer as the Al cap on this sample was thinner meaning that more of it had oxidised

and there was no significant decrease in the top Cgo density.

7.1.1 Future Work

The results presented in this thesis provide evidence of the ability to force migration
of B from CoB into adjacent layers of Cgg. Future investigations should focus on
optimising the gated control of ions in the Cgg layers. Including a top electrode in the
structure would allow for electric fields to act across the trilayer. This would allow
for PNR studies of the voltage control of B migration and bring the research closer to
device applications. Magnetic measurements such as Kerr microscopy or VSM could
be used either with in-situ gating or after an applied gate voltage to more closely
investigate the changes in the magnetisation and anisotropy due to the movement of
ions. Another avenue of research is to investigate the impacts of grain size on ionic
diffusion in molecular thin films. Using the Royce Deposition System at the University

of Leeds, it is possible to grow highly crystalline Cgp films [281, 282]. Comparing the
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diffusion between the amorphous Cgy samples used in this thesis and crystalline films
would help to understand how to optimise the sample growth for gated ionic migration.

The ability to control the flow of ions in Cgy using a gate voltage would make it a
potential alternative to ionic liquids for the gated control of magnetism. Current ionic
liquid devices utilise O injection from the ionic liquid or solid electrolyte to alter the
magnetic state of Co [33, 283]. By instead using Cgo thin films, devices would be able

to be made much smaller and have full functionality at low temperatures.

7.2 FMR-PNR Summary

Chapter 6 presented the development of the in-situ FMR-PNR measurement technique.
The results show that the microwave cavity can be used for FMR measurements without
negatively impacting the PNR measurements by blocking or depolarising the beam. In
the aligned magnetisation and neutron polarisation measurement geometry, the differ-
ence between the on and off state pp; values was an order of magnitude less than its
uncertainty resulting in a change in pps of (0.0 £0.1) x 1076472 meaning there is no
measurable change in magnetisation. The cone angle needed to observe a 20 change in
par in this geometry under our measurement conditions (e.g sample, flux, count time)
was estimated to be approximately 18°. These results demonstrated that performing
the experiment with a half polarised PNR measurement would require either a very
large cone angle of the order of 20° or extremely long counting times to fully separate
the measured magnetisation in the on and off states.

The experiment was performed again in a different configuration where a 4 spin state
measurement was used to allow for the magnetisation angle as well as the magnitude
to be extracted from fitting. An exchange bias multilayer was used so that the sample
had a strong enough anisotropy so that the magnetisation would remain at the desired
angle when the neutron guide field was applied. In these measurements, the off and
on resonance mean p); values were equal with values of 4.3 + 0.2 x 10-6A 7 for both
states. The difference in the mean 6,7 of the on and off states was (0.240.3)°. The 0y
parameter probability histograms showed a clear separation which suggests that the
change in magnetisation angle is significant. This was supported by comparing to the
pu histograms which demonstrated that if the parameter did not change between the
on and off states, the parameter histograms would completely overlap. The difference

in magnetisation angle between the two states is evidence that we have successfully
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measured the change in magnetisation due to FMR precession using an in-situ PNR

measurement.
Difference between on and Aligned Geometry Angular Sensitivity
off states PM OM O
Experimental (0.01 £0.1) x 1076477 0 (0.2+0.3)°
Estimated cone angle (4+30)° 0 (3+2)°
Required for 20 separation 0.19 x10-6A 2 0.36 x10—6A > 0.34°
Cone angle for 20 separation 18° 25° 4.6°

Table 7.2: Comparison of the differences observed between the on and off states during
the FMR-PNR measurements using two different measurement geometries. The sample
used for the aligned geometry was Si/SiOx/Ru/[Co/Ru]x10, and for the angular sens-
itivity measurement the sample was Si/SiOx/Ta/[Co/FeMn|x10/Ta.

Simulations have been used to explain the reason why the FMR precession can
be observed in a PNR experiment as a change in the PNR angle. The simulations
showed that, if we consider the time average of the FMR precession in the on state to
act as the average of a positive and negative change in angle by ¢c about the initial
magnetisation angle, the resulting PNR signal will be different to the off state where
there is no deviation about the initial angle. Using these simulation results, it was
found that the change in magnetisation angle in PNR was proportional to the square
of the FMR cone angle,

Aby o ¢F

This clearly shows that the PNR measurement of the magnetisation angle is much
more sensitive than the magnetisation magnitude to the FMR precession and therefore
a 4 spin state PNR measurement where the magnetisation angle can be extracted is

essential for this experiment.

7.2.1 Future Work FMR-PNR

The results for this experiment presented in this thesis do show changes in the sample
magnetisation measured using PNR when it is in an FMR precession. However, the
changes observed were small and therefore to move this new measurement technique

towards further applications in research uses such as the depth-dependent measure-
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ments of the damping and cone angle described in the introduction to this thesis, the
measurement resolution needs to be improved. This can be done by either increasing

the FMR cone angle or increasing the PNR, measurement flux. The cone angle is re-
H,;
ow °

lated to the RF magnetic field, Gilbert damping and resonant frequency by ¢. o

Therefore, the cone angle can be increased by increasing the RF magnetic field strength
or reducing the sample Gilbert damping or the resonant frequency used.

As a microwave cavity is used for FMR, the operational frequency range is governed
by the size of the cavity. The operational frequency range of the cavity used in our
experiments was 5 - 8.3 GHz. A larger cavity would be required to access smaller
frequencies. This would also provide other benefits to the experiment as it would allow
for the use of a larger sample. In our work, a 10 mm x 10 mm sample was used,
whereas, in a larger cavity where the RF magnetic field is constant over a wider area,
a larger 15 mm x 15 mm or 20 mm X 20 mm sample could be used. This would have
the benefit of increasing the PNR measurement flux, leading to an improvement in the
resolution of the PNR measurement. With less uncertainty in each PNR data point,
the extracted values of pps and 67 from fitting would also have smaller uncertainty
therefore meaning that smaller changes between the on and off states can be resolved.
Increasing the RF magnetic field strength would be a universal way to increase the
cone angle, irrespective of the sample damping or resonance conditions. In a cavity,
the magnetic field strength is proportional to the square root of the input power of the
microwave signal, so an increase in the input power will increase the RF field strength.

Once optimised, this measurement technique could be used to perform depth de-
pendant measurements of the cone angle and damping as well as to investigate spin

pumping effects.
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