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Abstract

The continuous growth in demand for high performance computing necessitates that future
random access memory (RAM) demonstrate low power consumption without sacrificing
performance or reliability. A strong contender to fill this market is the non-volatile magnetic
RAM (MRAM) based on a CoFeB-MgO-CoFeB magnetic tunnel junction. One of the CoFeB
layers is pinned (reference layer), while the other CoFeB layer may reverse its magnetisation
(free layer). These two allowed magnetic states represent the binary digits. Out of plane
MRAM, whereby the diameter of the cell is larger than the CoFeB thickness, boasts a fast
read-write time, relatively low power consumption and low bit-error rate. This technology is
currently available on the market, but suffers from a loss of stability when the diameter is
reduced to < 20 nm, thus the memory density of this design is not competitive. An alternative
design, is to increase the thickness of the free layer until it is larger than the diameter, thus the
shape anisotropy is directed in-plane. This design is known as perpendicular shape anisotropy
MRAM (PSA-MRAM) and has the potential for retaining the benefits of the MRAM on the
current market while reduced to competitive node sizes.
The magnetic behaviours, stability, and properties of PSA-MRAM at reduced volumes
is seldom explored in the current literature. This thesis utilises an atomistic spin model
approach to explore the dynamic and equilibrium properties of PSA-MRAM. The use of
an atomistic model is noteworthy, as it sits in an ideal position between micromagnetic and
ab-initio density functional theory approaches. The continuum approach of the former does
not capture finite size,edge or thermal effects, while the latter is not appropriate for the
number of atoms that makeup the system.
The results show a change in reversal mechanism as the free layer is reduced in an external
field from incoherent domain wall motion to coherent rotation. The shape anisotropy as the
free layer is reduced is significant, as are the finite size effects due to the loss of exchange
on the surfaces. Further, when subjected to a current density rather than an external field,
the reversal mechanism is further complicated by these properties. Additionally, thermal
fluctuations are capable of partially driving the reversal mechanism for small PSA-MRAM
structures.
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Introduction

1.1 Motivation

In recent decades, high performance computing (HPC) has played a vital role in the
advancement of science in a large number of fields. Subsequent advancements in science
typically fuel a gradual but continuous requirement for both more powerful machines and
more digital data storage. While this could initially be achieved with improvements to the
clock speed, recent decades have seen a growth in the number of cores that make up a HPC
system in addition to improved hardware [1]. As HPC clusters have grown in capacity and
computing power, so has the related energy costs to power the machines. This has forced
an increased focus on efficiency during the Petascale era of HPC machines, where power
consumption of current Petascale machines can vary between around 0.6 MW - 16 MW
depending on the size [2]. At the time of writing, exascale HPC clusters are expected within
the next few years, where the target is to use <20 MW in initial designs. HPC clusters
will undoubtedly continue to increase capacity during the exascale era and beyond, so the
reduction of power consumption is critical to this progress [3]. A significant proportion of
modern HPC energy usage (between 25%−40% [4, 5]) is consumed by the memory system.
Due to this, there is a lot of motivation to find an alternative memory technology that has
a low power consumption while retaining the speed, reliability and density of current data
storage techniques.
One of the most promising candidates is magnetic random access memory (MRAM), which
stores the binary digit as a magnetic state, in contrast to dynamic or static random access
memory (DRAM and SRAM) which use electrical charge. MRAM is thus a non-volatile
memory, which would significantly reduce the power consumption of HPC clusters. The
initial target for exascale machines is for the memory architecture to use < 30% of the
allotted 20 MW power, which DRAM cannot satisfy [6, 7]. In addition to being non-volatile,
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MRAM has the potential for rapid read and write operations comparable to SRAM, a high
density due to scalability to small node size and a virtually infinite endurance. For this reason,
MRAM has attracted significant research in recent years and is often referred to a ’universal
memory’ contender. Commercial MRAM technologies entered the market in 2016, and have
since been developed and improved for scalability and improved performance by Everspin,
Samsung and IBM, amongst others.
Despite all the advantages of MRAM, it has not yet reached its potential to become a
universal memory. There are multiple proposed ways to switch the magnetic state, such
as toggle memory (applied magnetic field), spin transfer torque (STT), spin orbit torque
(SOT) and thermally assisted switching. None of these have yet satisfied the requirements
for high density, low power consumption and reliability simultaneously. The stability of
the switchable layer is intricately related to the shape, size and temperature of the device.
The stability in turn dictates the strength of the applied field, or switching current, required
to write a new binary state. To find the right balance for a universal memory requires a
a complete understanding of the nanoscale physics involved, which is currently lacking.
At such scales, experimental research is limited and requires the support of analytical or
computational approaches. Molecular dynamics or density functional theory models have
provided useful insight into the structure details, but are unable to model the number of atoms
in a full MRAM node and capture magnetic properties. Micromagnetic models discretise a
system into macrocells which will fail to capture the key behaviours that are caused by edge
effects, finite size and thermal fluctuations. This thesis therefore uses an atomistic model
to explore the currently unknown switching mechanics and magnetic properties MRAM
devices.

1.2 The Origins of Magnetism

Magnetism has inspired human curiosity for thousands of years, and guided scientific
advancement and progress over time. The earliest recorded statement on magnetism was a
discussion of the naturally magnetised mineral, lodestone, and took place around 600 B.C.
by Thales of Miletus and Aristotle [8]. Very little advancement was achieved in magnetism
between this and the 19th century, with the exception of the invention of the compass ( 1100,
Alexandar Neckham, though sources vary) and the realisation of the Earths magnetic field
( 1600, William Gilbert). In the 20th century, discovery of atomic-level phenomena provided
the first significant progress in this field, with the discovery of quantum mechanical exchange
and relativistic spin-oribt coupling [9]. It became increasingly clear that macroscale magnetic
behaviour is governed by complicated nano-scale phenomena.
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1.2.1 Magnetic Moment

Physically, magnetism on the atomic scale arises due to the localised polarisation of an
atoms electron cloud, stemming from unpaired electrons. Each electron has a magnetic
moment, usually measured in Bohr magnetons (µB), that arises primarily from its intrinsic
quantum spin number. The magnetic moment of each atom, therefore, is the vector sum of the
constituent electron moments. The magnitude of the magnetic moment is therefore dependent
on the species of atom and the subsequent ordering and orientation of its constituent electrons.
The interaction between the atomic magnetic moments of each atom will dictate how a
material behaves magnetically on the macroscale.

1.2.2 Magnetic Ordering

Interactions between the magnetic moments of each atomic site can give rise to four types of
atomic ordering in materials. The first case is diamagnetism, whereby each spin up electron
cancels with a spin down electron, leaving no net magnetic moment if there are no unpaired
electrons. Diamagnetic materials are thus non-magnetic. The other three orderings have
a net magnetic moment due to unpaired electrons. The second example is paramagnetic,
whereby the unpaired electrons are free to align their magnetic moments in any direction.
Since these magnetic moments are random, a paramagnetic material has no significant net
magnetic moment, but when an external magnetic field is aligned the unpaired electrons will
align with the field. The third ordering is ferromagnetic, which is similar to paramagnetic
as the unpaired electrons may align in any direction. However, unlike paramagnetism, the
unpaired electrons in a ferromagnetic material have a tendency to align in parallel with each
other for the lowest energy state. The fundamental difference, therefore, is that ferromagnetic
materials have a net magnetic moment even in the absence of an external field. The final
type of ordering is anti-ferromagnetic, which is characterised as having two sub-lattices with
opposite magnetisation, which gives rise to a zero net magnetisation. This thesis will focus
on ferromagnetic materials.

1.2.3 Spintronics

Modelling magnetic materials using the local magnetic moment, as is done in atomistic
studies, can first be attributed to Ising in 1925 [10]. Throughout the 20th century, most
theoretical models of magnetism, including the Bloch model, the Heisenberg model and
the Stoner model, continued to use electron spin as a central component. However, it
wasn’t until the late 20th century (≈ 1980s) that it was realised that electron spin can be
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utilised to read/write digital binary digits [11]. This followed the critical discoveries of spin
polarisation and spin transport torque (STT), giant magnetoresistance (GMR) and magnetic
tunnel junctions (MTJs). Utilising the spin of the electron in solid state electronic devices is
a field of research known as spintronics, a portmanteau of spin and electronics. Some sources
[12, 11, 13] suggest an earlier date for spintronics, in technologies such as spin field effect
transistors (SPINFETs) and spin bipolar junction transistors (SBJTs). Here, the electron
spin plays a secondary role in the functionality, while the binary information is still encoded
using charge, so these earlier examples are referred to as hybrid spintronic. For this thesis,
the only solid state technology of importance is magnetic RAM (MRAM), where the use of
electron spin to encode the binary digits is key. This is sometimes referred to as monolithic
spintronics, and has become increasingly researched as high performance atomistic studies
became possible in recent decades [12].

1.3 MRAM: A History

Magnetic, or magnetoresistive random access memory (MRAM) is a solid state storage device
that uses magnetic states to store binary data. This is in contrast to the most dominant random
access memory technologies on the market that utilise electric charge to store binary data.
Dynamic RAM (DRAM) consists of a transistor and a capacitor, which is relatively cheap and
can be packed together for a high density. DRAM therefore makes up the majority of current
computer memory architecture. Static RAM (SRAM) consists of multiple transistors, so has
lower storage density than DRAM, while also being more expensive. However, it is faster
than DRAM and comparatively lower power consumption, making SRAM the dominant
form of CPU cache memory. Both DRAM and SRAM are volatile, since they use charge
for data storage, resulting in inefficient power consumption in large scale high performance
computing systems. MRAM is often considered a universal memory, as it is non-volatile
while maintaining a good compromise of the listed benefits of both DRAM and SRAM.
Namely, MRAM has the potential to be fast, with a low power consumption, quasi-infinite
durability and scalable to competitive density storage. MRAM devices are readily combined
with complimentary metal oxide semiconductor (CMOS) circuits for easy implementation
with modern electronics [11]. At the time of writing, MRAM is manufactured on 28 nm
CMOS and offers 1Gb with Everspins ST-DDR4.
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1.3.1 Magnetic Tunnel Junctions (MTJs)

A magnetic tunnel junction (MTJ) is central to the design of an MRAM cell. MTJs consist of
two ferromagnetic layers which are separated by a thin (between 1 nm - 2 nm) non-magnetic
spacer layer. This is similar to spin-valves, but the non-magnetic spacer is an insulator in
MTJs rather than metallic. Since the insulating non-magnetic layer is very thin, electrons may
tunnel across from one ferromagnet to the other according to the laws of quantum mechanics.
The amount of tunneling is dictated by the relative orientation of the two ferromagnetic
layers. One of the ferromagnetic layers has a fixed magnetisation direction, referred to
as the reference layer in this thesis (sometimes called the pinned layer in literature). The
other ferromagnetic layer, called the free layer, is able to switch magnetisation direction
between two opposite directions. The two ferromagnetic layers can therefore align parallel
or anti-parallel. The parallel state offers low resistance, since the majority band electrons
in one ferromagnet may tunnel to the next. In contrast, the anti-parallel alignment offers
a comparatively large resistance. This is known as the tunnel magnetoresistance (TMR)
effect, which results in significantly different resistance between the two states and allows
the state of the MRAM cell to be read. TMR was initially suggest by Julliere in 1975 [14],
but verified observation took around 20 years, being observed by Moodera and Miyasaki
in 1995 [15, 16]. These early MTJs used Al2O3 as the spacer layer, as did the first release
of MRAM to the mass market in 2006. Research on MTJs and the TMR effect continued
in an attempt to find material combinations that would yield the highest TMR ratio while
maintaining functionality. The largest step of progress since the early MTJs was in 2004/05
when it was discovered that an MgO spacer can yield much higher ratios (up to around 200%
at the time) [17, 18]. Modern MRAM MTJs are made using CoFeB ferromagnets with an
MgO spacer layer, which display TMR ratios in excess of 600% due to improved structural
quality [11, 19].

1.3.2 Switching Techniques

Switching the free layer from one orientation to the other can be achieved via differing
approaches, each of which has received, or is currently receiving, significant research
attention. Examples of switching methods includes external field switching, spin transfer
torque (STT), spin orbit torque (SOT) and thermally assisted switching. It is worth pursuing
multiple options for switching because they differ on speed and potential scaling density as
well as operational temperature range and ease of implementation. So far, two approaches
have been commercialised, each with limitations on functionality.
First generation MRAM is considered as those that use an external field to switch the free
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layer [20]. By placing a write line above and below the MTJ, a field can be applied that
will switch the orientation of the free layer. The problem with this simple approach, is that
neighbouring MTJs in a highly dense layout are also at risk of unwanted switching from
the same field, a problem referred to as the half select problem [12]. An improved external
field method, called Savtchenko switching, utilises a sequence of write currents that produce
a rotating field. This is coupled with a different free layer design involving a synthetic
anti-ferromagnet (SAF) structure. With this design, it is possible to switch the free layer of
one bit without accidentally switching neighbouring MTJ units. A 4 MB Toggle MRAM
using Savtchenko switching was released in 2006 and is the only approach from the first
generation to reach mass production. The major benefit of field switched MRAM is the
virtually infinite read/write durability, and high stability. However, reducing the dimension
size increases the switching field distribution width and increase bit error rate. To reach
competetive densities, MRAM must function reliably at reduced dimension size.
Second generation MRAM uses spin transfer torque (STT) as the reversal mechanism for
the free layer. STT was first predicted, independently, by Slonczewski and Berger in 1996
[21, 22]. A current passing through the stable magnetised reference layer can become spin
polarized due to the transfer of angular momentum from the local atomic moments with the
itinerant current electrons. After tunneling through the MgO spacer layer, the spin polarised
current can exert a torque on the atomic sites in the free layer and reverse its magnetisation
direction [23, 20]. This approach benefits in a smaller cell size than the field switching
while still being fast and reasonably efficient. 64MB STT-MRAM entered the market in
2016, with further advancement leading towards the release of the 256MB STT-MRAM cell
and more recently a 1GB standalone STT-MRAM device [24, 25]. However, there are still
unanswered questions and improvements to be made for STT-MRAM. The switching current,
switching time and incubation time are all intricately dependent on the device dimensions
and shape as well as thermally linked. To understand the reliability, performance and lifetime
of STT-MRAM at reduced dimensions requires further research and will be explored in depth
in chapter 4. A high switching current will result in large power consumption and increased
eroding of the MgO tunneling layer. However, the free layer must remain stable enough
to avoid unwanted thermally driven rotation. A more stable free layer will require a larger
current to rotate, so a compromise must be found, requiring a more detailed knowledge of
nanoscale behaviours.

1.3.3 Perpendicular Magnetic Anisotropy (PMA)

Using a disc shape structure, whereby the width of an MRAM cell is greater than the
height, the shape anisotropy directs the magnetisation in-plane. The shape anisotropy is a



1.3 MRAM: A History 7

consequence of the demagnetising field, which gives a tendency for atoms to align along
the longest axis. From early studies on spin transfer torque, it was clear that perpendicular
magnetisation of the free layer would be more efficient than in-plane magnetisation. This is
because if the magnetisation is in-plane, the spin current has to overcome the in-plane shape
anisotropy caused by the demagnetising field, resulting in more power drawn per reversal
[26, 27]. In contrast, perpendicular magnetisation for the structures in this thesis can align
with the anisotropy, for greater thermal stability at reduced dimensions. It proved challenging,
however, to produce material combinations that result in perpendicular magnetisation of
the free layer. This was eventually overcome with the discovery of the CoFeB-MgO-
CoFeB MTJ combination. Physicallly, the hybridisation of the overlapping orbitals from
the interfacial Fe-3d and O-2p interactions results in perpendicular magnetic anisotropy
(PMA). If the free layer is sufficiently thin, this perpendicular interfacial anisotropy emerges
as dominant over the shape anisotropy, allowing perpendicular magnetisation of the free
layer. The CoFeB-MgO-CoFeB material combination is the only known option allowing
for perpendicular magnetisation while maintaining a sufficiently high thermal stability, high
tunnel magnetoresistance (TMR) and a low writing current. This design is referred to as
PMA-MRAM and is the design of the most recent MRAM on the market.
While PMA-MRAM has competitive performance and density, it is limited, as further
reduction in the free layer thickness results in a critical reduction in the thermal stability. The
dimensions can be further reduced by introducing a second MgO layer, thus providing more
PMA to the free layer. The resulting MTJs, which are disc shaped, can reach around 20 nm
diameter, which is what is found on the commercial market at present. However, double
MgO structures are not compatible with spin orbit torque (SOT) technologies, and reduction
to cell sizes of less than 20 nm is the target of ongoing research.

1.3.4 Perpendicular Shape Anisotropy (PSA)

An alternative design, is to create tower like structures, whereby the height of the MRAM
cell is greater than its width. In these circumstances, the shape anisotropy will now align
perpendicular rather than in-plane. The resulting structures are referred to as perpendicular
shape anisotropy MRAM (PSA-MRAM) and are the focus of this thesis. The shape anisotropy
and the perpendicular magnetic anisotropy stemming from the Fe-O interaction are now
along the same direction, rather than resisting each other. This provides sufficient thermal
stability even at reduced sizes, and it is expected that PSA-MRAM can scale to sub-10 nm
MTJs. Since the magnetisation direction is still perpendicular, this design is compatible with
STT switching.
For commercial advancement, however, it is still unknown if the PSA-MRAM design can
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achieve industrial validity. Firstly, the thermal stability must remain above industry targets
for a wide range of operational temperatures. If the thermal stability is too low, the bits
may become randomly reversed due to thermal fluctuations, which results in corrupted data.
To satisfy industry criteria, PSA-MRAM should have a long term data retention rate of
around 10 years. Secondly, the switching current required should be as low as possible. This
is motivated partly for efficiency, as a large current would draw large amounts of power,
reversing the benefits of a non-volatile storage technique. Additional motivation is that a
large current is known to degrade the MgO layer over time. This leads to a reduced lifetime
of the device, which may become prohibitively small. It also reduces the efficiency of the cell
due to a lowered tunnel magnetoresistance (TMR), since the TMR ratio is heavily influenced
by the crystal structure. A precise relationship between the thermal stability, cell volume
size, switching current and temperature are currently unknown. More understanding of
these intricate behaviours and properties is required before PSA-MRAM becomes a viable
technology at competitive densities.

1.4 Modelling Methods

The most important criteria to consider when choosing a modelling method in magnetism
are the length and time scale of the simulations. Short time and length scales may utilise
first principle quantum mechanical formulations, but are too computationally expensive to
extend to larger systems. On the other extreme, large time and length scales typically use a
continuum micromagnetic approach. Between these extremes, classical atomistic modelling
methods may be used.
On the short time and length scales, the quantum mechanical (ab-initio) formulation can
determine the fundamental electronic properties of a system from the wave functions.
Examples include density functional theory (DFT) and Green’s function approaches. These
methods have been used in the study of MRAM to determine the exchange energy, anisotropy
energy, magnetic moment and various components of STT. However, due to the complexity
of the models, these approaches are limited to only a few hundred atoms. These models
are therefore unable to determine the behaviours and macroscale properties of complete
nanoscale MRAM structures.
To model systems that consist of between 104 − 109 atoms, for time scales up to the
nanosecond regime, atomistic models are more appropriate. Here, each atomic site is
treated as a local atomic magnetic moment, where the first and most simple atomistic
approach was described by Ising [10]. The natural evolution of the Ising model is the
Heisenberg model, which allows the magnetic moment to move in 3D, but each moment is
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still affiliated with a localised atomic site. The Heisenberg model can also readily include
thermal effects which can have a large impact on the properties and behaviours of nanoscale
devices. Macroscopic properties, such as the energy and Curie temperature can be inferred
from atomistic approaches by averaging over all the atomic sites. Equilibrium properties
are accessed via Monte Carlo methods, but dynamic properties are also calculable using the
Landau-Lifshitz-Gilber (LLG) equation [28].
For larger time-scales and length scales, micromagnetic continuum approaches are used.
These do not capture the atomic scale details, instead treating the physical parameters as
continuous. This is because, in a large enough system, neighbouring atomic sites can be
approximated as perfectly aligned due to the exchange constant, thus the system can be
discretised in to macrocells. This approach is therefore unable to capture material boundaries,
surface effects, thermal fluctuations or material doping.
This thesis focuses on modelling nanoscale magnetic tunnel junctions for PSA-MRAM and
uses an atomistic approach. The number of atoms in the structures studied in this thesis
are too large for ab-intio approaches, but thermal fluctuations and finite size effects have
significant impact on magnetic properties. This thesis utlises results found from previous
ab-initio studies on CoFeB-MgO boundaries. All results in this thesis use the atomistic spin
model implemented in the VAMPIRE software package [29, 30].

1.5 Thesis Outline

Perpendicular shape anisotropy MRAM is a novel design that could represent the next major
step towards MRAM becoming a universal memory. However, to ensure the best compromise
of a fast switching speed, low writing current and a large thermal stability factor, all at
reduced volume, the nanoscale behaviours and properties must be understood. In this thesis,
an atomistic study on the CoFeB-MgO PSA-MRAM tower structures is carried out to obtain
an intricate overview of the magnetic properties.
First, the atomistic model implemented in the VAMPIRE software package is described.
Then, the thermodynamic properties and switching mechanics of PSA-MRAM are studied
to investigate a size dependence on the magnetic behaviours. While this is done using an
external magnetic field, the following chapter uses STT to drive the magnetic reversal. The
dynamics of PSA-MRAM under STT have not been detailed in literature at the time of
writing. Finally, the energy barrier between the two magnetic states for PSA-MRAM is
obtained, providing key insights into the validity PSA-MRAM of very small diameter and
guiding future design.





2

Atomistic Spin Model

In this thesis, we have performed atomistic spin dynamics simulations using the VAMPIRE
open source software package, freely available at [29]. In the following chapter, the atomistic
spin model used in VAMPIRE is discussed. We start by outlining the fundamentals of the
spin Hamiltonian, governing the energetics of the system and fundamentally arising from
quantum mechanics. This is followed by a description of the integration techniques used
to capture the dynamics of magnetic systems, including time evolution and thermal effects,
which are treated classically [30]. The model for spin transfer torque is then described,
allowing the dynamics of the spin accumulation to be discussed separately from the dynamics
of the magnetic moment. These effects are solved self-consistently in the code, however,
so these are separated only for the readers clarity. Finally, this chapter ends with the
parameterisation of our MRAM towers used in the subsequent chapters.

2.1 Generalised Heisenberg Hamiltonian

The spatial and temporal evolution of magnetic spins in a system can be evaluated by
considering the energetics of the system. In magnetism, the different forms of energy are
caused by various interactions between the magnetic moments of the spins in the system.
The total energy can be summarised by the Heisenberg Hamiltonian equation as the sum of
individual components as follows;

H = Hexc +Hani +Happ +Hdip (2.1)

The four terms from left to right describe the exchange energy between spins (Hexc), the
magnetic anisotropy per atom (Hani), the interaction between the externally applied magnetic
field and the local magnetic moment (Happ) and the magnetostatic dipolar interaction (Hdip).
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We outline these individual terms in detail in the following subsections, then the method for
integrating this equation is described.

2.1.1 Exchange Energy

The first term in the Hamiltonian (Equation 2.1) is the Heisenberg exchange interaction
and is the largest energy contribution in our system responsible for macroscopic ordering
of spins. It is a quantum mechanical effect resulting from the Pauli exclusion principle 1

[31], first interpreted by Heisenberg and Dirac in the context of Schrodinger’s equation for
more than one particle [32, 33]. We now derive the exchange interaction by considering the
simple case of two electrons on different atoms, a and b interacting. Electron a is in state
ψa(r1) at some position r1, while b will similarly be in state ψb(r2) at position r2. There
then must be a joint wavefunction that is a linear combination of the two individual states,
Ψ(r1,r2) = ψa(r1)ψb(r2), that will satisfy the Schrodinger equation[

− ℏ
2m

∇
2
1 −

ℏ
2m

∇
2
2 +V (r1)+V (r2)

]
Ψ(r1,r2) = EΨ(r1,r2) (2.2)

where ℏ is the reduced Plank’s constant, m is the mass, V (r) is the potential at point r
and E = Ea + Eb is the total energy of the two electrons. Since the electrons must be
indistinguishable, ψa(r2)ψb(r1) must also be a solution to the Schrodinger equation. This
holds only if Ψ(r1,r2) = Ψ(r2,r1) or Ψ(r1,r2) = −Ψ(r2,r1) is true. These represent a
symmetric and an anti-symmetric wavefunction respectively. We can reject the symmetric
identity due to Pauli’s exclusion principle, so we are now left with the anti-symmetric
wavefunction for the rest of the derivation. For the rest of this derivation, we follow the
work of Blundell [34]. We can divide the electrons wavefunction into two components, a
radial component φ(r) and a spin component χ such that ψ = χφ(r). Since we are dealing
with an anti-symmetric wavefunction, either the spin component is symmetric and the radial
component is anti-symmetric, or vice versa. The spin component then takes one of two states,
where the anti-symmetric case represents a singlet state with total quantum spin (S = 0), and
the symmetric case is a triplet state with total spin (S = 1). The singlet state represents all
electrons being paired up, while the triplet state represents two unpaired electrons [35]. We

1The Pauli exclusion principle states that no two fermions in the same quantum system can be in the same
quantum mechanical state.
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therefore have two possible wavefunctions for the singlet ΨS and triplet ΨT state as follows

ΨS =
1√
2

[
φa(r1)φb(r2)+φa(r2)φb(r1)

]
χS,

ΨT =
1√
2

[
φa(r1)φb(r2)−φa(r2)φb(r1)

]
χT

(2.3)

containing both the spatial and the spin components. The energies for both states can be
found using the Heitler-London approximation [36] and are given by

ES =
∫ ∫

Ψ
∗
SH ΨSdr1dr2,

ET =
∫ ∫

Ψ
∗
T H ΨT dr1dr2

(2.4)

(where the spin components χS and χT are assumed to be normalised). The difference in
these energies is then given by

J = ES −ET = 2
∫ ∫

φ
∗
a (r1)φ

∗
b (r2)H φ

∗
a (r2)φ

∗
b (r1)dr1dr2 (2.5)

The difference between the singlet and the triplet state can be parameterised using S1 ·S2,
where S1 and S2 are the spin operators for electron a and b respectively. For a singlet
state, S1 ·S2 =−3

4 , whereas for the triplet state, S1 ·S2 =
1
4 . We can now write an effective

Hamiltonian as H = 1
4

(
ES +3ET

)
−
(

ES −ET
)
S1 ·S2. This Hamiltonian consists of two

terms, the first is a spin-independent radial term and can be absorbed into other energy
constants while the second is a spin-dependent term. The spin-dependent term represents the
exchange energy between the two electrons, and from Equation 2.5, we arrive at our final
expression for the exchange energy Hamiltonian of two electrons a and b as

Hexc =−JS1 ·S2 (2.6)

If J > 0, then ES > ET and the triplet state (S=1) will be favoured resulting in the two spins
aligning in parallel. Else, if J < 0, ES < ET and the singlet state (S=0) will be favoured
resulting the spins aligning anti-parallel. This demonstrates how the exchange term of the
Hamiltonian is responsible for macroscopic ordering of the spins, even in this simple system
of two electrons. This concludes our derivation following the work of Blundell [34].
For a real system, each atom has more than one electron, and the system consists of thousands
of atoms even at the nanoscale. The interactions between all of these electrons should
be considered, but a mathematical description for many-body systems rapidly becomes
intractable. One approach to address this problem is to extend the Heisenberg interaction
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derived above to allow all interactions to be treated as pairs of electrons. To accomplish
this, the spin at each atomic site in an atomistic model is the net spin of all electron spins
and orbital contributions. This is an example where the model parameters are preferably
calculated using DFT models. Equation 2.6 is then extended to an atomistic approach, using
S to denote the net atomic spin, and thus becomes

Hexc =−∑
i ̸= j

Ji jSi ·S j (2.7)

where the summation includes all interactions in the system without double counting, and
Ji j is the exchange coupling constant between spin i and j. The exchange constant can
be determined, at least in principle, for any given material from ab-initio methods. Using
Equation 2.7, the interaction between every spin and every other spin could be calculated,
but for a system with thousands of atoms (or more) this would be extremely computationally
expensive, so it is usual to truncate to nearest neighbours only. This is a valid approximation
for most materials since the exchange constant has a strong distance dependence, so nearest
neighbours present the dominant interaction.
Equation 2.7 represents the simplest first order case where the exchange constant Ji j is a
scalar value. In this isotropic case, the exchange only depends on the two spins relative
orientation to each other and not their direction [30]. In more complicated systems, the
exchange forms the tensor:

Ji j =

Jxx Jxy Jxz

Jyx Jyy Jyz

Jzx Jzy Jzz

 (2.8)

In the second order case, the non-diagonal components of the exchange matrix of Equation 2.8
are zero, representing two-ion anisotropy exchange (if the diagonal components are not
equal) [37]. In the third order case, all the terms of the matrix are filled representing the
Dzyaloshinskii-Moriya exchange found in magnetic configurations [38]. For the second and
third order cases, Equation 2.7 is rewritten as

Hexc =−∑
i̸= j

[
Si

x Si
y Si

z

]Jxx Jxy Jxz

Jyx Jyy Jyz

Jzx Jzy Jzz


S j

x

S j
y

S j
z

 (2.9)

2.1.2 Anisotropy

The second term in the Hamiltonian (Equation 2.1) is the anisotropy energy term. While this
term is generally weaker than the exchange term, the anisotropy is the property responsible



2.1 Generalised Heisenberg Hamiltonian 15

for the directional preference for the atomic moments to align along. This is more challenging
to obtain from DFT models and is often compared with experimental results. A material
with a high anisotropy would normally have a high coercivity, while a material with low
anisotropy has a low coercivity and would be easier to demagnetise. Anisotropy is a strongly
temperature dependent property, the thermal stability of a material is therefore dictated by its
total anisotropy [30]. There are multiple origins for the anisotropy in a magnetic system but
for most materials the main source is the magnetocrystalline anisotropy. This arises from
the interaction between the spin-orbit coupling of the magnetic moment and the local crystal
field. The spin-orbit coupling arises from the spin of the electron interacting with its own
magnetic field created by its motion around the nucleus [39]. Since this field interacts with
the local crystal field, the magnitude of the resultant magnetocrystalline anisotropy depends
on the competing strengths of these interactions. If the spin-orbit coupling is larger than
the local crystal field, the orbital moment is relatively unquenched and there will be a large
anisotropy. Similarly, if the local crystal field is larger than the spin-orbit coupling there
will be a weaker anisotropy. The crystal field is related to the crystal ordering of atomic
sites, and the magnetic moments of the elements at these atomic sites. The origin of the
resulting magnetocrystalline anisotropy is therefore dependent on the shape and symmetry of
the material. It will favour aligning spins along one crystallographic direction if the system
is not symmetric in each direction along the crystal structure [40]. In the simplest case, the
spins prefer one direction which is called the easy axis. This form of crystalline anisotropy is
known as uniaxial anisotropy and is given by

Hani = ku ∑
i
(Si · e)2 (2.10)

where ku is the uniaxial anisotropy constant per atom and e is a unit vector in the direction of
the easy axis.

2.1.3 External Applied Magnetic Field

The third term of Equation 2.1 describes the energy resulting from the interaction between
the local spins and an externally applied magnetic field (Happ). This interaction causes a
torque on the local spins that could be used to switch the magnetisation of the system. The
external field Happ could be stray fields from neighbouring magnetic materials systems or
could be the field emanating from a current. The energy of this interaction is often called the
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Zeeman energy [41] and is given by the coupling of the system with the external field as

Happ =−µs ∑
i

Si ·Happ (2.11)

where µs is the spin magnetic moment and Happ is the field given in Tesla.

2.1.4 Dipole Interaction

The final term of Equation 2.1 is the magnetostatic term, sometimes called the dipolar
energy or the demagnetising term, which governs the shape anisotropy of the system. This
is particularly important for systems that have one dimension significantly larger than the
others, or that are larger than the single domain limit of the material. The PSA-MRAM
structures studied in this thesis are all taller (z-dimension) than they are wide (x-y plane) in
order to introduce the perpendicular shape anisotropy, so capturing the effects of the dipole
field is essential for this feature. The demagnetising field may be physically interpreted as a
distribution of so called "bound" currents, if every dipole is imagined as a tiny current loop.
Firstly, for a uniformly magnetised material, the internal current loops would cancel, since
every dipole on the right side of its loop would be canceled by one on its left across many
lattice points. However, the dipoles that are at the edge of the material will not cancel, so
there is equivalent to a surface current around the material. To be clear, no current is actually
flowing, there are only small residual current loops at each surface dipole which acts as if a
current is flowing, thus a field will be produced. Following this physical interpretation, for a
non-uniform magnetised material, the interior currents will not cancel either, again producing
the effect of a current, without any current actually flowing. The demagnetising field is thus
a consequence of the distribution of the dipoles themselves [42–44]. An expression for this
field is obtained following Maxwell’s equations (with the derivation found in [44]) as

H(r) =
1

4π

[∫
V

r− r′

|r− r′|3
Jb(r′)dV +

∫
S

r− r′

|r− r′|3
Kb(r′)da

]
(2.12)

where Jb = ∇×M is the bound volume current and Kb = M× n̂ is the bound surface current.
This equation is not solvable analytically (apart from a few simple cases) but is a reasonable
inclusion for outlining the origin of magnetostatic interactions. This aids with the following
subsection, which outlines the dipolar fields implementation in VAMPIRE.
On a microscopic scale, the magnetic field originating from magnetostatic effects fluctuates
constantly and rapidly, from one lattice space to the next. Clearly, the dipole interaction is
a long range interaction between all spins, i, with all other spins, j. However, unlike the
exchange energy, the strength of the dipolar field scales with 1/r3

i j, (where ri j is the distance



2.1 Generalised Heisenberg Hamiltonian 17

between dipole i and j), so can not be truncated to a nearest neighbours approximation
without sacrificing significant accuracy [45]. Still, it is too computationally expensive, and
requires too much memory, to calculate atomistically for systems consisting of more than
a few hundred atomic sites, so a micro-magnetic like approach is required. This approach
discretises the system into macrocells, made up of multiple atomic sites, which are treated as
having a uniform magnetisation (macrocells must be significantly smaller than the domain
wall of the material for this assumption). Each macrocell is then treated as a point dipole,
and the summation of these dipoles is used to calculate the dipole field. This approximation
is almost as accurate as the atomistic calculation for a nanoscale device, since on the length-
scale of a typical macrocell (a couple of atomic spacings), the exchange field discussed
in subsection 2.1.1 is dominant, while the demagnetising fields are most impactful on the
nanoscale, so the effect of neglecting the dipole at an atomistic resolution is minimised [46].
The dipolar energy enters the Hamiltonian of Equation 2.1 as the interaction between the
spins and the dipole field

Hdip =−1
2 ∑

i
µsBdip ·Si (2.13)

where µs is the atomic spin moment and Bdip is the dipole field. For atomistic resolution, the
formula for the dipolar field is given by the summation over all magnetic moments as

Bdip =
µ0µs

4π
∑
i ̸= j

[3(r̂i j ·Si)(r̂i j ·S j)− (Si ·S j)

r3
i j

]
(2.14)

where µ0 is the permeability of free space, r̂i j is the unit vector from lattice point i to j, and
ri j is the distance between the spins Si and S j.
We must first modify Equation 2.14 to sum the contributions from macrocells, rather than
atomistic resolution atomic sites, which is described by the bare-macrocell approach. Let
us start by describing the position of each macrocell, which will be saved as an array for
efficient parallel computation in VAMPIRE. The position of each macrocell is given by the
’centre of mass’, to account for macrocells that may be partially filled, for more complicated
(non-cuboidal) shapes. This also allows intermixing of different materials that may contribute
different magnetic moments within a given macrocell. The position of the macrocell, pmc, is
given by

pmc =
∑

n
i µi

−→pi

∑
n
i µi

(2.15)

where n is the number of atoms in the macrocell, µi is the atomic spin moment of the atomic
site i, and −→pi is the position vector of each individual moment in the macrocell. The magnetic
moment of each macrocell, mmcis then calculated as the sum of the individual atomistic
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moments that make it up, given by

mmc =
n

∑
i

µi
−→
Si (2.16)

where n and µi are as before, and
−→
Si is the unit spin vector at each atomic site i. The

demagnetisation field of one macrocell p, using the bare-macrocell approach, is then given
by

Bp
dip =

µ0

4π

(
∑
p̸=q

3r̂pq(r̂pq ·mq
mc)−mq

mc

r3
pq

)
− µ0

3
mp

mc

V p
mc

(2.17)

where we have reserved p and q as the indices of the macrocells. In the first term, similar to
Equation 2.14, r̂pq is the unit vector between macrocells p and q, while rpq is the distance
between macrocells p and q, and mq

mc is the total magnetic moment of macrocell q. This
first term thus represents the dipole interaction between the macrocell p and all the other
macrocells in the system. We now have a secondary term, where mp

mc is the total magnetic
moment of macrocell p, and V p

mc = np
mc

Vuc
nuc

is the volume of macrocell p, calculated from
the number of atoms in the macrocell, nmc, the number of atoms in a unit cell, nuc, and the
volume of a unit cell Vuc. This term represents the self-demagnetising field of macrocell p
with itself, where the 1

3 is derived for a macro-cell with a cubic shape, as the point-dipole
approach yields a Lorentz field (the continuous Maxwellian internal field for a sphere has
coefficient 2

3 ) [47, 45]. By collating terms, it is possible to construct a demagnetising tensor,
D̄, for the geometric relationships between pairwise interactions in term one of Equation 2.17,
given by

D̄pq =
µ0

4πr5
pq

3r2
x − r2

pq 3rxry 3rxrz

3ryrx 3r2
y − r2

pq 3ryrz

3rzrx 3rzry 3r2
z − r2

pq

 (2.18)

where rx, ry and rz are the components of the unit vector in the direction −→pq, and rpq is the
separation of the macrocells. The off-diagonal components of this matrix are symmetric
(xy = yx etc.), so only six numbers need be stored in memory rather than nine, improving
efficiency. Equation 2.17 can then be rewritten more compactly in terms of the demag tensor
as:

Bp
dip = ∑

p̸=q
(D̄pq ·mq

mc)−
µ0

3
mp

mc

V p
mc

(2.19)

Once the field has been calculated for all macrocells in this approach, it is then applied to all
atoms within each macrocell as an effective field, concluding the bare-macrocell approach
[30].
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In the PSA-MRAM structures studied in this thesis, there are multiple materials with differing
magnetic parameters and therefore a complicated interaction between the close proximity
layers. The bare-macrocell approach is not suited to capture sharp interfaces, due to its
complete discretisation into macrocells. In this thesis, an extension to the bare-macrocell
approach outlined above is used, known as the inter-intra dipole algorithm, and follows
the approach of Bowden et al. [48]. Like the bare-macrocell approach, the system is first
discretised into macrocells, but in this modified approach, neighbouring macrocells may be
computed with atomistic resolution, which allows the magnetostatic interaction between
sharp interfaces to be captured. A key difference in this modified bare-macrocell approach,
is the dipole matrix now retains the key atomic information (such as the atomic positions,
magnetic moments and spin directions for all atomic sites) as real-space coordinates. One
benefit of this, is the macrocells can now be any shape, and the centre does not need to
be adjusted for edges of the system. The contribution to the demagnetisation field for
some macrocell p is then given in two parts, the inter-macrocell contribution given by the
interaction between the atomic moments within the macrocell to the atomic moments of
all other macrocells, and the intra-macrocell contribution for the atomic moments within
the macrocell [49]. We can therefore write the demagnetisation field for the macrocell p
in this modified bare-macrocell approach as the summation of the inter and intra macrocell
contributions, [48]

Bp
dip = Bq

dip(inter)+Bp
dip(intra)

= D̄inter
qp ·mq

mc + D̄intra
pp ·mp

mc

(2.20)

where D̄inter
qp and D̄intra

pp are referred to as the effective dipole matrices [50]. These are given,
respectively, by,

D̄inter
qp =

1
npnq

nq

∑
q j=1

np

∑
pi=1

D̄inter
q j,pi

D̄intra
pp =

1
npnp

np

∑
p j ̸=pi

np

∑
pi=1

D̄intra
p j,pi

(2.21)

where, since the macrocells no longer have to be the same shape or size necessarily, the
summations indices are 1 ≤ pi, p j ≤ np and 1 ≤ q j ≤ nq, where np is the number of atoms in
macrocell p and nq is the number of atoms in macrocell q. Since the two effective matrices



20 Atomistic Spin Model

are both describing dipole-dipole interactions, they have the same form as Equation 2.18,

D̄inter
q j,pi =

µ0

4πr3
piq j

3x2 −1 3xy 3xz
3yx 3y2 −1 3yz
3zx 3zy 3z2 −1

 (2.22)

where rpiq j is the distance between the atomic dipole moments in macrocells p and q, and
x,y,z are the Cartesian coordinates of the point q j. The intra dipole matrix is almost identical
to Equation 2.22 but where q j has been replaced by p j [50].
In addition to exploiting the symmetry of the matrix to improve efficiency, the intra macrocell
contribution is zero for a cubic macrocell if the magnetisation within the macrocell is uniform.
It was also noted by Bowden et al. [48] that the bare macrocell approach and the inter-intra
macrocell approach yield the same dipolar energy for macrocells separated by more than
twelve macrocell units. We can therefore define a cutoff range, where if the interactions
take place within the cutoff range the inter-intra macrocell approach is used for atomistic
resolution, whereas beyond the cutoff range the inter macrocell term is replaced by the
bare macrocell approach. This modified bare-macrocell approach, utilising the inter-intra
macrocell approach within a cutoff range, is called the ’tensor’ approach in VAMPIRE and is
used for all simulations in this thesis. The obvious extension to this method, known as the
hierarchical method, is to vary the resolution of the macrocells as a function of distance. With
this modification, neighbouring cells are calculated atomistically, then the next neighbours
are calculated using a small macrocell, then a larger macrocell for the the next neighbours,
and so on, with concentrically larger macrocells as the distance increases. This method
differs very little for the small size systems of this thesis, so is unused here, but is a significant
improvement for larger systems, where the tensor method may become prohibitively slow
[51].

2.2 Integration Techniques

The Hamiltonian discussed in section 2.1 gives us the energy of the magnetic system, but
has not yet accounted for thermal fluctuations nor does it describe the time evolution of the
system. In this thesis, we used two different integration methods, since we need to model
both static and dynamic properties.
Static properties have been calculated using Monte Carlo methods where we use two different
flavours of this technique. In chapter 3 we use the adaptive Monte Carlo method to calculate
susceptibility and in chapter 5 we use the constrained Monte Carlo method in our calculation
of the energy barrier. To model the dynamic behaviours in chapter 3 and chapter 4 we use the
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Landau-Liftshitz-Gilbert (LLG) equation with a Heun integrator scheme and thermal effects
were included via Langevin dynamics.

2.2.1 Monte Carlo Method

Monte Carlo techniques are time independent and well suited to finding the static equilibrium
properties such as the temperature dependent magnetisation [52]. The Metropolis Monte
Carlo algorithm is fast and efficient due to its rapid convergence to equilibrium and is outlined
as followed [53, 54]. First, a random spin i is chosen and its spin direction Si is changed
to a random new spin direction S′

i. This random change in the spin direction is known
as the trial move and the second step is to calculate the difference in energy for this trial
move (∆E = E(S′

i)−E(Si)). The trial move is then either accepted or rejected based on the
probability

P = exp
(

∆E
kBT

)
(2.23)

where kB is the Boltzmann constant and T is the temperature. A probability P greater than 1
represents a reduction in the energy, (∆E < 0) so is accepted unconditionally. If the move is
accepted the original spin is updated to the new spin direction, else the spin is returned to
its initial state, this signals the end of the trial move. This process is then repeated until N
trial moves have been attempted, where N is the total number of spins in the system. This
constitutes one Monte Carlo Step.
How the trial move is chosen is important, since the Monte Carlo method must satisfy the
requirement for ergodicity 2 and reversibility 3 [55]. There are three different trial moves
that are used in our model, the spin flip, the Gaussian and the random trial move. The spin
flip move is the same as the Ising Model, whereby the spin direction is simply reversed so

S′
i =−S (2.24)

as shown in fig. 2.1 a). In the Gaussian move, there is a cone of acceptance around the initial
spin direction and the trial move is placed randomly within this cone such that

S′
i =

Si +σgΓ

|Si +σgΓ|
(2.25)

where σg is the width of the cone and Γ is gaussian distributed random number. The Gaussian
trial move is shown in fig. 2.1 b). Finally, the random trial move allows the new spin direction

2All states are equally accessible at equilibrium
3The probability of transition between two spin states is equal in both directions at equilibrium
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to align in any direction in a sphere shown in fig. 2.1 c) and described by

S′
i =

Γ

|Γ|
(2.26)

Reversibility is satisfied with all of these, since the probability of acceptance in equation
2.23 depends only on the initial and final state. Ergodicity is not satisfied in the spin flip
move individually since it does not span the whole of the phase space [30]. To solve this,
Hinzke and Nowak produced an efficient Monte Carlo method that used a combination of
the three trial moves, so ergodicity is then satisfied. They discovered that depending on the
anisotropy and the temperature of the system, different trail moves performed better than
others. For example, for a high anisotropy material, where the reversal may be domain wall
nucleated, the spin flip trial move performed best. In contrast, a low anisotropy material
which may reverse coherently is best modeled with a small step, where a random trial move
is not efficient. At high temperatures, regardless of the anisotropy, a small step trial move is
sub-optimal [56]. A further adaptation to the Hinzke-Nowak method was made by Alzate
Cardona et al. [57] which ensures an acceptance rate of around 50%, which is a golden rule
for efficient sampling in the Metropolis algorithm. This algorithm, known as the adaptive
Monte Carlo method, is used in this thesis. It works by controlling the width of the cone,
σg, in equation 2.25 to keep the acceptance rate around 50%. The width of the cone is
recalculated at every Monte Carlo step by multiplying by some factor f which is calculated
from the acceptance rate of the previous Monte Carlo step

f =
0.5

1−R
(2.27)

where R is the rate of acceptance. Thus, if R was around 50% for the previous Monte Carlo
step, the factor f = 1, so the width of the cone remains unchanged. If the acceptance rate
was too high or too low, it is adjusted towards the optimum [57].

2.2.2 Constrained Monte Carlo Method

The standard Monte Carlo method outlined above is useful for a system at thermal equilibrium,
where the magnetisation is still calculable. However, in this condition the magnetic anisotropy
is not accessible since the magnetisation will always align with the equilibrium direction.
A modification to the Monte Carlo method, first proposed by Asselin et al. [58] keeps the
system in a quasi equilibrium state. This method is known as the Constrained Monte Carlo
(cMC) method and acts on two spins at once, constraining the global magnetisation along any
unit vector while allowing individual spins to reach thermal equilibrium. Since the system is
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Fig. 2.1 A schematic of the three trail moves, a) Spin flip, b) Gaussian move, c) Random
move. This image was taken from reference [30].

not in equilibrium, the torque acting on the magnetisation is not zero as it is in the Monte
Carlo method. We take advantage of this to calculate the energy barrier separating two stable
states. The method is outlined below for the global magnetisation constrained along the
positive z axis.

1. Choose two spins, not necessarily neighbours, so you have a primary spin Si and a
compensation spin S j (i ̸= j).

2. Displace the primary spin as in the Monte Carlo method outlined in subsection 2.2.1 to
produce a new spin S′

i.

3. The compensation spin is then adjusted to preserve the magnetisation length of the x
and y components such that Mx = My = 0

S′
jx = S jx +Six −S′

ix

S′
jy = S jy +Siy −S′

iy

(2.28)

4. Next we adjust the z component

S′
jz = sign(S jz)

√
1−S′2

jx −S′2
jy (2.29)

If the content of the surd is negative (S′2
jx +S′2

jy > 1), the move stops and a null move is
taken.
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5. Calculate the new magnetisation

M′
z = Mz +S′

iz +S′
jz −Siz −S jz (2.30)

If M′
z ≤ 0 take a null move.

6. Compute the energy difference between the initial compensation spin and the final
state, ∆E = E ′

j −E j

7. Calculate the acceptance probability for the compensation spin

P = min
[
1,

M′
z

Mz

S jz

S′
jz

exp
(
− ∆E

kBT

)]
(2.31)

The acceptance probability has been modified from the standard Monte Carlo shown
in equation 2.23 by a Jacobian prefactor J =

M′
z

Mz

S jz
S′

jz
to ensure ergodicity

8. Finally, we either accept the move with probability P, or we take a null move with
probability 1−P

The treatment of the primary spin is random since it’s a regular Monte Carlo step, but the
compensation spin is a deterministic treatment, so the pair of moves outlined here constitutes
a single Monte Carlo step in the constrained method. The derivation of the Jacobian prefactor
in step 7, along with the proof of ergodicity can be found in the appendices of the paper by Dr.
P. Asselin [58]. The cMC has been used to produce results in agreement with experimental
studies in papers on the temperature dependence of the anisotropy [59, 60] and calculations
of the energy barriers of MRAM nanodots [61].
In chapter 5 we use the cMC method to calculate the energy barrier for PSA-MRAM towers.
For this we need to find the free energy of the system, that is, the energy available to do work
otherwise known as the Helmholtz free energy F in an isothermal system.

F =U −T S (2.32)

Where U is the internal energy of the system, T is the temperature and S is the entropy.
At 0 Kelvin the free energy is the same as the internal energy of the system, which is the
sum of the terms in the Hamiltonian outlined in section 2.1. For T > 0 we can not directly
calculate the free energy since we can not calculate the entropy. However, we can navigate
this problem with the cMC method because the torque does not vanish, and the total system
torque is equivalent to the work done on the system. The magnitude of the total torque is
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given by [58]

|τ|= |Si ×Bi|=−∂F

∂θ
(2.33)

Here, θ is the angle from the z-axis, Si is spin moment and Bi is the net field at site i. We
can therefore obtain the change in energy between two states by performing an integration
between two states a and b,

∆F =−
∫ b

a
|τ|dθ (2.34)

Since |τ| is the magnitude of the total torque, we first find the sum of all individual spin
torques to get the total torque (τ = ∑i τi = ∑i Si ×Bi). Torque is a vector and thus has an x, y
and z component, so to get the magnitude of the total torque we calculate thermodynamic
average of the three components |τ|= |⟨τ⟩|. The resulting ∆F is then the effective energy
barrier between two stable states, a and b, so we can then explore the angular dependence at
different temperatures [61].

2.2.3 Landau-Liftshitz-Gilbert equation

While the Monte Carlo methods are appropriate for static properties, they are inappropriate
to model the time evolution of dynamic properties. In 1935, Landau and Lifshitz derived
their torque equation to model the macroscopic behaviours observed in early ferromagnetic
resonance experiments [62]. In modern notation, the macroscopic Landau Lifshitz (LL)
equation is given as

∂m
∂ t

=−γe

[
m×Beff +αm× (m×Beff)

]
(2.35)

where γe = 1.76×1011rads−1T−1 is the gyro-magnetic ratio of the electron, m is the unit
vector for the direction of the macro samples magnetisation, Beff is the effective field on the
sample, and α is the damping constant for the material. The LL equation thus describes
the motion of the magnetic moments in an effective magnetic field, consisting of two terms
representing two physical effects. The first term in Equation 2.35 represents the precession
arising from the quantum mechanical interaction of the spin with the applied field. The second
term is the relaxation of the spins towards the net field direction due to the energy dissipation.
This term represents the coupling of the magnetic moments with a heat bath, causing a
damped precessional motion until the spins align with the net effective field direction, where
the strength of the damping is determined by α . In the LL equation, the damping is linearly
related to α , which does not yield physical results with high damping materials. This was
solved by Gilbert, who modified the LL equation to arrive at the Landau-Lifshitz-Gilbert
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(LLG) equation [28], which for macroscopic dynamics is given by

∂Si

∂ t
=− γe

1+α2

[
(Si ×Beff)+αSi × (Si ×Beff)

]
(2.36)

where α is referred to as the Gilbert damping. The first term still represents the precession
arising quantum mechanically from the interaction between the magnetisation and the
effective field, but the second term describing the relaxation now relates the transfer of angular
momentum from the spins to the heat bath. While the LLG equation was developed for
macroscopic dynamics, it may also be used for atomistic studies, with the following important
distinction [63]. In the macroscopic LLG equation in Equation 2.36, contributions to the
Gilbert damping term, α , include both intrinsic (spin-lattice and spin-electron) contributions,
and extrinsic (magnetostatic field, temperature and doping) contributions. This differs from
the atomistic model, where only the intrinsic contributions are captured in the damping
constant while the extrinsic effects are added separately (demagnetising is discussed in
subsection 2.1.4 and temperature is discussed next, in subsection 2.2.4) [30, 64]. For clarity,
we then replace α in Equation 2.36 with an atomistic damping term λ , as has been done in
other atomistic studies using VAMPIRE. The form of the equation remains identical,

∂Si

∂ t
=− γe

1+λ 2

[
(Si ×Beff)+λSi × (Si ×Beff)

]
(2.37)

The Gilbert damping parameter can be obtained from experimental studies by means
of ferromagnetic-resonance techniques (FMR), which can be coupled with all optical
time-resolved magneto-optical Kerr effect (TRMOKE) using pump-probe technique [65,
66]. Additionally, theoretical first principle studies can provide estimates for the damping
parameter [67, 68]. Finally, the effective field, Beff, in Equation 2.37 is given by the first
derivative of the Hamiltonian in Equation 2.1,

Beff =− 1
µs

∂H

∂Si
(2.38)

where the coefficient produces a field measured in Tesla.

2.2.4 Langevin Dynamics

The LLG equation shown in Equation 2.37, with the effective field shown in Equation 2.38, is
only applicable at 0 Kelvin. Thermal fluctuations are particularly important for the simulation
of realistic nanoscale devices, since the anisotropy and thus stability of the system is directly
affected by the finite temperature of the system. Increasing the temperature of the system
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towards its Curie temperature should also demonstrate the transition from ferromagnetic to
paramagnetic behaviour, as the thermal fluctuations become dominant over the exchange
constant. Langevin dynamics, as developed by Brown [69], introduces a stochastic thermal
field into the effective field shown in Equation 2.38 to couple the system to a heat bath.
Equation 2.38 then becomes

Beff =− 1
µs

∂H

∂Si
+Bth (2.39)

The added thermal field, Bth, is represented as a Gaussian white noise term, where increasing
the temperature of the system increases width of the Gaussian distribution, representing
larger thermal fluctuations for the spins [70–72]. For this to be a valid assumption, the
time-scale for fluctuations due to the thermal field has to be less than the spin motion. This
assumption is satisfied throughout this thesis, as the the thermal fluctuations occur on around
the femto-second timescale, while the magnetisation is closer to the pico-second. The thermal
field, BTh, for each spin i for each time step is given by

Bi
Th = ΓΓΓ(t)

√
2λkBT
γµs∆t

(2.40)

where ΓΓΓ(t) is the three dimensional Gaussian distribution (with a mean of zero), λ is the
Gilbert damping parameter, kB is the Boltzmann constant, T is the temperature, γ is the
gyro-magnetic ratio, µs is the magnetic spin moment, and ∆t is the integration time step.

2.2.5 Heun Integration Scheme

To model the time evolution of the system, the LLG equation shown in Equation 2.37 must
be solved numerically. For the majority of results in this thesis, T ̸= 0, so the LLG equation
is stochastic in nature due to the inclusion of random thermal noise (Equation 2.39). This
limits the choice of solver, particularly as it must converge to the Stratonovich solution, and
the magnitude of the spin must be conserved [71, 73]. While the simplest valid integration
scheme is the Euler method, which assumes a linear change in the spin direction per time
step. This thesis uses the Heun method, which is an improved Euler method (or a kind of
second order Runge-Kutta algorithm) which benefits from a larger time-step than the Euler
method due to its utilisation of a predictor-corrector algorithm. While the Heun method
may use a larger time-step than the Euler method, it is limited to around femto-second step
sizes due to the need to retain the precessional nature of the LLG equation, which drops to
a smaller step size of 1×10−16s when the system approaches the Curie temperature [30].
Unlike the Monte Carlo methods, the Heun method can be easily parallelised for further
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computational efficiency, and is the dominant integration technique for modelling the time
evolution of atomistic resolution systems.
The Heun method comes in two steps, the first step, known as the predictor step, calculates a
new spin position using an Euler step,

S′
i =

(
− γe

1+λ 2

[
(Si ×Beff)+λSi × (Si ×Beff)

])
∆t (2.41)

This step is repeated for all spins in the system (the thermal field is constant over the time-
step). The second step, known as the corrector step, begins after every spin in the system
has completed the predictor step, as it uses the predicted spins (with the new effective field
calculated) to calculate the final spin positions.

Si(t +∆t) = Si(t)+
1
2

[
∆Si(Si, t)+∆Si(S′

i, t)
]
∆t (2.42)

The corrector step is also applied to all the spins in the system, which then concludes one
complete integration step. This is then repeated many times to model the time progression of
a dynamic system. It is important to note that these steps do not preserve the spin length, so
the spin unit vector length must be re-normalized after every predictor and corrector step.
Without this, it would not converge to the Stratonovich solution [30, 71].

2.2.6 Random Number Generators

Both the Monte Carlo methods and the LLG equation rely on the production of pseudo-
random numbers. The Monte Carlo method uses them to produces a random trial position,
and the LLG equation (for finite temperature) uses a Gaussian distribution to produce a
random thermal field. The PSA-MRAM systems in this thesis consist of between 25,000−
100,000 atomic sites, with the majority of the simulations running for 100,000 or more
time-steps/Monte Carlo steps. Thus, the algorithm to produce a pseudo-random number for
the work in this thesis needs to have a large sequence of numbers before any repeat, and
produce a sufficiently uncorrelated sequence of numbers. With this in mind, VAMPIRE uses
the Mersenne twister uniform random number generator, which has a period of 219937 −1
[74], and utilises the Ziggurat method for efficient production of Gaussian distributions [75].
In VAMPIRE, the starting number in the random number sequence, known as the seed, can
either be manually set to a chosen number, or if left blank will always default to the same seed.
This is important, since the sequence of random numbers that follows the same seed will
identical, ensuring reproducibility of the results. Changing the starting seed will subsequently
produce a differing sequence of uncorrelated numbers, which can lead to a substantially
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different time evolution and final result. This behaviour is utilised in all subsequent chapters,
as the discrepancy in the final results with differing random number seeds is reflective of the
chaotic and random nature of real thermal fluctuations. This then provides insight into the
statistical behaviours of the system, which are particularly important when critiquing and
testing PSA-MRAM at operational temperatures, where thermal fluctuations can impact the
stability and thus validity of this design.

2.3 Modeling Spin Transfer Torque

In chapter 4 we study the switching properties for MRAM towers that are switched by
spin transfer torque (STT-MRAM). We include spin transfer torque using an atomistic spin
accumulation model in VAMPIRE. The STT mechanism, proposed first by Slonczewski
[21] and Bergers [22] in 1996, uses an injected spin polarised current to reverse the free
layer magnetisation. The STT mechanism impacts the reversal process which in turn dictates
the switching properties of the system. The impact of STT on the reversal mechanism is
intricately dependent on finite size and surface effects, where previous atomistic studies have
focused on nanodots rather than tower structure PSA-MRAM [76, 77]. It is essential to
determine the relationship between free layer size, injected current density and temperature
for the long term reliability and validity of STT-PSA-MRAM. To capture thermal effects
without sacrificing a continuous description, an STT model was added to the VAMPIRE
software package. This work uses a spin accumulation model [78] to explore how a spin
polarised current affects the behaviour of the free layer magnetisation dynamics. First, the
Slonczewski approach and the spin accumulation model are described, then the calculation
of spin torque via the integration of the LLG equation is outlined.

2.3.1 Slonczewski Approach

Slonczewski and Bergers were the first to outline the theoretical groundwork for STT
switching in multilayer systems [21, 22]. The Slonczewski model, based on ballistic transport,
modelled a trilayer consisting of two ferromagnetic layers separated by a thin non-magnetic
metallic spacer. According to this model, there is a transfer of angular momentum between
the conduction electrons (s electrons) and the electrons in a transition metal responsible for
its local magnetisation (d electrons) via an s-d interaction. It is usual to make the assumption
that the conduction electrons are s-type and neglect other interactions, since interactions such
as intrinsic and side-jumping contribute significantly less to the transfer of momentum in
these materials [79]. Due to this s-d interaction and the conservation of angular momentum
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a torque is thus exerted on the local magnetisation and a restoring torque on the electrons
[80, 81]. With this principle, Slonczewski considered the case where the first ferromagnetic
layer (F1) is pinned and the second ferromagnetic layer (F2) is initially magnetised in the
opposite direction to F1 but is free to rotate. A current is then injected into F1 perpendicular
to the stack and the spins of the s electrons from this current will become aligned with
the magnetisation direction of F1 due to the s-d interaction. This is then a spin polarised
current and will continue to flow through the non-magnetic metallic spacer until it reaches
F2. Since the magnetisation direction of F2 is in the opposite direction to the spin polarised
current, the current exerts a torque on the magnetic moments in this material due to the s-d
interaction. If there is enough torque this can switch the magnetisation of F2 and this is the
core concept of STT switching [82]. There are two components to this spin transfer torque
that are acting upon the magnetisation, an adiabatic and a non-adiabatic torque. The adiabatic
torque is considered well understood and originates from the s electrons tending to align
along the local magnetisation direction. This is a justified assumption since the magnetisation
dynamics are orders of magnitude slower than that of the conduction electrons [83]. The
physical interpretation of the non-adiabatic torque is still debated, but can be considered
as the mis-tracking of the conduction electrons and the local magnetisation direction. The
adiabatic torque is essential for the initial mechanics of a domain wall, since it causes domain
wall distortion by aligning with the magnetisation direction thus transferring torque, but
the adiabatic torque is responsible for the terminal velocity of the domain wall so must be
included for accurate dynamics [81, 83, 84].

2.3.2 Spin Accumulation Model

The term ’spin accumulation’ relates to the non-equilibrium density of spin states, a concept
first suggested by Aranov [85] and experimentally verified by Johnson and Silsbee [86]. It
can be described using a two-current model, one for spin-up and one for spin-down, given
by δm = (n↑−n↑eq)− (n↓−n↓eq), where δm is the spin accumulation, neq is the equilibrium
population, and n↑(↓) are the local spin densities. Zhang, Levy and Fert (ZLF) [78, 87],
later developed a model, based on the drift-diffusion model, utilising the concept that a spin
polarised current builds up a spin accumulation as it passes through a ferromagnet. In their
model, the spin torque is described as the interaction between the local magnetisation of the
ferromagnet and the spin accumulation acquired. It takes around 10−12s for the spin current
to reach a steady state at room temperature, during which, the spin current varies from layer
to layer as it builds a spin accumulation. The average distance that an electron travels before
flipping is known as the spin-diffusion-length, λSDL, and is proportional to the spin relaxation
time [87]. A second important length scale to consider at this stage is the exchange length,
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λJ , which is normally much smaller than the spin diffusion length, and relates the transfer
of angular momentum between the spin polarised electrons and the local magnetisation via
an s-d interaction. These two length scales are particularly important transport properties
when describing the behaviour of spin torque in a spin accumulation model. The spin
accumulation can be broken down into two components; longitudinal (parallel to the local
magnetisation direction) and transverse (orthogonal to the local magnetisation direction).
The longitudinal component of the spin accumulation decays at the length scale of the spin-
diffusion-length λSDL, while the transverse spin accumulation decays at the exchange length
scale λJ . This is definedly true by utilising a rotated basis as described in the following
subsection mathematically. By intelligently choosing the rotated basis, the equation of motion
for the longitudinal component of the magnetisation is independent of the exchange length
λJ . A smaller value of λSDL corresponds to a stronger correlation between the spin polarised
electrons and the local magnetisation, as the longitudinal accumulation is able to respond to
the magnetisation [81]. Within the range of λJ , the transverse spin accumulation is able to
interact with the local magnetisation, which can exert a torque from the spin polarised current
due to the conservation of angular momentum. If the torque is large enough, this may then
result in the switching of the ferromagnetic layer, on a timescale of around 10−9 −10−10s,
significantly slower than the time to form a steady state current due to the relaxation of the
spin accumulation. The spin torque is only arising from the transverse component in this
case, since the longitudinal component is parallel to the local magnetisation.

2.3.3 Calculating Torque from the Spin Accumulation

Since the behaviour of the spin accumulation occurs on a much faster time scale than the
local magnetisation, it is possible to decouple the dynamics of the two. Chureemart et al.
developed a self-consistent method for the calculation of the spin accumulation, which is
then subsequently used to calculate the spin torque [81]. The effect of the spin torque on the
local magnetisation is captured using the s-d exchange interaction relationship given by

H =−Jsdm ·M (2.43)

where Jsd is the s-d exchange interaction, m is the spin accumulation, and M is the local
magnetisation. For this model, the equation of motion for the spin accumulation, m, is a
modified form to that of the ZLF model, with an extra term introduced by Petitjean et. al
[88]. The extra term imparts additional transverse damping via a de-phasing effect, and
is written in terms of the spin accumulation as J

ℏ
ℓL
ℓ⊥

M× (m×M), where ℓL is the Lamor
spin precession length and ℓ⊥ is the spin coherence length. Additionally, the coefficient is
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given as J
ℏ =

ℓ2
s f

ℓLℓ∗τs f
where ℓ∗ is the mean free path [89]. The equation of motion for the spin

accumulation is then given by

dm
dt

+
Jsd

ℏ
m×M+

J
ℏ
ℓL

ℓ⊥
M× (m×M) =− m

τs f
(2.44)

where ℏ is the reduced Planck constant, and τs f is the spin flip relaxation time for the
conduction electrons. It is the spin-flip relaxation time, τs f , that allows the decoupling of the
spin accumulation and the magnetisation, as it is much shorter than the local magnetisation
time-scale. As a result, a stationary solution to m may now be found, which will be further
simplified by separating m into longitudinal and transverse components. The spin current
(sometimes referred to as the magnetisation current) may also be written in terms of the spin
accumulation as

Jm = β jeM−2D0

[
∂m
∂x

−ββ
′M

(
M · ∂m

∂x

)]
(2.45)

where β is the spin polarisation for the conductivity, β ′ is the spin polarisation for the
diffusion, je is the electric current, D0 is the diffusion constant, and x is the direction of
the current flow. It is worth noting that the equations for the spin current and the electrical
current differ in the works of Petitjean et. al. The spin current used in this thesis is that
of the ZLF model, while only the additional damping term has been taken from Petitjean
et. al. In the PSA-MRAM towers in this thesis, the current flow will be in the z direction,
but as demonstrated below, it is easy to utilise a rotated basis such that the longitudinal
spin accumulation and the materials magnetisation will align, so we leave Equation 2.45
as a function of x. The details of the spin parameters for the materials used in this thesis
are outlined in chapter 4. Following the work of ZLF, it is beneficial to rewrite dm

dt in
Equation 2.44 as ∂m

∂ t + ∂Jm
∂x , thus

∂m
∂ t

+
Jm

∂x
=−Jsd

ℏ
m×M− J

ℏ
ℓL

ℓ⊥
M× (m×M)− m

τs f
(2.46)

Differentiating Equation 2.45 with respect to x and subbing into Equation 2.46 produces

∂m
∂ t

= 2D0

[
∂ 2m
∂x2 −ββ

′M
(

M · ∂ 2m
∂x2

)]
− Jsd

ℏ
m×M− J

ℏ
ℓL

ℓ⊥
M× (m×M)− m

τs f
(2.47)

By rearranging and collecting terms in Equation 2.47, a neater form is found as

1
2D0

∂m
∂ t

=
∂ 2m
∂x2 −ββ

′M
(

M · ∂ 2m
∂x2

)
− m

λ 2
s f

− m×M
λ 2

j
− M(m×M)

λ 2
φ

(2.48)
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where λs f =
√

2D0τs f is the spin flip length, λ j =
√

2ℏD0
Jsd

is the spin precession length, and

λφ =
√

2ℏD0
ℓ⊥
JℓL

is the spin dephasing length. It is seen in the work of Chureemart [89] that
the spin dephasing length and the spin flip length may be combined into a single length scale,
λ
−2
SF = λ

−2
s f +λ

−2
φ

, where the resulting merged term is the spin flip length accounting for
the damping from the Bloch-like term of the ZLF model [78] and the transverse damping
from Petitjean et. al [88]. From this point on in the thesis, λSF refers to this merged spin
flip, to be consistent with literature published using STT, where the initial derivation from
Equations 2.44 to 2.48 are normally emitted.
Since the local magnetisation can align in any direction, the solutions to Equation 2.48
should be in a rotated basis b1, b2 and b3. The purpose of this is to ensure the longitudinal
component of the local magnetisation will align along b1, while b2 and b3 will align along
the transverse plane of the local magnetisation. Thus, the spin accumulation is split into two
transverse and one longitudinal component when finding a solution. The solutions to the spin
accumulation in the rotated basis is then given by

m∥ =
[
m∥(∞)+

[
m∥(0)−m∥(∞)

]
e−x/λsdl

]
b̂1,

m⊥,2 = 2e−k1x
[
ucos(k2x)− vsin(k2x)

]
b̂2,

m⊥,3 = 2e−k1x
[
usin(k2x)+ vcos(k2x)

]
b̂3

(2.49)

where (k1±ik2)=
√

λ
−2
SF ± iλ−2

j , λsdl is the spin diffusion length and m∥(∞) is the equilibrium
spin accumulation. The other constants, u, v and m∥(0) are determined from the boundary
condition of the continuity of the spin current jm, outlined in subsection 2.3.4. Once
the transverse and longitudinal spin accumulation has been determined, the STT effect
is introduced via Equation 2.43. In the rotated basis, the longitudinal spin accumulation m∥
is parallel to the local magnetisation and thus gives rise to zero torque. As a result, only the
transverse components of the spin accumulation, m⊥,2 and m⊥,3, will contribute to the spin
torque. The first two terms in Equation 2.43, Jsdm, describe a magnetic field due to the s-d
interaction arising from the spin accumulation, which is now written as Jsdm⊥ since it is
only the transverse components. This field can be split into an adiabatic and non-adiabatic
term, as shown in the works of ZLF [78], as

Jsdm⊥ = a(M×Mp)+b(M×Mp)×M (2.50)

where a and b are the adiabatic and non-adiabatic torque parameters respectively, and the
field is a function of the magnetisation of the current layer M, and the magnetisation of the
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previous layer Mp. The spin torque is then given by

ST = a[M× (M×Mp)]+b[M×Mp] (2.51)

where the first term is the adiabatic spin torque (AST) and the second is the non-adiabatic
spin torque (NAST). The AST term can be compared to the "spin torque" introduced by
Slonczewski in his seminal paper [21], while the NAST term is interpreted as a field-like
term [78, 89]. In this model, the adiabatic and non-adiabatic torque parameters, a and b
respectively, are given by

a =
Jsdb1 · (m⊥×M⊥p)

|M⊥p|2
=

Jsd|m⊥|sinθ

|M⊥p|
,

b =
Jsd(m⊥ ·M⊥p)

|M⊥p|2
=

Jsd|m⊥|cosθ

|M⊥p|

(2.52)

where M⊥p is the transverse magnetisation of the previous layer in consistent notation with
previous equations, and θ is the angle between the current layer and the previous layer. This
model then allows spatially varying spin torque, since the AST and NAST are not spatially
constant, as they are in some models. Here, the AST and NAST are also calculated from the
spin accumulation, rather than relying on phenomenological constants. This is critical to the
study of STT-PSA-MRAM in chapter 4, whereby long range interaction (responsible for the
shape anisotropy) and finite temperatures (significant thermal fluctuations) both contribute to
spatially varying magnetisation.
Summarising the model, this approach allows the spin accumulation and spin current to be
calculated at every point in the systems lattice if a macro-cell of mono-layer thickness is
chosen, as it is in this thesis. The spin current entering a layer i from layer i−1 is required, so
the starting spin current for the first layer is manually set. Additionally, the spin parameters
β , β ′, λsdl , D0, Jsd and m∥(∞) must be found for the materials simulated. The details of the
spin parameters are outlined in chapter 4, as this is where they are used. The longitudinal and
transverse spin accumulation is then calculated for the layer i, after calculating u, v and m∥(0)
as outlined in subsection 2.3.4. The spin current, Jm, at a distance of x = tF (corresponding
the thickness of one atomic layer for this thesis) is calculated using Equation 2.45 and is
thus the spin current of the layer i+1. Once the spin accumulation (and spin current) for the
whole system has been calculated, STT is calculated from Equation 2.43.
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2.3.4 Determining Spin Accumulation Coefficients

Separating the spin accumulation into three components, as shown in Equation 2.49, presents
three unknown variables, u, v and m∥(0). The purpose of this section is to outline the process
utilised to determine the unknown variables, which follows the derivation in the appendix
of the works of Chureemart et. al [89]. The derivation starts with the spin current, found in
Equation 2.45, for any arbitrary direction of the magnetisation, M = Mxex +Myey +Mzez,
expanded in terms of the global spatial components.

Jmx(x) = β jeMx −2D0

[
∂mx

∂x
−ββ

′Mx

(
Mx

∂mx

∂x
+My

∂my

∂x
+Mz

∂mz

∂x

)]
Jmy(x) = β jeMy −2D0

[
∂my

∂x
−ββ

′My

(
Mx

∂mx

∂x
+My

∂my

∂x
+Mz

∂mz

∂x

)]
Jmz(x) = β jeMz −2D0

[
∂mz

∂x
−ββ

′Mz

(
Mx

∂mx

∂x
+My

∂my

∂x
+Mz

∂mz

∂x

)] (2.53)

Since, in this thesis, STT is modelled layer resolved, i.e. calculating the spin current and the
spin accumulation layer by layer, Equation 2.53 can be rewritten between layers (x = 0) as

jmx(0)−β jeMx = 2D0

(
ββ

′M2
x −1

)
∂mx(0)

∂x
+2D0ββ

′MxMy ×
∂my(0)

∂x

+2D0ββ
′MxMz

∂mz(0)
∂x

jmy(0)−β jeMy = 2D0ββ
′MxMy

∂mx(0)
∂x

+2D0

(
ββ

′M2
y −1

)
×

∂my(0)
∂x

+2D0ββ
′MyMz

∂mz(0)
∂x

jmz(0)−β jeMz = 2D0ββ
′MxMz

∂mx(0)
∂x

+2D0ββ
′MyMz ×

∂my(0)
∂x

+2D0

(
ββ

′M2
z −1

)
∂mz(0)

∂x

(2.54)

This can then be rearranged and re-written in matrix form below, which is how it is calculated
in VAMPIRE. 

∂mx(0)
∂x

∂my(0)
∂x

∂mz(0)
∂x

= [V ]−1

Jmx(0)−β jeMx

Jmy(0)−β jeMy

Jmz(0)−β jeMz

 (2.55)

where

[V ] =

2D0(ββ ′M2
x −1) 2D0ββ ′MxMy 2D0ββ ′MxMz

2D0ββ ′MyMx 2D0(ββ ′M2
y −1) 2D0ββ ′MyMz

2D0ββ ′MzMx 2D0ββ ′MzMy 2D0(ββ ′M2
z −1)

 (2.56)
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From Equation 2.55, the first derivative of the spin accumulation can be calculated from the
spin current from the previous layer, along with some material parameters β , β ′ and D0. This
is why the initial spin current must be set by the user, without it, the first derivative of the
spin accumulation is not calculated in this model and the rest of this derivation stops. For all
subsequent layers, the spin current will be recalculated using Equation 2.45.
The second half of the derivation follows virtually the same steps as the first half, but for the
spin accumulation now in place of the spin current. To determine the unknown constants from
the first derivative of the spin accumulation, the derivation first writes the spin accumulation
in its global spatial components, much like the first step with the spin current. This time,
ensuring it is written with the rotated basis, the spin accumulation is written as

mx(x) = b1,xm∥(x)+b2,xm⊥,2(x)+b3,xm⊥,3(x)

my(x) = b1,ym∥(x)+b2,ym⊥,2(x)+b3,ym⊥,3(x)

mz(x) = b1,zm∥(x)+b2,zm⊥,2(x)+b3,zm⊥,3(x)

(2.57)

where the derivative of each component of the spin accumulation immediately follows as

∂mx(x)
∂x

= b1,x
∂m∥(x)

∂x
+b2,x

∂m⊥,2(x)
∂x

+b3,x
∂m⊥,3(x)

∂x
∂my(x)

∂x
= b1,y

∂m∥(x)
∂x

+b2,y
∂m⊥,2(x)

∂x
+b3,y

∂m⊥,3(x)
∂x

∂mz(x)
∂x

= b1,z
∂m∥(x)

∂x
+b2,z

∂m⊥,2(x)
∂x

+b3,z
∂m⊥,3(x)

∂x

(2.58)

Just like with the spin current, Equation 2.58 can be rewritten between layers (x = 0) as

∂m∥(0)
∂x

=
−m∥(0)

λsdl
∂m⊥,2(0)

∂x
=−2k1u−2k2v

∂m⊥,3(0)
∂x

= 2k2u−2k1v

(2.59)

Once again, this can be re-written in matrix form by substituting Equation 2.59 into
Equation 2.58. These matrices are then used in VAMPIRE, and are given by

∂mx(0)
∂x

∂my(0)
∂x

∂mz(0)
∂x

= [T ]

m∥(0)
u
v

 (2.60)
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where

[T ] =


b1x
λsdl

(−2b2xk1 +2b3xk2) (−2b2xk2 −2b3xk1)
b1y
λsdl

(−2b2yk1 +2b3yk2) (−2b2yk2 −2b3yk1)
b1z (−2b2zk1 +2b3zk2) (−2b2zk2 −2b3zk1)λsdl

 (2.61)

In Equation 2.60, the partial derivatives of the spin accumulation have been determined in
Equation 2.55, and all components of matrix [T ] are known from the spin accumulation.
This allows the unknown constants, u, v and m∥(0) to be determined, thus completing the
calculation of the longitudinal and transverse spin accumulation in Equation 2.49.

2.3.5 The Modified Simmons’ Equation

The method outlined in the previous subsections describes how a current is modelled moving
through magnetic materials. However, the MgO layer that separates the reference layer and
the free layer is non-magnetic and is not explicitly included in the simulations. Clearly, the
current must progress across the MgO layer to reach the free layer, which will impede the
flow, reducing the torque on the free layer. It is essential to capture the effects of the MTJ
as a key part of the physics. Since the interactions with the atomic sites are not explicitly
calculated in non-magnetic materials, a simplified approach is taken for the tunneling current
based on a modified Simmons’ equation. The form of the modified Simmons’ equation is
given by

jtun = J0[J↑+ J↓] (2.62)

where J0 is the tunneling current found in the original Simmons’ equation and J↑(↓) are the
spin up (down) current densities [90, 49]. In the Simmons’ equation, the tunneling current is
described in terms of several components not calculated thus far, such as the electric potential
and the Fermi energy. However, a simpler form that captures the drop in torque as a function
of MgO thickness is derived from a fitting of the tunneling current. The tunneling current
that enters the free layer is calculated from this simplified form as

jtun = je
1
2
[(1+ cos(θ))+

1
2
(1− cos(θ))]e

t
0.25×10−9 (2.63)

where je is the current that enters the MgO layer, t is the thickness of the MgO layer and
θ is the relative angle between the reference layer and the free layer [91, 49]. Particularly
important is the denominator within the exponential term, which contains the value 0.25×
10−9. This is a bespoke solution for an MgO layer of 1 nm thickness that was found via the
fitting of the tunneling current by Chureemart following the work of this reference [89]. This
is applicable to the tower structures studied in this thesis, but would need a more complicated
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term for other MgO thickness in the future. The thickness of the MgO layer significantly
influences the spin torque transformed across the barrier.

2.4 Parameterisation for an MRAM Tower

All subsequent chapters are the results of simulating a CoFeB/MgO magnetic tunnel junction,
with a CoPt synthetic antiferromagnet to provide stability to the reference layer. This section
outlines the main parameters used in all subsequent chapters to model these materials.
Specifically, this includes the exchange constant, anisotropy, damping and atomic spin
moment for these materials, as well as a generic tower structure. The STT parameters are
used only in chapter 4, so those are detailed there rather than in this subsection. Additionally,
in chapter 5, certain layers are constrained, so the differing details of those tower structures
are described there. In this section, the properties of a CoFeB/MgO MTJ are outlined,
followed by the supporting CoPt SAF. Finally, the central parameters and their sources are
described.

2.4.1 The Properties of a CoFeB/MgO MTJ

For a reliable STT-MRAM device, the MTJ must simultaneously demonstrate a high tunnel
magnetoresistance (TMR), a high thermal stability factor (∆), and a low switching current [92–
94]. Due to these requirements, this thesis uses a CoFeB/MgO MTJ, since this combination
of materials is the most promising known choice. This subsection discusses how the
CoFeB/MgO material properties fit the requirements for commercial STT-MRAM.
The high TMR is achieved due to the non-magnetic MgO spacer layer, which when compared
to the previously conventional aluminium oxide (Al-O) of the late 90s - early 2000s,
demonstrates significantly improved giant magnetoresistance [18, 17]. This is due to the
Al-Os amorphous nature (thus no crystallographic symmetry), which causes multiple Bloch
states in the first CoFeB layer to couple with the evanescent states 4 in the Al-O. This form of
tunneling is described as incoherent tunneling, and results in a significantly reduced current
entering the second CoFeB layer after tunneling, with a magnetoresistance ratio of less than
100% [95–97]. In contrast, growing an MgO layer on an amorphous CoFeB layer (assuming
the MgO layer is more than four monoatomic layers thick), then annealing, will crystallise the
MgO with a (001) texture. This also extends to the CoFeB layer, which crystallises to a bcc
lattice with a (001) texture, using the MgO like a template [98]. In this case, the symmetry
of the wave function is conserved during tunneling, described as coherent tunneling, which

4Quantum states that decay rapidly away from a boundary



2.4 Parameterisation for an MRAM Tower 39

results in magnetoresistance ratios up five times greater than that of Al-O [99, 95, 97].
The thermal stability factor, ∆ = Eb

kBT , where Eb is the energy barrier separating the two stable
magnetic states, is directly related to the total anisotropy of the system. The total anisotropy
can be given as the contribution from the bulk of the material kb, the contribution from the
interfacial layer ki and the contribution from the shape anisotropy ks =

µ0M2
s

2 as

ktot = kb +
ki

t
+ ks (2.64)

where t is the thickness. The bulk anisotropy, kb, is negligible in CoFeB [100]. The interfacial
anisotropy, ki, arises from the hybridisation of the iron 3d orbital and oxygen 2p orbital at the
CoFeB-Mgo interface [101, 100]. Initially, studies in MRAM involved in-plane structures
(disc-like shapes) whereby the interfacial component becomes dominant if the free layer
thickness is reduced to around t f < 1.5 nm, as it acts perpendicular to the easy-axis for in-
plane structures. By adding a second MgO layer, further interfacial anisotropy can be added
to the system, which allowed the initial scaling of MTJs to around 20 nm, demonstrating
the benefits of the CoFeB/MgO material choice. The third term in Equation 2.64 is the
shape anisotropy, where the positive coefficient here is significant. For the in-plane MRAM,
where the interfacial anisotropy can be dominant, the shape anisotropy would be negative in
Equation 2.64, meaning it would oppose the interfacial direction. This is the reason those
structures can’t be scaled below around 20 nm, as the sources of anisotropy compete in
perpendicular directions and the thermal stability drops below the industrial requirement. In
this thesis, elongated tower structures are studied, inducing perpendicular shape anisotropy
(PSA), so the shape anisotropy and the interfacial anisotropy are aligned. If the easy-axis
is then also along the perpendicular direction, the free layer will have a boost in thermal
stability [93].
The requirement of a low (and fast) switching current also makes the CoFeB/MgO combination
appealing, though a low switching current and a high thermal stability will always be a
compromise. A materials Gilbert damping parameter dictates the speed of the dynamic
behaviour, since, as described in the description of Equation 2.37, it describes the dissipation
of the atomic spins energy to a heat bath. In a CoFeB/MgO structure, the hybridisation of
the Fe orbitals at the interface that causes the interfacial anisotropy also causes an increase
in the Gilbert damping. The bulk of the CoFeB, however, has a lower damping, since the
spin and lattice contributions towards damping are weak, and the interfacial anisotropy is not
far reaching in a vertically elongated free layer [64]. This makes CoFeB a strong material
candidate, since a lower damping results in greater stability (less fluctuations and energy
loss). Additionally, low damping is best for STT [82], which is likely to drive the reversal
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mechanism.
The unique properties of CoFeB/MgO MTJs is the closest known material choice to solve
the trilemma of a high thermal stability, a high TMR, and a low writing current. Since the
high thermal stability and the low writing current are tradeoffs, finding the right compromise
is crucial for reliable and effective PSA-STT-MRAM.

2.4.2 The CoPt SAF

To achieve a switchable free layer with a fixed reference layer, the reference layer must have
greater stability than the free layer. Consider first a simplified MTJ consisting of only a
reference layer, MgO tunneling layer and a free layer. Increased reference layer stability is
partially achieved by having a relatively thin reference layer ( sub 1.3 nm thick). In this case,
the stability of the reference layer is entirely due to the MgO induced interfacial anisotropy
in the nearby CoFeB atoms. However, this alone is not sufficient to ensure stability of the
reference layer at operational temperatures. Additionally, in this simple MTJ design, the free
layer will experience a stray field emanating from the reference layer and vice versa. This
will cause an anti-symmetry in the coercive field required to switch the free layer. The stray
field from the reference layer will produce a preference for the free layer to become aligned.
When in the anti-aligned state, the stray field from the free layer on the reference layer
could cause a loss of stability, rendering the device useless of reading/writing if destabilised
sufficiently [102].
Practically, the need for a stable reference layer is satisfied by creating a synthetic anti-
ferromagnet (SAF) structure. The simplest method, would be to add a stable pinned layer
below the reference layer, coupling these layers antiferromagnetically. The coupling is
achieved by using a non-magnetic metallic Ir or Ru spacer layer, which mediates the
Ruderman–Kittel–Kasuya–Yosida (RKKY) exchange (sometimes called the indirect exchange).
The exchange coupling on either side of the Ir (or Ru) layer forces a preferred magnetic
moment in the conduction electrons of the spacer layer. Depending on the thickness of
the spacer layer, this can perpetuate an antiferromagnetic coupling between the two layers
separated by Ir. By tuning the thickness of the pinned layer, the stray field from the reference
layer can be reduced to a negligible magnitude [103–105]. However, since the reference layer
is very thin, the pinned layer in this basic design is also very thin, and requires prohibitively
high (atomistic) precision to manufacture. This simple addition of a thin pinned layer is
therefore impractical. A more reasonable method, is to enlarge the reference and pinned layer
from this simple design, and couple that anti-ferromagnetically to a third layer. Typically,
the enlarged reference and pinned layer are then made of CoPt, rather than CoFeB, since
the enhanced anisotropy stabilising CoFeB is only significant for 1.3 nm thick layers. The
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third layer is then a material with a high anisotropy and exchange, such as IrMn or PtMn. By
tuning the thickness of these two additional layers, it is possible to provide stability to the
reference layer, while minimising the stray field to the free layer. The increased thickness of
these two additional layers is much more reasonable to create experimentally [45].
In this thesis, the impact of the SAF is important, but a simplification can be made to
model the structure outlined above, since the precise dynamic behaviours of these layers are
unimportant. This is necessary as VAMPIRE does not capture the RKKY exchange, and is
able to deal with antiferromagnetic coupling naturally via the exchange constant between
the materials. For Ji j > 0 the spins i and j are ferromagnetic, while if Ji j < 0, the spins i
and j are antiferromagnetic. The overall purpose of the SAF is to provide a stray field that
provides additional stability to the reference layer, while having minimal impact on the free
layer. If the SAF satisfies these requirements, the impact of the SAF has been captured. In
this thesis, the reference layer is 1 nm of CoFeB, which is anti-ferromagnetically coupled
to CoPt, which is anti-ferromagnetically coupled to more CoPt. The first layer of CoPt is
relatively thin, and on its own would cancel out the stray field from the reference layer on
the free layer. The second CoPt layer is thicker than the first, and is tuned to provide the
unconditional stability to the reference layer without producing a significant stray field into
the free layer. The details of the CoPt and CoFeB material parameters are outlined in the
next section, along with the dimensions of a standard MRAM tower.

2.4.3 The Parameters

The atomistic structure of the CoFeB/MgO MTJ with a CoPt SAF is demonstrated in
Figure 2.2, where the tower is built along the z-direction, thus the easy axis is along the
z-direction. For this model, the tower structure is an idealised case, where all the interfacial
perpendicular anisotropy discussed in subsection 2.4.1 is provided by a single enhanced
monolayer in contact with the MgO. These two monolayers (one for the reference layer and
one for the free layer) have a larger value for the uniaxial anisotropy, exchange constant and
Gilbert damping. The bulk of the reference layer and free layer have a reduced exchange
constant, a very small Gilbert damping, and zero uniaxial anistropy. A second simplification
of this model, is that each atomic site of the CoFeB material is treated as an averaged
magnetic moment, rather than individually treated them as Co, Fe and B. This simplification
is also used for CoPt, rather than treating the Co and the Pt individually. The two CoPt
layers shown in Figure 2.2 are parameterised identically, with the only difference being the
magnetisation direction they are initialised along. The top CoPt layer is along the positive
z-axis, aligning with the reference layer, while the bottom CoPt layer is aligned along the
negative z-axis. They are thus anti-ferromagnetically coupled. Throughout this thesis, the
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Fig. 2.2 A schematic of the general PSA-MRAM tower structure being studied in this thesis.
It consists of two anti-ferromagnetically coupled CoPt layers, followed by the MTJ, with
two enhanced high anisotropy CoFeB mono-layers on either side of the MgO barrier. The
reference layer is 1 nm and the free layer is studied with a thickness of 8 nm, 18 nm, 28 nm,
38 nm and 48 nm. Finally, the easy axis for our structure is along the positive z-direction.

tower is modelled as a bcc structure with an atomic spacing of 0.2866 nm. The tower has a
diameter of 5 nm, and only the free layer changes in thickness, while the other layers remain
identical throughout. Such a small diameter is required for computational efficiency, allowing
growing free layer thicknesses to be explored within realistic computation time. The total
thickness of the reference layer is 1 nm including the enhanced monolayer, and similarly the
thickness of the free layer whenever given in this thesis will include the enhanced monolayer.
The non-magnetic MgO barrier is not included explicitly in the simulation, but the impact of
its presence is captured using the enhanced monolayers.
The exchange energy constant is calculated from the mean-field approximation

Ji j =
3kBTC

εz
(2.65)

where kB is the Boltzmann constant, TC is the Curie temperature for the material, z is the
number of nearest neighbours and ε is the correction factor due to spin wave excitation’s
(ε = 0.766 for bcc structures) [106, 30]. The Curie temperature for thin-film CoFeB was
obtained by Sato et. al, though in this model the exchange constant for CoFeB is calculated
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twice, for the monolayer and the bulk [107]. For the bulk of the free layer and reference
layer, the number of nearest neighbours z = 8, while for the monolayers z = 4 due to reduced
coordination. The Curie temperature for CoPt is taken from Crisan et. al’s investigation into
CoPt, while the values of z = 8 and ε = 0.766 are used as it is still treated as a bcc lattice
[108].
The atomistic anistropy constant is derived from the macroscropic anisotropy energy density
via the equation

ku =
Kua3

n
(2.66)

where Ku is the macroscopic anisotropy energy density in Jm−3, a is the lattice spacing,
and n is the number of atoms in a unit cell (n = 2 for a bcc lattice) [30]. The anisotropy
of bulk CoFeB is known to be negligibly small, so is approximated to zero in this study
[100]. The enhanced anisotropy at the CoFeB monolayers is calculated using Equation 2.66,
following the experimental measurements of the temperature dependence for the macroscopic
anisotropy energy density from Sato et. al [107]. Similarly the energy density for the CoPt
layers are found at near room temperature in the works of McCurrie et. al, then the uniaxial
anisotropy is found using the lattice spacing and the number of neighbours in a bcc lattice
[109].
The atomic moment used for the CoFeB in this thesis is different for the reference layer and
the free layer, due to to the significantly different nominal thicknesses. The relationship to
calculate the atomic moment is the same form as that of anisotropy in Equation 2.66, only
related to the saturation magnetisation.

µs =
Msa3

n
(2.67)

For the reference layer (RL), an atomic moment of µs = 1.6µB is used, corresponding to an
Ms ≈ 1.3MAm−1 found by Ikeda et. al [100]. This value of the atomic moment has typically
been used for both the free layer and the reference layer in previous studies of CoFeB MTJs
[82, 107, 61, 77, 49, 110]. However, the Ms measured is significantly less than that found
experimentally or via ab-initio for bulk CoFeB [111–113]. The free layer (FL) for this thesis
therefore has a larger atomic moment of µs = 2.5µB, corresponding to a larger saturation
magnetisation found in bulk CoFeB, Ms ≈ 2MAm−1. The atomic moment of the two CoPt
layers can also be calculated using Equation 2.67, with Ms ≈ 0.7MAm−1 [114], the atomic
moment would be µs ≈ 0.9. Since the CoPt is only in place to provide for stability for the
reference layer, the atomic moment in this thesis is just rounded to µs = 1 for the CoPt layers.
Finally, the Gilbert damping term is a vital inclusion as it has been shown that the Gilbert
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damping has a thickness dependence in CoFeB/MgO MTJs [92]. The monolayer has an
enhanced Gilbert damping, due to hybridisation of the orbitals at the boundary between
CoFeB and MgO, found to be α = 0.11. The bulk of the CoFeB has a lower Gilbert damping,
α = 0.001, due to the weak spin-orbit coupling that motivates this material choice (see
subsection 2.4.1) [115, 64]. The CoPt Gilbert damping is left at α = 1 for this thesis,
which corresponds to a rapid relaxation. Similar to the atomic moment, the motivation for
simplifying CoPt is due to its use as a stabiliser to the reference layer, rather than a material
that will be explored in this thesis.
These central parameters are found in Table 2.1, where the additional parameters required for
STT are found in chapter 4, and the additional layers that are constrained in the calculation
of the energy barrier are described in chapter 5.

Bulk Interface CoPt
Ji j (J/link) 7.735×10−21 1.547×10−20 4.88×10−21

ku (J/atom) 0 1.35×10−22 3.33×10−23

µs (J/T) 1.6(RL),2.5(FL) 1.6(RL),2.5FL 1.0
α 0.001 0.11 1.0

Table 2.1 Here we see the key parameters for modeling CoFeB/MgO MTJs with a CoPt SAF.
These parameters are essential for the Hamiltonian/LLG equation, so are the same for all
subsequent chapters of this thesis.

2.5 Summary

This chapter has introduced the key equations, which describe the atomistic model used
throughout the subsequent chapters. The Hamiltonian for the exchange energy, anisotropy,
external field and dipole interaction were all outlined. The two flavours of the Monte Carlo
method and the LLG equation were then described as central integration techniques used
throughout this thesis. There are several approaches to modelling spin transfer torque, so the
calculation of the spin torque from the spin accumulation, introducing the key parameters
for the methodology, was introduced. The details of these parameters are found in chapter 4.
Finally, the parameters for the spin model that are used in all subsequent chapters to model
CoFeB and CoPt were outlined.



3

Thermodynamic Properties and Switching
Mechanisms of PSA-MRAM

The properties and behaviours of nanoscale ferromagnetic materials are strongly size, shape
and temperature dependent. Before we model MRAM reversal via a spin polarised current in
a future chapter, we first explore the effects of thermal fluctuations on the magnetisation of the
free layer for our PSA-MRAM tower structures. Tower structures with such small diameters
as modelled in this study have received very limited experimental or computational study at
the time of writing. This chapter therefore explores the effects of thermal fluctuations
on the reversal mechanism and the coercive field of PSA-MRAM towers of different
free layer thicknesses. The details of the towers studied in this chapter are outlined in
subsection 2.4.3, since this chapter only involves changing the free layer thickness. The work
on the thermodynamic properties and switching dynamics of PSA-MRAM was published in
the Journal of Condensed Matter Physics [116].

3.1 Magnetic Susceptibility

Firstly, we explore the static equilibrium properties, namely the isotropic longitudinal
susceptibility, using the Monte Carlo method outlined in subsection 2.2.1. The magnetic
susceptibility describes the relative ability of a materials atomic sites to align along a given
magnetisation direction, thus may also be used to indicate how strongly a material responds
to an external magnetic field. Physically it is the ratio between the material magnetisation
and the applied field. For a ferromagnetic material, the susceptibility curve should follow a
characteristic shape with a distinct peak, described by the Curie-Weiss law. The Curie-Weiss
law is given by

χ =
C

T −Tc
(3.1)
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where χ is the susceptibility, C is the material dependent Curie constant, T is the temperature
and Tc is the Curie temperature. The Curie-Weiss law thus describes the characteristic peak
found around the materials Curie temperature, Tc, with a singularity at this point. The Curie
temperature acts as a threshold for a ferromagnet, since the Curie temperature is the point in
which a material transition from ferromagnetic to paramagnetic behaviour. Since temperature
is included via the thermal fluctuations of each atomic site, and the susceptibility is related
to the magnetisation spin which is directly related to the temperature, averaging the atomic
spins to find a mean susceptibility is a sensible approach. The mean magnetic susceptibility
is given by

χα =
∑i µi

kBT
(⟨m2

α⟩)−⟨mα⟩2) (3.2)

where α = x,y,z,m, which describes the directional components of the magnetisation (x, y,
z), in addition to the isotropic longitudinal susceptibility α = m, in units of Tesla−1. Since
different layers in an MRAM stack can be made of different materials which have different
Curie temperatures (which in our model impacts the exchange constant), there are four
components of the mean magnetic susceptibility for each individual material. As a result, it
is easy to plot the free layers behaviour in isolation from other layers. In this section, plots of
χm, the longitudinal susceptibility, are used to compare the behaviours of different free layer
thicknesses in Figure 3.1 and Figure 3.3.
To obtain these results, the PSA-MRAM tower is fist equilibrated for 10,000 Monte Carlo
steps at a temperature T , during which no statistics are taken. Then, a time-series programme
allows the system to evolve for 20,000,000 further Monte Carlo steps at the same temperature
T . The averaged value of all atomic sites in a material for the longitudinal susceptibility, χm,
after the final step then serves as the data point for that temperature T . This is then repeated
for all temperatures in the range 0 < T < 1300 to obtain the plots in this section. The large
number of Monte Carlo steps was required as the tallest towers showed a lot of thermal
noise at higher temperatures if the number of Monte Carlo steps was reduced too far. The
temperature range had to be large enough to include the characteristic peak around the Curie
temperature, which is known to be around TC ≈ 1100K for CoFeB [107].
First, we plot the mean isotropic longitudinal susceptibility for the whole free layer for five
different free layer thicknesses in Figure 3.1. The tallest tower’s peak in Figure 3.1 was an
order of magnitude larger than the smallest tower, making it difficult to compare them all on
one graph. The susceptibility was therefore divided by the tower’s free layer thickness to
normalise them on the same graph for comparison, hence the change of units to mT−1nm−1.
We see that as the free layer thickness increases the characteristic peak gets taller, noisier and
wider, suggesting more correlated spins with reduced free layer volume. This is explained
as a consequence of inadvertently mixing the longitudinal and transverse susceptibility in
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Fig. 3.1 Susceptibility against temperature for the free layer of each height tower. As the
thickness decreases the curves are smoother and the peak is lower. This suggests more
correlated spins as the free layer volume decreases, which may predict a trend towards
coherent rotation.

the taller towers, since we are simply plotting an averaged susceptibility of the entire free
layer as shown in Equation 3.2. The longitudinal susceptibility should describe fluctuations
in exchange length, and will be present in all height towers. This will increase as temperature
is increased, with a large peak at the material’s Curie temperature. However, there is
also transverse susceptibility, which stems from fluctuations in the magnetisation direction
perpendicular to that of the magnetisation orientations (the z direction). The fluctuations
in the magnetisation of each atomic site is due to thermal fluctuations, as outlined in the
chapter 2. With greater thermal fluctuations, the spin direction may fluctuate by larger
amounts. Thermal effects are able to excite long wavelength spin waves. This introduces
transverse components to the susceptibility if the free layer is thick enough. A simple diagram
is shown in Figure 3.2, where in part a) the spins are all aligned in one direction, but may
fluctuate in length (longitudinal), while in b) they fluctuate in both length and direction over
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ba

Fig. 3.2 A simple demonstration of a) longitudinal susceptibility only, whereby the exchange
length may fluctuate but the direction is consistent, and b) longitudinal and transverse
susceptibility, whereby neighbouring spins fluctuate on exchange length, but distant spins
may also fluctuate slightly in direction too.

enough volume.
Based on this description, it is therefore expected that the smallest tower is predominantly
longitudinal susceptibility, since any fluctuations in magnetisation direction are negligible
due to the exchange interaction and equation 3.2 would predominantly give us longitudinal
susceptibility. Conversely, in taller towers, an undesired consequence of increasing the
thickness is that it inadvertently adds transverse susceptibility too, since fluctuations in
magnetisation direction at the bottom of the free layer versus the top of the free layer may
be much less correlated, presenting much larger peaks. The peak shifting to the left with
increased free layer thickness is therefore a product of coherency. The peak of a small free
layer is caused only by thermal fluctuations, while taller towers additionally suffer from a
loss of coherency. This causes a lower Curie temperature, along with a taller peak.
To prove that this is the case, the tallest tower from Figure 3.1, which had a 48 nm free
layer, is divided into 10 nm sections (with one 8 nm section to make 48 nm). The new 10
nm sections have the same material parameters (exchange constant, damping etc.) as when
it was one continuous 48 nm free layer, the only difference is that we can now obtain the
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Fig. 3.3 Susceptibility against temperature for the free layer of the 48nm free layer divided
into local 10nm regions. The localised curves are the same height and width (with the slightly
smaller 8nm thickness having a slightly reduced peak). This demonstrates that locally, the
spins are correlated, so any noise in fig. 3.1 is a consequence of variation in spin direction or
non-uniform excited modes.

mean susceptibility for 10 nm sections, rather than the whole free layer. In Figure 3.3 the
susceptibility of these smaller 10 nm sections are plotted against the temperature, where
the susceptibility is again normalised by the free layer height to keep the units the same as
Figure 3.1, for easier comparison. This confirms that, within local 10 nm sections of the
tallest tower, the susceptibility is actually behaving the same as the 8 nm case in Fig. 3.1,
with the peak reaching the same magnitude. This suggests that the taller towers must have
non-uniform magnetisation modes throughout the stack, since there is increased transverse
susceptibility in taller free layers. This may be used to predict that the reversal mechanism
for taller towers will be incoherent, whereas the smallest tower would be expected to be
closer to coherent rotation, as it is closer to uniform magnetisation.
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3.2 Hysteresis

In this section, the dynamic properties of the free layer are examined from hysteresis loops
and modelled using the LLG equation outlined in subsection 2.2.3. In all the hysteresis
loops in this section, the PSA-MRAM tower is first equilibrated for 10,000 time steps
(∆t = 1.0 f s), meaning the spins are left to equilibrate towards a ground state in the absence
of any field. Once equilibrated, an external magnetic field of 1T was applied along the easy
axis (along the positive z-axis). This is then reduced to −1T , then returned back to 1T , in
steps of 0.01T . At each field increment, 100,000 time-steps at 1.0 f s each occur, since the
materials magnetisation does not equilibrate with the external field immediately. As a result,
a complete hysteresis cycle takes around 40ns in total. The speed of the equilibration at each
field increment is directly related to the Gilbert damping, which is α = 0.001 for the bulk of
the free layer and α = 0.11 for the enhanced monolayer, as discussed in subsection 2.4.3. For
this section, however, the Gilbert damping is changed to α = 1 for all layers, referred to as
critical damping, to allow a more rapid relaxation than would occur normally. This reduces
the number of time-steps required to equilibrate at each field increment without impacting
the magnetic behaviours being explored. Failure to equilibrate leads to a larger coercivity on
the hysteresis loops, so the field sweep rate cannot be too high. However, too large a number
of time-steps at every field increment would become prohibitively computationally expensive.
It is worth noting, therefore, that doing 100,000 time steps at every field increment is a
compromise, minimising the error of a fast sweep rate while remaining computationally
viable.

3.2.1 Thermal Averaging

One important feature of atomistic models is the ability to capture thermal effects as outlined
in subsection 2.2.4. The thermal fluctuations for every spin in the system, at every time-
step throughout a simulation, depends on a sequence of random numbers. Running a
simulation with the same starting seed number will produce the same sequence of random
numbers, thus allowing for reproducibility in the results. However, altering the starting
seed number will create a different sequence of random numbers, which results in a unique
evolution of the thermal fluctuations. As the temperature increases, the width of the Gaussian
increases, representing stronger thermal fluctuations for each spin in the system. This
exaggerates the discrepancy in the final spin states between different starting seeds, compared
to lower temperatures, where the difference will be minimised as the spins response to small
thermal fluctuations will be small. Towards operational temperatures for most devices (room
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Fig. 3.4 Forty individual hysteresis loops each with different integration seeds, and the
averaged loop, at 300 Kelvin. We see the randomness of thermal fluctuations changes the
precise point the system switches, so the averaged loop has a curved shape representing
a switching field distribution (SFD). All subsequent hysteresis loops in this chapter are
averaged in this way.

temperature) switching may become partially thermally driven, and the exact coercivity for a
material may be unknown. This reflects the stochastic nature of thermal fluctuations in reality,
but must be accounted for when using hysteresis plots to determine magnetic properties.
For the CoFeB modelled in this thesis, 300K provides large enough thermal fluctuations
to demonstrate this point, as seen in Figure 3.4. Each individual run produces a square
loop, representing a precise coercivity. Rerunning the same starting seed would produce an
identical square loop. This is not realistic, since thermal fluctuations in reality are random,
leading to some uncertainty in the exact coercivity. Forty individual runs, with a different
starting seed each, are plotted in Figure 3.4 to demonstrate the difference between them.
Across 40 independent loops, a normal distribution of switching fields appears. The range
of switching fields is referred to as the switching field distribution (SFD) and represents an
uncertainty in the precise switching field of the free layer. Averaging all of the individual
square loops produces a curved loop, which is also shown in Figure 3.4. The curvature of the
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averaged hysteresis loop represents the SFD, corresponding to the small expected uncertainty
in the systems switching field. In other words, the SFD is the difference between the leftmost
and rightmost square curve for eaching switching event.
To produce curved loops that capture the correct width of the SFD, a sufficient number of
square loops need to be averaged. Thermal fluctuations follow a Guassian distribution, so the
criteria for an appropriate number of square loops is that the range of square loops should
also be a Gaussian distribution. In subsection 3.2.3 of this chapter, the SFD and coercivity
for the curved averaged loop is extracted by fitting the data to an error function. The details
of this process are found in that section, but using the SFD and coercivity for the averaged
curve shown in Figure 3.4, two Gaussian distributions can be produced, one for each reversal
direction. These two Guassian’s are also found on Figure 3.4. This demonstrates that, for
forty independent square loops, the majority fall within the peak of a Gaussian distribution,
with some standard deviations either side of the peak. This concludes that forty loops are
sufficient for the averaging process, which is in agreement with previous atomistic studies of
MRAM [82].
To summarise, after around 30 unique runs, the graphs had a clear switching range. Going
beyond forty independent square loops does not produce a wider range, shown with a
Gaussian distribution. As an example, there is a clear SFD of around 0.2T across the 40
individual plots for both the parallel and anti-parallel switch in Figure 3.4. Simply adding all
the output files together and dividing by 40 produces an average plot of the 40 individuals,
where the hysteresis loop is now curved. The curvature of the loop therefore shows the SFD
at that particular temperature, which represents the uncertainty in the precise switching that
is expected in reality. All subsequent hysteresis plots in this chapter are thus averaged in this
way.

3.2.2 Results

A systematic approach was taken to explore the effect of temperature and free layer thickness
on the hysteresis curves. As a starting point, hysteresis curves of five different equally
spaced thicknesses of free layer (8 nm, 18 nm, 28 nm, 38 nm, and 48 nm) at three different
temperatures are plotted and discussed in this section. The first temperature is the idealised 0
K, and the last temperature is room temperature (300 K), since this is operational temperature
for many devices. A central temperature of 150 K is included to begin to explore the trends.
Firstly, in Figure 3.5, the idealised case of 0 K is seen for the five thickness free layers. This
is a useful inclusion, since without any thermal fluctuations, this represents the difference
in the shape anisotropy of the free layer, as a consequence of its thickness. This allows us
to explore the size effects first. The thermal averaging discussed in subsection 3.2.1 is not
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Fig. 3.5 The hysteresis curves for five different free layer thicknesses at 0 K. The thicker free
layers have reached an asymptotic maximum for the coercivity, with a small reduction when
decreased to 18 nm and a significant reduction when reduced further to 8 nm.

required for the 0 Kelvin case, since in the absence of thermal fluctuations there is no need
for the random numbers. At 0 K, the hysteresis loops would be perfectly square theoretically,
however a very small curvature is observed in these plots due to the ballistic effect caused by
a finite step size during simulation. There is also a very small amount of curvature because
the free layer at 0K is initialised 1◦ off the easy axis for a minimum torque. This curvature is
therefore fictitious and not representative of a thermal switching field distribution.
The three tallest towers appear to have reached an asymptotic maximum, while the 18 nm
thick free layer shows a small reduction in coercivity, and the 8 nm shows a significantly
reduced coercivity. The tallest three towers appear to be approaching an asymptotic maximum
value for the coercivity, with the 18 nm free layer slightly reduced followed by a comparatively
large reduction for the 8 nm free layer. This is understandable, as the coercivity is related
to the anisotropy of the system, and the shape anisotropy does not increase linearly. The
asymptotic limit observed for the taller free layers is therefore a consequence of reaching
maximum shape anisotropy for cylinders of this diameter. When the thickness of the towers is
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reduced to below 30 nm, the rapid reduction of stability as the free layer thickness is reduced
could pose significant limitations on the usage for these 5 nm diameter MRAM designs.
Since the diameter of the studied MRAM towers is only 5 nm wide, an 8 nm thick free layer
is approaching its width, which explains the significant loss of shape anisotropy and resulting
drop in coercivity. Since increasing the thickness beyond ≈ 30 nm does not seem to increase
the coercivity, these results also suggest that nothing would be gained by creating thicker free
layers than this threshold for cylindrical MRAM devices of 5 nm diameter. It also suggests
that an 18 nm thick free layer only has a slightly reduced coercivity from this maximum
threshold, so may still be viable dimensions for reliable MRAM. However, further study on
the energy barrier of the free layer for these shapes and dimensions is required to confirm or
deny if this is the case.
To support the statement that the 8 nm thick free layer has significantly reduced shape
anistropy, the demagnetisation factors were output by VAMPIRE during these simulations
and are shown in Table 3.1. Here, we see the diagonal components of Equation 2.22, since
the off-diagonal components are near zero. Clearly, the tallest three towers have significantly
larger demagnetisation factors in the x-y plane (Nxx = Nyy) than along the easy axis (Nzz),
resulting in a strong preference for the spins to align along the easy axis. This is responsible
for the tallest three towers larger coercivity at 0 K. The 18 nm tower suffers from a larger
z-component for the demagnetisation factor, but it is still roughly 4× greater in the x-y
plane, resulting in almost as much shape anisotropy as the taller towers, though slightly
reduced. The 8 nm tower is much closer between the x-y plane and the easy axis, representing
significantly reduced shape anisotropy compared to the taller tower, hence the significant
drop in coercivity at 0 K.
While the demagnetisation factors calculated are exact and will be used throughout this thesis,
it is still useful to compare to an analytical approach. General formulas for the determination
of the demagnetising factors of general ellipsoids were found by Osborn [117]. The ellipsoid
semi-axes are labelled a,b,c and the general formulas are derived under the assumption
a ≥ b ≥ c ≥ 0. For this work, the diameter of the towers in the x-y plane is 5 nm and the
height of the tower is always larger, at a minimum of 8 nm. The appropriate formulas from
Osborn’s paper are that of a prolate spheroid (b = c), reproduced below.
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Where m = a
c . These analytical results are added to Table 3.1 in columns four and five for

comparison with those obtained in VAMPIRE.

Nxx = Nyy Nzz
Nxx = Nyy Nzz (Osborn) (Osborn)

8 nm 0.389689 0.220621 0.390643 0.218713
18 nm 0.443401 0.113199 0.456761 0.086477
28 nm 0.461259 0.077482 0.476166 0.047667
38 nm 0.470135 0.059726 0.484666 0.030668
48 nm 0.475376 0.0492476 0.489204 0.021592

Table 3.1 Demagnetisation factors for the different free layer dimensions, showing the loss
of a dominant direction with reduction in volume. This loss of shape anisotropy significantly
reduces the coercivity and stability factor for the 8 nm tower and represents a limitation in
scalability. The final two columns are the analytical demagnetisation factors for a prolate
spheroid for comparison.

The numerical demag factors and those calculated from Osborn are in reasonable agreement.
The numbers differ because the Osborn formula is for a prolate spheroid whereas the towers
built in VAMPIRE for this thesis are cylindrical. However, the ratio between the x-y
components and the z-component are seen to be in agreement, predicting identical trends as
a function of free layer volume.
Another important observation in Figure 3.5 is a very small bias between the right hand and
left hand branch, which is due to the long range demagnetisation field stemming from the
CoPt SAF and reference layer [45]. As discussed in subsection 2.4.2, the thickness of the
bottom CoPt layer was adjusted to minimise the stray field present in the free layer. It is
very challenging to completely remove the stray field, as discussed in that section of this
thesis. Similarly, it is not possible to create perfect structures experimentally, thus the real
PSA-MRAM systems that are being emulated will have stray fields too. For this reason, a
small stray field in the free layer is acceptable, which results in the very small bias. The free
layer therefore has a very small preference for being aligned with with the reference layer. In
other words, a very slightly stronger field is required to switch from aligned to anti-aligned
compared to the reverse. It is worth considering an alternative possible contribution towards
a bias. It could also originate from distortions of the magnetisation at the MgO/CoFeB
interfacial layer in anti-parallel alignment (often referred to as a flower state [118]). However,
in Figure 3.5, there is no evidence of a significant flower state in any of the studied structures.
Therefore, the magnetisation can be considered essentially uniform across the x-y plane for
such small lateral sizes. In reality, there is likely to be very small distortions, but due to
the exchange constant being very large for so few atoms, the distortions are insignificant.
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Fig. 3.6 The hysteresis curves for five different free layer thicknesses at 150 K. The trend in
the reduction of coercivity with free layer thickness is the same as at 0 K, but now there is
additional curvature in each loop as the switching becomes partially thermally driven.

This contribution to the bias is therefore ignored for the rest of this thesis, with the long
range demagnetisation field the sole contribution to the bias. It was worth considering this
alternative, as this effect is expected to become more dominant in towers of greater diameter.
Secondly, in Figure 3.6, the hysteresis plots for the same five free layers are plot, but at 150
K. While this temperature is below the reasonable operational temperatures of most MRAM
devices (a range from around −55oC for military extremes, to 400oC for automotive extremes
[113]) it is nonetheless useful to see the trends present. Comparing the 0 K hysteresis loops
to the 150 K hysteresis loops, it is clear that all five towers have a reduced coercivity with
thermal fluctuations added. The inclusion of thermal fluctuations causes random noise in the
precession of the atomic spins which is not present in the idealised 0 K case. This thermal
noise naturally captures a reduction in the materials anisotropy and magnetisation, and is
responsible for the reduction of the materials coercivity. The 40 hysteresis loops at 150 K
produce a switching field distribution, as shown and discussed for Figure 3.4. As a result, the
hysteresis plots are now curved, rather than square loops, representing a small uncertainty
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Fig. 3.7 The the hysteresis curves for five different free layer thicknesses at 300 K. The
coercivities have reduced when compared to 150 K and 0 K, with increased curvature due to
an increase in the switching field distribution.

in the precise switching field for the material. The curvature of each branch is relatively
shallow, as the thermal fluctuations are small at such a low temperature. Interestingly, the
tallest three towers are still at an asymptotic maximum, in other words, they have the same
reduction in coercivity for this temperature increase. Once again the 18 nm thick free layer
has a slightly reduced coercivity compared to the asymptotic maximum the tallest three
towers demonstrate. However, in the 0 K case, the 18 nm free layer was only slightly reduced
compared to the tallest towers, whereas the the difference in coercivity at 150 K is grown
slightly. Ditto, the separation in the coercivity between the 18 nm and the 8 nm thick free
layers has grown slightly for the 150 K case compared to the 0 K case.
Finally, in Figure 3.7, the hysteresis plots are shown at 300 K. In addition to adding to the
trend of increasing temperature, 300 K is around operational temperature for the majority
of potential MRAM devices. Again, all thickness free layers see a reduction in coercivity
compared to the 150 K hysteresis plots. Larger thermal fluctuations results in a greater
switching field distribution, since it provides a greater chance of the switching being partially
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Fig. 3.8 Hysteresis curves with increasing temperatures for the 8 nm thick free layer. The
curved shape of the loop becomes more exaggerated with temperature representing an
increased switching field distribution. This suggests that thermal effects are driving the
switching mechanism.

thermally driven. As a result, when the 40 loops are averaged to produce these hysteresis
plots, the width of the curve from one orientation to the other is wider when compared
to the 150 K case. Therefore, the switching mechanism is increasingly thermally driven
towards operational temperatures, demonstrating the importance of including thermal effects
in models of MRAM. Physically, it means that the uncertainty in the precise field required
for free layer switching grows as temperature increases, with a significant loss of thermal
stability for the 8 nm tower at operational temperatures.
The bias between the left and right hand branch, discussed for Figure 3.5, is also present at
finite temperature in Figure 3.6 and Figure 3.7. The bias between the right hand and the left
hand coercivity for all heights at all temperatures is 0.09T to two decimal places. This is
worth noticing, because the bias in the free layer stems from the stray field emanating from all
other layers. Since this does not change to two decimal places at increased temperature, the
reference layer/ SAF layers must not deviate significantly from their vertical magnetisation
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from the equilibration phase. Noticing this result is therefore a recognition of the stability of
the reference layer, which was the purpose of the CoPt layers. Beyond two decimal places,
there is a very slight decrease in the bias as temperature increases, of around 0.001T between
0 K and 300 K. This is because, at finite T, the lower layers will always deviate a small
amount from the idealised vertical magnetisation due to thermal fluctuations. As a result, a
slightly smaller stray field is present in the free layer compared to 0 K.
To further see the trend in temperature, Figure 3.8 plots the hysteresis loops for the 8 nm
free layer, but with more temperatures. The trend is a clear decrease in the coercivity for
every 50 K increase in temperature, with a slowly wider switching field distribution at each
temperature.

3.2.3 Coercivity Extraction

There are two main interests in the hysteresis plots in the previous subsection, the coercivity
and the switching field distribution (SFD). The coercivity is the field point at which the
hysteresis plot crosses 0.0 magnetic alignment during switching. But above 0 Kelvin, all
hysteresis plots show curvature, whereby the loop begins to switch before the coercivity
point is reached (and continues this curvature after the coercivity point). This curvature is
due to the range of coercivities capable of switching the free layer, in other words the SFD
(see subsection 3.2.1). For analysis, it is therefore useful to be able to extract a value for the
coercivity, but also the switching field distribution, in all of the hysteresis loops presented so
far. A low coercivity and high SFD present challenges for stability and recording quality of
MRAM devices.
To extract the coercivity and the SFD, every branch of every hysteresis plot is fitted to an
error function, which takes the form

erf(x) =
2√
π

∫ x

0
exp

(
−t2)dt (3.4)

where, because the curves are not centered on x = 0, x is given by

t =
x− x0

σ
. (3.5)

x0 is then the shift from x = 0, so provides the coercivity, while σ is the standard deviation.
The error function is the integral of the normalised Gaussian function, thus provides the
cumulative distribution of a Gaussian. This is how the two Gaussian functions were plotted

on Figure 3.4 in subsection 3.2.1, using 1
2π

e−
(x−x0)

2

σ2 and the extracted value of x0 and σ for
that curve.
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Fig. 3.9 The right hand branch of the hysteresis curve for the 8 nm thick free layer at 300
Kelvin with its fit curve from equation 3.4. Here we observe the fit is reasonable for crossing
the axis at the right point and we extract a coercivity of 0.28 T and a standard deviation of
0.10 T to 2 significant figures.

For clarity, an example is included in Figure 3.9, where the right hand branch of the 8 nm
free layer at 300 K is chosen, due to its clear curvature. By fitting Equation 3.4-Equation 3.5
to the raw data using Gnuplot, a coercivity x0 = 0.28T is extracted, with a SFD σ = 0.10T .
For this example, the extraction of this data means that for the 8 nm free layer at 300 K, an
external field of 0.28±0.10T is required to switch the free layer from the anti-aligned to
the aligned state. The extraction of the coercivity and the SFD therefore provides context
that the hysteresis plots alone do not capture, since in this example, the uncertainty in the
precise switching field (SFD) is significant compared to the approximate field (coercivity).
This process can be applied to every branch of every hysteresis plot to provide an alternative
way to compare and explore the trends for the impact of temperature and free layer thickness
on stability.
This fitting has been applied to the right hand branch of every hysteresis plot, so a plot of
the coercivity as a function of temperature is shown in Figure 3.10. The crosses are the
values for x0 obtained from each fit, while the solid line is the Sharrock fit which is discussed
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in section 3.3. The SFD represents an inherent uncertainty in the precise coercivity, and
thus is represented as error bars at each point in the figure. The focus in this section is the
crosses and error bars, ignoring the lines. As previously discussed, the small curvature of the
hystersis loop at 0K is due to the ballistic effect, not an SFD, and therefore those data points
do not have error bars.
Of course, the same trends are visible in this representation as they were in the hysteresis
plots. A fairly linear drop in the coercivity with every 50K increase in the temperature is seen
for all free layer thicknesses. The tallest two towers are clearly approaching some asymptotic
maximum, while the third tower actually appears to have a slightly reduced coercivity. The
18 nm free layer then has a much more clearly noticeable drop in the coercivity, followed
by a significant drop in coercivity for the 8 nm free layer at all temperatures. This was all
noticed and discussed in the hysteresis plots in the previous subsection. The key difference in
this representation of the data lies in the error bars, meaning the SFD can now be compared
in a way that was not easily possible in the standard hysteresis loops.
Firstly, while the reduction of the coercivity as the temperature increases was already observed
in Figure 3.5, 3.6 and 3.7, it can now further be seen that the trend is virtually identical
regardless of the free layer thickness. This is an interesting observation, since it suggests the
temperature dependence of the coercivity is independent of the trends in free layer volume.
As a result, this is not something that may be engineered away with volume changes in
the MRAM stack. It is challenging to observe this feature in the previous hysteresis plots,
supporting the decision to express the coercivity in this way.
Secondly, the overlap of the SFDs between the different height towers is now more obvious
in Figure 3.10. The error bars that drop below the extracted coercivity represent a reduced
field, be- low the coercivity, that could begin to switch the free layer due to the thermal
fluctuations driving the switching process. There is therefore an uncertainty in the precise
field required to switch the free layer, since it could theoretically happen at any field point
within the error bar. The new observation, therefore, is that the three tallest free layers in
Figure 3.10 have overlapping SFDs for all finite temperatures, implying they could all be
switched at the same field. This is in contrast to the exact coercivity (the precise field strength
in a square hysteresis loop) which demonstrates the importance of including thermal effects.
The overlap for these tallest towers also adds context to the asymptotic maximum observed
in the previous hysteresis loops, since it is now clear that the tallest towers have significant
overlap when including a SFD. It also demonstrates how significantly the coercivity drops
as the free layer is further reduced to 18 nm and 8 nm thick. We see that the 18 nm thick
free layer has a coercivity that is lower than the taller three towers even accounting for the
SFD, confirming that the free layers are beginning to lose stability at these dimensions. The
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extreme drop in coercivity for the 8 nm free layer is also more obviously compared to the
other height towers in this expression of the data, compared to the hystersis loops. For
example, the lowest field capable of switching the 18 nm free layer at 300 K (the bottom of
the error bar) is still larger than the idealised 0 K field for the 8 nm. This means the best
possible case for the 8 nm is still worse than the 18 nm free layer at room temperature. This
is not at all obvious from the hysteresis loops.
The final observation that is not found in the hysteresis loops directly, is that the switching
field distribution grows larger as the temperature increases. This is expected, since larger
thermal fluctuations cause larger fluctuations in the saturation magnetisation and begin to
drive the switching process. For all five free layer thicknesses, the increase in the width of
the SFD with each 50 K temperature increase is between 0.008T and 0.016T, with the largest
increases at the sub-150 K data points.

3.3 Sharrock Model Comparison

It is interesting to compare the obtained coercivity data to that predicted from the Sharrock
law, which is an expression for the thermal dependence of the coercivity that comes from the
Arrhenius-Neel law. The Sharrock equation takes the form

Hc(τ) = Ha

[
1−

√
kBT
KV

ln( f0τ)

]
(3.6)

Most terms represent the standard parameters, where T is the temperature, kB is the Boltzman
constant, K is the anisotropy constant, V is the volume of the switchable layer, τ is the
relaxation time and f0 is the frequency [119, 120]. Slightly less obvious, Ha is described as
the anisotropy field (2K

Ms
), corresponding to the precise field that reduces the energy barrier

to zero, while Hc is the coercivity. At 0 K, Hc = Ha, but in reality Hc is reduced as thermal
fluctuations increase, in addition to being dependent on the anisotropy, shape (volume)
and the relaxation time. Thermal fluctuations are particularly important as they partially
contribute to transitions over the energy barrier at reduced Hc. The distinction between
Hc and Ha is important, because exploiting the fact that Ha = Hc at 0 K will provide a
comparison between our temperature dependence for the coercivity with that predicted of
Sharrock.
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Fig. 3.10 The extracted coercivity with switching field distribution error bars for the right
hand switch at each temperature simulation for the free layers. We see the coercivity decrease
with temperature and the switching field distribution increases in width. This demonstrates
the significant loss of shape anisotropy for the 8 nm free layer, which does not overlap any
other free layer thickness.

3.3.1 Fitting Data to the Sharrock Equation

Equation 3.6 describes the temperature dependence of the coercivity, thus it is appropriate
to compare this model with the temperature dependence in our model. The temperature
dependence of the coercivity from our model was demonstrated in Figure 3.10 for the
different thickness free layers. The temperature dependence of the coercivity in the Sharrock
model in Equation 3.6 is of the form

Hc = A(1−B
√

T ) (3.7)
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Fig. 3.11 Here, an equation of the form of the Sharrock equation, Hc = A(1−B
√

T ), is fit to
the coercivities extracted for the coherent 8 nm free layer in Figure 3.10 at finite temperature.
The fit then extracts an estimate for Ha, the coercivity at 0 K. In this fit, A = 0.66276 and
B = 0.033278. The value of A is the anisotropy field Ha and the value of B is used in our
approximation of the energy barrier.

Clearly, A=Ha and B=−
√

kB
KV ln( f0τ). Fitting Equation 3.7 to the data points in Figure 3.10,

excluding the 0 K data point, obtains an optimised value for A and B. These fits are added to
Figure 3.10 as lines for comparison between the Sharrock model and the obtained data points.
The obtained value for A is then the prediction for Ha from the Sharrock model, which can
then be compared to the obtained value for coercivity at 0 K. The value of B will be discussed
in the following section on thermal stability.
An isolated example from Figure 3.10 is shown in Figure 3.11 for the right hand branch of
the 8 nm free layer. To be clear, the 0 K data point was omitted from the Sharrock fitting,
but is included in the figure for comparison purposes. Since the trends are the same for all
other height towers in Figure 3.10, the isolated graph in Figure 3.11 is to aid discussion.
The values found via fitting Equation 3.7 in the 8 nm example shown in Figure 3.11 are
A = 0.663 and B = 0.0333. The predicted value of Ha from the Sharrock model is therefore
slightly higher than that predicted from our model (Ha = 0.612). At finite temperature, the
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Fig. 3.12 Here we compare the extracted coercivities from the 0 Kelvin hysteresis loops to
the Sharrock approximation. We see the trend is similar for the two lines but the extracted
coercivities are lower for all height towers. The 8nm free layer is closest to the Sharrock
approximation likely due to coherent rotation.

Sharrock fit aligns very strongly with the obtained data. There are very small fluctuations
between the two models, but this is likely due to the simplicity of the Sharrock model, which
assumes perfectly coherent rotation. The most significant deviation between the two models
is the extracted value at 0 K, which is an obvious discrepancy in Figure 3.11. The uptick in
Hc values at low temperature is due to Hc approaching Ha, leading to a small energy barrier
(at the switching point) and the breakdown of the high energy barrier approximation used by
Sharrock. This trend is identical for the other height towers in Figure 3.10.
This process is then repeated for the other free layer thicknesses from Figure 3.10 so the
prediction for Ha from our model can be compared with that obtained from the Sharrock law.
The results are shown in Figure 3.12.
There is good agreement in the trend between obtained results and the Sharrock model. For
all free layer thicknesses, the Sharrock model predicts a slightly higher value for Ha than
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is obtained from the atomistic calculations. This discrepancy is likely due to the simplified
coherent rotation assumed in the Sharrock model. This suggestion is supported, as the 8
nm free layer displays coherent behaviour and has the closest agreement with the Sharrock
model (∆H8nm

a = 0.05T ). All the thicker free layers display incoherent switching behaviour
and have larger discrepancy, with the 18 nm having slightly larger (∆H18nm

a = 0.07T ) and the
three thicker free layer having a greater discrepancy (∆H28nm

a = ∆H38nm
a = ∆H48nm

a = 0.08T ).
While the 8 nm free layer displays coherent behaviour, it’s small discrepancy with the
Sharrock model is still expected. This is because the atomistic model includes edge effects
and random thermal fluctuations which add complexity that is not captured by the Sharrock
model. As a result of these features, even the coherent rotation is not as perfectly coherent,
as individual spins may have slight resistance and fluctuation. This is unlike the Sharrock
model, which assumes a perfect rotation of all spins during switching.

3.3.2 Approximating the Thermal Stability

The thermal stability factor, ∆, is a particularly important parameter in the design of reliable
PSA-MRAM. It dictates the read/write error rate and the long term data retention rate, and is
therefore of uttermost importance when describing switching performance. It is given by
∆ = KV

kBT , where KV is the energy barrier, which is explored in more detail in chapter 5. For
this section, however, an attempt to approximate the thermal stability factor is made. The
expression for the thermal stability KV

kBT , can be approximated using the Sharrock model using
the so far unused parameter B. Additional attempts to calculate the thermal stability factor
analytically are also added for comparison with the Sharrock model.
The first approach involves approximating KV

kBT using the Sharrock equation. From fitting

Equation 3.7 to the atomistic data, a value for B was obtained, where B =−
√

kB
KV ln(τ f0).

This can be rearranged to KV
kB

= ln(τ f0)
B2 . The thermal stability factor can therefore be re-written

as
∆ =

ln(τ f0)

B2T
(3.8)

where B is obtained from the fit, T is the temperature, and an estimate must be found for the
value of ln(τ f0), as follows.
Since the estimation for ln(τ f0) will be found using the Sharrock model, which assumes
coherent rotation, the best estimate will come from the fit to the 8 nm free layer, since it is
also coherent. Firstly, by differentiating Equation 3.6 with respect to

√
T , gets

dHc

d
√

T
=−Ha

√
kB

KV
ln(τ f0) = G (3.9)
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Fig. 3.13 Approximation of the thermal stability factor using the Sharrock model and an
analytical approach for the different free layer thicknesses at 300 K. The expected decrease
in stability as the thickness is decreased towards 8 nm due to the loss of shape anisotropy
is observed, with the stability plateauing beyond 28 nm. This suggests nothing is gained in
terms of stability for increased towers and represents a limit for towers of 5 nm diameter.

Where the term G = dHc
d
√

T
has been introduced for easier notation. Replacing the macroscopic

anisotropy K = HaMs
2 and rearranging Equation 3.9 produces an equation to estimate ln(τ f0)

ln(τ f0) =
G2

Ha

MsV
2kB

(3.10)

The first fraction is known from the fit of Equation 3.7, as it is straightforward to show
that G = AB and Ha = A. The second fraction contains known constants in our model,
Ms =

µsn
a3 = 1.97× 106A/m, V is the volume of the free layer and kB is the Boltzmann

constant. From the fit to the coherent 8 nm free layer, which is the lowest fit in Figure 3.10,
an estimate of ln(τ f0) = 8.2251 is obtained. With this value, an estimate for the thermal
stability for the 8 nm free layer at 300 K can be found using Equation 3.8, which yields
∆ = 24.7567. The other height towers can then also be found using this estimate for ln(τ f0))

and is compared in Figure 3.13.
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To compare with the Sharrock model, an analytical approach using ∆ = KV
kBT is also applied.

The volume and the temperature are known, but K, the anisotropy energy, must be calculated
separately. One approach is to use an expression for the shape anisotropy given in [50]

K =
µ0M2

s
2

(Nxx −Nzz) (3.11)

Where µ0 = 4π ×10−7 is the permeability of free space, Ms = 1.97×106A/m, and Nxx/zz

are the demagnetisation factors shown in Table 3.1 of subsection 3.2.2. Using Equation 3.11,
the value for K will plateau at around 30 nm as was seen for Table 3.1, and the values of
kB and T (= 300) are constant. For completeness, two interpretations for the volume, V are
added to Figure 3.13 when calculating the thermal stability factor. One is the volume of the
whole free layer, which grows linearly, resulting in an almost linear relationship (once the
shape anisotropy has plateaued the volume is the only parameter changing). This is labelled
as ’V = Total FL Volume’. This yields a very high thermal stability compared to the Sharrock
prediction. However, this large discrepancy in the prediction is easily accounted for, as the
analytical approach also assumes coherent rotation of the whole free layer. In actuality, the
free layer reversal is is via nucleation and propagation which means that only the top of the
free layer has to be switched. Comparing the thermal stability of the 48 nm free layer with
the Sharrock estimate (∆ ≈ 80) gives an estimate of the height associated with the switching
volume of 80

240 ×48 ≈ 16 nm. This is consistent with the rest of the results in this chapter that
find that the switching becomes increasingly non-uniform for free layer thickness of between
8 nm -18 nm. A third comparison can therefore be added to Figure 3.13, using ∆ = KuV

kBT , but
with a constant volume of V = 16 nm. This volume represents the volume associated with
switching and shows strong agreement with the prediction of the Sharrock model.
The results in Figure 3.13 suggest that the 8 nm free layer would not satisfy the requirement
for a thermal stability of ∆ = 60. The lack of shape anisotropy for such a small tower at these
dimensions results in a loss of data retention due to thermal fluctuations. The 18 nm free
layer is found to have a thermal stability ∆ = 63.1, just above the industry required threshold,
while the taller towers are all similar at ∆ ≈ 80. However, our approximation for ln( f0τ)

reflects the fast field sweep rate, which means that thermal effects are only observable in
large fields around the coercivity. Long term stability requires zero-field simulations of the
energy barrier, which are beyond the scope of this chapter, but the main purpose of chapter 5.
For this reason, only the trends predicted in Figure 3.13 are discussed below.
The thermal stability is seen to plateau at around a 30 nm free layer thickness, suggesting
that any growth above that in the z direction will not gain further stability and represents
the maximum for towers of 5 nm diameter. The reduction in the thermal stability factor is
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in agreement with the previous data of this chapter, suggesting a significant and non-linear
reduction of shape anisotropy as the tower free layer thickness is reduced. The loss of shape
anisotropy begins as the free layer is reduced to thickness below 30 nm, with a greater
reduction as the thickness approaches the width. This is expected, since a free layer of 8 nm
is only marginally above the 5 nm width. Previous studies have already shown that below
this threshold, when the width becomes greater than the thickness, the shape anisotropy acts
perpendicular to the interfacial anisotropy direction and MRAM ceases to be viable.

3.3.3 Approximation for the Frequency Factor f0

To estimate the thermal stability in the previous section, an estimate for ln(τ f0) = 8.2251
from the 8 nm free layer was obtained. It is sensible to calculate what this estimation
yields for the value of f0, given by f0 = τ−1e8.2251. This is complicated by the fact that the
magnetisation is calculated in the atomistic model using a sweep rate process. Due to the
rapid variation of the relaxation τ near to the coercive field, the effective time may be used,
outlined by Chantrell et. al [121]. The effective time is given by

te f f =
(

R
KV
kBT

)−1
=
(

R
HaMsV
2kBT

)
(3.12)

where R is the sweep rate, Ha is the anisotropy field extracted from our fit, Ms is the saturation
magnetisation, and V is the volume of the free layer. For the hysteresis performed in this
chapter, the sweep rate R = 1×108T s−1 and Ms = 1.97×106Am−1. With these values for
terr, Equation 3.10 is used to evaluate an estimate of f0. The calculated values for f0 for
the free layer thicknesses are given in Table 3.2, along with the corresponding values for
V and Ha. The values of f0 are physically reasonable and also increase with tower height
which is consistent with the expectation of the increase in f0 with anisotropy predicted by
the Brown relaxation time [122]. It should be noted that the estimate of the energy barrier
from the Sharrock law can only give guidance. However, the plateau in the stability factor
is most likely physically realistic on the basis that reversal begins with the nucleation of a
small reversed region of magnetisation which is apparently at most weakly dependent on the
tower height for values greater than 30 nm. A calculation of the exact energy barrier and its
size and temperature dependence for the atomistic model is indicated, however this can only
be done using the constrained Monte Carlo (CMC) method. This is the purpose of chapter 5
and is not a focus of this chapter, where only an approximation is made.
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Volume (m3) Ha (T ) f0 (s−1)
8 nm 1.57×10−25 0.663 9.24×1012

18 nm 3.53×10−25 0.976 3.06×1013

28 nm 5.50×10−25 1.046 5.11×1013

38 nm 7.46×10−25 1.069 7.09×1013

48 nm 9.42×10−25 1.073 8.97×1013

Table 3.2 This table shows the calculated values for f0.

3.4 Snapshots of Reversal
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Fig. 3.14 Snapshots every 0.0001T of the switching mechanism at 0 Kelvin for different free
layer thickness. We observe the smallest tower switching coherently, while all other towers
demonstrate an incoherent mechanism, with an observable propagated domain wall motion.

While several results in this chapter have demonstrated behaviours suggestive of a change
of reversal mechanism, it is useful to confirm with visual analysis. VAMPIRE can output
snapshots containing the spin direction of each atomic site, which are then processed using
POV-Ray [123]. Figure 3.14 and Figure 3.15 contain the snapshots of the reversal from
aligned to anti-aligned at 0 K and 300 K respectively. The program was set to output snapshot
at every field point, where the field increment for these images was ∆B = 0.0001T . Since
the field increment is an order of magnitude smaller than the field increment used for the
hysteresis loops, the number of time-steps at each increment is reduced by a factor 10. This
means each snapshot in Figure 3.14 and Figure 3.15 represents a step in time of 10ps.
Firstly, in Figure 3.14, the free layer is switched at 0 K. The smallest free layer is coherent, in
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Fig. 3.15 Snapshots every 0.0001T of the switching mechanism at 300 Kelvin for different
free layer thickness. We observe the coherrent and incoherrent mechanisms seen in fig.
3.14, but with thermal fluctuations throughout the stack. We see a partially thermally driven
propogated domain wall for the taller towers.

agreement with the previous results in this chapter. All taller towers demonstrate incoherent
rotation, switching via a propagated domain wall. A benefit of performing these snapshots at
0 K is the absence of thermal fluctuations provides a clear domain wall propagation. The 28
nm free layer was only omitted to keep the figure symmetric and easy to view, as it provided
no further discussion. In an externally applied field such as this setup, the propagation
starts at the top of the stack, moving downwards. This is because the bottom of the stack is
subjected to the enhanced exchange constant and anisotropy, arising from the contact with the
MgO. As a result, the bottom of the free layer is slightly more stable than the top of the free
layer. This is the opposite way around to the usual STT setup, whereby the current crosses
the MgO into the bottom of the free layer, thus rotation starts at the bottom. However, this
difference does not invalidate the conclusion that a change of switching mechanism occurs
when the free layer is reduced to sub 10 nm thickness. Expecting a propagated domain wall
in taller free layers is useful in the further studies conducted in chapter 4 and chapter 5.
Secondly, in Figure 3.15, the free layer is switched at 300 K. The change in switching
mechanism observed in Figure 3.14 is still easy to see at 300 K. Unlike Figure 3.14 however,
the propagated domain wall appears to be partially thermally driven at 300 K. Since each
snapshot in both figures is separated by the same field increment (or time increment) a direct
comparison between demonstrates the thermally driven initial steps. The free layers are
partially in transition (deviating from the dark brown colour) for more field increments than
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in the 0 K case. This comparison is useful for two reasons. Firstly, it is not necessarily
obvious that the 8 nm free layer would maintain coherent rotation at room temperature.
While the rotation of the 8 nm free layer appears to take longer, since it is thermally driven
initially, there is no evidence of a domain wall movement. Secondly, the importance of the
thermal driving of the switching mechanism is highlighted for future studies.

3.5 Summary

In this chapter, a systematic investigation of the effects of temperature and free layer volume
on the switching mechanism of 5 nm diameter PSA-MRAM. Since this was an atomistic
spin model, thermal fluctuations and the long range dipole field are included to capture
these effects. It was found that the taller free layers contain non-uniform exchange modes
throughout the stack, leading to non-coherent rotation. Only the smallest free layer in this
study, at 8 nm tall, showed coherent behaviour. This was supported by snapshots of the
reversal mechanism both with and without thermal fluctuations. Particularly important for
future studies, is the significant thermal nucleation of the switching mechanism in such thin
tower structures. The incoherrent rotation with partially thermally driven reversal results in
a lower coercivity, so future design must account for this. The dipole field emerging from
other layers in the stack also causes a small shift of the free layer hysteresis loop. As a
result, there is a small bias towards being aligned with the reference layer that should be
considered in future work. Finally, a comparison with the Sharrock model showed good
agreement, particularly for the coherent free layer. This led to an approximation of the
thermal stability as a function of free layer thickness. Futher study using the constrained
Monte Carlo may provide an improved estimate for the values of the thermal stability, but this
chapter demonstrated the expected trend. Most interestingly, the taller free layer had reached
an asymptotic maximum, meaning nothing is gained from engineering even taller free layers.
This is particularly useful for future PSA-MRAM design, as it imposes a limitation. As the
free layer is reduced below around 30 nm, the thermal stability rapidly decreases, where our
estimated numbers suggest that below around 18 nm, the thermal stability drops below the
industry required minimum.
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Dynamics of STT-PSA-MRAM

PSA-MRAM devices will use a spin transfer torque (STT) mechanism to switch the free
layer. The electron spins of a spin-polarised current entering the free layer will transfer torque
to the atomic sites in the free layer, causing reversal. The switching properties of the free
layer subjected to this reversal mechanism will therefore depend on the mechanics of the free
electron spins through the stack. It is essential to the development of STT-PSA-MRAM that
these behaviours are understood, both for more efficient design and for long term reliability
to consumers. Independent of the STT electrons, in chapter 3, it is also clear that the the
switching properties of the free layer depend on the finite temperature and the shape of the
stack. The actual behaviours displayed in a nanoscale free layer undergoing STT reversal at
room temperature is therefore an intricate and currently unknown phenomena [124]. Much
of the previous study into STT-MRAM has been using micromagnetic models, but these
approaches have limited applicability here. Due to the discretising nature, they do not capture
the continuous motion of the STT electron spins, the finite temperature effects or the effects
of the dipole field from the shape and dimensions of PSA-MRAM system. To understand the
intricate properties and behaviours of STT-PSA-MRAM, an atomistic approach is required.
At present, there have been few atomistic studies on STT-MRAM to capture these effects,
and the inclusion of STT into the VAMPIRE software package was relatively recent (≈ 2018).
So far, the previous atomistic studies on STT-MRAM have not involved the PSA present
in the tall cylindrical towers of this thesis. As these PSA-MRAM structures are a strong
candidate for competing density MRAM, an atomistic study involving the STT mechanism
is beneficial. This chapter focuses on the switching dynamics of PSA-MRAM using an STT
mechanism to drive reversal.
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4.1 STT Parameters

The formalism for modelling the STT mechanism in VAMPIRE was outlined in chapter 2
and requires several material dependent parameters. Parameterising a CoFeB-MgO-CoFeB
stack is straightforward since previous studies have already found the required values. The
parameters for the CoPt layers are less documented and had to be estimated. It is worth
noting that the magnetic parameters outlined in Table 2.1 are still present for all simulations
in this chapter, since STT is implemented and solved independently to the magnetisation
evolution in the code.
The STT parameters used for the CoFeB-MgO-CoFeB MTJ are shown in Table 4.1 and are
the same as those used in other VAMPIRE studies [49, 125, 76, 77, 82]. There are three
important length scales to consider when parameterising a material in this STT model, the
spin diffusion length λSDL, the spin flip length λSF and the spin precession length λJ .
The spin flip length is the characteristic length scale over which the conduction electron spins
relax and is given by λSF =

√
2D0τSF . The diffusion constant of a typical metal is D0 = 10−3,

while the spin flip relaxation time of the conduction electron spins for ferromagnetic materials
is τSF = 1 ps [78].
The spin precession length is the length scale over which the spin-polarised electrons may
interact with the local spin moments of the lattice and is given by λJ =

√
2h̄D0/JSD. The

exchange coupling JSD between the spin-polarised electrons and the local magnetisation is
between 0.1−0.4eV and can be obtained from conduction electron resonance [126]. A JSD

of 0.1eV is used for CoFeB, and the spin precession length is ≈ 3nm [125].
The spin diffusion length can be obtained directly from analysing FMR spectra and is found
to be 12nm for CoFeB [127]. The spin diffusion length is also given by λSDL =

√
1−ββ ′λSF .

Both of the parameters β and β ′ as well as the equilibrium spin accumulation m∞ can then
be obtained from density of states calculations [128].

STT parameters CoFeB MgO Units
λSDL 12.0 12.0 nm
D0 0.001 0.001 m2s−1

β 0.56 0.56
β ′ 0.72 0.72
m∞ 2.62×108 2.62×108 Cm−3

JSD 1.6×10−20 1.6×10−20 J

Table 4.1 The parameters required to simulate the STT mechanism through CoFeB and MgO
materials in VAMPIRE.
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4.1.1 The CoPt Layers

Since these STT parameters are material dependent, values had to be found for CoPt alloys.
These values are presented in Table 4.2. The spin diffusion length was found from spin
pumping experiments to be ≈= 14nm, where Platinum alone is found to be much smaller
at ≈= 3nm− 7nm and Cobalt alone is found to be much higher at ≈ 60nm [129, 130].
The diffusion constant, D0, was found to be smaller than that of CoFeB, with a value of
D0 = 2×10−4m2s−1 [131]. The s-d exchange interaction is found to be the same at that for
CoFeB, so the JSD constant is the same, representing 1 eV [126].
The value for β was found experimentally for CoPt alloys to be 0.48 and for simplicity this
study has taken β = β ′. This is not perfect, as generally β ̸= β ′ when the DOS for spin-up
is not equal to spin-down, however, these values do not affect the results significantly. The
spin accumulation and subsequent impact on reversal and incubation times were completely
unaffected by changing the value of β ′ for the CoPt layers by ±20%. Given the difficulty of
finding relevant studies on CoPt alloys this approximation has stuck. For context, the vast
majority of studies on the relevant parameters consider a Co layer in contact with a Pt layer,
and not a CoPt alloy.
Finally, the equilibrium value of the spin accumulation, m∞, is found from the majority and
minority spin populations from DOS calculations (∝ N↑−N↓). The density of states can be
found from first principle density functional theory calculations [132, 133]. The equilibrium
value is then be given at the Fermi energy by m∞ = [DOS↑(EF )−DOS↓(EF )]kBTe

V where kB is the
Boltzmann constant, T is the temperature, e is the charge of an electron and V is the lattice
volume [134].

STT parameters CoPt Units
λSDL 14.0 nm
D0 0.0002 m2s−1

β 0.48
β ′ 0.48
m∞ 1.0×108 Cm−3

JSD 1.6×10−20 J

Table 4.2 The parameters required to simulate the STT mechanism through the CoPt layers.
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4.2 Switching Dynamics At 0 Kelvin

In this section, reversal using a STT mechanism at 0 K is documented. Thermal fluctuations
add additional complexity to the magnetic behaviours, which will be addressed in the next
section. It is useful, therefore, to use the 0 K simulations as a benchmark to observe the impact
of current density and free layer volume on the switching characteristic of PSA-MRAM. It
is worth appreciating at this stage how reversal under a STT mechanism differs from that
seen in chapter 3, which used an external field. The external field was applied uniformly to
the entire stack, so the nucleation point for reversal is determined by the anisotropy profile.
The bottom of the free layer, which is in contact with the MgO, has enhanced anisotropy and
exchange, as outlined in subsection 2.4.3. It is also subjected to a small stray field emanating
from the lower layers of the stack. For this reason, the point of nucleation was found to be
from the top of the stack, with a propagated domain wall if the free layer was large enough.
In contrast, the point of nucleation for STT driven reversal will be from the bottom of the
stack, since the injected current will tunnel across the MgO into the bottom of the stack. The
current will exert torque on the lower layers of the free layer as the electron spins cross the
MgO barrier. If the current density is large enough, the nucleation will therefore be from the
bottom. This section will systematically explore the impact of a range of current densities
and free layer thickness on the performance of PSA-STT-MRAM.

4.2.1 Switching and Incubation Time

One of the most important parameters to determine for functional STT-MRAM is the
switching time. As a performance characteristic, the switching time could be defined as the
total time from the moment the spin polarised current is inbound to the moment the free
layer has completed rotation. However, this definition includes two distinct considerations
for design, the incubation time and the reversal time. The incubation time occurs first and is
the time before any rotation of the free layer occurs. This is the time required to initialise
the switching, while a spin accumulation is built, and will intuitively depend on the applied
current. This will additionally depend on the efficiency of the reference layer to create a
polarised current. The reversal time is thus the time after initialisation, whereby the rotation
of the free layer is underway. The reversal time is therefore characterised by the shape
anisotropy, the intrinsic damping and the temperature of the free layer in addition to the
current density. Dividing the total switching time into these two components is beneficial
for two main reasons. Firstly, it allows comparison of the results to other studies that have
made similar decisions. Comparison of the incubation and reversal time are key to outlining
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Fig. 4.1 This figure demonstrates the two components of the total switching time. During the
incubation time, no rotation of the free layer has occurred, but the current is building a spin
accumulation. The reversal time is when the magnetisation of the free layer is rotating. The
total switching time is the sum of the two.

the validty of the PSA-MRAM design compared to other MRAM designs. Secondly, it
provides a more complete and in depth discussion of the physical behaviours emergent in the
STT-PSA-MRAM designs, which are currently lacking in literature. A graphic description
of the incubation, reversal and total switching time is shown in Figure 4.1, for clarity.
There were two candidate approaches to the extraction of the switching and incubation times
from the STT data. The first approach is the most simple, and utilises a simple python
script to find the part of the graph where the z-component of the magnetisation begins and
ends switching. The second approach involved fitting a function to the data, which is a
similar approach to that used for extracting the coercivity and switching field distribution in
subsection 3.2.3. Both of these methods are now discussed.
Firstly, outlining the simple python script approach. To find the incubation time, the point
where the z-component of the magnetisation decreases by more than 2% is found using a
trivially simple python script. Similarly, to find the end of the reversal time, the point where
98% of the z-component of the magnetisation has reversed is found in the same python script.
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Fig. 4.2 This figure shows the fitting of the a) Tanh function and b) error function to the
STT curve of the 8 nm free layer subjected to 1× 1012A/m2 at 0 Kelvin. In this case, σ

was assumed symmetrical. The plot is a poor fit, with a significant difference between the
extracted X0 and the actual crossing point of the raw data. The curvature of the raw data is
also not a very good fit, suggesting the estimation for σ is also inadequate.

This method was used to place the vertical lines, indicating incubation and total switching
time, on Figure 4.1. During the incubation time, while a spin accumulation is developing,
very small fluctuations occur in the free layer due to stray fields. For this reason, the 2%
change was employed. This is also good practice for the inclusion of temperature, where
thermal fluctuations will cause small variation from a perfectly saturated free layer before
reversal occurs. The total switching time is then the time when 98% of the z-component
is reversed, which is the second time extracted by the python script, for the same reason.
The reversal time is then the total switching time minus the incubation time. This approach
requires minimal user input and is simple to implement. However, this approach will only
provide a number for the incubation, reversal and total switching times, with no insight
offered to what may be occurring during the reversal process. This is a potential drawback
from the second method discussed below, which provides some insight into the symmetry of
the reversal mechanism. Additionally, fluctuations in the magnetisation of much larger than
2% were soon found, even in the absence of temperature. Once these fluctuations become
around 10% or even larger, this simpler method becomes completely invalid, since it will
always find the first instance that the magnetisation reaches 10%.
Much like the hysteresis curves presented in chapter 3 from an applied field, the reversal
of the magnetisation from a STT mechanism follows a characteristic curved shape. It is
possible, therefore, to fit a graph of the same characteristic shape. This is the idea for the
second approach to extraction. Two such functions are trialed, one with the form of an error
function and one with a tanh form. In both these cases, the function must be translated to
the right by some amount X0 and stretched by some scale factor σ . The trial functions are
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Fig. 4.3 This figure shows the fitting of the a) Tanh function and b) error function to the STT
curve of the 8 nm free layer subjected to 1×1012A/m2 at 0 Kelvin. Unlike Figure 4.2, sigma
is not assumed to be symmetric about X0, presenting a much better fitting to the raw data.
The tanh function appears closest to extracting X0, with both functions plotting the latter half
of the graph well.

therefore

er f (
x−X0

σ
),

tanh(
x−X0

σ
)

(4.1)

where X0 and σ are found via optimisation of fitting. With this fitting technique, the extracted
value of X0 would be where the graph crosses the x-axis and the value of σ would be the
width of the curve from the extreme magnetisation (Mz =±1) to neutral (Mz = 0) during the
switching process. Initially, both of the functions are fit to the whole data set with a rough
estimate for X0 and σ obtained by eye as the initial input, and then optimised in gnuplot.
This assumes the switching time from Mz =−1 to Mz = 0 is symmetric with the time from
Mz = 0 to Mz = 1, since only one value for σ is obtained.
The results are shown in Figure 4.2 for the STT curve of the 8 nm free layer subjected to a
current density of 1×1012A/m2 at 0 K. The discussion of the results are found in the next
section and this graph is only meant for demonstration purposes. Clearly, the assumption
that σ is symmetrical leads to a very poor fitting for both the tanh and the error function.
In both cases, the extracted value for X0 is noticeably differed from that of the raw data.
Furthermore, the curvature as the magnetisation reaches saturation (Mz =±1) is significantly
different between the raw data and the function fitting. Neither the tanh nor the error function
significantly outperform the other, both are inadequate.
The natural improvement to this problem, is to have anti-symmetric values for σ for the
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left and right of X0. This is shown in Figure 4.3 for both functions for the same conditions
as Figure 4.1 (8 nm FL and a current density of 1× 1012 Am−2 at 0 Kelvin). First, a full
fitting to the curve will obtain a value for X0 (along with the symmetric value for σ that is
rejected). Once X0 is determined, two more independent fitting optimisations are performed.
First for the range 0 ≤ t ≤ X0 to obtain a left side σL, then separately for t ≥ X0 to get the
right side σR. This produces a much improved fit when compared to Figure 4.1, where tanh
consistently provides a slightly better fit. The difference in the incubation, reversal and total
switching time extracted from the tanh function compared to the error function is ∆t < 10−3s
across all current densities and temperatures. Since this is lower than thermal noise, it largely
didn’t matter which function was chosen, as long as the anti-symmetric method is used. tanh
is utilised for the rest of this chapter when extracting relevant times.
Once a value for σL, σR and X0 have been found, obtaining the values for incubation, reversal
and total switching time follows the same process as the simple python script. The incubation
time is defined up until the magnetisation has increased to −0.98, and the reversal time is
from that moment until the magnetisation reaches 0.98. These points can be obtained exactly
from the tanh functions, and unlike the simple python script are unaffected by fluctuations in
the raw data, since the fitted tanh is a smooth plot. When the magnetisation reaches −0.98,
the time will be given by x = σL × tanh−1 (−0.98)+X0. Similarly, the total switching time
occurs when the magnetisation reaches 0.98 which is a time of x = σR × tanh−1 (0.98)+X0.
The reversal time is then the difference between these values.

4.2.2 Results

Initially, the trends and properties of spin transfer torque is studied in the absence of thermal
fluctuations. In this case, the free layers initial magnetisation direction is tilted at an angle
of 1◦ from the easy axis to allow for a minimum torque. The free layer is initialised with
its magnetisation direction along the -z direction, the opposite direction to the reference
layer. Each time-step in these simulations is 1×10−16 s using the LLG equation outlined in
chapter 2. Each run consists of 50,000,000 total time steps, so represents 5 ns of real time.
This length of time was a compromise on a reasonable amount of comparable data for the
tallest tower and appropriate computation resources. Using the University of York’s HPC
facilities, the tallest free layer in this study takes just under two days to complete a model of
5 ns STT switching. Longer timescales were possible by utilising the longer queue times
available on the HPC cluster, however this is not appropriate due to how many independent
simulations were required to span a reasonable range of current densities.
The evolution of the free layers magnetisation components against time present an initial
insight into the behaviours of the free layer during STT driven reversal. To uncover trends, a
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Fig. 4.4 The magnetisation of the free layer against time for a) the 8 nm free layer at
1(2)(3)×1012 Am−2, b) the 18 nm free layer at 4(5)(6)×1012 Am−2, and c) the 48 nm free
layer at 4(5)(6)×1012 Am−2.

range of current densities and free layer thicknesses were compiled together in Figure 4.4.
This consists of nine graphs in three columns, where column (a) is the smallest free layer (8
nm thick), column (b) is the second smallest free layer (18 nm) and column (c) is the tallest
free layer (48 nm). Proceeding down each column, the current density increases in steps of
1×1012 Am−2 as labeled on each plot. These free layer dimensions were chosen as they
present three unique reversal behaviours that will continue to be explored in this section. The
free layer thicknesses that are omitted at this stage (28 nm and 38 nm thick free layer) display
the same characteristics as the 48 nm free layer.
Firstly, column (a) of Figure 4.4 shows the evolution of the magnetisation for the 8 nm free
layer at 1(2)(3)×1012 Am−2. The lowest current density capable of initiating reversal in
under 5 ns at 0 K at these dimensions was 1×1012 Am−12. This is the reason for this choice
of lower current density. Spanning a small range of current densities is to observe trends, at
the lower end of current densities, where the increasing magnitude has the most effect on the
reversal times.
The magnetisation length, |M|, does not fluctuate at any of the presented current densities,
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suggesting a coherent rotation of the free layer. This is in agreement with the results presented
in chapter 3 studying the reversal mechanisms in a field [116]. It is still a worthwhile result,
however, to compare the STT reversal mechanism to the external field. At increasing current
densities, it is worth noting that the reversal mechanism is unchanged in the coherent case.
Similarly, the magnetisation Mx,y,z follows the expected characteristic shape of coherent
rotation even at increased current densities, suggesting the STT doesn’t force an alternate
reversal mechanism in the 8 nm free layer.
Specifically, the Mz curve does not fluctuate during reversal, instead presenting a smooth
transition. This indicates coherent reversal only in tandem with the |M| plot, as a linearly
propagated domain wall would also produce a smooth curve Mz. The out of plane components,
Mx and My, show a growing precession of the spins leading up to reversal, before rapidly
damping following reversal. As the increasing spin accumulation exerts torque on the atomic
spins, they will begin to precess, eventually inducing precession over the energy barrier. This
explain the anti-symmetry in precession either side of the reversal process.
Additionally, it is beneficial to see the speedup in the reversal as the current density is
increased. By eye, the total reversal when subjected to a current density of 1×1012 Am−2

takes ≈ 4 ns. Doubling the current density to 2×1012 Am−2 reduces the total reversal time
to ≈ 1.5 ns. To explore this further, switching times and reversal times are discussed in
subsequent plots. However, this preliminary insight suggests that once a sufficient current
density has been achieved, a small increase may yield significant improvement in performance.
This is essential for functioning PSA-MRAM, whereby a compromise of fast reversal and
low energy requirements are essential.
The next tallest tower in this study has an 18 nm thick free layer and the evolution of the
magnetisation is presented at current densities of 4(5)(6)× 1012 Am−2 in Figure 4.4 (b).
The current densities in this figure are larger than those just discussed in Figure 4.4 (a). The
reason for this, is that a minimum current density of 3.5×1012 Am−2 was required to initiate
reversal in under 5 ns. In addition, this tower displays evidence of incoherent reversal, so
a direct comparison between this and the 48 nm free layer is useful. The 48 nm free layer
requires a minimum current density of 4×1012 Am−2, only slightly above the 18 nm, so it is
appropriate to use the same range.
The most significant difference between the 18 nm free layer and the 8 nm free layer is the
reduction and recovery in the magnetisation length |M| around reversal times. This suggests a
shift from a coherent rotation and served as the motivation for this towers inclusion. However,
this precession is relatively small, reaching only as low as around |M|/Ms = 0.75 at the
largest current density. It is not clear from this data alone what the reversal mechanism
may look like, which provides motivation for snapshots of the reversal process presented



4.2 Switching Dynamics At 0 Kelvin 83

in subsequent figures of this section. This is, however, evidence that a more complicated
reversal mechanism is present that is distinctly not coherent.
Further, the Mz component is noticeably not a smooth curve, unlike the 8 nm free layer
in Figure 4.4 (a), with rapid fluctuations during the initial reversal. If the reversal in the
18 nm free layer was a simple domain wall propagating through the stack, the Mz of the
whole free layer would smoothly transition as the domain wall moves through the stack.
These rapid fluctuations in Mz are therefore evidence of precession in the magnetisation of
atomic sites independent of a domain wall motion. This also highlights the importance of
a section simulated in the absence of thermal fluctuations. With the inclusion of thermal
noise, fluctuations in Mz are expected, and this result may not arouse suspicion. In contrast,
observing these precessions at 0 K suggests that the STT mechanism is responsible for
these behaviours and merits further exploration. The reversal mechanism is not a simple
propagated domain wall.
Finally, Figure 4.4 (c) shows the evolution of the magnetisation from the 48 nm free
layer at 4(5)(6)× 1012 Am−2. These dimension also suggest incoherent reversal, but are
noticeably different to the 18 nm so are worth presenting. Firstly it is worth reiterating, that
the precession in the magnetisation length, |M|, is initial evidence of incoherent rotation.
Comparison to the 18 nm free layer in Figure 4.4 (b) shows the precession in |M| is much
larger at each current density. Though it still does not reach |M|/Ms = 0, it suggests that
this free layer is much closer to a simple propagated domain wall, and the complicated
precessional motion present in the 18 nm free layer are at least reduced at greater dimensions.
Again, it is not obvious from these figures what the complications in the reversal mechanism
may be and snapshots of the reversal process are required.
A second interesting change between the plots in Figure 4.4 (c) and Figure 4.4 (b) is the
nature of the precession in Mz at the start of the reversal. In the case of a 48 nm free layer,
these precessions are much larger in magnitude and there are fewer of them, before reversal.
As the current density increases, these begin to vanish, with only one small flick in the Mz at
a current density of 6×1012 Am−2. In contrast, the 18 nm free layer had rapid precessional
motion and many of them, but smaller in magnitude. They do also begin to vanish as the
current density increases, but are still present at 6×1012 Am−2. Since these results are at the
same temperature and current density, this reversal behaviour would seem to be dependent on
the shape anisotropy of the free layer. This behaviour has less of an impact at greater shape
anisotropy. It is an indication that while the taller towers are all incoherent reversal, there is a
transition in precise reversal behaviours. The 28 nm and 38 nm free layers show the same
large discontinuities as the 48 nm free layer at 0 K.
These results are potentially important considerations for design of STT-PSA-MRAM. It
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is already an industry consideration that the current density used in MRAM devices must
be a compromise of energy usage and performance. Too large a current can cause damage,
as well as negating the benefits of a non-volatile technology. Too small a current and the
performance will be unsatisfactory. These results show that, in addition to these well known
considerations, the current density directly impacts the reversal mechanism and subsequently
performance. As the current density is increased, something closer to a propagated domain
wall motion is observed, while complications occur at lower current density.
While the evolution of the magnetisation in time is useful for initial insight into the dynamics
for the STT mechanism, an analysis of the switching times will provide insight into the
performance characteristics. The effect of spin currently density on the switching times
for different free layer thicknesses was therefore systematically studied at 0 K. The total
switching time is split into the incubation time and the reversal time as discussed in
subsection 4.2.1 for improved insight into the trends and underlying physics. It is worth
reiterating that due to computational constraints, the results presented are only for free layers
reversal in under 5 ns total switching time. Thus, if the current density is not sufficient to
switch a given free layer in under 5 ns it is omitted.
First, the incubation time as a function of current density is presented in Figure 4.5 for the
different free layer thicknesses. During the incubation time, the spin polarised current from
the reference layer will tunnel across the MgO and a spin accumulation is built up in the free
layer. These initial dynamics will be slow due to a low torque before the spin accumulation
has had time to build up. Eventually, this spin accumulation will be sufficient to initiate
reversal in the free layer, which is the end of the incubation time. An initial observation in
Figure 4.5 is that the lowest current density capable of initiating reversal decreases as the
free layer thickness decreases. The 8 nm free layer requires a minimum current density of
1× 1012 Am−2 to initiate reversal, while the 18 nm free layer requires 3.5× 1012 Am−2,
the 28 nm requires 4×1012 Am−2 and the tallest two towers both require 4.5×1012 Am−2.
This is a consequence of the shape anisotropy of the free layer. A higher current density will
produce an increased spin accumulation at a faster rate, and this must provide a sufficient
torque to overcome the shape anisotropy. Since the taller free layers have greater shape
anisotropy, they will require a larger spin accumulation, and therefore a larger spin current
density, to initiate reversal.
A second observation, is that all height towers follow the same trend after the initial
reversal. This trend is characterised with a rapid initial reduction in incubation time with
increasing current density, eventually beginning to flatten out as a minimum incubation time
is approached. It was already clear in column a) of Figure 4.4 that the initial reduction in
incubation time for the 8 nm free layer is roughly halved when the current density doubles
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Fig. 4.5 Incubation times as a function of the current density for the different free layer
thicknesses. As the free layer thickness is increased a larger current density is required to
initialise and the incubation times are longer. This is due to the increased shape anisotropy,
which plateaus for the tallest towers. Increasing current density reduces incubation time
towards a minimum for the given shape anisotropy.

from 1×1012 Am−2 to 2×1012 Am−2. It is useful to plot the full range of current densities
in Figure 4.5 as it further shows that at a current density of around 3.5× 1012 Am−2, the
subsequent decrease in incubation time is < 10% for each increase of 0.5× 1012 Am−2.
The other free layers follow similar trends, where increasing the current density provides a
significant boost to the incubation time initially. Subsequently, when the current density has
increased by around 3×1012 Am−2 from it’s minimum current density, the subsequent gains
in incubation time fall to < 10%.
Finally, at any current density larger than 4.5× 1012 Am−2, all of the free layers studied
here are able to switch. This allows direct comparison of the thickness of the free layer as
a function of current density. At all subsequent current densities, the increase in free layer
thickness leads to an increase in incubation time, up to the tallest two which are almost
perfectly overlapping. This is also explained with the increasing shape anisotropy, since a
larger spin accumulation is required to overcome the larger shape anisotropy of the taller free
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Fig. 4.6 Reversal times as a function of the current density for the different free layer
thicknesses. As the current density increases the reversal time decreases. The smallest tower
is fastest since it is coherent, while the taller towers are slower and display evidence of
incoherent rotation.

layers. At any given spin current density, it will therefore take longer to build the appropriate
spin accumulation. This is in good agreement with the trends found in chapter 3 where the
tallest two free layers were shown to have reached an asymptotic maximum while the 28 nm
free layer is only slightly behind.
The second component of the total switching time is the reversal time, which is shown as a
function of current density in Figure 4.6. The reversal time is the time taken from the start of
the Mz reversal until the whole free layer has rotated. Once a sufficient spin accumulation has
been built during the incubation time, the reversal time is mostly dominated by the reversal
mechanism present. Comparison with Figure 4.5 shows that for all current densities and free
layer dimensions the reversal time is much faster than the incubation time. The general trend
of the reversal time with current density is seen to be the same as the incubation time. An
increase in the current density initially produces a significant speedup in the reversal time
before plateauing at higher current densities. This is an important observation, since this
suggests the current density directly impacts the reversal mechanism, since it has the ability
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Fig. 4.7 Total switching times as a function of the current density for the different free layer
thicknesses. The 8 nm free layer is significantly faster than the rest at any given current
density in addition to the ability to be switched a significantly reduced current density. This
is further evidence for a change of reversal mechanism between 8 nm and 18 nm. The
incoherent towers then converge as the free layer is increased further beyond 38 nm.

to cause faster magnetisation reversal. This is also outlines the importance of modelling in the
absence of thermal fluctuations, since thermal noise will also impact the reversal mechanism.
The smaller 8 nm free layer is again seen to be the fastest at all current densities, which is due
its coherent reversal mechanism. The taller towers all show evidence of incoherent rotation
and thus are expected to have slower reversal times as the wall must propagate through the
free layer. These incoherent towers follow the expected trend, with slightly slower reversal
times as the free layer grows larger, due to the domain wall having to travel further. However,
beyond 18 nm these plots are less smooth at lower current density, and become smoother at
larger current density. This may suggest a reversal that is more complicated than a simple
propagated domain wall at lower current densities. This further motivates the need for
snapshots of the reversal process from earlier results, as is not clear in this figure alone.
For completeness, Figure 4.7 shows the total switching time, which is the sum of the
incubation time and the reversal time, as a function of current density. The reversal time
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Fig. 4.8 Snapshots every 50 ps of the 8 nm free layer subjected to a current density of 5×1012

Am−2 at 0 K. The reversal is clearly seen to be coherent rotation as the free layer rotates
uniformly.

is significantly smaller than the incubation time but follows the same trend. It is therefore
no surprise that the total switching time is very similar to that of the the incubation time in
Figure 4.5. Nevertheless the observations from Figure 4.7 are outlined here. The 8 nm free
layer stands out as significantly different from the others. It requires a much smaller current
density for reversal (with total switching time < 5 ns) compared with all the other towers.
This would suggest that a coherent rotation would be ideal for designing the fastest or the
most energy efficient PSA-MRAM when reversed via an STT mechanism. The significant
gap between the 8 nm and and 18 nm is thus explained by a transition to an incoherent
reversal that will be explored further in subsequent results. Increasing the free layer thickness
further then reaches an asymptotic maximum, placing an upper cap on free layer thickness in
design of future PSA-MRAM of these dimensions.
Given the results so far, it is essential to understand the reversal process as the free layer
is increasing. To address this, snapshots of the reversal mechanism were created using
POV-Ray for the 8 nm, 18 nm and 48 nm free layers. The first is expected to be coherent,
while the latter two are incoherent. However, complications seem to be evident for the taller
towers with a further transition between the 18 nm and the 48 nm free layer. Since the STT
mechanism is significantly different to an applied field, it is well worth supporting these
observations with snapshots for confirmation. For all imaging presented, the snapshots were
produced every 1 ps for the full simulation, producing thousands of images. These images
were then converted into GIF format to see if any unexpected behaviours occurred. The
relevant separation of images were then selected to ensure the reader does not miss any detail.
Figure 4.8 shows snapshots of the 8 nm free layer subjected to a current density of 5×1012

Am−2 at 0 K. The snapshots are separated by 50 ps. The reversal mechanism is seen to be
coherent, with no noticeable or significant fluctuation. This supports the observations made
in the previous graphs of this section, whereby the magnetisation length |M| did not fluctuate
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Fig. 4.9 The z-component of the reduced magnetisation for the a) 18 nm free layer and b)
48 nm free layer at increasing current densities. The small flick in the graph disappears
as the current density reaches 8× 1012 Am−2 for the 48 nm free layer, while these small
fluctuations are present at all current density for the 18 nm free layer.

and the incubation and reversal times were smooth plots significantly faster than the taller
towers. The reversal time for the 8 nm free layer at this current density can be roughly seen
by eye in Figure 4.6 to be ≈ 0.2 ns which is consistent with the snapshots where it takes
around four snapshots to reverse the magnetisation direction.
All of the free layers with a thickness greater than 8 nm have displayed evidence of non-
coherent reversal. Further, this reversal often appears more complicated than just a propagated
domain wall, which served as major motivation for snapshots of taller free layers. To
demonstrate, the z-component of the reduced magnetisation (Mz/Ms) against time for the
18 nm and the 48 nm free layer is plot in Figure 4.9 (a) and (b) respectively for increasing
current densities. Again, these towers are chosen as the reversal mechanism appears to
transition above 18 nm. The small oscillations in the Mz component at 18 nm, and the larger
oscillations in the Mz component at 48 nm were highlighted as suspicious in the discussion
of Figure 4.4. These fluctuations are due to the precession in the Mz component and are
suggestive of complications to the reversal mechanism, since a simple propagated domain
wall would produce a smooth transition curve. The range of current densities displayed
in Figure 4.9 is larger, increasing to the maximum current density in this study (10×1012

Am−2). This is because, in the absence of thermal fluctuations, these behaviours must be a
consequence of the current density and thus worth exploring the trend as this is increased.
Interestingly, the 18 nm free layer shown in Figure 4.9 a) displays non-smooth curvature even
at increased current densities. This suggests that even at high current densities, free layers of
this dimension follow a non-linear incoherent reversal mechanism. In contrast, the 48 nm
free layer in Figure 4.9 b) shows that this oscillation disappears when the current density
is increased to around 8× 1012 Am−2. At current densities greater than this, the reversal
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Fig. 4.10 Snapshots of the reversal mechanism for the 18 nm free layer at 0 K subjected to a
current density of a) 5×1012 Am−2 and b) 8×1012 Am−2. The fluctuations at the top of the
free layer are still present even at high current density.

process appears smooth, suggesting the current density has overcome some complication in
reversal and transitioned to a simpler propagated domain wall.
To explore what this unusual behaviour consists of, snapshots of the reversal for both the 18
nm and 48 nm free layer are produced. These snapshots show the reversal under a smaller
current density of 5×1012 Am−2 and a larger current density of 8×1012 Am−2. The lower
current density is the lowest plot shown in Figure 4.9 while the higher current density was
chosen to be the first current density whereby the oscillation in Mz has disappeared for the 48
nm free layer. As with the 8 nm snapshots presented in Figure 4.8 a few thousands snapshots
were first compiled into GIF format to ensure the reader doesn’t miss any details.
Firstly, Figure 4.10 shows the reversal of the 18 nm free layer at (a) the lower current
density and (b) the higher current density. The snapshots are separated by 10 ps as the
oscillations between the top of the free layer and the bottom are easily visible on this time-
scale. Interestingly, there is a reversal attempt oscillating from the top and then the bottom of
the free layer before eventually reversing from the bottom of the free layer. The reversal at
the top of the free layer is able to hinder the progress of the domain wall from the bottom
of the free layer. This explains the rapidly fluctuating Mz in Figure 4.9 and explains why it
continues to oscillate between the top and the bottom until the spin accumulation is sufficient
to drive a domain wall the whole free layer.
The domain wall is eventually driven from the bottom of the free layer as this is where
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the largest spin accumulation is built up from the MgO. However, as some of the spin
accumulation continues through the free layer during the incubation period a smaller spin
accumulation is built up at the top of the free layer too. The top of the free layer has a loss of
exchange (on the surface) and additionally lacks any uniaxial anisotropy (unlike the bottom
monolayer of the free layer). Due to these shortcomings, the smaller spin accumulation built
at the top of the free layer is sufficient to initiate a small amount of reversal. However, it is
not quite enough to propagate a domain wall from the top down.
Comparing Figure 4.10 (a) and (b) it is interesting to note that the same behaviour is present
at higher current densities. The reversal is clearly faster, as it takes less snapshots for the
reversal to complete. The larger spin current density is able to build a sufficiently large spin
accumulation at the base of the free layer faster.
In contrast, the reversal of the taller 48 nm free layer at the same lower and higher current
densities are shown in Figure 4.11. Particularly, the Mz fluctuates with larger oscillations,
rather than the rapid oscillations as seen in Figure 4.9. The reversal behaviour is different,
where the reversal at the top and the bottom of the free layer do not oscillate, instead occurring
in tandem initially. For this reason, the snapshots are separated by 50 ps to make it easier to
see with no detail lost.
At the lower current density of 5× 1012 Am−2 seen in Figure 4.11 (a) the initial partial
reversal at the top of the free layer is still present. However, the central region of the free
layer does not reverse, which is due to the increased shape anisotropy of this taller tower.
The reversal from the top of the free layer travels only ≈ 20% into the free layer, compared
to the 18 nm case whereby it travels a much larger relative proportion. As a consequence, the
reversal from the bottom of the free layer does not suffer significantly from this interference
and begins the expected propagated domain wall in tandem. In other words, the reversal at
the top of the free layer does not cause significant hindrance to the domain wall from the
bottom until a propagating domain wall is well under way.
In Figure 4.11 (b) the current density is larger at 8× 1012 Am−2. The oscillations in the
Mz had disappeared in Figure 4.9 and indeed the fluctuation at the top of the stack is now
negligible. The reversal mechanism is now a propagated domain wall, thus the Mz curves
become smoother for greater current densities. This is because at higher current densities the
spin accumulation is large enough at the bottom of the free layer to produce a domain wall
before any significant incubation has built at the top of the free layer.
To further probe this unexpected reversal behaviours in the taller free layers it is useful to
explore what is happening to the spin accumulation as it progresses through the free layer.
Starting at the base of the free layer, the spin accumulation as a function of depth in to the free
layer are presented in Figure 4.12. The spin accumulation is layer resolved and is output at
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Fig. 4.11 Snapshots of the reversal mechanism for the 48 nm free layer at 0 K subjected to a
current density of a) 5×1012 Am−2 and b) 8×1012 Am−2. At the lower current density in
a), there is clear rotation of the magnetisation at the top of the free layer that is not present at
higher current density.

each time step in the same way as the snapshots (every 1 ps). This allows direct comparison
between the snapshots in Figure 4.11 and the spin accumulation in Figure 4.12. Figure 4.12
(a) is the spin accumulation of the 48 nm free layer at a current density of 5×1012 Am−2,
and (b) is at a current density of 8×1012 Am−2, as with Figure 4.11. To avoid an unclear
and untidy graph, the spin accumulation is plot every 100 ps rather than the 50 ps output rate
used for the snapshots. The start and end of switching, as labelled on Figure 4.12 correspond
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Fig. 4.12 Spin accumulation through the depth of the free layer for the 48 nm free layer at a
current density of a) 5×1012 Am−2 and b) 8×1012 Am−2. The start and end of switching
correspond to the first and last snapshot in Figure 4.11, every t = 100 ps is thus every other
snapshot.

to the first an final snapshot in Figure 4.11 for a given current density. Every 100 ps therefore
corresponds to every other snapshot.
Focusing first on the lower current density, Figure 4.12 a), it is clear how the spin accumulation
corresponds to the snapshots. At the base of the free layer (an easy axis depth of 0 nm)
the spin accumulation grows with every 100 ps. At around t=300 ps the spin accumulation
becomes positive, meaning more spin up than spin down electrons are present at the base
of the free layer. At this point a domain wall rapidly propagates through the stack, thus at
t=400 ps the positive spin accumulation reaches nearly halfway into the free layer ≈ 23 nm.
Interestingly, the spin accumulation is almost symmetrical in magnitude from the base of
the free layer to the top for the first 300 ps. The spin accumulation at the top of the free
layer in this time does not build up into the positive regime, thus is not able to drive its own
propagated domain wall. This does explain the significant fluctuation in the magnetisation at
the top of the stack observed in Figure 4.11 however.
Focusing now on Figure 4.12 b), the free layer is subjected to a much larger current density
and the spin accumulation follows a different pattern. There is still some symmetry in the
spin accumulation for the first 300 ps, however at this stage the spin accumulation is not
large enough to initiate any noticeable reversal. At such large current densities, the spin
accumulation at the base of the free layer is large enough to initiate reversal before it reaches
the top of the free layer. This is why a simple propagated domain wall is observed without
any fluctuation at the top of the free layer.
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4.3 Switching Dynamics With Finite Temperature

From chapter 3, the inclusion of finite temperature effects was shown to be vital for continued
study of PSA-MRAM. Thermal fluctuations were found to partially drive the reversal
mechanism in an applied field. While this chapter induces reversal via STT rather than
an external field, a significant impact from thermal fluctuations on the reversal mechanism is
still expected. This section therefore details the results of STT reversal at finite temperature.
Firstly, the process of averaging with different starting seeds is outlined, as it is necessarily
different to the averaging outlined in subsection 3.2.1. Then the systematic trends at finite
temperature are presented and discussed. Finally, these are related to the behaviours and
trends observed in the absence of temperature in the previous section.

4.3.1 Averaging

Much like the hysteresis results presented in subsection 3.2.1, the random nature of thermal
fluctuations results in a range of possible switching pathways. To reiterate what was discussed
in chapter 3, to emulate a stochastic thermal field VAMPIRE uses a sequence of pseudo-
random numbers with a Gaussian distribution. By changing the starting seed, a unique
sequence of numbers is produced, resulting in an independent evolution of the magnetic spins
due to thermal fluctuations. For all of the results presented in this section, they are an average
of forty independent simulations with different starting seeds. Since there are forty runs at
every current density and every free layer thickness, this section presents results at 150 K,
300 K and 450 K. This number of data points is sufficient to see general trends across the
functional temperature range of PSA-MRAM without being computationally unreasonable.
For clarity, thermal averaging is demonstrated in Figure 4.13 for the 8 nm free layer at 300
K subjected to a current density of 1×1012 Am−2. Clearly, a unique evolution of thermal
fluctuations results in a completely independent reversal suggesting reversal is partially driven
by temperature as expected. This also supports the requirement for the previous section
of results in the absence of thermal fluctuations, as it would be difficult to discern thermal
effects from spin torque effects without separate presentation. Much like the previous section,
it is beneficial to extract an incubation time and a reversal time at finite temperature. This
is achieved by fitting the tanh function as outlined in subsection 4.2.1 to each of the forty
runs to find an incubation time and reversal time for that individual run. These times are
then summed and averaged, and the averaged values will constitute the data points for that
given current density, free layer thickness, and temperature. An averaged tanh plot is added
to Figure 4.13 using the average value of σ and X0 from all forty runs.
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Fig. 4.13 Forty independent runs of the 8 nm free layer at 300 K subjected to a current density
of 1×1012 Am−2. Overlaying these is an averaged tanh function after fitting tanh x−X0

σ
to

each of the forty curves.

This process is repeated at every current density, free layer thickness and temperature
increment to systematically present the results of this section. As with the 0 K results, the
current density will increase in steps of 0.5×1012 Am−2 over the range 0.5×1012 ≤ je ≤
10×1012 Am−2, with the free layer thicknesses of 8 nm, 18 nm, 28 nm, 38 nm, 48 nm. With
forty simulations at each data point, and three temperature values modelled, this results in
12,000 runs and took a significant amount of computational resources and time.

4.3.2 Results

For ease and clarity, the results at finite temperature are presented in two stages, since there
are two variables (current density and temperature). Firstly, fixing the temperature, the trends
as the current density is increased are explored, as in subsection 4.2.2. This is systematically
repeated for 150 K, 300 K and 450 K. Secondly, fixing some current densities, the trends with
temperature are explored. Plotting these independently and presenting separate discussion
was found to provide greater clarity and insight. Since finite temperature requires forty
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independent simulations at each temperature and each current density data point, this section
required significant computing time on the HPC. This is why only three temperatures were
modelled, where ideally smaller temperature increments would provide smoother data to
better see trends. As with subsection 4.2.2, up to 5 ns of time are modelled, since any longer
timescales would require prohibitively large computation time. All runs start with all atomic
sites anti-aligned with the reference layer along the −Mz direction. There are then 10,000
equilibration steps, during which no statistics are taken and the spin current is not applied.
To start with, the incubation and reversal time as a function of current density are presented
in Figure 4.14 while temperature is fixed at 150 K, 300 K and 450 K. This approach allows
further exploration of the effects of current density as the thickness of the free layer decreases
following subsection 4.2.2.
Firstly, the first column of Figure 4.14 shows the incubation time against the current density
at 150 K, 300 K and 450 K. The same general trend is present at each temperature increment.
The 8 nm free layer is significantly faster than the larger free layers, with the 28 nm free
layer slightly larger and the taller three thicknesses reaching an asymptotic maximum. It is
worth noting, that while the tallest three free layers are not completely overlapping, the small
discrepancy between the plots is due to the thermal fluctuations. These trends in incubation
time at finite temperature are the same trends that were observed in Figure 4.5. At a fixed
temperature, therefore, any increase in current density will initially speedup the incubation
time, before reaching a minimum incubation time. The following discussion for incubation
times will therefore echo earlier discussion at 0 Kelvin.
The 8 nm free layer is known to display coherent rotation, and so is discussed independently
from the taller towers. The incubation time is the time taken to build a sufficient spin
accumulation in the free layer to initiate the reversal process. In this sense, the spin
accumulation built will be sufficient for coherent rotation once the spin torque can overcome
the shape anisotropy. The 8 nm free layer has significantly reduced shape anisotropy
compared to the taller free layers as outlined in chapter 3. This can explain the lower
incubation time, and similarly explains why the 8 nm free layer may be switched at reduced
current densities as low as 0.5×1012 Am−2. Increasing the current density rapidly reduces
the incubation to a converging minimum incubation time of < 0.15 ns.
The incubation time for the 18 nm free layer is larger than the 8 nm free layer at all current
densities and at each temperature increment. This is a particularly interesting free layer
dimension, as the incubation time sits between the coherent 8 nm free layer and the taller
three towers of this study. The reversal can be triggered with a current density as low as
1.5×1012 Am−2, and with increased current density the incubation time plateaus around
≈ 0.3 ns. In the range of current densities studied, the flattening curve has not quite reached
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Fig. 4.14 Incubation time (left) and reversl time (right) as a function of current density at
three fixed finite temperatures.

its asymptote yet, but by the maximum current density the incubation time is < 0.35 ns in all
three graphs.
The tallest three towers overlapping incubation times is an interesting result, and is consistent
at each temperature. These taller towers require an even larger minimum current density of
3.5×1012 Am−2 to initiate reversal. Again, the plot is beginning to plateau at the maximum
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current density of this study, with an incubation time of ≈ 0.6 ns. As with the 18 nm free
layer, the actual minimum incubation time has not been reached in this range of current
densities.
These trends in incubation time can be largely explained with the shape anisotropy of the
free layers. The 8 nm free layer has a significantly lower shape anisotropy, since its thickness
is only slightly larger than its diameter (5 nm). As a result, a modest spin accumulation is
capable of providing sufficient torque to initiate reversal. In contrast, the 18 nm has increased
shape anisotropy and thus requires a larger spin accumulation. A particularly suggestive
piece of evidence is the overlapping of the tallest three free layers. This is in tandem with
these PSA-MRAM dimensions plateauing of shape anistropy, thus they all require the same
spin accumulation to initiate a reversal process [116]. Since the incubation time is entirely
before any complicated reversal behaviours, these trends are expected and easily accounted
for.
Secondly, the second column of Figure 4.14 shows the reversal time against the current
density at the same temperature values of 150 K, 300 K and 450 K. Once a sufficient spin
accumulation has been built in the free layer, the reversal time is then mostly dependent upon
the precise reversal mechanism for that stack. For this reason, the differing reversal time
observed for the 8 nm free layer compared to the taller free layers was expected. The 8 nm
free layer is the only one in this study to exhibit coherent rotation, while all other free layers
exhibit incoherent rotation. This will necessarily lead to different reversal times. However,
following the complicated reversal procedures outlined at 0 Kelvin, the reversal times of the
taller free layers at finite temperature are worth exploring.
An interesting and unexpected trend is observed for the reversal times of the taller four towers
(18nm - 48 nm), which display incoherent rotation. The 18 nn and 28 nm thick free layers
appear to follow identical trends, while the taller two towers follow a distinctly separate trend.
Further, the smaller two free layers have slower reversal times than the taller free layers until
high current densities. At sufficiently high current densities, all four of these incoherent free
layers converge on similar reversal times. By eye, they appear to converge at lower current
densities at 150 K compared to 300 K and 450 K, though plots of the temperatures is shown
in a subsequent figure. These observations are in agreement with the complications in the
reversal process at 0 Kelvin. This is a particularly interesting result, however, because in
the absence of the oscillating reversal mechanism the reversal time would be expected to
decrease with decreasing volume. This expected result would be due to the distance the
domain wall would have to propagate.
At 0 Kelvin, the top of the free layer was found to partially reverse and interfere with
the domain wall from the bottom of the free layer. Further, only the 18 nm free layer
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was small enough to suffer from oscillations at the top and bottom, whereas the taller
towers simultaneously had movement at the top and the bottom. The domain wall was
not significantly hindered once initiated in these taller towers. This becomes the basis for
explaining what is observed in Fig. 4.14. At finite temperature, any domain wall propagation
is known to be partially thermally driven. As a result, the small reversal at the top of the
free layer may propagate further down the stack than it did in the 0 Kelvin case. Thus, the
reversal from the top is able to inhibit the domain wall propagating from the bottom even
deeper into the free layer. This explains why the 28 nm free layer now agrees with the 18
nm free layer, while at 0 Kelvin only the 18 nm free layer oscillated between the top and
the bottom. The thermally driven boost to the reversal at the top results in the 28 nm free
layer not being thick enough to produce a propagated domain wall as easily. Meanwhile, the
tallest two free layers still have sufficient separation between the reversal at the top and the
actual domain wall from the bottom that the majority of the free layer may reverse before
interference. As with the 0 Kelvin case, at increased current density the domain wall can
propagate from the bottom before any significant build-up at the top of the free layer, thus
the reversal times begin to converge.
As with the 0 Kelvin case, some snapshots of the reversal process help to aid intuition.
Therefore snapshots of the reversal time at 300 K for growing free layer thicknesses are
shown in Figure 4.15 at a current density of 5×1012Am−2. This lower current density is low
enough that the taller tower and the smaller towers are still on distinctly different pathways,
while being large enough to reverse in a sensible number of snapshots. Again, a GIF of these
reversal mechanisms were first produced to ensure the reader captures the key details. These
snapshots in Figure 4.15 are for (a) the 8 nm free layer, (b) the 18 nm free layer and (c) the
48 nm free layer.
Figure 4.15 (a) is included for completeness, demonstrating the 8 nm free layer still undergoes
coherent rotation at finite temperature. These snapshots are separated by 50 ps. This free
layer is the only one to undergo coherent rotation in this study, which is supported by its
distinct reversal and incubation time patterns in Figure 4.14.
The reversal of the 18 nm free layer is shown in Figure 4.15 (b) to explain the observed trend
for both the 18 nm and 28 nm free layer in Figure 4.14. To be clear, at finite temperature
both of these dimensions have the same reversal behaviours. Since the reversal is slower than
the other towers at this current density and temperature, the snapshots are separated by 10
ps as indicated on the figure. Further, the oscillating partial reversal at the top and bottom
has already been ongoing for around 0.1 ns before the first snapshot. The latter part of the
reversal is shown to demonstrate how far into the free layer the partial reversal at the top
may propagate. The reversal at the top of the free layer propagates around halfway into the



100 Dynamics of STT-PSA-MRAM

a

c

b

(50 ps)

(50 ps)

(10 ps)

Mz
+1

-1

0

Fig. 4.15 Snapshots of the reversal mechanism for the a) 8 nm free layer, b) the 18 nm free
layer and c) the 48 nm free layer at 300 K. In all case, the current density is 5×1012Am−2.
The smallest tower is coherent, while the taller towers are incoherent. The inhibiting
oscillating reversal is present in the 18 nm free layer, while the tallest tower does not suffer
significantly from this behaviour.

free layer before finally propagating from the bottom for the full reversal. This is significant
interaction between the reversal at the bottom and top, leading to slower reversal times for
these heights.
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Finally, Figure 4.15 (c) shows the 48 nm free layers reversal, which is identical to the 38 nm
free layer. Since the reversal for these free layers does not contain as much complication,
these snapshots are presented separated by 50 ps as indicated on the figure. A small amount
of reversal at the very top of the free layer is still visible, as in the 0 Kelvin case. The
vast majority of the free layer is unaffected by the reversal from the top of the stack due to
the increased shape anisotropy of the taller towers. The domain wall then propagates from
the bottom of the free layer, and progresses mostly unhindered through the stack. These
snapshots collectively support the insight from Figure 4.14. They also further show the
complicated incoherent reversal observed in the 0 Kelvin case.
The results discussed and shown in Figure 4.14 explored the trends of current density at fixed
temperature. It is also beneficial to explore the effects of temperature, which is achieved
by keeping the current density constant. Therefore, in Figure 4.16 plots the incubation and
reversal time against the temperature at fixed current densities of 3.5×1012 Am−2, 5×1012

Am−2 and 10×1012 Am−2.
Again starting on the left column of Figure 4.16, the trend of the incubation time with
temperature is explored. In all plots, the incubation time is decreased as the temperature
increases. This is because the increased thermal fluctuations provide pathways for the free
layer to cross the energy barrier. chapter 3, in addition to other studies on MRAM [82, 61, 76],
have shown that thermal fluctuations begin to drive the reversal mechanism at increased
temperature. Since increased thermal fluctuations decrease the amount of spin torque required
to initiate reversal, the spin accumulation takes less time to build to satisfactory levels.
It is worth outlining that while the incubation time of the 8 nm free layer appears relatively
flat at all current densities in Figure 4.16, it is decreasing by a significant amount. At 450
K its incubation time has decreased by around ≈ 50% compared to 0 K at a current density
of 3.5×1012 Am−2 (from around ≈ 0.4 ns to ≈ 0.2 ns incubation time). The decrease in
incubation time at a current density of 5×1012 Am−2 is similar, dropping by around ≈ 46%
incubation time by 450 K. At a large current density of 10× 1012 Am−2 the incubation
time only drops by around ≈ 30%, suggesting the current density begins to dominate the
incubation time and the thermal fluctuations play less of a role. This same general trend is
also observed for the 18 nm free layer, with very similar percentage decreases.
The tallest three towers again appear to be reaching an asymptotic maximum, though the 28
nm free layer is slightly reduced compared to the 38 nm and 48 nm free layers. This is due to
the shape anisotropy, as discussed in previous figures. The reduction in the incubation time
as temperature increases from 0 K to 450 K is also less than the smaller towers, decreasing
only around ≈ 20%−30% at a current density of 3.5×1012 Am−2. This then drops further,
with the incubation time dropping by around ≈ 10%−15% at a current density of 5×1012
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Fig. 4.16 Incubation time (left) and reversal time (right) as a function of temperature at three
fixed current densities.

Am−2 and ≤ 10% at a larger current density of 10×1012 Am−2. This can be explained as
a significant growth of shape anisotropy as the free layer thickness increases, and thus an
increase in the thermal stability. As a result, the current density alone becomes the dominant
factor in reversal over temperature for the taller towers in comparison to the smaller towers.
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Finally, the second column of Figure 4.16 is compared, which plots the reversal time
against the temperature at fixed current densities of 3.5(5.0)(10.0)×1012 Am−2. Two key
observations are; the decreasing reversal time for taller towers and the increasing reversal
time as temperature increases. Both of these are unexpected results and are explained with
the insight into the complicated incoherent reversal mechanism outlined thus far. It is easier,
however, to see the temperature dependence of this behaviour in this figure compared to
Figure 4.14.
The reversal time for the 8 nm free layer increases very slightly from 0 K to 450 K at a
low current density of 3.5×1012 Am−2 (increasing by around < 0.04 ns. At a much larger
current density of 10×1012 Am−2, the increase in reversal time is even smaller at around
< 0.02 ns. This is small enough to be within thermal noise and thus the reversal time for
the coherent free layer can then be considered unchanged at finite temperature. A coherent
rotation is somewhat simpler, in that the increased thermal fluctuation don’t have much
significant impact on the reversal mechanism once it is underway (i.e. after the incubation
time).
It is easiest to discuss the taller free layer at each current separately. For this discussion, the
8 nm free layer is now ignored, as the focus is now on the incoherent reversal. At a current
density of 3.5×1012 Am−2 the reversal time decreases steadily as the free layer increases
in thickness at any temperature. The taller free layers did not reverse at this lower current
density, which is why they start at 150 K. This counter-intuitive phenomena whereby the
smaller towers reverse slower was also discussed in Figure 4.14. It is due to the reversal at
the top of the free layer having a larger relative hindrance on the domain wall propagation
for the smaller free layer compared to the taller ones.
Additionally, it is now also clear that the relative impact of the thermal fluctuations is much
less for the taller free layers. For example, from 150 K to 450 K, the reversal time for the 48
nm free layer increases by ≈ 0.1 ns. In contrast, the 38 nm free layer increases by ≈ 0.12 ns,
and the 18 nm by 0.2 ns. An anomalous result is the 28 nm free layer, which jumps up at
450 K. This is a benefit of expressing the data both at fixed current and fixed temperature
in this section. The reason for this jump, is this free layer is transitioning between the two
incoherent behaviour at this increased temperatures. At this smaller current density, the 28
nm free layer behaves more like the 38 nm and the 48 nm free layer at 150 K and 300 K. At
these temperatures, and this low current density, the fluctuations at the top of the stack do
not propagate enough into the free layer to cause significant oscillations. As temperature
increases, however, the thermally driven reversal from the top becomes more significant and
the reversal mechanism will transition. This was much less obvious in Figure 4.14, though it
is visible that the 28 nm free layer isn’t quite overlapping with the 18 nm free layer until 450
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K.
Continuing to focus on the taller free layers, at a current density of 5× 1012 Am−2 it is
now seen that the smallest two free layers follow the same trend at all temperatures, and the
taller free layers follow a differing one. This effect was alluded to earlier in Figure 4.14,
but comparison between this current density and 3.5×1012 Am−2 offered fresh insight. At
this increased current density, the spin accumulation reaching the top of the free layer is
sufficient to force the 28 nm free layer to behave like the 18 nm free layer. It is interesting
to note that this behaviour is both current and temperature dependent. As a result, both the
operational temperatures and the current density used would have to be considered for future
STT-PSA-MRAM designs and optimisation.
Finally, at a current density of 10×1012 Am−2 all of the taller towers are roughly converged.
This current density is sufficiently large create a propagated domain wall from the bottom of
the stack before any significant accumulation can build at the top of the stack to reverse the
process. It is still not quite perfect, as the 18 nm free layer still displays noticeable fluctuation
even at this increased current density, as seen in Figure 4.9.

4.4 Summary

In this chapter, the reversal mechanism of 5 nm diameter PSA-MRAM subjected to a STT
mechanism are systematically explored at growing current density, temperatures, and free
layer thickness. The current density was increased from 1− 10(×1012 Am−2), while the
temperature was increased from 0 - 450 K, spanning the operational temperature range.
It was found that when the free layer is reduced to 8 nm thick, the reversal is coherent
regardless of temperature or current density. The incubation time and reversal time are
rapidly decreased with increasing current densities for this tower dimension. Increasing the
temperature reduces the incubation time even further, while having negligible effect on the
reversal time. Increasing the free layer thickness to 18 nm sees a transition to a complicated
incoherent reversal. Particularly, the relative lack of shape anisotropy leads to fluctuations in
the magnetisation at the top of the free layer. This is able to inhibit the domain wall from
the bottom of the free layer, presenting an oscillating effect before eventually reversing via a
propagated domain wall. This behavior was present at these dimensions for all current density
and temperature and leads to slower reversal times than the taller towers, which gets worse at
increasing temperatures. The 38 nm and 48 nm free layer also display small fluctuation at
the top of the stack, but this is neither significant enough to produce oscillations, nor is it
present at all current densities. Increasing the current density eventually leads to a smooth
propagated domain wall for these taller towers. Finally, the 28 nm free layer demonstrates a
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transition from one mechanism to the other. It follows the trend of the taller towers at 0 K,
and at 150 K and 300 K if the current density is low. At increased temperature of 450 K, or
increased current density, this dimension follows the trends of the 18 nm free layer.





5

Calculation of the energy barrier for PSA-MRAM
using Constrained Monte Carlo

One of the most important parameters to determine for the design of magnetic storage device
such as MRAM is the dimensionless thermal stability factor ∆. This determines the data
retention of the device and should be ∆ > 60 to satisfy industry requirements of a 10 year
retention time. The thermal stability is given by ∆ = KuV

kBT , where the numerators product
KuV is the energy barrier separating one magnetisation state from another in a uniaxial
system. In PSA-MRAM, the energy barrier is dominated by the shape anisotropy, with a
small additional impact from the uniaxial anisotropy at the MgO barrier. In this chapter,
the energy barrier for the free layer is obtained by means of the constrained Monte Carlo
method outlined in chapter 2. Using this, the thermal stability as a function of temperature
and free layer thickness is presented. From results in chapter 3 and chapter 4 it is evident
there is a transition from coherent to incoherent reversal of the free layer as the thickness of
the free layer is increased. To address this, a constrained method that resembles incoherent
reversal is utilised for the taller towers, and one for coherent reversal is used for the smallest
tower. The choice of constraint is significant, so two such approaches are presented for
the incoherent method. Firstly, a method referred to as the nucleation method is presented
though in its current state does not produce good results. Secondly, a double constraint
method is presented with more reasonable results for the incoherent reversal. Finally, this is
then followed by a section whereby the free layer is forced to coherent rotation. Previously,
there has been significant interest in the energy barrier and thermal stability of in-plane
MTJ devices [135–137], but comparatively little on PSA-MRAM structures. An atomistic
model of these structures capturing finite size and thermal effects is essential to support to
the micromagnetic and experimental approach studied thus far [138].
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5.1 Nucleation

Throughout this work, the free layer is studied at five thicknesses, 8 nm, 18 nm, 28 nm, 38
nm and 48 nm. Of these, all but the 8 nm free layer display incoherent reversal behaviour.
This is an important consideration, as for non-uniform reversal the energy barrier should
follow a distinctly different curve to the coherent case. Care must therefore be taken when
choosing a constraint method for the free layer. In this section, the energy barrier is obtained
from simulation of an incoherent reversal for all towers (including the 8 nm free layer). It
is expected that the 8 nm free layer should be anomalous, while the taller towers will be
compared to experimental and analytical trends. This is the first of two attempts to model
incoherent reversal, where the second is found in section 5.2. This section constrains the top
of the free layer to insert a domain wall at the top, which is then allowed to propagate down
the stack.

5.1.1 Method

For all the results in this section, the system is first equilibrated for 100000 Monte Carlo
steps, then statistics are taken over 2000000 further Monte Carlo steps. The majority of the
tower structure is modelled using the adaptive Monte Carlo outlined in subsection 2.2.1,
including the CoPt layers and the reference layer. Only the nominated sections of the free
layer are modelled with the constrained Monte Carlo method (a more detailed outlined of the
method is found in subsection 2.2.2. An outline of the procedure is presented below, which
is then repeated at 150 K, 300 K and 450 K to obtain a range of results. As with the results
found in chapter 4, this range of temperatures spans the majority of operational temperatures.
While smaller temperature increments would be ideal, the results presented in this chapter
required significant time and resource.
To obtain a value for the energy barrier, the constrained Monte Carlo method is used on some
layers in the free layer. The torque for these layers will therefore not vanish. By sweeping
through constraint angles from 0◦− 180◦, the restoring torque as a function of constraint
angle is produced. Integrating this will provide the energy barrier for the free layer, which is
subsequently used to calculate the thermal stability factor.
To explore the energy barrier for the incoherent reversal mechanism via nucleation, several
layers at the top of the free layer are constrained to mimic a domain wall insertion. These
layers are constrained at 10◦ increments from 0◦−180◦, while the rest of the free layer is
always initialised along the +z easy axis. The large number of equilibration steps and Monte
Carlo steps is thus to allow the free layer to evolve from a forced domain wall at the top to a
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Fig. 5.1 Snapshots every 30◦ demonstrating the 8 nm at the top of the free layer that are
constrained. The rest of the free layer then evolves using the adaptive Monte Carlo method.

propagating domain wall. The restoring torque after evolving is then dependent on the depth
of propagation of a domain wall, which itself depends on the starting angle of the constrained
layers. Snapshots of the starting conditions every 30◦ for the tallest tower (48 nm free layer)
are shown in Figure 5.1 for clarity. The rotating layers at the top are constrained to their
respective angle θ , while the rest of the free layer is allowed to evolve.
Since it has been shown that the 8 nm free layer rotates coherently, the thickness of the
constrained section is 8 nm for all the taller towers. In the 8 nm free layer, the constrained
layers are only 4 nm, as a special case. This is forcing a domain wall into a free layer that
does not naturally form one, and acts as an interesting test of this approach. This should
present a larger energy barrier than expected, since it is not favourable to force a domain wall
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into these dimensions.
After the equilibration steps and the final Monte Carlo step has completed, the averaged
magnetic properties are assumed to be in the final state. This final state is what is used to plot
the results in this section. As with the previous chapters, thermal fluctuations lead to a unique
evolution of the spin states and an average is required. All results presented in this chapter
are therefore an average of forty independent runs, each with a different starting seed.

5.1.2 Results

Firstly, the averaged z-component of the magnetisation of the non-constrained free layer
is presented as a function of the constraint angle at 300 K in Figure 5.2. At small angle
constraints (< 30◦), the averaged magnetisation is just less than one, demonstrating the spins
are not aligning with the constrained layer. The fractional reduction from Mz = 1 is due to the
thermal fluctuations alone. The torque exerted on the free layer at small angle is not sufficient
to propagate a domain wall. Increasing the constrained angle further continues to increase
the torque between the constrained layers and the free layer. At a critical angle, the torque
becomes sufficient to begin driving a domain wall down the free layer stack. As expected,
this critical angle increases as the free layer thickness increases due to the increased shape
anisotropy. The shape anisotropy provides stability, which increases the resistance to the
domain wall propagation so a larger torque is required.
There is further complication however, since if the shape anisotropy alone was dictating the
reversal, the taller towers would be expected to be closer to overlapping. A small discrepancy
would be present since the domain wall has further to travel for the taller free layer, so its
transition from Mz = 1 to Mz =−1 would follow a slightly longer path. However, in our data,
the critical constraint angle that initiates reversal is clearly different between the taller free
layers. This is a consequence of the method used, whereby the reversal mechanism in the
free layer hasn’t completed before the final step. There are two alternative methods that could
fix this discrepancy. The first is to do more Monte Carlo steps per run, allowing the domain
wall to propagate the maximum distance based upon the torque. This was not possible as the
large number of Monte Carlo steps utilised already requires significant computing time. The
second, is to produce a checkpoint of the magnetisation direction for every spin at the end of
each constraint angle. Taking this checkpoint of spin direction and then feeding this as the
starting position for the subsequent constraint angle means significantly less equilibration
would be required. This is also problematic for computing time, since each constraint angle
would have to be submitted sequentially. The method used in this study allows each angle
constraint to be run independently, saving significant time.
Ultimately, this problem leads to false results for this method and must be overcome with one
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Fig. 5.2 The Magnetisation of the non-constrained bulk of the free layer against the constraint
angle of the constrained section. As expected, the 8 nm free layer is not behaving, while the
taller towers are following incoherent reversal mechanisms.

of the two solutions outlined above for further study. The results presented in this section are
are still presented as a comparison between this method and the alternative method outlined
in section 5.2.
Finally, the 8 nm free layer does not undergo reversal under this method, so is rejected from
further plots in this section. As mentioned, this free layer was constrained for only 4 nm,
allowing the other 4 nm to evolve with the domain wall forced in exactly halfway. This
was expected to fail, since this is much smaller than a domain wall should be. At these
dimensions, the free layer does not undergo incoherent reversal normally, and forcing a
domain wall is unnatural. The thermal stability for these reduced dimensions will instead be
presented in (section 5.3).
As outlined in subsection 2.2.2, the Helmholtz energy is obtained via integration of the
torque curves with respect to constraint angle. The angle is constrained away from the easy
axis along the x− z plane by default, so the y-component of the restoring torque against the
constraint angle is presented in Figure 5.3 a) at 300 K. Integration of the angular dependence
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Fig. 5.3 a) the y-component of the restoring torque as a function of constraint angle at 300 K
and b) the thermal stability factor, found by integrating a) and dividing by kBT .

of the torque provides the free energy, which divided by kBT provides the thermal stability.
The corresponding thermal stability is shown in Figure 5.3 b).
In Figure 5.3 a), the torques are initially overlapping for all free layer thicknesses. The
torque curves are best explained by comparison with Figure 5.2. At low angle, the domain
wall is not propagating as seen in Figure 5.2. The torque between the constrained section
and the bulk of the free layer is therefore increasing as the angle increases. By a constraint
angle of ≈ 60◦, the evolution of the free layers magnetisation begins to differ between the
growing free layer thickness. Once the constraint angle is sufficient to cause domain wall
motion in the rest of the free layer, the torque rapidly flips to the opposite sign for the 18
nm free layer. This is because once the domain wall propagates to the bottom of the stack,
the bulk of the free layer will then be aligned along the Mz =−1 direction. The top of the
free layer, however, remains at its constrained angle so will continue to have torque until it
is also aligned in this direction at 180◦. The 18 nm free layer is seen to do this, while the
28 nm free layer follows a reduced path, the 38 nm free layer has a very small change, and
the 48 nm free layer does not flip sign. The 48 nm free layer only manages to propagate a
domain wall completely through the free layer stack on the final constraint angle. At this
point, the constrained section is at an angle of 180◦ and the free layer reverses to Mz =−1,
so the torque drops to zero. The middle towers, with a 28 nm and 38 nm free layer follow
the same explanation as the 18 nm free layer, but they require a larger constraint before the
free layer reverses. Consequently, the constraint angle is closer to Mz =−1, so the torque is
relatively smaller.
If these results were correct, all of the taller towers would follow the same path as the 18 nm
free layer. They would propagate a domain wall when the angle reaches 90◦ and thus would
flip sign allow the same path. The inability of the taller towers to propagate a domain wall
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until very large constraint angle is a consequence of this method. With a much larger number
of Monte Carlo steps, or the use of check pointing each constraints final state to feed into
the next angle, these results would likely become viable. This will require more time and
further study to confirm. Due to this problem, which was also identified in the discussion of
Figure 5.2, the thermal stability factors in this section must be rejected.
In Figure 5.3 b), the curves are the result of integrating the curves in Figure 5.3 a) and
dividing by kBT . The integration is performed with the composite Simpson’s rule given by

∫ b

a
f (x) = dx =

h
3
[ f (x0)+2

(n/2)−1

∑
j=1

f (x2 j)+4
n/2

∑
j−1

f (x2 j−1)+ f (xn)] (5.1)

where the step size h is given by

h =
b−a

n
(5.2)

and n is the number of points. The thermal stability factor is then extracted as the maximum
point on the curve. With the suggested improvements to this method, all of these curves
should have a similar shape to the 18 nm curve. They should rise to a maximum value which
is the thermal stability factor, before reducing again symmetrically. Even the 18 nm free layer
should reduce back down to closer to 0 by θ = 180◦. The taller towers would be expected
to follow the same shape, but with a higher or lower peak depending on their own thermal
stability.
Nonetheless, the thermal stability at 300 K can be compared with those found via a macrospin
model by Perrissin et. al. for PSA-MRAM structures [138]. That study found the thermal
stability plateaus at ∆ ≈ 80 for 5 nm diameter devices and free layer thickness greater than
≈ 40 nm. Below this thickness the thermal stability rapidly drops for such small diameters.
These studies differ slightly, since the free layer in that study used a thin CoFeB layer coupled
to a much larger Co layer. It is reasonable to expect the tower structures in this study are very
similar however. Additionally, atomistic studies capture finite size and surface effects that
micromagnetic studies cannot, so small discrepancy is expected. For all cases, this method
has predicted thermal stability factors that are larger than that found in other studies. These
values should be rejected given the failure of the method to initiate reversal as hoped.
This process was repeated at 150 K and 450 K to span the operational temperature range of
PSA-MRAM, as in previous chapters. The thermal stability as a function of temperature
is presented in Figure 5.4 for the incoherent free layers. The industry target or ∆ = 60,
corresponding to a ≈ 10 year retention time is added for context.
As expected, increasing the temperature decreases the thermal stability factor. Increased
thermal fluctuations are able to partially drive the reversal mechanism as explored in chapter 3.
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Fig. 5.4 The thermal stability factor as a function of temperature for the free layers that
exhibit incoherent reversal. The thermal stability is reduced with temperature as expected.
The 18 nm free layer is found to reduce below industry targets by 300 K.

It is therefore unavoidable that increasing the temperature reduces the ability to retain a
magnetic state.
Within the range of operational temperatures, the tallest three free layers are found to have a
sufficient thermal stability for industry targets. The tallest two towers are almost identical,
with the 28 nm free layer only slightly reduced. Despite the shortcomings of this method, this
is in good agreement with the coercivity trends found in chapter 3. Further, this is explained
as a consequence of the shape anisotropy, since the ratio of the demagnetisation factors in
the tallest free layers was found to be plateauing towards a maximum.
In contrast, the 18 nm free layer has significantly reduced shape anisotropy. In Figure 5.4 it
was found to reduce below the industrial requirements for thermal stability by operational
temperatures. The thermal stability is above the target at 150 K, but has dropped by room
temperature. For context, at 150 K the 18 nm thermal stability is ∆ = 71.9, which is only
just above the 28 nm free layer at 450 K (∆ = 69.5).
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5.2 Double Constraint Method

The nucleation method presented in section 5.1 attempted to model incoherent reversal in
the free layer to calculate the thermal stability. It’s shortcomings could be overcome at the
expense of longer computational time, either with more Monte Carlo steps or a checkpoint
technique. However, since this wasn’t possible within a suitable time frame, an alternative
method is presented in this section. The purpose is identical, however, as this section aims to
calculate the thermal stability for towers undergoing incoherent reversal. In this section, a
monolayer is constrained at the top and the bottom of the free layer. The bulk of the free layer
is split into to halves, with the top half starting aligned with the top constrained monolayer,
and ditto for the bottom half to the bottom monolayer.

5.2.1 Method

As with the nucleation method, all simulations start with 100000 equilibration steps and
then statistics are taken over a further 2000000 Monte Carlo steps. In this method, only a
monolayer at the top and bottom of the free layer are modelled using the constrained Monte
Carlo method. The rest of the free layer is modelled using the adaptive Monte Carlo method.
The free layer is then divided into two halves, always exactly at the center of the free layer.
The top halves magnetisation direction is always initialised along the same direction as the
top constrained monolayer. Similarly, the bottom half is always initialised along the same
direction as the bottom monolayer. Thus, when the top half and the bottom half start at
different angles, a domain wall is forced into the center of the free layer. Since the bulk of
the free layer is not constrained, this domain wall is then allowed to evolve. Depending on
the relative angle of the two halves, the domain wall may propagate upwards, downwards or
stay roughly central.
In this method, the top half of the free layer is rotated sequentially through 180◦ in steps
of 10◦ while the bottom half is left aligned along the positive easy axis (aligned with the
reference layer). This is shown in Figure 5.5 a), where for consistency this rotation is referred
to as angle θ . Once the top half has rotated 180◦, it will be completely anti-aligned with
the bottom half. The bottom half of the free layer is then rotated sequentially through 180◦

in steps of 10◦. This is shown in Figure 5.5 b) and is referred to using angle φ . This will
therefore reduce the torque between the layers with each subsequent increase in angle until
the free layer is completely magnetised along the negative easy axis.
Since there are two constrained layers in this method, care must be taken when plotting the
torques angular dependence. In this setup, the difference in the torques between the top



116 Calculation of the energy barrier for PSA-MRAM using Constrained Monte Carlo

a b

ϕ = 0 30 60 90 120 150 180θ = 0 30 60 90 120 150 180

Mz
+1

-1

0

Fig. 5.5 Snapshots every 30◦ for the starting magnetisation for a) the top halves rotation
through angle θ and b) the bottom halves subsequent reversal through angle φ .

monolayer and bottom monolayer will provide the torque of the system. That is, τθ − τφ

where τ is again the y-component of the restoring torque. This method is the same as the
process used by Evans et. al [139] which used the constrained Monte Carlo algorithm to
obtain the exchange coupling. As with the nucleation method, the torque curves are then
integrated using the Simpson’s method in Equation 5.1 and divided by kBT to obtain the
thermal stability.

5.2.2 Averaging

Since this method is applied at finite temperature to obtain the thermal stability factor, the
impact of thermal fluctuations must be considered. As the angle between the top half and
the bottom half of the free layer becomes larger, the subsequent movement of the domain
wall becomes less predictable. This is discussed further in the following results section, but
for now it is sufficient to demonstrate this when the top of free layer starts at θ = 150◦ and
the bottom half starts at φ = 0◦. At such angles, the domain wall is still mostly expected
to propagate upwards, since the bottom half of the free layer is aligned along the stable
easy axis. This will overcome the less stable 150◦ angle of the top half. However, thermal
fluctuations are able to partially drive the domain wall, providing a small probability that the
domain wall will propagate downwards.
Figure 5.6 shows forty independent runs for these starting angles, with a different starting
seed. The vast majority of the simulations show that the domain wall propagates up from
the central position, as the averaged magnetisation of the free layer approaches Mz = 1.
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Fig. 5.6 The evolution of the Mz for forty independent simulation with a starting condition
of θ = 150◦ and φ = 0◦ at 300 K. The majority of the runs follow the same path, but with
thermal fluctuations some unique pathways are followed. The averaged data is what is used
in this chapter.

The averaged magnetisation of the whole free layer will not reach Mz = 1 since the top
layer is constrained to 150◦ so at least a small number of layers will not completely align
along the easy axis. Importantly, several of the simulations are found to follow unique paths
whereby the final averaged magnetisation of the free layer is closer to Mz = 0 demonstrating
the domain wall has remained towards the middle of the free layer. Similarly, some of
the simulations ended with Mz < 0 suggesting the domain wall has propagated downwards
towards the bottom of the free layer.
To demonstrate this effect, three of the starting seeds were selected from Figure 5.6 and
snapshots were produced every 100000 Monte Carlo steps. In Figure 5.7 a), one of the
starting seeds that follows the modal path towards a final state of Mz ≈ 0.9 is chosen. There
is clearly a handful of layers at the top of the stack that are stuck at around 150◦ as they are
coupled via exchange with the constrained monolayer. In Figure 5.7 b) one of the seeds that
stays around an Mz = 0 was chosen. There is a small amount of movement in the domain
wall, but it largely stays in the central position. Finally, in Figure 5.7 c) one of the seeds that
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Fig. 5.7 Snapshots of the evolution of the free layer every 100000 Monte Carlo steps at 300
K when starting conditions are θ = 150◦ and φ = 0◦. In a) the domain wall propagates
upwards, as most of the forty runs did in Figure 5.6. In b) the domain wall stays roughly
central and in c) the domain wall propagates towards the bottom.

drives the domain wall down was chosen. Similarly to a), the domain wall does not propagate
all the way down, as the monolayer at the bottom is constrained at φ = 0. As discussed in
chapter 2, the bottom monolayer in these tower structures is enhanced with a larger exchange
energy and uniaxial anisotropy term. This produces a slightly larger number of layers that
are unable to reverse at the edge when compared to a).
The purpose of Figure 5.6 and Figure 5.7 was to highlight the importance of averaging at
finite temperature. Increased thermal fluctuations leads to more possible pathways for the
domain wall motion to transition over the energy barrier. It was also worth considering if a
larger number of Monte Carlo steps would reduce the number of evolution’s that vary from
the average. It was not obvious, for example, that with more Monte Carlo steps, more of the
plots would eventually converge towards the model Mz. Figure 5.8 shows one of the runs
from Figure 5.6 whereby the domain wall stayed roughly central. However, in this plot the
number of Monte Carlo steps was increased to 10000000 to see if it eventually converged on
the upper Mz. The Mz values stays around Mz = 0 for a large number of steps, and eventually
begins to propagate down the stack.
This is useful insight and demonstrates how essential averaging is for finite temperature. This
shows that the domain wall has a small chance of propagating the opposite way to what is
expected at 0 K due to thermal transitions over the energy barrier.

5.2.3 Results

The results presented in this section follow the same process as those presented in subsection 5.1.2.
This allows direct comparison between the two approaches to incoherent reversal. Similarly,
the results in this section are compared to those expected from experimental and micromagnetic
studies. Firstly, the averaged z-component of the magnetisation for the free layer as function
of the constraint angle at 300 K is presented in Figure 5.9. This is the average of both halves
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Fig. 5.8 This is one of the central plots in Figure 5.6 extended to 10000000 Monte Carlo steps
to demonstrate that it remains at this position. Performing this many steps per simulation
would not be possible, and this shows that it would not eliminate this effect.

of the free layer after the 2000000 Monte Carlo steps has completed at it has reached its
final state. To clarify, the angle from the easy axis now spans up to 360◦ because it is the
sum of θ +φ . Therefore, the first 180◦ shows the magnetisation of the free layer while the
top monolayer rotates through 180◦, while φ = 0. For the latter half of the graph, θ = 180◦

while φ is rotated through 180◦.
The magnetisation curves follow the expected trend. While the constrained monolayer at
the top of the stack is rotated through θ , the rest of the top half of the free layer is initialised
along the constraint angle. Under these circumstances, the domain wall has a tendency to
propagate upwards as the free layer aligns along the positive easy axis. However, the smaller
the tower, the lower the constraint angle needs to be to resist becoming completely aligned
along the easy axis. For the 8 nm free layer, one monolayer constrained at an angle from the
easy axis becomes significant. This prevents the top few layers of the free layer from aligning
with the easy axis, as was seen in Figure 5.7 a). Since these few layers are a much larger
relative portion of the whole volume for such small dimensions, the magnetisation is found
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Fig. 5.9 The average magnetisation of the free layer against the sum of the top and bottom
constraint angle θ +φ . First, θ rotates through 180◦ while φ = 0. Then, φ rotates through
180◦ while θ = 180.

to decrease steadily with constraint angle. In contrast, as the free layer thickness increases,
the relative impact of these few layers is lessened when averaging the whole free layer. The
magnetisation is therefore seen to reduce by a smaller amount at small constraint angles.
As the constraint angle approaches 180◦ for the top monolayer, the domain wall that is forced
in has a tendency to stay central. This is seen as the Mz ≈ 0 at such large angles. This
is a consequence of this method design, whereby each half of the free layer starts aligned
with the respective monolayer. As the starting conditions for the top half starts at angles
approaching 180◦ the two halves of the free layer approach perfectly anti-aligned. It is then
not energetically favourable to propagate the domain wall in one direction over the other.
Once θ = 180◦, the bottom half of the free layer is then rotated along with the constrained
monolayer at the bottom (constrained at angle φ ). This angle rotation is then roughly
symmetrical with the top halves rotation. At smaller angles of φ (180◦ ≤ θ +φ ≤ 210◦) the
domain wall begins to propagate down through the stack. This is the reverse of the low θ

constraint angles, since the top half of the free layer will now be initialised along the negative
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Fig. 5.10 a) the difference in the y-component of the restoring torque for the two constrained
monolayers (τθ − τφ ) as a function of constraint angle at 300 K and b) the thermal stability
factor obtained by integrating a) and dividing by kBT .

easy axis. Again, the domain wall is unable to propagate the whole way down the free layer,
since the constrained angle will exert torque on its nearest neighbours. Once again this has
a larger effect on the 8 nm free layer, which is the reason for the smoother elongated plots
compared to taller towers.
The y-component of the restoring torque as a function of the constraint angle is presented in
Figure 5.10 a). Since this method consists of two constrained layers, the restoring torque is
actually the difference between the torque on the top monolayer and the bottom monolayer.
The torque is thus τθ − τφ at each constraint angle. The 8 nm free layer is rejected from this
point onwards, because the thermal stability calculated was an order of magnitude too large.
This is expected, as forcing a domain wall into a free layer of those dimensions requires a
significant amount of energy.
Integrating the torque curves in Figure 5.10 a) and dividing by kBT produces the thermal
stability curves seen in Figure 5.10 b). These results show the thermal stability factor
decreasing as the free layer thickness increases. This is not expected, since the shape
anisotropy increases with growing free layer thickness. This unusual prediction is due to
forcing the domain wall into the free layer at the exact halfway point. For all height towers,
the maximum thermal stability is found when the domain wall is in the center of the free
layer. For the 18 nm free layer, this results in 9 nm of the top half magnetised in an opposing
direction to the 9 nm of the bottom half. 9 nm is smaller than a whole domain wall for theses
towers (which was estimated in chapter 3 to be around 15nm). This may explain the thermal
stability factor being so unexpectedly large for this tower. As the free layer increases, the
thermal stability reduces, likely towards a more accurate result. The thermal stability factor
for the 48 nm free layer is similar to that found in micromagnetic and experimental results at
300 K [138].
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Fig. 5.11 Snapshots of the final magnetic state at 0 K for the each sequential constraint angle
for the a) 8 nm free layer, b) 28 nm free layer and c) 48 nm free layer.

There is also a notable change in shape for the thermal stability curves as the free layer
thickness is increased. The peak tends to get broader as the free layer thickness increases.
For context, while the 8 nm free layer was omitted from this data for being far too large, it
was very close to triangular shaped. This is slightly more extreme than the 18 nm, which
has a very small width at its peak. This can be compared to the torque curves in Figure 5.10
a), whereby the curves are seen to flatten around constraint angles of θ = 180, φ = 0. To
better see what is going on, snapshots of the reversal process at these starting constraints are
required.
Snapshots of the final magnetic states of the free layers at each sequential constraint angle are
presented in Figure 5.11 a),b) and c) for the 8 nm, 28 nm and 48 nm free layer respectively.
The first observation, is that all three free layer thicknesses display partial reversal at the
top of the stack at the same angle constraints. That is, when 70◦ ≤ θ ≤ 130◦ (φ = 0) the
small amount of reversal at the top of the stack is very similar for all heights. Similarly, the
small residue resistance to complete reversal after the majority of the stack is reversed is very
similar in the range 60◦ ≤ φ ≤ 120◦ (θ = 180). This is reflective of the identical start and
end of the torque curves and thermal stability curves presented in Figure 5.10. The difference
between the free layer occurs between this range, for θ ≥ 130 and φ ≤ 60.
The 8 nm free layer shown in Figure 5.11 a) is found to propagate a domain wall with each
subsequent snapshot, which would be expected to require a large amount of energy. It is
not the natural state for these dimensions, but it is worth noticing that the energy barrier
for this tower are an order of magnitude larger than expected. The constrained layer at the
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Fig. 5.12 The calculated thermal stability factor as a function of temperature. This
approach predicts the thermal stability factor is larger than the industry requirements at
these dimensions. This is most likely an overestimate.

bottom of the stack prevents the free layer from simply reversing completely at a critical
constraint angle, which is the energetically favourable evolution naturally. Similarly, the 28
nm free layer shown in Figure 5.11 b) shows a propagated domain wall with each subsequent
snapshot. In particular, this is in contrast to the 48 nm free layer shown in Figure 5.11 c). In
this case, the domain wall stays centrally in the free layer during multiple snapshots. For a
span of several starting constraint angle combinations, it is energetically favourable to keep a
domain wall in the centre of the stack, rather than propagation. This explains the broadening
of the peak in Figure 5.10 b) for the tallest tower. This is closer to what is expected in these
results, whereby the the taller towers should reach a peak in thermal stability once a domain
wall is inserted and this should be fairly steady through propagation. This also supports
the thermal stability factors for the taller towers being close to those found experimentally,
whereas the smaller towers are too high in this method.
Finally, the trend of the thermal stability factor as a function of temperature is presented in
Figure 5.12. With increasing temperatures, the trend appears consistent, with all free layer
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dimensions suffering from a linear reduction in thermal stability. These results predict that
all of the taller towers would have sufficient thermal stability to meet industry requirements
at operational temperature ranges. Further, at any given temperature, the thermal stability
decreases with increasing free layer thickness. This is explained as a consequence of the
method design, but is not desirable and the calculated thermal stability at each point can’t
be taken to predict reality. The tallest tower is in good agreement with experimental and
micromagnetic predictions, but this does not validate the method since all other towers
disagree.

5.3 Coherent Reversal

A final method, is to force a coherent reversal into the free layer, rather than a domain wall.
This reversal mechanism is what was found found for the 8 nm free layer. This alternative
method is therefore important to obtain the thermal stability factor for the 8 nm free layer.

5.3.1 Method

With this method, a monolayer at the top of the free layer is constrained with the constrained
Monte Carlo method, while the rest of the free layer evolves with the adaptive Monte
Carlo method. However, in this case, the bulk of the free layer starts aligned with the
constrained layers at each angle. As with the incoherent method, each run is averaged over
forty independent simulations due to thermal fluctuations. All results are equilibrated for
100000 Monte Carlo steps, then statistics are taken over the 2000000 further Monte Carlo
steps.
An alternative method would be to constrain the whole free layer, however this is computationally
expensive for the taller free layers due to the number of atomic sites. For the 8 nm free layer,
which is the motivation for this section, constraining the whole free layer is possible. This
gave identical thermal stability factors to the method outlined above for the 8 nm free layer.
For this reason, the computationally viable method of constraining a monolayer at the top of
the stack is used.

5.3.2 Results

These results follow the exact same procedure as in subsection 5.1.2 for direct comparison.
Firstly, the averaged z-component as a function of the constraint angle at 300 K is presented
in Figure 5.13. The focus is the 8 nm free layer, which follows a characteristic coherent
reversal shape. As the angle of the constrained angle increases, the magnetisation smoothly
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Fig. 5.13 The Magnetisation of the non-constrained bulk of the free layer against the
constraint angle of the constrained monolayer. The 8 nm free layer is the focus and follows a
characteristic coherent reversal shape.

transitions from Mz = 1 to Mz =−1. The bulk of the free layer starts off aligned with the
constraint angle, but is free to evolve (it is not constrained). However, at these dimensions
the bulk of the free layer appears to remain aligned with the constrained layer. This is the
tendency of coherent reversal that the 8 nm free layer has demonstrated throughout this work.
The taller free layers are not as smooth as the free layer does not remain aligned with the
constrained monolayer. For constraint angles < 90◦, the free layer will evolve back to its
nearest resting magnetisation direction which is Mz = 1. This is the lowest energy state for
the free layer to be in for such large shape anisotropy along the z-axis. Similarly, when
the constraint angle is > 90◦, the free layer will then evolve to the Mz =−1 magnetisation
direction. For the tallest three towers, this is a sharp transition, whereas the 18 nm free layer
has less shape anisotropy. For this reason, at smaller constraint angles, the 18 nm free layer
stays closer to a limbo magnetisation, rather than aligning along the easy axis.
As before, it was useful to include the magnetisation plot to better understand the torque
curves. Again, the restoring torque as a function of the constraint angle are presented in
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Fig. 5.14 a) the restoring torque of the constrained layer versus the constraint angle and b)
the thermal stability factor as a function of constrained angle. Obtained by integrating a) and
dividing by kBT .

Figure 5.14 a). Integrating these curves and dividing by kBT produces the thermal stability
curves shown in Figure 5.14 b).
The torque curves are as expected, with the 8 nm free layer following a smooth and almost
symmetric curve with a lower magnitude than the taller free layers. The bulk of the free layer
is roughly aligned with the constrained layer, rotating coherently. The torque is therefore
expected to be relatively low. As with the incoherent data, the torque flips sign after the
halfway point as the free layer transitions from Mz = 1 to Mz =−1.
In contrast, the taller free layer have much larger torques due to the bulk of the free layer
aligning along the easy axis and not with the constrained layer. Once the angle is large
enough to flip the free layer magnetisation from Mz = 1 to Mz = 1, the torque then suddenly
flips sign. Theses plots are also roughly symmetric. None of the free layer thicknesses are
perfectly symmetric and this is due to two main contributions. Firstly the stray field from the
other layers give the free layer a small tendency to align with the reference layer as discussed
in chapter 3. Secondly, the monolayer in contact with the MgO at the bottom of the free layer
has an enhanced exchange constant and uniaxial anisotropy constant. Since this monolayer
also suffers from the stray field and has a preference to align, this has a larger effect on its
nearest neighbours than the monolayer at the top of the free layer.
The thermal stability factor as a function of the constraint angle are presented in Figure 5.14
b). Much like the taller free layer in section 5.2, the 8 nm free layer is in good agreement
with Perrissin et. al. [138]. At 300 K, both this study and the work of Perrissin et. al. find
the thermal stability of the 8 nm free layer to be between 10−20.
Comparison of the taller towers in Figure 5.14 b) and Figure 5.3 b) demonstrates a significant
difference. When subjected to incoherent motion via a propagated domain wall, the thermal
stability factors are much higher for the taller towers. When subjected to a coherent reversal,
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Fig. 5.15 The thermal stability of the free layer against temperature for the coherent reversal.
All free layers are below the industry target.

the thermal stability is found to reach just over ∆ = 40 for the tallest towers. Given how
well the results agree with other studies under the incoherent regime, these thermal stabilites
should not be taken as true for these dimensions.
Finally, this process is repeated at 150 K and 450 K to explore the trend of the thermal
stability with temperature under the coherent regime. This is presented in Figure 5.15 and
again includes the industry target of ∆ = 60 for context. Under the coherent regime, the
tallest free layers do not reach the minimal threshold, in contrast with the results found in
section 5.2. These results are rejected for the free layer of 18 nm or larger thickness.
The 8 nm free layer is also significantly below the industry target, but this is in strong
agreement with Perrissin [138]. At these dimensions, the shape anisotropy is too low for
appropriate data retention. These results suggest PSA-MRAM of these dimensions would
not satisfy the requirements and would not be worth pursuing.
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5.4 Summary

In this chapter, the thickness and temperature dependence of the energy barrier was explored
for PSA-MRAM structures using the constrained Monte Carlo method. Free layers of
thickness 18 nm, 28 nm, 38 nm and 48 nm are known to undergo incoherent reversal
mechanisms with a propagated domain wall. These four free layers were explored using two
methods for incoherent reversal. The first method is referred to as the nucleation method and
forces a domain wall at the top of the free layer. This method is proposed to be the better
method if the bulk of the free layer does not start aligned along the easy axis every time.
Using a checkpoint method to feed the final state of one constraint into the starting position
of the subsequent constraint is expected to give improved results. This study did not have
time to utilise this improvement, and the subsequent predictions for the thermal stability
should be discarded. A second method referred to as the double constraint method was then
presented, whereby a monolayer at the top and bottom of the free layer are constrained, while
the bulk is free to evolve. The top half always starts aligned with the top monolayer, and the
bottom half aligns with the bottom monolayer, inserting a domain wall at sufficient angles.
This method overestimates the smaller towers significantly, due to the forced domain wall
insertion being smaller than the actual domain wall for these towers. For sufficiently high
towers, this method does seem to improve, showing good agreement with other studies for
the 48 nm free layer. However, these results too should be discarded and as this method does
not produce appropriate energy barriers. Finally, a coherent method was presented for the
8 nm free layer, which showed good agreement with experimental studies. This method is
appropriate for towers that display coherent reversal, but underestimates the thermal stability
for towers that undergo incoherent reversal. Given the failures of the two incoherent methods
at this stage, only the 8 nm free layer thermal stability is believed to have been captured, and
is too small to meet industry requirements at all temperatures.
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Conclusions and Further Work

This final chapter will outline the main conclusions of this thesis, identifying the key results
found. It will subsequently outline further work that could be undertaken to develop the work
of this thesis further. This whole thesis utilised an atomistic spin model. This model choice is
significant for two main reasons. Firstly it is able to capture finite size and edge effects which
have been found to be hugely significant for PSA-MRAM. Additionally, thermal effects,
which are shown to be hugely important for the intricate behaviours of nanoscale devices,
are a motivation for this model. First, the magnetic properties and reversal behaviour of
PSA-MRAM structures of 5 nm diameter and varying free layer thickness were explored
when subjected to a magnetic field. Then, the reversal of these structures was further explored
using STT in place of a magnetic field.

6.1 Thermodynamic Properties and Switching Mechanisms
of PSA-MRAM

The purpose of chapter 3 was to explore the thermodynamic properties and switching
mechanics for the PSA-MRAM design using an atomistic model. It was shown that for a
5 nm diameter device, the shape anisotropy in the free layer plateaus when the thickness
is increased to 30 nm. Increasing the free layer further does not provide any additional
thermal stability to this design. This was supported with plots of the susceptibility, which
found uniform magnetisation modes in the 8 nm free layer, but evidence of non-uniform
magnetisation modes as the free layer increases. The importance of thermal fluctuations was
highlighted by the hysteresis data, which showed a significant switching field distributions
with increasing temperature. For these systems, the thermal fluctuations at operational
temperatures are capable of partially driving the reversal mechanism. Further, by extracting
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the coercivities at 0K our atomistic model was compared to the analytical Sharrock model.
There was good agreement at 0 K, further suggesting the plateauing of thermal stability
beyond 30 nm free layer thickness at these dimensions. Finally, the reversal mechanism was
explored for different free layer thicknesses. Both at 0K and finite temperature, a free layer
of 8 nm thickness displays coherent rotation. All taller towers in this study have transitioned
to an incoherent reversal mechanism propagated by a domain wall.
Due to computation time, this study only explored PSA-MRAM structures with a diameter
of 5 nm. Further study should include larger diameters to span a range of PSA-MRAM
designs. Tower structures as thin as 8 nm have been reported experimentally, so it would be
useful to span up to at least this diameter. Structures with larger numbers of atomic sites have
been done on previous perpendicular MRAM studies, so are achievable. Further, this study
model the tower structures as smooth cylinders, with key magnetic parameters assigned to
each layer assumed to be constant throughout the layer. Further insight into the fabrication
and growth process would provide more accurate tower structures. Particular details would
be the deviation from a perfect cylinder that is found experimentally during the fabrication
process. It has been shown that during the manufacture of such nanoscale devices, there is a
ballooning effect at material boundaries whereby the width increases. Similarly, any damage
or warping to the crystal structure, and any impurities, would have an effect on the coercivity.
This are unavoidable experimental defects during the lithography and annealing process.

6.2 Dynamics of STT-PSA-MRAM

The purpose of chapter 4 was to explore the reversal mechanism of the PSA-MRAM
structured free layer subjected to a STT mechanism. It is important to explore how this
phenomena impacts the reversal mechanism for these structures. Again, the inclusion of
thermodynamic effects is significant, as the reversal mechanism was found to depend on
both thermal fluctuations and the current density. First the effect of the spin torque upon the
reversal mechanism in the absence of temperature was presented. The smallest tower was
still found to be coherent, but the incoherent reversal of the taller towers was complicated. At
lower current density, the spin accumulation can travel through the whole free layer and build
at the top of the stack. This occurs before a sufficient spin accumulation is built at the bottom
of the free layer, leading to partial reversal at both sides. These fluctuations can inhibit the
propagation of the domain wall in the smaller towers, while the taller towers suffer less from
this. At higher current densities the domain wall can propagate from the bottom of the stack
before this effect can begin. In the absence of temperature, only the 18 nm was found to
suffer from any significant hindrance of the domain wall. The taller towers had sufficient
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shape anisotropy that impact from the top is minimised. The inclusion of temperature was
subsequently found to exaggerate this behaviour. Particularly, the next tallest tower with a
28 nm free layer was found to become affected. This was because the thermal fluctuations
can drive the partial reversal at the top of the stack further into the free layer, inhibiting the
domain wall.
This work could also be furthered in the same way as chapter 3, with larger diameters
and attention to manufacturing defects. These suggestions are outlined above and are not
discussed again here. Instead, an additional improvements for this study would be the
inclusion of a spin orbit torque (SOT) reversal mechanism, and subsequently a combination
of STT and SOT. This would be very interesting, as PSA-MRAM with SOT is a possible
candidate for fast cache memory. Further, modelling a combination of STT and SOT for
the disc structures of perpendicular MRAM design with STT and SOT have been reported.
Direct comparison of those structures with the tower like structures of PSA-MRAM would
be an interesting development.

6.3 Calculation of the Energy Barrier for PSA-MRAM
Using the Constrained Monte Carlo Method

PSA-MRAM must display a data retention rate of a minimum of 10 years to satisfy industry
requirements. A key parameter for this requirement, is the energy barrier, which divided by
kBT provides the dimensionless thermal stability factor ∆. In line with industry requirements,
the thermal stability factor must be a minimum of ∆ = 60. It is of high importance, therefore,
to find the thermal stability for the PSA-MRAM devices studied in this thesis. The purpose
of chapter 5 was to attempt to calculate the energy barrier and thus the thermal stability factor
for the dimensions studied in this thesis. While appropriate methods were not completed in
time to reliably produce these values, several approaches were explored and the subsequent
failures of these approaches were outlined.
Firstly, for towers that display evidence of incoherent reversal, two methods were attempted.
The first constrains several layers at the top of the free layer with the constrained Monte
Carlo method. The rest of the free layer is allowed to evolve using the adaptive Monte Carlo
method. The hope, was that this would force a domain wall into the free layer that will
propagate downwards. This method is referred to as the nucleation method in this work.
By plotting the angular dependence of the torque and then integrating, the energy barrier
is obtained. However, given computational limitations, this method is much faster if the
non-constrained section of the free layer is initialised along the easy axis. However, for free
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layer of thickness greater than 18 nm, the constrained layers do not provide sufficient torque
on the non-constrained layer to produce the expected reversal at appropriate constraint angles.
Subsequently, plotting the restoring torque showed that this method was not reliable and
producing physically unreasonable evolution’s.
The second method to attempt to calculate the thermal stability in incoherent free layers was
a two constraint method. A single layer at the top and the bottom of the free layer were
constrained, while the rest was non-constrained. The top half of the free layer started aligned
with the top constraint, while the bottom half started aligned with the bottom constraint.
Thus, by rotating the top half first, then the bottom half, a domain wall was forced into
the centre of the stack. This method seemed to produced more reasonable predictions for
the thermal stability factor as the free layer increased in thickness. By 48 nm, the thermal
stability factor calculated at room temperature was in good agreement with other literature.
However, for smaller free layers, this method massively overestimated the thermal stability
factors. It was still worth exploring these two methods, as clearly the choice of the constraint
will provide different answers. The lessons learnt will provide a more informed choice for
future study into the thermal stability of PSA-MRAM.
Finally, the coherent reversal was also presented, which consists of constraining a monolayer
at the top and the bottom of the free layer, while the rest of the free layer is free to evolve.
The difference, is the the bulk of the free layer starts aligned with the two constrained layers,
which are always equal. This creates a coherent like starting position, though the free layer
can then evolve. This method was successful for the 8 nm free layer, showing very good
agreement with experimental studies. This method does not work for taller towers, however,
where it massively underestimates the thermal stability factor compared to other literature.
Further work on this chapter is currently ongoing for the nucleation method. It was outlined in
this chapter, that while the nucleation method failed in its current state, it is likely salvageable
by using a check pointing method. With this method, each constraint angle must be run one at
a time. The final magnetic state of the constraint is then used as the starting condition for the
next constraint angle. This is in contrast to the current method, whereby the non-constrained
free layer was always initialised along the easy axis. This check pointing method could
not be achieved in time for this thesis, due to its heavy computational requirements. Each
constrained angle takes significant resource and time, such that doing one after the other to
range through 180◦ would take several weeks per temperature. This is expected to provide
significantly improved thermal stability factors much closer to experimental findings.
As with the other chapters, exploring other dimensions and shapes would also be useful
further work. The thermal stability factor (or the energy barrier) are hugely significant for
design and represent a significant test of a devices potential reliability/validity. It would also



6.3 Calculation of the Energy Barrier for PSA-MRAM Using the Constrained Monte Carlo
Method 133

be interesting to further this study with applied fields, whereas all of this chapter is in the
absence of a field. A field will directly impact the reversal mechanism as found in chapter 3,
which will change the energy barrier of the system.
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