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Abstract

The aim of this thesis is to develop a system that uses artificial intelligence (AI)
models to answer questions related to the Holy Quran and Hadith in classical
Arabic (CA). The Holy Quran and Hadith are the two main sources of the Islamic
religion.

To achieve this goal, two question-and-answer corpora were developed: one
for the Holy Quran, named the Quran Question-Answer (QUQA), and another
for Hadith , called the Hadith Question-Answer (HAQA). QUQA is an Arabic
dataset focused on the Holy Quran, comprising 3,369 records and over 301,000
tokens. Since some questions may have multiple answers, there are a total of
2,189 unique questions. The verses in the answers represent nearly 47% of the
Quran. In the Arabic HAQA dataset for Hadith , there are 1,598 records, over
290,000 tokens, and 1,366 questions.

After creating the datasets, various deep learning (DL) models were explored
to obtain answers to the Arabic religious questions. These deep learning mod-
els are categorized into pre-trained language models (PLMs) and large language
models (LLMs). PLMs, such as BERT, are smaller LLMs that have been fine-
tuned for specific downstream tasks. In contrast, LLMs, such as GPT-4, can
execute tasks without requiring tailored training data.

When building a question-answering system using PLMs, the system com-
prises two tasks: passage retrieval (PR) and machine reading comprehension
(MRC). In the PR task, the entire Quran or Hadith book is divided into para-
graphs. These paragraphs, along with the question, serve as inputs to the model,
which retrieves the paragraph containing the answer. There are several ap-
proaches to performing the PR task. The method that achieved the best re-
sults with the Quran is the Dense Representations Approach (DPR) using the
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AraBERT Base model. For the Hadith dataset, two models achieved good results:
the hybrid approach using the CAMeL-BERT model and the relevance classifica-
tion approach using the CAMeL-BERT model. In the MRC task, the inputs are
the paragraph selected from the first task and the question. The model identifies
the specific answer within the paragraph. I evaluated the performance of approxi-
mately nine different Arabic models based on BERT with the Quran and Hadith,
employing various methods to improve performance and different datasets for
training. Combining the AraBERT Large and AraBERT Base achieved the high-
est results for the Quran, while CAMeL-BERT achieved the best results for the
Hadith.

I also evaluated the effectiveness of LLMs (such as GPT-4) in answering ques-
tions related to the Quran and Hadith; however, the outcomes were unsatisfac-
tory. Consequently, I implemented the Retrieval Augmented Generation (RAG)
technique, which significantly enhanced the results for Quran-related answers.
Nonetheless, these models require considerable further development to achieve a
level of understanding comparable to that of humans.
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Chapter 1

Introduction

1.1 Aims and Motivation

Artificial intelligence (AI) is a field of computer science that is currently attracting
global attention. It focuses on building machines or systems that can solve prob-
lems and perform tasks as humans do by exhibiting similar intelligence. Natural
language processing (NLP) is a branch of AI that aims to understand human lan-
guage (Vajjala et al., 2020). An abundance of resources, such as computing power
and data, has led to major advances in NLP (Goodfellow et al., 2016). These
developments rely on using machine learning (ML) and deep learning (DL) al-
gorithms and models to solve NLP tasks. These algorithms and models require
a vast amount of data, including examples from which to learn and significant
processing power to perform tasks automatically.

NLP has been applied across various fields to automate numerous tasks. For
instance, in the medical field, it has been used to develop diagnostic models
capable of detecting chronic diseases in their early stages (Locke et al., 2021).
Sentiment analysis, an NLP task utilised in the business sector, helps compa-
nies automatically understand consumer feedback on products and gain deeper
insights into consumer needs (Solairaj et al., 2023). The modelling of Islamic
religious texts is an intriguing area within NLP, as these texts are sacred and
serve as essential sources of knowledge for both Muslim and non-Muslim knowl-
edge seekers (Atwell et al., 2011; Azmi et al., 2019). Successful modelling of these
texts assists those interested in extracting information from them.
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1.1 Aims and Motivation

There is a notable shortage of available Islamic datasets that can be utilised
for training and evaluating DL models and ML algorithms (Bounhas, 2019; Mal-
has & Elsayed, 2020). These constraints hinder the effective application of these
models and algorithms in research involving Islamic texts. To address this is-
sue, my goal was to enhance Arabic Islamic language resources by creating two
datasets: one consisting of question-and-answer pairs for the Quran and the other
for the Hadith. The Holy Quran and the Hadith are primary sources for millions
of Muslims around the globe. They provide essential guidance on legislation,
knowledge, wisdom, teachings and a comprehensive understanding of the reli-
gion, making them invaluable resources for answering pertinent questions (Atwell
et al., 2010).

Currently, only two question–answer datasets are available for the Holy Quran:
the Annotated Corpus of Arabic Al-Quran Question and Answer (AQQAC)
(Alqahtani, 2019) and AyaTEC (Malhas & Elsayed, 2020). These datasets are
relatively small in size. This limitation during the training phase has impacted
performance in their use with pre-trained transformer language models (Malhas
& Elsayed, 2022; Wasfey et al., 2022). Additionally, the limited size of an evalu-
ation dataset hinders the ability to assess the performance of systems with depth
and accuracy. Consequently, there is a need to create a larger question–answer
dataset for the Quran.

There is currently no Hadith question–answer dataset available to the research
community, despite many religious questions and answers about the Hadith being
scattered across websites and books in various formats. The absence of this corpus
has resulted in the lack of a standardised dataset for evaluating the performance
of question-answering (QA) systems in the Hadith domain. Consequently, re-
searchers have had to create their own datasets to assess the performance of their
systems by collecting question–answer pairs from various websites and books, or
generating them independently (Abdi et al., 2020; Maraoui et al., 2021; Neamah
& Saad, 2017). As a result, each of these corresponding systems utilises different
dataset sizes and types of question–answer pairs, making it difficult to compare
the system performance fairly. Therefore, building a question–answer dataset for
the Hadith is essential.
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1.2 Research Questions

In addition to a research question on the development of these two datasets,
other research questions have been created that pertain to investigating the per-
formance of pre-trained language models (PLMs) and large language models
(LLMs) in finding answers to questions in the Quran and Hadith. Developing
a QA system for the Quran and Hadith is important because 1.9 billion Muslims
around the world rely on these texts for religious teachings to guide their daily
lives, and these resources contain a wealth of scientific knowledge and wisdom
(Malhas, 2023). Additionally, many non-Muslims seeking knowledge require an-
swers to their questions and could also benefit from such a QA system . A recent
systematic review on Arabic NLP for Quranic texts identified the development
of intelligent systems for the Quran as one of the open issues for future research
(Bashir et al., 2023).

The Arabic language includes variants such as Modern Standard Arabic (MSA),
Dialectal Arabic (DA) and Classical Arabic (CA). In this thesis, the texts of the
Quran and Hadith were studied in CA because AI models and algorithms have not
been extensively explored for their performance in this language (Guellil et al.,
2021). Many research studies have focused on the MSA variant, while fewer have
addressed the CA variant (Malhas, 2023).

The Arabic language, in general, is considered challenging for NLP for several
reasons. For example, there are no capital letters, and a single term may have
many morphemes, as shown in Figure 1.1.

There is also a challenge in CA related to diacritics. Figure1.2 shows text
with and without diacritics to illustrate the difference. Diacritics are significant
because they clarify the meaning of a word, and the meaning changes as the
diacritics change, as shown in Figure1.3. In the preprocessing stage of most
NLP tasks, diacritics are often removed from the Quran and Hadith texts. This
step adds ambiguity to the meanings of words, increasing the challenge for NLP
systems (Bashir et al., 2023; Malhas, 2023).

1.2 Research Questions

1. RQ1: Is it possible to develop two question–answer datasets, one for the
Quran and the other for the Hadith, and make them available to the NLP
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1.2 Research Questions

Figure 1.1: An example of many morphemes in a single Arabic term.

Figure 1.2: An example of text with and text without diacritics.

Figure 1.3: An example of the effect of diacritics on the meaning of a word.
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1.3 Contributions

research community?

2. RQ2: Can PLMs answer questions from the Quran and Hadith in Arabic?

3. RQ3: Does the size of the new Quran question–answer dataset affect the
performance of the PLMs?

4. RQ4: Are LLMs, such as GPT-4, effective Islamic experts for answering
Quran questions?

5. RQ5: Does using the retrieval-augmented generation (RAG) technique im-
prove the performance of GPT-4 in answering Quranic questions in Arabic?

1.3 Contributions

The novel contributions of this thesis are described below.

1.3.1 Quran Question–Answer Corpus and Hadith Ques-
tion–Answer Corpus

The first contribution of this thesis is the creation of a large-scale question–answer
dataset for the Quran, which includes challenging questions that cover a sig-
nificant portion of the Holy Quran. This resource is called the Quran Ques-
tion–Answer (QUQA) corpus. The name is an abbreviation formed from the first
two letters of the word ‘Quran’, the first letter of the word ‘question’ and the first
letter of the word ‘answer’.

The second contribution is the Hadith Question–Answer (HAQA) corpus.
This dataset consists of questions and answers derived from the Hadith. Sim-
ilar to the naming convention of the Quran dataset, the Hadith dataset’s name
is an abbreviation composed of the first two letters of the word ‘Hadith’, the first
letter of the word ‘question’ and the first letter of the word ‘answer’.

Two question–answer datasets for the Quran are available; however, they have
several drawbacks, including their small size. The two datasets were provided in
different formats and structures. First, I reviewed the two collections and selected
questions from them that included answers from the Holy Quran. I then chose

5



1.3 Contributions

a unified structure for a new dataset and merged the selections from the two
original datasets into one file. Finally, I expanded it using additional sources. To
my knowledge, no Hadith dataset is available to the research community. These
two resources will be beneficial to researchers, serving as gold standard datasets
for evaluating QA systems. When researchers access these datasets and use them
to evaluate their systems, they facilitate comparison of the results. They can also
be utilised to train AI models. Both corpora are in CA, which is considered a
low-resource language. They are available on GitHub 1. Chapter 4 presents the
methodology for constructing these two datasets.

1.3.2 Evaluating Pre-trained Language Models in Answer-
ing Questions from the Holy Quran and the Hadith

Upon completing the two datasets, I studied the application of transformer mod-
els in answering questions from the Holy Quran and Hadith through various
experiments. This involved two key tasks: a passage retrieval (PR) task and a
machine reading comprehension (MRC) task, both of which were performed using
the QUQA and HAQA datasets. In the PR task, the text from which the an-
swer is to be extracted, such as the Holy Quran, is divided into passages. When
presented with a free-text question in MSA and a collection of passages from the
Holy Quran, a system is needed to generate a ranked list of passages that may
contain the answer(s) to the specified question. The passage that receives the
highest score from the PR task, indicating a high probability of containing the
answer, is then sent to the MRC task. In the MRC task, the inputs to the model
are the text passage and the question. The model extracts the correct answer,
and its output is a ranked list of answers.

I evaluated and compared all the models available for answering questions
from the Holy Quran and Hadith in the PR and MRC tasks. The results of
the PR task are presented and discussed in Chapter 5, while the MRC task is
presented and discussed in Chapter 6. Some previous researchers have developed
models for Quranic PR; however, the performance of the models was poor, the
researchers did not validate the performance of all the existing approaches and

1https://github.com/scsaln/HAQA-and-QUQA
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1.4 Thesis Outline

they all used small datasets for training (Alnefaie et al., 2023a; Mahmoudi et al.,
2023; Zekiye & Amroush, 2023). In the MRC task, extant research has examined
the use of models to find answers to questions in the Quran (Malhas & Elsayed,
2022). However, these studies also utilised small datasets, which negatively af-
fected performance. In this thesis, I used the QUQA dataset, which is relatively
large. To the best of my knowledge, no previous study has analysed PR and
MRC tasks for Hadith texts.

1.3.3 Assessing Large Language Models in Answering Ques-
tions from the Holy Quran and the Hadith

Recently, most research has focused on investigating the performance of LLMs to
identify their behaviour, defects and weaknesses to contribute to their develop-
ment. This thesis explored the performance of these models in answering Quranic
and Hadith questions in Arabic. The results of this study are presented in Chap-
ter 7. This research is the first to investigate the performance of GPT-4 with
religious texts in Arabic. RAG is the latest optimisation method used in various
domains (Katz et al., 2024; Kung et al., 2023; Wood et al., 2023). In this thesis
research, I applied this technique in the Islamic domain to answer questions from
the Quran. Details of this technique and its results can be found in Chapter 8.
Verifying the performance of these models will help researchers, interested indi-
viduals, and religious scholars determine whether the models can be relied on in
the future.

1.4 Thesis Outline

As shown in Figure 1.4, this thesis is divided into four sections. The first sec-
tion consists of three chapters. Chapter 1 presents an introduction to the thesis
topic. Chapter 2 provides background on two important subjects: (1) the Arabic
language, including its types, features and related challenges and (2) informa-
tion about the two most important texts in the Islamic religion, the Holy Quran
and Hadith. Chapter 3 presents a literature review that offers a general and
comprehensive overview of QA systems.

7



1.4 Thesis Outline

The second section primarily focuses on the approach used to construct the
two datasets, QUQA and HAQA. Chapter 4 begins with a literature review of the
datasets and the various methods employed to construct them. It then presents
the methodology for building the two corpora and analyses the resulting datasets.

The third section reviews the evaluation of AI models. Chapter 5 focuses
on exploring the performance of PLMs in the PR task for Quran questions and
Hadith questions. Chapter 6 investigates the performance of nine transformer
models in the MRC task. Chapter 7 utilises one LLM, GPT-4, to find answers to
these questions. Chapter 8 discusses the use of RAG technology to enhance the
performance of the LLM.

The last section contains only Chapter 9, which reviews the conclusion, limi-
tations of the work and possible directions for future research.
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1.4 Thesis Outline

Figure 1.4: Thesis Outline.
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Chapter 2

Islamic and Linguistic Background

2.1 Introduction

This chapter delves into the linguistic and historical knowledge of Islamic religious
texts, particularly the Quran and Hadith, and discusses the challenges related to
using them as resources. Globally, these texts are crucial for Muslims but can
be difficult for individuals to grasp and interpret due to language issues. This
chapter explores the obstacles associated with these valuable resources for deeper
exploration. In addition, it provides a concise overview of the Arabic language.

2.2 Islamic books

There are five foundational books for learning about the Islamic religion: the
Holy Quran, Hadith, Aqeedah, Fiqh and Quran Exegesis (Tafsir) (Al-Munajjid,
2001). I discuss the Quran and Hadith in detail in the following sections of this
chapter. The books of Aqeedah address what a person believes about himself and
his spirit with complete certainty. In Arabic, Fiqh means knowledge; however,
the term ‘fiqh’ in a Shar‘i context refers to ‘the knowledge of practical, minor
Shar‘i rulings that are derived from detailed evidence and proof’ (Al-Munajjid,
2021). The goal of Quran exegesis (Tafsir) is to understand the meanings of the
Holy Quran and what God Almighty wants from his creation. Therefore, many
scholars are interested in the science of interpretation. The process of interpreting
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2.2 Islamic books

the Quran began during the era of prophecy. The Prophet Muhammad, may God
bless him and grant him peace, is considered the first authority in interpreting
the Quran. He interpreted the verses using two methods. In the first method,
he interpreted Quranic verses with references to other Quranic verses. In the
second method, he interpreted the verses through his words and actions (Ahmed
AbdulKadhim Tellab, 2023; Muhammad, 2004).

An example of the first method is that the meaning of a word in a Quranic
verse is explained by utilising another Quranic verse, as shown in Figure 2.1. For

example, the term ‘hard clay’, ‘É
�
J


��
m.
��
�
’, which appears in Surah Al-Hijr, verse 74,

has multiple meanings. The specific meaning of ‘hard clay’, ‘É
�
J


��
m.
��
�
’, as intended

in this Quranic verse is clarified in Surah Adh-Dhariyat, verse 33, where it is

referred to as clay, ‘ 	á
�
�
£� ’ (bin Jarir al Tabari, 2001).

Figure 2.1: An example of an explanation of the Quran verse by another the
Quran verse.

Sometimes, the wording of a Quranic verse is ambiguous and requires clarifi-
cation and additional detail, and no other Quranic verse specifically defines this
ambiguity, such as the word ‘more’ in verse 26 of Surah Yunus, as shown in Fig-
ure 2.2. Therefore, I refer to the Hadith to understand its meaning, as there are
many hadiths in which the Prophet, may God bless him and grant him peace, has
detailed and explained their meanings. In particular, the Prophet, may God bless
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2.3 The Holy Quran

him and grant him peace, clarified the word ‘more’ by looking at God Almighty
(bin Jamil Zaino, 1997).

Figure 2.2: An example of an explanation of the Quran verse by Hadith.

2.3 The Holy Quran

Muslims define the Quran as ‘the speech of Allah Almighty, which He revealed to
His Messenger Muhammad (may Allah’s peace and blessings be upon him), and
His servants worship Him by reciting it. It is written in Mus-hafs and has reached
us through successive transmission’. The phrase ‘worshipped by its recitation’
means that the believer draws closer to God by reading the Quran. The term
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2.3 The Holy Quran

‘successive transmission’ refers to the way it has been passed down from one group
of people to another group of people over centuries, making it impossible for them
to have agreed to lie. It features miraculous Arabic pronunciation and embodies
a miracle of Muhammad (peace be upon him) due to its news of previous nations,
scientific miracles and eloquence. Among the eloquence of the Quran is the fact
that the Messenger Muhammad, may God’s prayers and peace be upon him,
challenged his people to produce a complete Quran, as stated in the verse shown
in Figure 2.3. Figure 2.4 illustrates the verse in which, when his people could not
produce a full Quran, he challenged them to create ten surahs, but they could
not. He then reduced the challenge to just one surah, and they also failed, as
explained in Figure 2.5.

Figure 2.3: The verse in which the messenger challenged his people to produce a
complete Quran.

The Quran was revealed to Muhammad, may God’s blessings and peace be
upon him, through Gabriel (peace be upon him). It begins with Surah Al-Fatihah
and concludes with Surah Al-Nas. Its revelation took place over 23 years, ap-
proximately 1,445 years ago. The language of the Quran is CA. Two billion
Muslims around the world believe in the Quran. Muslims must understand it
correctly, deeply and accurately, as they derive teachings that affect all aspects of
their lives from it (Alqahtani & Atwell, 2018; Altammami & Atwell, 2022; Brown,
2017; Mustafa Deeb Al-Bagha, 1998).
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2.3 The Holy Quran

Figure 2.4: The verse in which the messenger challenged his people to produce
ten suras like the suras of the Quran.

Figure 2.5: The verse in which the messenger challenged his people to produce
only one sura, like the suras of the Quran.
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2.3 The Holy Quran

2.3.1 Structure of the Holy Quran

The Holy Quran covers many topics: former nations, the unseen, legislation in
Islam, stories of prophets, faith in God and believers, jihad, battles and wars, the
universe, humanity, scientific knowledge, God’s creations, provisions of Islam,
worship, wisdom, the Prophet Muhammad, the purpose of creation, the linguis-
tic aspects of the Quran and others. Topics are addressed by verses scattered
throughout the Quran, in a series of connected verses or in a single verse. A sin-
gle verse may cover a range of subjects. This feature is known as ‘unstructured
topic diversity’. There are 114 chapters in this book, and each chapter is called a
surah. A surah is a series of verses (ayahs) of varying lengths. The total number
of verses is up to 6,236 (ayahs). The surahs are very long at the beginning of
the Quran, with their lengths gradually decreasing. Surah Al-Baqarah, located
at the beginning of the Quran, contains 286 verses, while the last Surah, Surat
Al-Nas, contains only 6 verses (Alqahtani & Atwell, 2018; Altammami & Atwell,
2022; Brown, 2017). An example of a Surah from the Holy Quran is shown in
Figure 2.6.

2.3.2 Challenges in the Quranic Text

For centuries, scholars have believed that the Quran could not be translated
into other languages because the Quranic text is miraculous. It is very difficult
to convey the exact meaning of the verses using other languages; therefore, its
translation was delayed for centuries. Dr Mohammad Abdul Hakim Khan wrote
the first English translation of the Holy Quran in 1904. After that, many trans-
lators published their own versions of the Quran in English, with the goal of
competing to convey the meaning more accurately. A group of researchers sub-
sequently reviewed these translations, discovered many errors and analysed the
reasons behind these mistakes. In this chapter, I review several of these reported
errors. Given the difficulties and challenges translators face in understanding the
verses correctly, AI models may encounter similar challenges, leading to incorrect
answers to questions (Faqeer, 2017).

The rhetorical, moral, semantic and syntactic characteristics that distinguish
the Quranic text make it unique compared to other Arabic works. Its words
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2.3 The Holy Quran

Figure 2.6: An example of a surah from the Holy Quran.
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2.3 The Holy Quran

contain layers of embedded meanings, which require religious scholars and dictio-
naries to understand correctly, deeply and accurately. Additionally, many words
have special meanings in the Holy Quran, and, thus, their interpretations in that
text differ from how they would be understood when seen in other Arabic works
(Abdul-Raof, 2013).

The following points outline some errors or challenges in translations of the
Quran into English that researchers have discussed (Siddiek, 2017):

1. Synthetic-Semantic Ambiguity

Many translators believe that a correct translation requires only a literal
rendering of words and the proper application of grammatical rules. In re-
gard to the Quran, such a view neglects the text’s unique characteristics,
which are not found in the English language. Neglecting these characteris-
tics during the translation process leads to an incorrect understanding of the
sentences, resulting in ambiguity in the overall meaning and an inaccurate
translation of the Quranic text. An example of errors that arise in English
translations of the Quran, specifically due to neglecting the flexibility of
word order in Arabic sentences, is shown in Figure 2.7.

Figure 2.7: Example of Synthetic-Semantic Ambiguity.
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In addition, Quranic text relies on diacritical marks to determine the gram-
matical position of words within a sentence. Therefore, the Quranic text is
flexible in determining the placement of words in a sentence. For example,
the word ‘Allah-God’ is expected to be the subject because it appears after
the verb. However, the diacritical mark on the word is al-fatha; therefore,
its correct grammatical position is that of an object. Because diacritics do
not exist in English, translators may become confused about their meaning
and impact, leading to incorrect translations.

In Arberry’s translation of the Quran into English , his misunderstanding
of a sentence led him to link the phrase ‘who has knowledge’ with ‘God’
instead of linking it to ‘His servants.’ In his English translation, Pickthal
understood that there was an implicit exception, so he placed the word
‘alone’ in the wrong position. However, the correct word is ‘only’; its place-
ment before the phrase ‘who have knowledge’ is based on the opinions of
a number of scholars involved in the interpretation of the Quran (Darwish,
1983).

2. Lexical Semantic Ambiguity

In lexical semantic ambiguity, the reader faces difficulty in determining
the correct meaning of a word. There are two types of Quranic context:
explicit and implicit. In an explicit context, a word’s meaning is clear and
directly accessible to the reader. In contrast, the implicit context requires
understanding interpretations of the entire verse or surah and its meaning
to determine a word’s meaning.

A word may have multiple meanings, and its correct meaning in a text is
determined by the context. This phenomenon is called polysemy (Ali et al.,
2014). For example, the Arabic word for ‘clothing’ �

�A
�
J. Ë� appears in the Holy

Quran with several meanings, including mixing one thing with another, as
shown in Figure 2.8. Another meaning is serenity, as illustrated in the verse
in Figure 2.9. Figure 2.10 shows the verse in which ‘clothing’ refers to faith
or good deeds.
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Figure 2.8: The first meaning of the word clothe.

Figure 2.9: The second meaning of the word clothe.

19



2.3 The Holy Quran

Figure 2.10: The second meaning of the word clothe.

Sometimes, translators face difficulty in finding an appropriate word in En-
glish for the meaning in the original. This section discusses two issues
related to this topic. First, in some languages, there may be no single word
that represents a word in another language while expressing the same mean-
ing correctly and accurately. Second, it is common in some languages to
link two or more words in an idiomatic phrasing, but doing so in another
language may be unnatural and may not convey the same meaning.

Because of similar experiences and their shared humanity, people have cre-
ated similar words in various languages, especially for simpler objects and
ideas. However, the different environments in which various languages have
developed and a multitude of complex factors, such as a variety of synonyms
for words in most languages, have made each vocabulary fairly unique. This
makes it difficult to find words in one language that match words in another
language with the same meaning. For example, consider the following three
words in Arabic: @

�Q�

�
®�

�	
K, Q
�
�
Ò�

�
¢
�
�̄ and C

�
J

�
J�

�	
¯. They refer to different parts of dates.

One English translator could not find literal translations for these terms, so
he translated them all figuratively into the general word ‘date,’ as shown in
Figure 2.11 (Altammami, 2023b).
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Figure 2.11: Example of figurative words.
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Some words are usually mentioned together to express a certain meaning in
one language but are unusual when used in another. Therefore, the meaning
will not be conveyed correctly when the sentence is translated literally from
Arabic to English. For example, mentioning the two words ‘eat’ É¿



@and

‘money’ È@ñÓ


@ together is very common in the Quranic text, as shown in

Figure 2.12, where the two words appear next to each other in various
verses. However, this connection between the two words typically does not
exist in English. English translators of the Quran have literally translated
the Arabic expression mentioned in the first verse of the previous example.
However, the result in English is not acceptable. For example, Yusuf Ali
translated it as ‘eat up the property’, while Pickthall translated it as ‘devour
the wealth’, as shown in Figure 2.13. The meaning of the word ‘eating’ in
the context of the verses refers to a person who takes something that belongs
to another (i.e. it is not their own). In Arabic, it does not literally mean
the act of eating. The correct translation of this expression into English is
‘Those who unjustly take possession of the orphans’ properties...’.

Figure 2.12: Examples of verses in which the words money and eat are mentioned
next to each other.

The following points explain some features of the Quranic text (Abdul-Raof,
2013):

1. Orthography
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Figure 2.13: Example of Synthetic-Semantic Ambiguity.

Quranic orthography follows its own conventions and rules that differ from
other Arabic script variants, such as DA, CA and MSA. The first rule is
that many words do not adhere to known and agreed-upon Arabic spelling
rules. Spelling differences in a word can occur by adding or deleting a letter,
whether it is silent or spoken. These differences open up new meanings for
words that are compatible with the context of the text. For example, in
standard Arabic, the word

��
èA
�
¿
�	P appears differently in the Quran, where it is

correctly rendered as
��
è
�
ñ»

�	QË
�
@. In standard Arabic,

��
èA
�
¿
�	P means purity, while in

the Quran,
��
è
�
ñ»

�	QË
�
@ means giving a portion of money to the poor according to

certain conditions (Najjar, 2020). Second, there are Quranic words that are
written the same way in Arabic but have different meanings in the Quran.
For example, the word úæ

�
�
�
«, which means wishing for something to happen,

indicates a certainty of occurrence because it is from God in the Quran 1 2

(bin Jarir al Tabari, 2001), as shown in Figure 2.14.

2. Coherence
1https://www.almaany.com/ar/dict/ar-ar/%D8%A7%D9%84%D8%B2%D9%83%D8%A7%D8%A9/
2https://kalemtayeb.com/quran/item/76855
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Figure 2.14: Examples of feature Orthography challenges.

One of the challenges in understanding Quranic text is the coherence of
its verses. To comprehend a verse or find an answer to a question posed
about it, you may need to read a set of connected verses or an entire surah.
For example, in the first verse of surah Al-Anfal, the Muslims asked the
Prophet, may God bless him and grant him peace, how the spoils of war
from the Battle of Badr would be divided. Subsequently, a series of verses
(from verse 2 to verse 40) address various points, issues and reasons that
Muslims must understand before they receive the answer. Specifically, the
text discusses what characterises a true believer, the role of God and his
angels in winning the battle and the believers’ hesitation to fight. The
answer to their question finally appears in verse 41, as shown in Figure 2.15
(Altammami, 2023b; Haleem, 2020).

2.4 The Hadith

During the mission of the Prophet Muhammad, may God bless him and grant him
peace, which lasted 23 years, the Companions (Sahaba) memorised the Prophet’s
sayings and actions from the situations they experienced, but they did not write
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Figure 2.15: Example of Coherence from Quran.
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them down in books. Instead, they passed them on verbally from generation to
generation. Given the importance of the Prophetic Sunnah, as God commanded
Muslims in the Holy Quran in many verses to follow the Sunnah of the Prophet
Muhammad, may God bless him and grant him peace, including what is men-
tioned in Figure 2.16, Muslim scholars decided to record all hadiths in books for
preservation. Since hadiths were not recorded directly during the lifetime of the
Prophet, may God bless him and grant him peace, but were documented later,
this led to the emergence of the science of Hadith. Hadith science studies the nar-
rators, verifies them, and then confirms or rejects the hadiths. The importance
of Hadith science lies in excluding false hadiths that have been fabricated about
the Prophet, may God bless him and grant him peace.

The Hadith is considered the second primary source for Muslims in their
religion. The term ‘hadith’ refers to the documentation of all aspects of the life
of the Prophet Muhammad, may God bless him and grant him peace, including
details such as words, actions, situations, events, conversations and mentions of
previous stories. The lengths of hadiths vary, with some being short sentences
and others being long passages.

Figure 2.16: Example of Coherence from Quran.

2.4.1 Structure of the Hadith

One hadith consists of several sentences written in CA and is divided into two
parts: the isnad and matn , as shown in Figure 2.171. The isnad is metadata
that describes the chain of narrators who transmitted the hadith. This part of

1https://sunnah.com/bukhari:1
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the hadith is used solely to confirm its authenticity by verifying the reliability of
the companions who narrated it. Religious scholars have focused on this aspect
to classify the hadith as authentic or unauthentic. The matn is the core of the
hadith and contains the sayings and deeds of the Prophet (Brown, 2017).

Figure 2.17: Hadith example, Isnad in purple and Matn in black.

2.4.2 Al-Sihah Al-Sitta (the Six Books)

The religious scholar Muhammad Al-Bukhari collected hadiths and classified
them as authentic or incorrect, then compiled them into a collection of books. He
divided each book into chapters, and within each chapter, he grouped hadiths that
discussed the same topic, naming the chapter accordingly. Some books are or-
ganised based on a series of narrators rather than topics. This collection of books
is called the Sahih Al-Bukhari. The word ‘sahih’ means reliable and correct in
Arabic. Many religious scholars following Sheikh Al-Bukhari also compiled ha-
diths into books. The six most important books specialising in hadiths are called
the Al-Sihah Al-Sitta (in English, the Six Books): Sahih Al-Bukhari1, Sunan

1Mohammad Al-Bukhari, Sahih Al-Bukhari (2002). Damascus: Dar Ibn Kathir.
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Book # of Hadiths
Muslim 7,293
Abu Daud 5,141
Tirmizi 4,209
Ibn Maja 10,082
Nesa’i 5,680
Bukhari 6,633
Total 39,038

Table 2.1: The number of hadiths in each book from Al-Sihah Al-Sitta books.

Abu Dawood1, Sunan Al-Nasai2, Sunan Ibn Maja3, Sahih Muslim4, and Sunan
Al-Tarmithi5. The number of hadiths in each book is listed in Table 2.1 (Al-
tammami et al., 2020; Brown, 2017). The Hadith is available on several websites,
including sunnah.com, dorar.net, and hadithcollection.com.

2.4.3 Challenges in the Hadith

The following points explain some features of the Hadith :

1. Metaphor

A metaphor involves carrying the meaning of one word over to another.
Runcie et al. (2000) define metaphor as ‘a way of describing something by
comparing it to something else which has the same qualities, but without
using the words “as” or “like” ’. An example of a metaphor is shown in Fig-
ure 2.18. In this example, women are likened to glass vessels because they
are considered sensitive, weak and fragile (Athman et al., 2015; ZELACI,
2014).

2. Simile
1Abu Dawood, Sunan Abu Dawood (2017). Damascus: Dar Ibn Kathir.
2Imam Al-Nasai, Sunan Al-Nasai (2017). Damascus: Dar Ibn Kathir.
3Ibn Majah, Sunan Ibn Majah (2016). Damascus: Dar Ibn Kathir.
4Muslim Ibn Al-Hajjaj, Sahih Muslim (2017). Damascus: Dar Ibn Kathir.
5Al-Tarmithi, Sunan Al-Tarmithi (2016). Damascus: Dar Ibn Kathir.
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Figure 2.18: Example of metaphor.

A simile is explicit and clear, using words such as ‘like’, in contrast to a
metaphor, which is implicit. In the hadith in Figure 2.19, the Prophet
Muhammad, may God bless him and grant him peace, describes the reve-
lation as having the sound of a bell (Dina, 2008).

2.5 The Arabic Language

Arabic is considered the fourth most used language on the Internet. It is spoken
by over 400 million people (Guellil et al., 2021), and nearly 1.4 billion Muslims
around the world use it in their prayers. Arabic consists of 28 letters. The
structure and nature of the Arabic language are characterised by several features.
Unlike many other languages, the direction of writing in Arabic is right to left.
There are no capital letters to distinguish proper names, which makes it more
difficult to recognise them in text. For example, in English, the letter ‘A’ in
capitalised form and the letter ‘a’ in lowercase represent the same letter; the
name ‘Adam’ is written with an initial capital letter because it is a name. In
Arabic, the first letter, Alif, is written in one form, ‘



@’, so Adam’s name is written

as ‘ÐX


@’. In addition, diacritics are used in Arabic to help determine the correct

meaning of a word, and the shape of a letter changes depending on its position in
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Figure 2.19: Example of simile.
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a word. For example, if the letter ‘H’ is at the beginning of a word, it is written
‘�ë’; in the middle of a word, it is written ‘�ê�’; and at the end of a word, it is

written ‘ é�’ (Farghaly & Shaalan, 2009).
The Arabic language can be divided into three major forms: CA, MSA and

DA. Figure 2.20 shows the relationship between these types. An Arab person
usually uses the three types daily. He/she uses CA language in prayer and when
reading religious and historical books. He/she uses dialects in his/her daily life at
home and uses the MSA language to read the news, view television, participate
in courses, and be part of a work environment (Shaalan et al., 2019).

Figure 2.20: Categories of Arabic language.

2.5.1 Classical Arabic

CA was the language used among Arabs at the time of the Prophet Muhammad,
may God bless him and grant him peace; consequently, the Quran was revealed
and the Hadith was written in it. Today, CA is considered the language of
the elite, as well as the language of science and religious and historical books.
Learning CA is important for reading and understanding the Holy Quran, the
Hadith, and history books (Huehnergard et al., 2013).
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2.5.2 Modern Standard Arabic

MSA is currently the official language of 21 countries. It is derived from CA
and differs in terminology and vocabulary but follows the same linguistic rules.
An example of MSA is shown in Figure 2.211. MSA is used widely in university
teaching, seminars, learning courses, books, media, newspapers and in workplaces
(Abdelali, 2004; Alqadasi et al., 2023; Altammami, 2023b).

Figure 2.21: An example of MSA text.

2.5.3 Dialectal Arabic

DA consists of the informal language varieties used for conversations in Arab
countries stretching from the Persian Gulf in the east to the Atlantic Ocean in the
west (Elnagar et al., 2021). The dialects of these countries can be divided into five
main categories: Levantine, Egyptian, Moroccan, Iraqi and Gulf (Habash, 2010).
For example, the word ‘sofa’ in English corresponds to different vocabulary in
various Arabic dialects: Levantine ‘ éK
AJ.

	
J»’, Egyptian ‘ éJ.

	
J»’, Moroccan ‘ø



ñ£ñ

	
¯’,

Iraqi ‘ �
IKðQ»’, and Gulf ‘ éÓQ£AK. ’ (Aliwy et al., 2020).

1https://www.kaggle.com/datasets/thedevastator/unlocking-arabic-language-
comprehension-with-the
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2.6 Conclusion

This chapter reviewed the religious background that the reader must understand
in relation to this research regarding Islamic books, the features of their texts
and the challenges that AI models face when processing them. In addition, it
describes the Arabic language and its main types.
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Chapter 3

Literature Review

3.1 Introduction

This chapter, based on my publication (Alnefaie et al., 2022b), meticulously ex-
amines the progression and methodologies employed in NLP to construct a QA
system grounded in the Holy Quran and Hadith. Additionally, it provides a
critical evaluation of the deficiencies and limitations within existing systems.

3.2 Religious Question Answering Systems

Figure 3.1: The question and answer system structure.

Numerous systems have been developed to extract knowledge from holy books,
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as illustrated in Figure 3.1. These systems can be categorised into two types, as
depicted in Figure 3.2. The first type concentrates on retrieving information
from the texts of the Quran or Hadith, which can be referred to as retrieval-
based systems. This type relies completely on NLP tools and techniques to find
answers. In contrast, knowledge-based systems focus on creating a dataset that
encompasses the largest possible number of questions and their corresponding
answers from the Quran and Hadith and then utilise either retrieval techniques
or a pre-trained DL model to provide answers to users.

The retrieval techniques used in these systems can be divided into text-based
and semantic-based methods, as shown in Figure 3.3 (Alqahtani, 2019). Text-
based techniques retrieve information by matching the words in a provided ques-
tion, while semantic-based techniques return answers by matching the concept or
meaning of a user’s query (Sudeepthi et al., 2012). Most applications and websites
employing Quran and Hadith search tools use text-based techniques. Keyword
matching (Munshi et al., 2022) and chatbots (Sihotang et al., 2020) are two com-
monly used techniques, although there are many others. The keyword-matching
approach uses the terms in a question directly during the search process, while
the chatbot technique selects the most relevant terms from a question and uses
those terms in the search process.

Semantic-based techniques can be divided into synonym sets, ontology-based
methods and cross-language approaches (Alqahtani, 2019). Each of these tech-
niques employs a different method to search for meaning. For example, the syn-
onym technique extracts all synonyms of the query terms from external sources,
such as WordNet, and then adds these synonyms to the query (Neamah & Saad,
2017). An ontology-based technique identifies a concept that matches the user’s
question and retrieves the relevant text associated with this concept (Khan et al.,
2013). The idea behind cross-language techniques is to translate the query into
other languages and use these new queries to retrieve answers by applying a
matching process (Yunus et al., 2010).
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Figure 3.2: The classification of the religion questions answering systems.

Figure 3.3: The classification of the systems based on retrieval techniques.
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3.3 Religious Web Application Search Tools

Many websites aim to extract answers from the Hadith or the Quran. The text-
based method is used in most of these websites, as described below.

Several Quran websites are available online, such as the Noble Quran1, Quranic
Arabic Corpus (QAC)2, Tanzil3, KSU Quran4, and The Quran5. These websites
allow users to explore the Quran in various formats, such as text and audio, in
several languages.

Moreover, these tools enable users to search using multiple options, such as by
words, roots, chapter number, surah number and verse number, making it easier
to retrieve and access the required information. The search options for words
and roots allow users to retrieve verses containing the exact query words or any
words with the same root. For instance, the verses containing ‘ 	àñ«YK
’, ‘ZA«X’ and

‘ �èñ«X’ will be returned when the query is ‘ZA«X’, as shown in Figure 3.4.
The Quranic Arabic Corpus 6 is a website that allows users to search the Holy

Quran by word or concept. An ontology was built as part of this site in which
verses related to each concept were collected and indexed under them, as shown
in Figure 3.5.

Many websites specialise in retrieving knowledge from the hadiths of the
Prophet, such as Search Truth Tool7, Hadeethenc8, Dorar9, and Sunnah10.

The Search Truth Tool allows users to search using English words in the
following hadith books: Malik’s Muwatta, Sahih Muslim, Sahih Al-Bukhari and
Sunan Abu-Dawud. This tool enables searches using more than two words. Users
can search in two ways: by the exact words of the query or by the root of the
query words.

1http://quran.com/
2http://corpus.quran.com/
3http://tanzil.net/
4http://quran.ksu.edu.sa/
5http://thequran.info/
6https://corpus.quran.com/
7https://www.searchtruth.com/
8https://hadeethenc.com/ar/home
9https://www.dorar.net/

10https://sunnah.com/
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Figure 3.4: An example of searching by roots using the The Quran website.

Figure 3.5: An example of searching by concepts using the Quranic Arabic Corpus
website.
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Hadeethenc is an integrated project that selects repetitive hadiths and their
explanations and then provides a high-quality translation of them in many lan-
guages. It also provides a retrieval tool that allows users to search using words
in several languages.

Dorar has built a comprehensive electronic database for the inheritance of
the Messenger Muhammad, peace be upon him, and has facilitated access to it
through a search engine that allows users to enter words in both Arabic and
English to retrieve relevant information.

Sunnah is a website that supports the search for both English and Arabic Ha-
dith from many hadith books, such as Sahih Muslim, Musnad Ahmad, Muwatta
Malik, Sunan Ibn Majah, Jami at-Tirmidhi, Sunan Abi Dawud and Sunan an-
Nasa’i.

Nevertheless, these web applications fail to retrieve verses or hadiths that
contain words that are different from the query but have the same meaning.
The Quranic Arabic Corpus website, which provides a concept search feature,
is limited to concepts covered by the ontology. In addition, it is a simple word
search tool based on text-based techniques. It cannot find answers from verses
or hadiths for different types of questions. For example, it cannot answer the
question, "What is permissible and forbidden?" ‘Ð@QmÌ'@ð ÈCmÌ'@ ñëAÓ’, as shown in
Figure 3.6. When you type the word ’permissible’ (halal) or ’forbidden’ (haram)
alone in the search box, the site retrieves texts containing either ’halal’ or ’haram.’
However, when you enter the question ’What is permissible (halal) and forbidden
(haram)?’—which requires a comprehensive and detailed answer about halal and
haram actions in Islam—the site fails to provide an answer and returns zero
results.

3.4 Religious Question Answering Systems Research

A significant number of QA studies have been conducted in the domain of the
Quran and Hadith, producing systems based on retrieval techniques or knowledge-
based systems, as outlined below.
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Figure 3.6: the result of the question over the Dorar search tool.

3.4.1 Systems Based on Retrieval Techniques

1. Text-Based Search Technique:

Shmeisani et al. (2014) built a system to answer questions about the Quran
in the Indonesian language . It retrieved relevant documents using a keyword-
based approach and extracted answers using a rule-based method. Never-
theless, this system answered only a specific type of question related to the
Al-Baqarah Surah.

AbuShawar & Atwell (2016) proposed a Quran chatbot system, which allows
users to type and receive answers to English questions using both Arabic
and English Quran verses. ALICE (artificial linguistic Internet computer
entity) was the chatbot platform used to implement this system, which
employed pattern-matching techniques.

Hassan et al. (2017) recommended the Al-Hadith search engine tool in four
different languages: Russian, French, Arabic and English. It was built in
two stages: corpus construction and retrieval model building. In the cor-
pus construction stage, the Multilingual Hadith Corpus (MHC) was created
from the Sahih Al-Bukhari. A total of 2,030 Arabic hadiths were identified
along with their translations into the other three languages. After the data
were cleaned and preprocessed, language specialists reviewed the hadiths.
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Based on cosine similarity measures, a retrieval module was developed to
retrieve relevant hadiths related to the query. A website for this tool was
created using Microsoft Visual Studio 2012. Nevertheless, the collection
contained only 2,030 hadiths, while the total number of hadiths was ap-
proximately 14,000.

Adany et al. (2017) developed several prototypes to retrieve verses that an-
swer user questions from the chapters of Al-Baqarah and Al-Fatihah. The
first prototype is a basic NLP model consisting of tokenising a query, com-
paring the tokenised terms with the Quran text and displaying the matched
verses. The experimental results of this prototype showed that unnecessary
verses were included in response to queries. He proposed solving the prob-
lem by removing some diacritics, stop words and punctuation. The results
indicated that performance improved after making these adjustments.

There is a type of plural in the Arabic language where a specific pattern
is used when pluralizing a word. For example, when pluralizing the word
exegesis Q�
�

	
®
�
K or exercise 	áK
QÖ

�
ß, we use the pattern ÉJ
«A

	
®
�
K. This means that

to write these words in the plural form, we need to add the letter alif ( @) to

the third letter of the word. The plural form of exegesis Q�
�
	
®
�
K, after adding

the letter alif, becomes exegeses Q�
�A
	
®
�
K, and the plural form of exercise 	áK
QÖ

�
ß

becomes exercises 	áK
PAÖ
�
ß.

Sometimes, if the question contains a word in the plural form and the Qur’an
contains the same word in the singular form, the system fails to retrieve the
verse. For example, if the question includes the word exegeses Q�
�A

	
®
�
K, the

system will fail to retrieve the verse: ’And they do not come to you with
an argument except that We bring you the truth and the best explanation’

@
�Q�
��

�	
®
��
K

�	á
�
�

�
k

�

@
�
ð

���
�
�
m

�
Ì'AK.�

�
¼A
�	
J
�

Jk.�

B

��
@

�
É
�

�
�
J �Üß.�

�
½
�	
Kñ
��
K

�

A
�
K
 B

�
�
ð, because it contains the same

word but in the singular form.

The second prototype consisted of three steps. First, it analysed the ques-
tion by stemming and removing stop words. It then generated more key-
words using the ÉJ
«A

	
®
�
K pattern. In other words, when the question contained
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a term with a weight of ÉJ
«A
	
®
�
K, this singular term was added to the ques-

tion. Next, the search process was applied to find answers from the Quran
verses stored using Lucene indexing. The third prototype aimed to increase
precision by using three patterns: ÉJ
«A

	
®
�
K,ÉJ
«AJ


	
¯ and ÉJ
«Aª

	
¯ (instead of just

one pattern as in the second prototype). The fourth prototype utilised
the exaggeration formula pattern, while the last prototype applied plural,
dual and singular forms. The results showed that recall and precision were
enhanced with the addition of all these patterns.

Sihotang et al. (2020) created an Indonesian chatbot system to answer Is-
lamic questions utilising the fuzzy string-matching algorithm. The system
dataset contained question–answer data about the topics of zakat and prayer
collected from websites.

2. Semantic Search Technique:

• An Ontology-Based Technique:

Many studies have sought to find meaning by identifying the concept
corresponding to the words in a question in an ontology and then
retrieving all verses associated with that concept. An ontology in this
context is defined as ‘an explicit specification of a conceptualisation of
a domain, in terms of concepts, attributes and relations’ (Alqahtani,
2019). Entities in a given domain are represented by concepts in the
ontology, which are organised in a taxonomy tree. In this tree, the
concepts are linked by relationships, as shown in Figure 3.7 1.

Abbas (2009) developed a search tool for the Quran in Arabic and
English called Qurany. The Quran texts were available in this tool
in Arabic, with eight parallel English translations. It featured two
modules: keyword search and abstract concepts. The keyword search
tool allowed queries in Arabic as well as queries in English. This tool
expands English queries using WordNet synonyms (synonyms in Ara-
bic could not be used due to the limitations of Arabic in WordNet
at that time). Additionally, it supported searching for lemmas and

1https://corpus.quran.com/concept.jsp
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Figure 3.7: The Quranic Ontology.

morphemes instead of only keywords. The abstract concepts module
allowed users to search by concept using the Qurany ontology. The
Qurany ontology was a tree of all Quran concepts, structured in sev-
eral levels: the first level contained the main concepts, the next level
contained the sub-concepts, and so on, until the leaves were reached.
The leaves contained verses related to the concepts above them in the
tree. The Qurany ontology was built based on Mushaf Al Tajweed’s
book (Habash, 2001). Unfortunately, this tool is currently unavailable.

Khan et al. (2013) developed a Quran semantic search using an on-
tology built for animals and birds, which appeared in the book Al-
Hayawany Fi el Quran Al-Kareem (El-Nagga, 2006). There are around
167 animals mentioned in the Quran. These researchers proposed
building an Islamic and Quranic WordNet because many Islamic con-
cepts are either not mentioned in the Arabic WordNet or do not have
the correct meaning, as they have been defined by non-Muslims. As
a result, search performance improved by expanding queries using on-
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tology.

Shmeisani et al. (2014) recommended a semantic model based on on-
tology to find answers to user questions from the Arabic Quran. The
system consists of three layers: question processing, semantics and
query building. A question was pre-processed in the question process-
ing layer by removing special characters and stop words, determining
the part of speech (POS) tags and identifying the answer type or do-
main, such as who, where or when. After that, the semantic layer
attempted to enhance the system’s performance by understanding the
question’s meaning, not just the syntax. In other words, if the ques-
tion’s words did not appear in the ontology, synonyms from the Al-
Maany dictionary were added to the query. Finally, a SPARQL query
was built and executed against the Quranic ontology to retrieve the
answer.

The cited paper constructed the Quran ontology from the text using
the Arabic ontology extractor approach. This approach consisted of
three general steps: specifying the patterns used to extract the two
concepts (two nouns) and the relation (a verb) between them, deter-
mining all the instances that matched these patterns in the Quran text
and storing all the instances collected in the ontology. They used three
patterns in the first step: two nouns before a verb, two nouns after a
verb and a verb between two nouns. The basic idea of choosing these
patterns was based on the hypothesis that a relation is often expressed
with a verb and a concept with a noun. They found approximately
380 concepts, such as ‘book’ and ‘messenger’, and 50 relations, such
as ‘show’ and ‘live’.

However, the system only answered factoid questions involving a num-
ber, name, or date. These were simple questions, such as ’where,’
’when,’ etc.

Abdelnasser et al. (2014) developed a Quran Arabic QA system called
Al-Bayan. The input to this system was a user query, while the out-
put was a Quran passage that included the answer and tafseer from
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the interpretation books. The system architecture was created in two
phases: online and offline. Building the ontology and creating the
inverted index occurred in the offline phase. This system’s ontology
was created by integrating the Qurany Ontology (Abbas, 2009) and
the Quranic Corpus Ontology (Atwell et al., 2011). It was a tree of
Quranic concepts that showed the relationships between them. Af-
ter the integration process, 621 out of 6,236 verses did not belong to
any concept. They added these verses under the most related con-
cept, using a similarity measure. The produced ontology had 217
leaf concepts. Under every concept, they stored the verses and their
tafseers. In the process of creating the inverted index, the list of verses
under each concept was pre-processed using the Morphological Anal-
ysis and Disambiguation for Arabic (MADA) toolkit (Habash et al.,
2009). For each word, MADA generated a stem and POS tag. It
then created a vector of terms that appeared under each concept and
weighted these vectors using the term frequency-inverse document fre-
quency (TF-IDF) scheme for each concept. Finally, they linked each
term to the list of concepts that appeared under it in the ontology by
constructing an inverted index.

The online phase involved analysing the question, retrieving the in-
formation and extracting the answer. There were two modules in the
question analysis step: question pre-processing and question classifica-
tion. The question pre-processing step resulted in a vector of terms in
which each term included a POS tag and MADA stem. They classified
the questions to determine the expected answer type and reduce the
search scope. They used a support vector machine (SVM) classifier to
determine the question type, such as whether it involved searching for
a person’s name or a place. After that, the verses most relevant to
the query and their tafseers were retrieved from the ontology. Answer
extraction was the final step. They added named entity recognition
(NER) tags to the relevant verses and their tafseers using the LingPipe

45



3.4 Religious Question Answering Systems Research

tool1. The text was then split into passages, with each considered a
candidate answer. The candidate answers were ranked based on fea-
tures, such as the number of matched terms between candidate answers
and questions and whether the named entity in the candidate answer
fit the question type (e.g. ‘where’ as a question type would fit ‘loca-
tion’ as a named entity of a candidate answer). Five Quran experts
evaluated the system.

However, if the words used in the question were not found in the on-
tology concepts, the system would not return any answers. Moreover,
it could only answer questions about locations, numbers, descriptions,
physical entities or creation.

Hassan & Atwell (2016) proposed a concept search tool in the Al-
Hadith area. Development of this system had three phases. The first
phase involved defining the dataset. Sahih Bukhari’s book was di-
vided into 100 concepts, with several hadiths under each concept. The
hadiths were organized into thematic sections, with each section rep-
resenting a distinct concept in Islamic teachings. This categorization
allows scholars to efficiently find hadiths that pertain to different ar-
eas of life, faith, and practice. The researchers selected a collection of
hadiths; extracted their concepts; translated the hadiths into Russian,
Arabic, French and English; and used this book structure to build
the website. The second phase involved creating HTML files, where
a page was allocated to each hadith. In the third phase, a website
was constructed for this tool. The tool presented the results as a tree
of concepts for each language. Users could browse the main and sub-
concepts, and the leaf concept contained a list of hadith texts related
to this concept. They used 10 concepts from these trees to evaluate
their system. Zulkefli et al. (2015) also developed a similar idea for
hadith in the Malay language. However, the concepts and hadith num-
bers were very limited in both studies, with around 100 concepts and,
in some languages, fewer than 100.

1http://alias-i.com/lingpipe
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Ahmad et al. (2017) recommended a Malay Quran system based on an
ontology. The system stages included ontology creation and query pro-
cessing. In the ontology creation stage, they translated English and
Arabic ontologies, such as the Qurany ontology (Abbas, 2009) and
Quranic ontology (Dukes, 2015), into Malay using a bilingual dictio-
nary and WordNet. Experts in the Malay Quran then reviewed them.
In the query processing stage, there was an NLP and semantic analysis
phase. The NLP phase consisted of removing stop words, stemming
the words and adding word lemmas. After the question analysis us-
ing the NLP phase, the semantic analysis technique was applied using
ontologies to answer the questions.

Alqahtani (2019) and Alqahtani & Atwell (2015, 2016b, 2017) reviewed
existing search systems in the Quran area and evaluated them us-
ing 13 criteria. They found many shortcomings, such as each sys-
tem using only one ontology and the existing ontologies not covering
all Quran topics, which affected search system performance. There-
fore, Alqahtani (2019) and Alqahtani & Atwell (2016a, 2018) devel-
oped an ontology by aligning and integrating three existing ontologies:
QurAna (Sharaf & Atwell, 2012), Qurany Ontology (Abbas, 2009) and
the Quranic Ontology (Dukes, 2015). Additionally, they utilised nine
different resources to enrich the ontology, such as Tafseer Al-Mussar
and Tafseer Al-Jalalain. Finally, Alqahtani (2019) proposed using this
new ontology as a basis for the Arabic Quran search model.

The Arabic Quran search model consisted of five components: an
Arabic question analyser module, an Arabic similarity Quranic words
model, a semantic search model, a keyword model and a scoring and
ranking model. A user’s question was input into the Arabic question
analyser module, which went through several steps: determining the
user question class using a classifier, stemming the question terms,
adding POS tags to recognise the nouns and verbs in the question and
generating synonyms for nouns and verbs based on the Arabic sim-
ilarity Quranic words model. After that, the semantic search model
retrieved the most relevant concepts to the question using the new
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ontology and sent these concepts’ verses to the scoring and ranking
model. Additionally, if no verse was retrieved, the keyword model
retrieved any verse matching the question. Finally, the scoring and
ranking model ranked the candidate verses based on the frequency
of the question terms in the verse. According to Alqahtani (2019),
despite the system’s good performance, there were shortcomings in
several parts. First, the ontology did not cover many aspects, such as
laws, principles and Islamic ethics. Additionally, there was a weakness
in the classifier’s performance, which required an increase in the train-
ing dataset size. The Arabic semantic similarity Quranic word model
required further research and improvement to generate words similar
to those in the question.

• A Synonym-Set Technique:

Many researchers have added synonyms of question words to a query
to search for the broader meaning of a word rather than its actual use
in a text. This technique is known as ’query expansion’ (Carpineto
& Romano, 2012). To find these synonyms, they used various ap-
proaches, including statistical methods and methods that utilised lin-
guistic knowledge resources such as dictionaries and WordNet. Word-
Net is a lexical database concerned with words and their meanings,
similar to a dictionary (Miller, 1995). What distinguishes WordNet
is that it groups synonyms into sets called synsets, whereas a typical
dictionary arranges words alphabetically (Banerjee & Pedersen, 2002).

Neamah & Saad (2017) developed a dataset of hadiths from Al-Bukhari
on specific topics and created a QA system using this dataset. When
constructing the dataset, the researchers used a classification algorithm
to divide the Arabic hadiths into two categories: prayer and fasting.
Next, they used NER to classify the prayer and fasting categories into
subcategories based on time and place topics. The result was four
categories: when for fasting, where for fasting, where for prayer and
when for prayer. This narrowed the research scope, which positively
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affected the system’s performance. The system expanded the submit-
ted questions using WordNet. Nevertheless, this system only answered
where and when questions concerning prayer and fasting.

Yusuf et al. (2019) built a system to answer Quran questions using
WordNet. The researchers used WordNet to extract synonyms for the
question words and added these synonyms to a submitted question
to form a new query, which they subsequently used in the system.
They tested the model using three different English translations of
the Quran: Arberry, Sarwar and Yusuf Ali. On average, the system’s
evaluation results performed better than three traditional models: best
matching (BM25), TF-IDF and Lucene.

Yusuf et al. (2020) recommended a Quran semantic search tool in
French to improve performance. They expanded a query by including
the most co-occurring terms in the Quran along with the query terms.
The performance of this system was better than that of the BM25 and
Yusuf et al. (2019) models, achieving a 36% improvement.

Abdi et al. (2020) recommended building a system that answers ques-
tions about Al-Hadith by utilising an Arabic dictionary. The system
calculated a score for each sentence in the Hadith text dataset, which
contained around 4,000 hadiths from the Sahih al-Bukhari books. The
equation for calculating this score included two parameters. The first
parameter was the semantic similarity value between the sentence and
the question, while the second parameter was the degree of seman-
tic similarity between the sentence and other sentences related to the
question. Semantic similarity was calculated using synonyms from an
Arabic lexical database and the order of the words in the sentences.
This system achieved good performance; however, the authors noted
that the coverage of the lexical database was limited, which affected
performance. Moreover, the system provided only partial answers to
non-factoid questions.

Maraoui et al. (2021) proposed answering Arabic factoid questions with
a system that operated in three stages: question processing, informa-
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tion extraction and answer processing. In the first stage, the ques-
tion was analysed to add more detailed information that described the
user’s request, including the question topic, NER tag and similar ques-
tions. A dictionary was used to determine the topic of the question.
Moreover, they added questions that were synonymous with a user’s
question in meaning but had a different syntax from a second dictio-
nary using pattern matching techniques. A Hadith text dataset was
constructed using the Text Encoding Initiative (TEI) standard, which
contains text with tag descriptions. Therefore, answers were extracted
from the dataset using these tags. Finally, the system formulated an
answer. However, it only answered factoid questions.

• A Cross-Language Technique:

Yunus et al. (2010) proposed a Quran QA system that supported
Malay, Arabic and English. This system was based on retrieving more
relevant documents by improving the query using different languages.
First, the user entered a query. The system then translated the ques-
tion into the other two languages. Finally, the relevant documents from
the three language datasets were retrieved using pattern-matching
techniques. However, the results showed that irrelevant documents
were returned, and the researchers attempted to enhance performance
by adding query synonyms from the dictionary after translation for
each language.

Systems based on retrieval techniques have many shortcomings. A text-
based method may fail to retrieve related documents containing synonyms
for the query words because it relies on retrieving documents that con-
tain only the actual query words. It does not consider the meaning of the
query words during the retrieval process. In comparison, a semantic search
method may struggle to provide the correct answer because it is based on
incomplete external resources, such as ontologies and dictionaries. These
resources do not cover all areas of a domain and do not encompass all
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concepts, terms and relationships. Therefore, some studies have sought to
integrate more than one ontology to provide a broader semantic context.

One of the most significant weaknesses of existing systems is their abil-
ity to answer only factoid questions; none found in the literature was able
to address other complex question types. A typical QA system takes a
query from the user, passes it through several components and then ex-
tracts the answer from a dataset. The tasks of these components include
pre-processing the question to analyse and attempt to understand it as
comprehensively as possible, representing the question in a specific format
that a machine can comprehend and then using various techniques to find
the answer from the knowledge representation. There are weaknesses in
existing natural language analysis tools and approaches that pose one of
the most prominent current challenges. Consequently, even state-of-the-art
systems face obstacles in answering all types of possible questions.

3.4.2 Systems Based on a Knowledge Base

Recently, attempts have been made to build a knowledge base to answer all
question types. The knowledge base used is a collection of questions and answers.
It can be classified as a closed-domain or open-domain knowledge base, depending
on the scope of the content. A closed-domain knowledge base is built to answer
questions in a specific domain. In contrast, an open-domain knowledge base
attempts to answer questions in any area.

This section focuses on knowledge base systems, which we can further divide
into systems that use traditional retrieval techniques or deep-learning models.

1. Knowledge Base System using Traditional Retrieval Technique

Saeedi et al. (2014) introduced Quranjooy, a closed-domain knowledge base
QA system for the Persian Quran. The researchers gathered approximately
6,000 Persian question–answer pairs from credible websites to develop the
knowledge base for the system. As with typical QA system architectures,
this system comprises three traditional stages. First, the system analysed a
question to obtain detailed information, such as the question type. Second,

51



3.4 Religious Question Answering Systems Research

four modules were applied in parallel to retrieve an answer from the knowl-
edge base. Finally, the outputs of these modules were merged to obtain
the correct answer. The modules in the second stage included NER, verse
finder, tabular and ontology-based methods. Each module retrieved can-
didate answers and scored them based on their relevance to the question.
The most relevant answer was then considered the output of the module.
The NER module could answer nine types of questions. For example, if the
question type was a date, this module focused the search process on words
tagged as dates using NER. The second module could answer questions
about verse references and the frequency of a specific term in the Quran.
Questions regarding interpretation were addressed using the tabular mod-
ule, which created a table linking each verse number to its interpretation.
The last module was based on building an ontology to retrieve the answer.
Heidaria et al. (2014) implemented this system using the GATE framework.

However, this system had many flaws. It faced issues with Persian pre-
processing tools, such as tokenisers. Additionally, the coverage of the ontol-
ogy was limited. Moreover, the Persian NER tool had a weak performance.
The system also suffered from limitations in the number of corpus ques-
tions for some question types. Finally, this system only answered Persian
questions about the Quran.

Sherkat & Farhoodi (2014) suggested improving the Quranjooy system by
using a hybrid approach to identify the type of question through classifi-
cation based on machine learning and rule-based methods. The proposed
method’s precision was approximately 56%.

Sheker et al. (2016) developed two Fatwa QA systems: an ontology-based
system and a synonym-set system. Muslims typically ask Islamic scholars or
sheikhs for their opinions on questions regarding various daily issues faced
by the questioner; the answer is known as a fatwa . The two knowledge
resources created for these systems are a corpus and an ontology. First,
a corpus of 1,094 QA pairs in the area of prayer-related fatwas was con-
structed, sourced from Ibn Baz’s book (Ibn Baz et al., 2003). Second, an
ontology was built based on this corpus, consisting of 13 main classes, 134
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sub-classes, 19 relations and 511 annotations. The statistical information
from the corpus defined the main and sub-concepts in the ontology. More-
over, experts in Arabic had determined the relationships between these
concepts.

The architecture of an ontology-based system and a synonym-set system
involves three stages: question pre- processing, question analysis and ques-
tion expansion. Encoding and normalisation operations are implemented
to pre-process the question. The goal of the question analysis phase is
to return corpus questions that are similar to the user’s question. First,
the similarity measures using the cosine and Jaccard methods produced
two lists of candidate questions. Afterward, the candidate questions were
ranked based on their frequency among the lists. Finally, the most relevant
question was retrieved from the dataset, and its answer was displayed to the
user. The architecture of the two systems was the same, with a difference
only in the question expansion phase. The question expansion reformu-
lated the query by adding a synonym. The first system used synonyms
found in a new ontology, which was a specific-domain ontology, while the
second system used WordNet synonyms, which was an open-domain ontol-
ogy. Thirty questions, as proposed by experts, were used to evaluate the
systems. The performance of the ontology-based system was better than
that of the synonym-set system. The first system achieved 91% on the F-
measure, 90% recall, and 92% precision, while the second obtained 65%,
59%, and 72% on the same metrics, respectively.

However, the ontology had limited concepts, and Arabic WordNet had
weaknesses that affected performance. Additionally, the system could only
answer a limited number of questions about prayer. The answer was a
fatwa based solely on the words of scholars without evidence from verses or
hadiths.

Hamoud & Atwell (2016a,b, 2017) proposed a system to answer Arabic and
English Quran questions using a closed-domain knowledge base. This sys-
tem consisted of two components: a question–answer pairs corpus and a
QA model. The 1,500 question–answer pairs were collected from different
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resources. This knowledge base included various types of questions, such
as factual, hypothetical, how-to, definitions and both long and short ques-
tions. To enhance data quality, the researcher cleaned the data. Next, they
represented the corpus in a comma-separated value (CSV) format. After
that, the system’s performance was improved by applying data redundancy
techniques, such as paraphrasing questions in different ways and contexts.
Finally, they loaded the latest version of the data into the Nooj and Weka
tools for analysis. The model of this system was based on accepting ques-
tions from users through an interface. Next, it analysed a question by
implementing pre-processing operations. It then matched the preprocessed
question with dataset questions using a text-based approach. After that,
it scored and ranked the matched questions to select the best match using
a similarity measure. Lastly, it presented the answer to the users. They
used the Python Natural Language Toolkit (NLTK) to implement this mod-
ule. They evaluated the system using 63 English and 71 Arabic questions
gathered from Muslim students at a university. The Arabic version of this
system achieved 79% precision and 76% recall, while the English version
obtained 75% precision and 73% recall.

However, as mentioned previously, this system used only the text-based
approach when retrieving answers, which has many inherent limitations. It
answered only Quran-related questions. The performance of this type of
system is affected by two factors: the quality and quantity of the data in
the corpus. Unfortunately, there were many flaws in the corpus used. The
first limitation was that a high percentage of questions in the corpus were
unreliable because they had not been checked and examined by a religious
scholar, especially the data extracted from previous research. In addition,
the references for each question and answer were not provided, and many
answers lacked supporting evidence from the Quran.

Adany et al. (2017) recommended a QA system with two stages for the
Quran domain. The first stage involved constructing a corpus, while the
second stage focused on designing two prototypes for QA systems based
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on the corpus. The scope of the corpus included the Al-Baqarah and Al-
Fatiha chapters. The researchers used two methods to create the corpus:
gathering question–answer pairs from Islamic websites and generating ques-
tions manually from the Quran verses. This corpus consisted of 263 Quran
questions, with one question potentially having multiple verses as answers.
It was divided into two categories: the first was used as a gold standard
evaluation dataset, and the second was used as the knowledge base in the
study.

The use of the first prototype involved the following steps:

(a) Accept the user question and preprocess it by applying a tokeniser and
removing diacritics and stop words.

(b) Match the user question with the question–answer corpus.

(c) If the question exists in the corpus, then:

The answer will be retrieved and displayed to the user.

Exit.

(d) If the question does not exist in the corpus, then:

The search process will be applied to find the answer from the Quran

text.

i. If the answer is located in the Quran text, then:
The answer will be retrieved and displayed to the user.
The question and answer will be added to the corpus.
Exit.

ii. If the answer is not found in the Quran text:
The question will be added to a specialised file in the corpus.
The specialised file will be checked, and the question will
be answered by administrators and scholars.
Exit.

The prototype was implemented using Java Standard Edition version 8.
The developer also suggested another prototype based on the corpus as
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a knowledge base, but it was not implemented. The use of the second
prototype involved the following steps:

• The model accepts the question from the user.

• If the question is in the question–answer corpus, the model will return
the answer and display it.

• If the question is not in the question–answer corpus, the system will
execute the following series of steps to determine the answer:

– The question will be pre-processed using a tokeniser, classifier and
remover.

– The question will be expanded using a thesaurus, dictionary and
corpus.

– The new question will be displayed to the user for appropriate
wording.

– The search process with the new question will be conducted using
the question–answer corpus or the Internet.

– The answer will be extracted and displayed to the user.

– If the user approves the answer, both the question and the answer
will be added to the corpus.

Nevertheless, this system suffers from many shortcomings. Its coverage is
limited to answering 263 questions from the Surah Al-Fatihah and Surah
Al-Baqarah. The answer provided is the entire Quran verse, rather than
a specific answer or explanation. Additionally, this system fails to answer
questions that are similar in meaning to the corpus questions but use dif-
ferent terms. A religious expert did not comprehensively verify the answers
provided by this system.

Despite the importance of having a system to accurately answer all kinds
of religious questions, the amount of research in this field is very limited.
The majority of existing studies focus on answering Quranic questions, with
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only one addressing fatwa questions. Additionally, no study has answered
questions related to the field of Hadith.

2. Knowledge Base System using Deep Learning Models

Typically, understanding the meaning of a question and providing an answer
are done using one of the previously mentioned methods, such as ontology
and WordNet. The problem with these knowledge sources is that they are
expensive to create and are often deficient because they do not cover all con-
cepts in the field. Recently, DL modules have emerged as alternatives. DL
models aim to reach a level of understanding comparable to that of humans.
These models can understand and answer various questions (Altammami
et al., 2021).

The most recent research in NLP tasks tends to use the corpus to train
PLMs for building QA models because they have proven effective (Malhas
& Elsayed, 2022). Additionally, most research has recently shifted towards
using LLMs (Katz et al., 2023). I will discuss this topic in detail in Chapter
5, Chapter 6, Chapter 7 and Chapter 8.

3.5 Conclusion

This chapter provides an in-depth and sequential overview of the various devel-
opments and methods used over the years in NLP to build a QA system based
on the Holy Quran and Hadith. The religious question-answering system can be
divided into retrieval-based systems and knowledge-based systems.

Retrieval-based systems extract answers from texts, relying entirely on NLP
tools and techniques during the question analysis phase. However, these tools still
face challenges and have many limitations, making it difficult for such systems to
answer all types of questions.

Since the question and answer may contain different words with the same
meaning, some systems of this type utilize external sources, such as ontologies,
to retrieve all answers related to a concept in the ontology that corresponds
to the word in the question. However, a major drawback of these systems is
their high cost, as they require the development of an ontology for each domain.
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Additionally, all existing ontologies are incomplete and do not encompass all
concepts in the field.

The knowledge-based systems focuses on building a dataset containing a large
number of questions and answers. Systems of this type are divided into two
categories.

The first category utilizes NLP tools to extract a question similar to the user’s
query from the dataset and then displays it along with its answer. However,
this approach is limited by the performance of NLP tools, which have several
shortcomings

The second category involves using the dataset for training DL models, which
is the current trend, or as a knowledge base for LLMs. This was studied in the
following chapters.
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Chapter 4

Developing the Quran and Hadith
Question–Answer Corpus

4.1 Introduction

This chapter surveys and reviews datasets of Islamic religious question–answer
pairs. The findings indicate that there are many defects in the collections re-
lated to the Quran, while no available collection was found related to the Hadith.
Therefore, this chapter presents QUQA, the most extensive reusable Quran ques-
tion–answer collection, by integrating existing datasets and enlarging them using
different resources and challenging questions. This dataset covers many questions
and more verses, with the questions in MSA and the answers from Quran verses
in CA. This chapter also introduces HAQA, the first reusable Arabic hadith ques-
tion–answer corpus, by collecting data from various expert sources. These two
datasets are available to the research community, which will positively impact
research on Islamic QA. Furthermore, these datasets enrich the resources for the
Arabic language, which suffers from a shortage of AI datasets and challenges re-
lated to studying the nature and understanding of CA texts. Finally, all available
Automatically Generating Questions (AGQ) tools were surveyed and evaluated
to determine their potential to expand the Quran dataset. This chapter is based
on my publications (Alnefaie et al., 2022a, 2023c,d).
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4.2 Religion Corpora Related Work

The Internet contains vast amounts of data written using various software pro-
grams using assorted templates and diverse formats. Gathering this data into a
single corpus was essential because it forms the foundational block in many areas
of data mining, such as classification and QA. The characteristics of a corpus,
such as its size, affect system performance. As the amount of data increases, the
performance of a system using it generally improves. For example, the perfor-
mance of object classification algorithms can be enhanced more by increasing the
data size than by improving the learning algorithms (Sapp et al., 2008).

Several religious corpora have been built. For example, Mohammed et al.
(2022) created an English Islamic Articles Dataset (EIAD), which contained ten
thousand articles collected from three websites: IslamReligion (1,550 articles) ,Is-
lamQA (8,292 articles), and New Muslims (275 articles). The target users of this
dataset were new Muslims or individuals who wanted to convert to Islam. It is
organised into 15 categories, each containing related folders of topics, with each
topic encompassing relevant articles. The metadata for the corpus included infor-
mation about the articles, such as publishing date, author, rating and description.
Nevertheless, it was a collection of articles from a limited number of sources, and
its topics were relevant only to new Muslims or those willing to convert to Islam;
in addition, it is currently unavailable.

Several question–answer corpora have been developed for religious QA systems
and can be classified into two categories: question–answer pairs datasets and
question-passage-answer triplets datasets. Both are described below.

4.2.1 Question–Answer Pair Datasets

Saeedi et al. (2014) developed the Quranjooy corpus, a collection of Quran ques-
tion–answer pairs in Persian. The question–answer dataset was created by crawl-
ing many credible websites. First, a list of found sites was created. Quranic
experts then selected authorised sources. The total number of collected ques-
tion–answer pairs was approximately 115,000, formatted in XML. After that,
a data cleaning process was applied, and questions with grammatical or edit-
ing issues were excluded. The final corpus contained 6,000 questions covering
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various topics, such as characteristics, places, personalities, numbers, creatures,
behaviours , events and dates. Nevertheless, it did not cover all areas of the
Quran and was written in Persian.

Sheker et al. (2016) proposed a corpus of 1,094 question–answer pairs for the
prayer fatwas domain, which was gathered from Ibn Othaimeen’s fatawa book
(Ibn Baz et al., 2003). The corpus specialised in questions solely related to the
subject of prayer and was characterised by its small size. Moreover, the answers
reflected scholarly opinions and beliefs without any supporting evidence from the
Quran or Hadith.

Hamdelsayed & Atwell (2016) and Adany et al. (2017) developed a ques-
tion–answer pairs dataset regarding Surah Al-Fatiha and Surah Al-Baqarah in
the Holy Quran. This corpus was used for two purposes in the research’s QA
prototypes: as a knowledge base for the system and as a gold standard evalua-
tion dataset. Building this corpus involved several steps: the researchers collected
the question–answer pairs from websites, extracted the questions by reading the
Quran text and integrated the two sets into a single text file, an Access file, and
a Microsoft Excel file.

They elicited 47 questions from Islamic websites, but the gathered text suf-
fered from many problems, such as diacritics and English characters. Therefore,
the text required some cleaning. Moreover, the researchers extracted the appro-
priate questions from the verses. One question could have multiple answers. The
total number of questions generated using this approach was 215. These ques-
tions were reviewed and validated by Islamic scholars from Gabrah College. The
combined dataset contained 263 questions. The data in the file were arranged ac-
cording to the verse number to detect duplicate questions. The final file contained
five columns: the question, answer, verse number, surah name and a column for
Abdullah Yusuf Ali’s English translation of the verse.

However, the corpus covered only Surah Al-Fatihah and Surah Al-Baqarah,
and the number of questions was very limited. It is currently unavailable.

Hamoud & Atwell (2016a) developed a dataset of question–answer pairs on
the Quran by following these steps: the researchers manually gathered 1,500
question–answer pairs from Islamic websites, previous research and experts at
the Mecca Holy Mosque and then merged them into one knowledge base. Next,
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the corpus was cleaned and formatted appropriately. They then analysed the
dataset using the WEKA and Nooj tools. Finally, it was used as knowledge for
a QA search tool.

The eight websites used in this knowledge base were turntoislam 1, Islamic
Knowledge/Come towards Islam 2, All-Quran 3, The Siasat 4, SULTAN ISLAMIC
LINKS 5, Islamic question and answer 6, Sheikh Dr. Mohammad Al Arifi official
forum 7, and the Sheikh Hussaballa forum 8. They used examples mentioned in
the studies by Gusmita et al. (2014), Abdelnasser et al. (2014), Shmeisani et al.
(2014) and Hamdelsayed & Atwell (2016). One of the services available in the
Holy Mosque is the ability to ask Islamic experts questions. The researchers
communicated with Muslims who returned from Mecca to collect the questions
posed to the experts and the answers they received.

However, this corpus contained only 1,500 question–answer pairs. There was
no evidence from the Quran in many of the answers, and the question–answer
pairs in this corpus lacked references.

Neamah & Saad (2017) built a corpus of 12 questions to evaluate their Ha-
dith QA system. They asked 15 students from Universiti Kebangsaan Malaysia
(UKM) universities to create a list of questions.

Abdi et al. (2020) constructed an Arabic corpus of 3,825 question–answer
pairs about Hadith from the Sahih al-Bukhari collection. Two human experts
built the corpus manually by (1) reading all the hadiths in order, (2) generating
questions for each hadith, (3) removing duplicate questions, and (4) linking each
question with the corresponding hadith. There were different types of questions,
but the most significant percentage was for “WH” questions.

Maraoui et al. (2021) collected a dataset of 100 question–answer pairs from
online forums and native Arabic speakers. The distribution of this dataset was

1http://turntoislam.com/community/threads/100-questions-on-quran.10052
2https://islamicknowledge2all.wordpress.com/2011/10/30/question-and-answers-about-

quran-3/
3http://www.allquran.com/islamic_material/frequently_asked_questions.html.
4http://www.siasat.com/english/news/questionsanswers-about-holy-quran?page=0%2C0
5http://www.sultan.org/.
6http://islamqa.info/en/
7http://www.3refe.com/vb/
8http://hassabala.yoo7.com/t714-topic?highlight=500+%D3%C4%C7%E1.
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as follows: 13 questions about the Tafsir topic, 33 questions about the Hadith
topic and 54 questions about the Hadith narrator profile. Nevertheless, it was an
unauthenticated and small corpus.

Munshi et al. (2022) constructed an Arabic fatwa dataset with 850,000 records.
Each record contains a question, answer, Fatwa topic and publication date. The
dataset focused on questions and answers from social media channels, unlike
existing datasets that focused on Quran and Hadith texts. Typically, users posted
their questions, and highly qualified experts provided responses. They gathered
the questions from various countries, backgrounds and dialects of Arabic . The
resources could be classified as authentic-government sources, such as Al-ifta-
SA 1 and Dar-al-ifta-EG 2 , as well as untrusted websites like fatawapedia 3,
Islamweb 4, Islamway 5, binothaimeen 6, AlFawzan 7, Islamqa 8, and binbaz 9.
Some websites contained only articles, treating the title as a question and the
article as an answer. A sample is shown in Figure 4.1. Nevertheless, these fatwas
lacked evidence from the Quran or Hadith.

Figure 4.1: Part of the fatwa dataset record.
1https://www.alifta.gov.sa
2https://www.dar-alifta.org/ar/Default.aspx?sec=fatwa&1&Home=1
3http://fatawapedia.com/
4https://www.islamweb.net/ar/
5https://ar.islamway.net/fatawa/source/
6https://binothaimeen.net/site
7https://www.alfawzan.af.org.sa
8https://islamqa.info/
9https://binbaz.org.sa/fatwas/kind/1
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All previous datasets are unavailable for evaluating QA systems in the religious
domain. The current research uses a different dataset created by the authors. As
a result, it is difficult to compare performance between systems. To the best of
our knowledge, only two datasets have recently been developed for the Arabic
Quran and are available to the public. They are described below.

Alqahtani (2019) built a corpus of 2,224 question–answer pairs related to
the Holy Quran to test and evaluate his QA system, but the available version
only contained 1,224 question–answer pairs due to copyright issues. This collec-
tion was called the Annotated Corpus of Arabic Al-Quran Question and Answer
(AQQAC). The construction of this collection went through four stages. First, the
data were gathered from the book 1,000 Questions and Answers on the Quran,
written by Islamic scholar Ashour (2002), and from a website named ‘Islam –
the Quran and Tafseer’ 1. Second, the data were preprocessed and cleaned us-
ing regular expression patterns to remove unwanted elements, such as non-letter
characters and page numbers. Third, the question–answer pairs were entered into
an Excel spreadsheet. Finally, the question–answer pairs were annotated with de-
scriptive information. This information included details related to the questions,
such as the ID, type, topic and ontology concepts, as well as the answer’s loca-
tion in the Quran (chapter and verse numbers) and the reference sources for these
questions and answers.

However, there were deficiencies in this dataset that affected its use for evalu-
ating QA systems. Many of the answers were merely interpretations of the verses
and did not contain any Quranic verses. Other answers contained verses mixed
with interpretations, and the last type of answer was written in MSA and was
supported by evidence from the Quran, in which the evidence was an entire verse.
The problem was that these answers had the same meanings as the Quranic words
but used different terms. I had to extract the answer span from the full verse of
the Quran. After filtering out cases with no Quranic verses, the dataset contained
only 473 out of the original 1,224 question–answer pairs (Aftab & Malik, 2022).
Additionally, the dataset lacked diversity because the available version was built
from only one source and a small corpus.

1http://islamqt.com/
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Malhas & Elsayed (2020) constructed a gold standard Arabic corpus of 207
questions about the Quran, called AyaTEC, to unify the QA systems’ assessment
process. There were 1,762 verses in the answers, and each answer to the question
included one or more verses. This corpus covered 11 topics: provisions of Islam,
stories of prophets, former nations, the unseen, the universe and God’s creations,
worship, jihad, battles and wars, faith in God and believers, Prophet Muhammad,
humanity, linguistics of the Quran and others. The researchers collected the
questions from users directly and from multiple other sources, including books,
YouTube videos and previous studies, such as Hakkoum & Raghay (2016) and
Abdelnasser et al. (2014). Two freelancers from UpWork1 answered the questions.
Subsequently, three religious scholars reviewed the answers to verify their validity.
Nevertheless, the dataset size was too small, with only 207 questions, and there
was no variety in the questions, as half were on only two topics. Additionally,
this dataset covered only 1,762 verses, while the total number of verses in the
Quran is 6,236.

4.2.2 Question–Passage–Answer Triplet Datasets

A question–passage–answer triplets dataset is an MRC dataset, which is typically
used to help a person better understand a text by asking questions about it and
measuring their comprehension. Each record contained a question, a passage
from the Quran and an answer extracted from that passage.

Four studies have developed this type of dataset for the Arabic Quran and
three approaches have been used. The descriptions appear below.

1. Some researchers only changed the structure of an available dataset from
pairs (question and answer) to triplets (question, passage and answer).

2. Some researchers modified the structure of available question–answer pair
datasets to fit the triplet structure (question, passage and answer) and
added new questions similar to the existing ones.

3. Some researchers expanded a dataset by formulating questions in several
ways.

1https://www.upwork.com/
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% # of the
Pairs

# of the
Triplets

Passages Questions

Training 65% 710 861 468 118
Development 10% 109 128 101 17
Test 25% 274 348 256 34
All 100% 1,093 1,337 825 169

Table 4.1: The statistics for the number of records in the QRCD.

1. Restructuring the Existing Datasets

The Quranic Reading Comprehension Dataset (QRCD), a publicly acces-
sible dataset1 proposed by Malhas et al. (2022), is an MRC version of Ay-
aTEC. Tanzil’s project2 was the source of the Quranic text. It contains
1,093 question-passage pairs written in the JSON file format, but because
the questions could have more than one answer, the triplets become 1,337
question-passage-answer sets, as shown in Table 4.1 and Figure 4.2. A
passage may appear more than once but with different questions; similarly,
a question may appear more than once but with a different passage. The
triplets were classified into training, development and test sets.

However, the number of non-repetitive questions was very small, at only
169. Moreover, not all correct answers were added to the dataset. For
example, the gold answer to the question �
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translates to ‘When does Islam allow the blood of a person?’ is

Õº
	
KñÊ

�
KA
�
®K


	áK

	
YË @ é<Ë @ ÉJ
�.� ú




	
¯ ñÊ

�
KA
�
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who fight you’. In addition, there was another correct answer in the passage
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¯, meaning ‘So whoever has

assaulted you, then assault him in the same way that he has assaulted you’.
The meaning of this other correct answer is the same as the gold answer,
according to bin Jarir al Tabari (2001), as shown in Figure 4.3 (Alsaleh
et al., 2022).

1https://gitlab.com/bigirqu/quranqa
2https://tanzil.net/docs/tanzil_project
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Figure 4.2: The records distribution of the QRCD.

Aftab & Malik (2022) extracted 473 question–answer pairs from the AQQAC
to augment the QRCD dataset and enhance their QA system. The structure
of AQQAC was different from QRCD, as the AQQAC records contained the
question and the answer, which was a verse or sequential verses from the
Quran. In contrast, QRCD records contained the question, a passage (a
verse or sequential verses) and an answer that was a partial sentence or
word from the passage. Therefore, they restructured AQQAC to match the
QRCD structure by adding a context column. For each question, they filled
this column through the following steps: locating the verse in the answer
within the Quran using the Tanzil text; extracting the verse preceding the
answer’s verse, the answer’s verse and the verse after it; and finally, adding
these verses to the context column. Nevertheless, this dataset is currently
unavailable.

2. Restructure the Existing Datasets and Added New Questions

Wasfey et al. (2022) constructed the AQAQ corpus based on the AQQAC
dataset, which consisted of 732 question-passage-answer triplets. The con-
struction process involved several stages. First, they filtered 500 questions,
keeping only the verses as answers and deleting any other answers. Next,
a Quranic scholar answered all questions that initially lacked answers and
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Figure 4.3: An example of another correct answer can be added to the dataset.
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added the appropriate passages. Finally, similar questions were included
to increase the size of the dataset to 732 question–passage–answer triplets.
Although it is shown as being available 1, it could not be opened at the
time of this writing.

3. Reformulating the Existing Questions

Ahmed et al. (2022) paraphrased the questions to augment the training and
development sets of the QRCD by reordering the words and replacing them
with synonyms. This available augmentation dataset2 was used to fine-
tune the model so it could find the correct answers to different question
formulations in the testing phase. Its size is approximately 657 question-
passage-answer triplets.

4.2.3 Religious Question–Answer Corpora Evaluation Cri-
teria

This study aimed to survey and evaluate the existing corpus of question–answer
pairs about religious texts, which included more than 200 questions. This effort
sought to identify flaws in current knowledge bases to develop a larger, improved
collection by reusing the available datasets. Several criteria were used to evaluate
the corpora , such as the scope, size and purpose of their construction. Thirteen
criteria were employed in this study to assess the existing question–answer pair
datasets. Some of these measures were adapted from Alrehaili & Atwell (2014)
to evaluate Quran ontologies. The details of these criteria are listed below.

1. Resource of the Question:

A. Books B. Websites

C. Religion experts D. Previous studies

E. Users directly

F. The author who extracted the questions from the text
1https://github.com/EmanElrefai/Quran_QA/tree/main/datasets
2https://github.com/motazsaad/Quran-QA
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2. Resource of the Answer:

A. Books B. Websites

C. Religion experts D. Previous studies

E. The author who extracted the answers from the text

3. Purpose of Creating this Corpus: The authors created this dataset to use
as:

A. Gold dataset to evaluate the question–answer system

B. A knowledge base for the question–answer system

4. Questions Type: The types of questions in this corpus

A. Factoid B. Definition

C. List

D. Other: Yes/No, Facts, Arguments, relation, etc.

5. Answer Type: The nature of answers in this corpus includes

A. Plain Texts B. Verse

C. Verse number and Surah name D. Hadith

E. Explanation from Tafsir books F. Part of the verse

6. The Corpus Language:

A. Arabic B. English

C. Persian

7. Corpus Size: The number of question–answer pairs in this corpus.

8. Scope of the Corpus:

A. Quran B. Hadith

C. Tafsirs: Descriptions of the Quran D. Fatwas

9. The Data Coverage Area:

A. The whole book B. Parts of the book
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10. Topics Coverage:

11. Corpus Availability: Is this corpus available to the users?

A. Available B. Not available

12. Corpus Formats:

A. Text B. CSV

C. XML D. Access Database

E. JSON Lines file

13. Validation Approaches: used to validate the corpus:

A. Reviewed by an Islamic scholar

B. An Islamic scholar answered the questions in a book or website

C. None

The previous thirteen evaluation criteria are used to compare the religious
question–answer pairs dataset. Tables 4.2 and 4.3 show the comparison results.
Due to space constraints, datasets are named either as assigned by the authors
or, if unnamed, I assign them using the first author’s name.

71



4.2
R

eligion
C

orp
ora

R
elated

W
ork

Criteria Saeedi Sheker Hamdelsayed Hamoud AQQAC AyaTEC
1.Resource of the Ques-
tion:

B A F and B B, C, and
D

A and B A, B, C,
and D

2.Resource of the An-
swer:

B A E and B B, C, and
D

A and B C

3.Purpose of Creating
this Corpus

B B A and B B A A

4.Questions Type - - - - A, B, C,
and D

A, B, C,
and D

5.Answer Type A A B and C A A, B, C
and E

B, C, and
F

6.The Corpus Language C A A A and B A A
7.Corpus Size 6000 Q&A

pairs
1094 Q&A
pairs

263 Q 1500 Q&A
pairs

2224 Q&A
pairs

207 ques-
tions

8.Scope of the Corpus A D A A A and C A
9.The Data Domain
Coverage

A A B A A A

10.Topics Coverage 30 topics Prayer - - - 11 topics
11.Corpus Availability B B B B Partly A A
12.Corpus Formats C - A, B, and D B B A and C
13.Validation Ap-
proaches

A B Part of it uses
A

Part of it
uses A

Part of it
use B

A

Table 4.2: Comparing the religion question–answer corpus part 1.
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Criteria Abdi QRCD Aftab Wasfey Munshi
1.Resource of the Ques-
tion:

C A, B, C,
and D

D C and D B

2.Resource of the An-
swer:

C C D C and D B

3.Purpose of Creating
this Corpus

A A and B B B B

4.Questions Type - A - - -
5.Answer Type D B, C, and

F
B, C, and
F

B, C, and
F

A

6.The Corpus Language A A A A A
7.Corpus Size 3825 Q&A

pairs
1,337
triplets

473 triplets 732 triplets 850K Q&A
pairs

8.Scope of the Corpus B A A A D
9.The Data Domain
Coverage

A A A A A

10.Topics Coverage - - - - -
11.Corpus Availability B A B A B
12.Corpus Formats - E E E -
13.Validation Ap-
proaches

B A B A and B Part of it
use B

Table 4.3: Comparing the religion question–answer corpus part 2.
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The preceding discussion can be summarised as follows:

• The creation process of question–passage–answer datasets for the Quran is
in its early stages and requires significant work, as the available dataset size
has been very small and the number of questions does not exceed hundreds.

• There is an absence of a gold standard dataset used to measure the per-
formance of QA systems in the Hadith area. Therefore, researchers have
had to create their own datasets to evaluate the performance of their sys-
tems by collecting question–answer pairs from various websites or books or
creating them. As a result, each system used different sizes and types of
question–answer pairs, making it difficult to compare the performance of
these systems fairly.

4.3 Questions Generator Web-Based Tools Related
Work

The process of automatically generating questions (AGQ) is a task in NLP. This
process aims to generate question–answer pairs from various inputs, such as
knowledge bases, text, and images, as shown in Figure 4.4. This thesis focuses on
generating questions from text, which has become very popular recently due to its
benefits in many wide-ranging applications, such as intelligent tutoring systems,
QA, MRC, and customer service chatbots.

Figure 4.4: The structure of the automatic question generation tool.
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There are many tools available on the web that can be used to generate ques-
tions. Question generation web-based tools can produce different question types
for a paragraph, such as true/false, multiple-choice, and short-answer questions.
These tools can be classified into short-answer question generator tools and other
question type generator tools. A comparison of these web service tools is shown
in Tables 4.4, 4.5, and 4.6. The criteria used for the comparison are: (1) the size
of the text allowed to be entered, (2) the question types that can be generated,
(3) the number of questions that can be generated using the tool, (4) whether the
tool is free or requires a subscription, (5) the language in which the text can be
entered, (6) whether the tool is automatic or requires user intervention, (7) the
time the tool requires to complete its task, and (8) the algorithm used by this
tool to generate questions. These tools are discussed below.
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Tools Input
Size

Types
of Ques-
tions

Number
of Ques-
tions

Free Language Automatic
Tool

Duration Algorithms

ExploreAI
Question
Generation
demo

1000
charac-
ter

Short An-
swer

1 to 4 yes English yes 75 Sec-
ond

Text-
To-Text
Transfer
Transformer
(T5)

Cathoven
QG

500
words

Short An-
swer

1 to 20 yes English yes 60 Sec-
ond

Text-To-
Text gen-
eration
model

Questgen
QG

50 - 500
words

MCQ
Yes/No
Short
answer

0 to 18 application
and API:
no,open
source
NLP
library:
yes

English yes 7 Second GPT-3,
GPT-2, T5,
and BERT

Lumos
learning
QG

at least
2000
charac-
ters

Short An-
swer

0 - 32 yes English yes 40 Sec-
ond

-

Table 4.4: Comparison of web services question generation tools part 1.
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Tools Input
Size

Types
of Ques-
tions

Number of
Questions

Free Language Automatic
Tool

Duration Algorithms

ParaQG
(Kumar
et al.,
2019)

- Short An-
swer

- yes English no-need
user inter-
vention to
determine
possible
answers

- a sequence-
to-sequence
model,
global
sparse-max
attention,
copy mech-
anism, and
dynamic
dictionary

QuestionAid
QG

1500
charac-
ters

Short An-
swer

5 no 24 lan-
guges

yes 38 Second -

PrepAI
QG

No limit MCQ
,Fill the
blank,Short
Answer
,True /
False

Easy MCQ 36,
Medium MCQ
51, Hard MCQ
2, Fill the blank
18, Short An-
swer 0, True /
False 36

no English yes 1 minute
and 29
second

-

Table 4.5: Comparison of web services question generation tools part 2.
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Tools Input
Size

Types
of Ques-
tions

Number
of Ques-
tions

Free Language Automatic
Tool

Duration Algorithms

Quillionz
QG

300-
3000
words

MCQ, Fill
the blank
,Short An-
swer

MCQ 26,
Fill the
blank 18,
Short An-
swer 10

no English yes 1 minute
and 54
second

-

Automatic
QG

- MCQ, De-
scriptive,
True /
False

MCQ 31,
Descrip-
tive 2,
True /
False 2

no English yes - -

QG API No limit Fill the
blank

10 yes English yes 7 Second -

pedagogic
tool (Vu
& Blake,
2021)

- Closed-
ended
ques-
tion Tag
question
Open-
ended
question

- yes English yes - The rules-
based
Approach
for the syn-
tactic

Table 4.6: Comparison of web services question generation tools part 3.
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4.3.1 Short Answer Questions Generator Tools

The Joint Information Systems Committee (JISC) developed a question generator
tool called the ExploreAI Question Generation (QG) demo 1. This demo allows
users to enter a paragraph limited to 1,000 characters and uses the Text-to-Text
Transfer Transformer (T5) to automatically determine answers from the text and
generate the appropriate questions for these answers. The generated questions
are then displayed. Additionally, it allows the user to answer questions and then
either display the correct answers or show the correct answers directly. Between
one and four questions are generated for each paragraph, and the question gen-
eration process takes 75 seconds. One disadvantage of this system is that any
grammatical or factual errors in the text will appear in both the answers and the
questions. This code is available 2.

Cathoven’s team built a question creator tool called the Cathoven QG 3. Users
must enter the text and specify the number of questions they want to generate.
This tool can accommodate a text passage of up to 500 words as input. There
are three options available regarding the number of questions to be generated:
‘few,’ ‘many,’ and ‘tonnes.’ Then, using the text-to-text generation NLP model,
the encoder-decoder structure is applied to analyze the details of the text and
quickly generate the questions. It typically takes about a minute to produce
questions, which are then displayed. When the ‘many’ option is chosen, between
one and 20 questions will be generated. The user can answer the questions, and
the model will indicate whether the answers are correct or incorrect. This model
is smart enough to consider the user’s answer valid if it has the same meaning as
the correct answer. The user can also view the correct answers. The questions
and answers can be exported as TXT files. A sample of the generated questions
using Cathoven QG is shown in Figure 4.5.

The Questgen QG tool 4 is built on a combination of computational linguistics
and advanced AI algorithms. Many transformer models are used, including GPT-
3, GPT-2, T5, and BERT. It is available as an application, an API, and through

1https://exploreai.jisc.ac.uk/tool/question-generation
2https://github.com/patil-suraj/question_generation
3https://hub.cathoven.com/?scene=generator
4https://questgen.ai/
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Figure 4.5: The sample of the generated questions using Cathoven QG.

an open-source NLP library. There is a free trial application that allows only
15 free attempts. To gain access to unlimited tries and additional features, a
subscription to the application and the API is required. The Questgen QG open-
source library is less accurate than the application and the API. Three types of
questions can be generated: multiple-choice questions (MCQs), Boolean questions
(yes/no), and short-answer questions. Users need to input text ranging from 50 to
500 words and select the type of questions, after which the questions and answers
will appear within seven seconds.

Lumos Learning is an EdTech platform that aims to improve the learning
process using digital solutions 1. One of its most important features is the ability
to generate assessments for reading comprehension, mathematics, and language
and grammar using the Lumos Learning QG Tool. After a passage of at least
2,000 characters has been pasted into the tool, the machine learning algorithms
generate, on average, between zero and 32 questions with their answers. A sample
of the generated questions using Lumos is shown in Figure 4.6.

Furthermore, Kumar et al. (2019) proposed a web-based system that generates
questions that are correct in terms of meaning and grammar based on a given
text, calling it ParaQG. The ParaQG system passes through four interactive
stages. First, the system automatically filters out characters that cannot be used
in the question-generating process, such as URLs and non-ASCII characters. In
the second stage, the Stanford CoreNLP tagger tags the text’s noun phrases and

1https://www.lumoslearning.com/llwp/free-question–answer-generator-online.html
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Figure 4.6: The sample of the generated questions using Lumos learning QG.

named entities. After that, the user selects the pivotal answers from these tagged
sentences or any set of spans. Third, a combination of a sequence-to-sequence
model, global sparse-max attention, a copy mechanism, and a dynamic dictionary
is used to create questions. In the final stage, questions that do not have answers
are excluded using a BERT module, while the remaining questions are grouped
based on their answers, which have the same stemmed form. The system is not
available at the link mentioned in the paper 1.

Furthermore, the QuestionAid tool 2 has several features. It allows users
to enter a text of up to one thousand five hundred characters in twenty-four
languages, such as German, Greek, Spanish, and English, which are not available
in any other tools. After that, it produces five questions and their answers about
the text within thirty-eight seconds. It also allows users to export the resulting
questions in text format. There is only one free trial. Although users need to
subscribe for a fee, there is a restriction on the number of questions that can be
generated.

Additionally, PrepAI QG 3 is a platform that utilizes AI algorithms for ques-
tion generation. There are no restrictions on the text entered into the tool, which
can be in several formats, such as pasted text, Word documents, PDF files, and
content scraped from Wikipedia. The output can include a large number of ques-
tions in different types, such as true/false, fill in the blanks, short answers, and

1https://www.cse.iitb.ac.in/~vishwajeet/paraqg.html
2https://www.question-aid.com/
3https://app.prepai.in/generate-questions
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multiple-choice questions, with three difficulty levels: hard, medium, and easy. It
provides only three free trials per day.

Furthermore, creating questions in the Quillionz QG tool 1 requires four steps.
First, submit the content by pasting the text or uploading a PDF file, ensuring
that the content size ranges from three hundred to three thousand words and that
the text domain is specified. Then, users need to choose keywords from the text.
Next, the tool marks pronouns and incomplete, long, and subjective sentences,
prompting the user to replace the pronouns with nouns and modify the sentences.
All these factors positively impact the quality of the questions generated. In the
final step, the tool will apply ML algorithms and AI to create several questions.
These can be classified into three types: multiple choice, fill-in-the-blank, and
short answer questions, and users can export them as a text file. One drawback
of this platform is that it requires a subscription.

Moreover, another tool that takes advantage of AI and ML algorithms is the
Automatic QG 2. The text should be pasted into the main text area. After that,
words will be displayed for the user to choose keywords. Next, the user selects
a set of criteria, such as the type and number of questions required. Finally, all
questions will be displayed and can be exported as a Word, PDF, or text file.
This tool can be used in many areas, including education and business, allowing
teachers, trainers, and managers to evaluate their students or employees. It
requires a subscription.

GEM Company developed a paid tool called AI-Powered QG 3 to support an
automated chatbot in Japan. The motivating factor was the tendency of many
companies to use chatbots in customer service, as the performance of the chatbot
depends on the question–answer database. Therefore, there was a need to speed
up the process of manually scanning documents to analyze and create questions
and answers from them using the platform. The system’s structure consists of
several components, including parsing the Japanese text into sentences and then
marking the sentences using a POS tagger. After that, the sentences are classified
according to their importance based on the extracted features. Next, the question

1https://app.quillionz.com
2https://softwarecountry.com/our-products/automatic-question-generator/
3https://gemvietnam.com/case-studies/ai-question-generator-chatbot/
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words are selected from the important sentences, and the sentence words are
rearranged to generate a question. T5, BERT, and GPT-2 are used in this tool.

Vu & Blake (2021) designed and developed a pedagogical tool that generates
questions from text to help English language learners and teach them how to
construct questions correctly. The process of creating questions from text includes
two stages: syntactic transformation and pronoun selection. Rules based on
parse trees are used in the syntactic transformation stage. This tool generates
different types of questions: tag questions, open-ended questions, and closed-
ended questions. The system is implemented in Python but is not currently
available.

4.3.2 Other Questions Type Generator Tools

Amin 1 built a QG API based on AI algorithms using RapidMiner, which spe-
cializes in creating fill-in-the-blank questions. The user places a paragraph in the
text field and then presses the Test Endpoint button to automatically generate
about ten blank questions with their answers in a short amount of time. The dis-
advantages of this QG API are that it only generates fill-in-the-blank questions
in English.

Based on the above, only four freely available tools for generating short-answer
questions exist. Since this is exploratory work and due to financial constraints, I
have chosen to first investigate the free tools to assess their potential for building
a question–answer pairs dataset for the Holy Quran in English. If these tools
perform well, they will be translated into Arabic.

4.4 Corpus Creation

The methodology for creating QUQA and HAQA went through several stages,
consisting of designing the two datasets, identifying the data sources, and col-
lecting and cleaning the data. Figure 4.7 shows the development methodology of
these two datasets, which I now go on to discuss in detail.

1https://rapidapi.com/darkmanaminovic/api/question-generator
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Figure 4.7: The development methodology of QUQA and HAQA.
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4.4.1 QUQA and HAQA Design

As a starting point for building the two datasets, I must define the structure of the
collection, its metadata, and the format in which it will be available. I designed
the Quran dataset based on the AyaTEC and AQQAC designs, adopting the
common metadata between the two corpora. Similar metadata were selected for
HAQA to suit the nature of hadiths. Comma-separated values (CSV) with UTF-
8 encoding were used because many systems can easily use them after converting
them into XML format (Altammami, 2023a). Every record in the QUQA CSV file
includes the information listed in Table 4.7 and Table 4.8, while the information
in the HAQA records is shown in Table 4.9 and Table 4.10.

4.4.2 Identifying Data Sources

To create the corpora, I used two sources, namely books and available datasets.
Many books include questions and answers about the Quran and the Hadith, but
they did not meet my requirements. For example, the answers in some sources
are solely in the words of an expert and do not contain evidence from the Quran
or the hadiths. Additionally, I did not have permission to publish the data of
some sources in my datasets. The available datasets and books matching my
requirements that were used to build QUQA are as follows:

• AQQAC. This was the first Islamic dataset made available to the research
community and contains answers from Quranic verses, interpretations of the
verses and explanations of them in the words of an expert. This dataset
file is available in XLXS and XML formats. Among the topics covered by
this dataset are stories of the prophets and previous nations, Islamic legal
rulings and knowledge of unseen matters (Alqahtani, 2019).

• AyaTEC. This is a specialised dataset with answers from the Holy Quran.
It consists of three XML files that must be linked together. The questions
relate to 11 topics, including battles, humans, stories of the prophets and
faith in God (Malhas & Elsayed, 2020).
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Annotation Description
Record_Id The unique record number.
Question_Id A question number may appear many times in this

dataset due to the following:

1. The question has many different answers.

2. The question has one answer, but it is men-
tioned in many different verses in the Quran.

Question_Text The question text
Quetion_Type The type of question can be a factoid (F), a con-

firmation (C) or a description (D).
Question_Start_Word The question keyword.
Answer_ID The numbering of unique answers to the same

question:

1. If the question has only one answer in a sense
that comes totally or partially from different
verses with different syntax, the numbering
appears as 1.1, 1.2, 1.3 etc.

2. If the question has different answers in the
same or different verses, the numbering ap-
pears as 1, 2, 3 etc.

Full_Answer The whole answer consists of expert commentary,
the Quranic verse and the hadith.

Expert_Commentary An answer uses an expert’s words alone.
Answer-Instances The exact part of a verse that answers the ques-

tion. The verse may contain more than one an-
swer, and each answer considers an answer in-
stance.

Quran_Full_Verse_
Answer

A complete verse that considers or contains the
answer.

Table 4.7: QUQA annotation part 1.
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Annotation Description
Chapter_Name The chapter name.
Chapter_Number The chapter number.
Verses_Number_Start The number of the first verse.
Verses_Number_End The number of the last verse.
Source_Name The name of the source.
Source_Link The link to the source.
Credibility Yes, if an Islamic expert has reviewed the answers;

no, if they have not done so.
Question_ID_in_the The question ID in the original dataset.
_Original_Dataset

Table 4.8: QUQA annotation part 2.

• 900 Questions and Answers in Managing the Verses of the Book. This is a
set of questions and answers from the Quran developed by the writer due
to his belief that formulating material with questions and answers increases
a person’s understanding of the subject (ALmuselli, 2020).

• 100 Quranic Questions and Answers. This is a set of questions and answers
from the Quran developed by the writer to answer people’s questions and
make them more aware of their religion (Alakeel, 2018).

The books that were used to create QUQA and HAQA are as follows:

• The Doctrine of Every Muslim in a Question-and-Answer Book and the
Abridged Version of the Islamic Belief from the Quran and Sunnah. This
is a series of publications by Sheikh Zeno that answers the most important
questions in the Muslim faith (Zeno, 2004, 2007).

• Inference on Children’s Treasure. This contains a set of questions covering
the following topics: the most important matters of religion, the foundations
of faith, belief, the principles of jurisprudence, etiquette, dealings between
people, the Prophet’s biography etc (Al-Wadi, 2016).
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Annotation Description
Record_Id The unique record number.
Question_Id The question number ID may appear many times

in this dataset due to the following:

1. The question has many different answers.

2. The question has one answer, but it is men-
tioned in many different hadiths.

Question_Text The question text.
Question_Type The type of question can be a factoid (F), a con-

firmation (C) or a description (D).
Question_Start_Word The question keyword
Answer_ID The numbering of unique answers to the same

question:

1. If the question has only one answer in a sense
that comes totally or partially from different
hadiths with different syntax, the numbering
appears as 1.1, 1.2, 1.3 etc.

2. If the question has different answers in the
same or different hadiths, the numbering ap-
pears as 1, 2, 3 etc.

Full_Answer The whole answer consists of expert commentary,
the Quranic verse and the hadith.

Expert_Commentary An answer uses an expert’s words alone.
Hadith_Full_Answer The entire hadith includes isnad and matn.
Hadith_Matn The real hadith teaching.
Answer-Instances The exact part from the hadith that answers the

question. The hadith may contain more than one
answer, and each answer considers an answer in-
stance.

Table 4.9: HAQA annotation part 1.
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Annotation Description
Source_Name The name of the source.
Source_Link The link to the source.
Credibility Yes, if an Islamic expert has reviewed the answers;

no, if they have not done so.
Question_ID_in_the The question ID in the original dataset.
_Orignal_Dataset

Table 4.10: HAQA annotation part 2.

• Prayer (1770) Question and Answer. This contains people’s questions re-
lated to the topic of prayer, with answers taken from the Quran and the
hadiths (Al Alami, 2022).

4.4.3 Collecting the Data

This stage consisted of two steps, the first being to integrate the existing datasets
and the second to use new sources. As mentioned earlier, there are two corpora
in the Quran domain, AQQAC and AyaTEC, while the hadiths have no dataset.
I wrote a Python program to convert the existing two datasets into the structure
and format of my dataset. In the second step, I used the new sources to enlarge
QUQA and create HAQA. The sources of the two collections consist of five books,
some of which are available in text format and some not. Therefore, I wrote a
Python program using OCR to convert some of the books into text format, which
I reviewed manually. After that, I wrote a program that extracted questions and
answers from text files and put them in my files. As a final step in this stage, I
filled in the metadata using Python, or manually in some cases.

4.4.4 Annotating the Corpus

Metadata information was added for each record in the datasets. The metadata
include the Question Type, Chapter Name, Chapter Number, Verses Number
Start, Verses Number End, Source Name, Source Link in the QUQA dataset
and Question Type, Source Name, Source Link, and Question ID in the original
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dataset. in the HAQA dataset. For more details, please see Table 4.7, Table
4.8, Table 4.9, Table 4.10.

4.4.5 Cleaning the Data

Cleaning data is the process of detecting and fixing errors and incorrect infor-
mation. Such errors include misspellings, missing information, unwanted items,
and noisy and duplicate data. This cleaning process improves the quality of the
resulting data, which reflects positively on the purpose of collecting it. There
are two methods for cleaning data: manual and automated. I used the manual
method to discover spelling errors, missing information and duplicate informa-
tion, although this approach usually takes time and effort. In addition, I used
the automated approach by applying some regular expressions to remove extra
spaces and non-Arabic characters. An example of a QUQA final record is shown
in Table 4.11 and Table 4.12 while a HAQA example is shown in Table 4.13
and Table 4.14. I combined the answers of duplicate questions.
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2350 1345 Perhaps one per-
son had succeeded
in saving society
and saving a na-
tion! There is
a beautiful verse
that indicates this
meanin. Mention
it?

D Mention 1 At length, when they
came to a (lowly) val-
ley of ants, one of the
ants said, ‘O ye ants,
get into your habita-
tions, lest Solomon and
his hosts crush you (un-
der foot) without know-
ing it.’

Table 4.11: Example of QUQA Record– Part 1.
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Table 4.12: Example of QUQA Record– Part 2.

92



4.4
C

orp
u
s

C
reation

Record
Id

Question
Id

Question Text Question
Type

Question
Start
Word

Answer
ID

Full Answer

472 404 ú



�
æË@

�
èð 	Q

	
ªË @ ù



ë AÓ

, ú


æ
.

	
JË @ AîD


	
¯ hQk.

�
HQå�»ð , é�



@P l .

�
�
�ð

. ? é
�
JJ
«AK. P

F . AÓ 1 �
IK
Yg ÉJ
ËYË@ð . Yg



@ èð 	Q

	
«

�
Èñ

�
� �P

��	
à

�

@ , é

	
J« é<Ë @ ú



æ
	
�P �

�

�	
�

�

@

, Y
�

�
g

�

@

�
Ð
�
ñ
�
K


�
é
��
J
�
J
«� A

�
K.
�P

��
H�Qå��

�
» : é<Ë @

ÕÎ�Ó è@ðP . é���

�

@ �P ú




	
¯
�

��
l .
�
�
�
� �ð

. .(1791)

472 404 What is the name
of the battle during
which the Prophet,
peace be upon him,
took a wound to
the head and had
his front teeth dam-
aged?

F What 1 The Battle of Uhudl. It has
been narrated on the author-
ity of Anas that the Messenger
of Allah (may peace be upon
him) had his front teeth dam-
aged on the day of the Battle of
Uhudl and got a wound to his
head. (Sahih Muslim, 1791).

Table 4.13: Example of HAQA Record– Part 1.
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The Battle of Uhudl It has been narrated on the
authority of Anas that the
Messenger of Allah (may
peace be upon him) had
his front teeth damaged on
the day of the Battle of
Uhudl and got a wound to
his head. (Sahih Muslim,
1791).

On the day of the
Battle of Uhudl

Inference on Chil-
dren’s Treasure

595

Table 4.14: Example of HAQA Record– Part 2.
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4.5 Corpus Analysis

QUQA is an Arabic question-and-answer dataset on the Holy Quran consisting of
3369 records and over 301,000 tokens. Since some questions may have more than
one answer, there are 2189 questions. The answers in this corpus are extracted
from 2930 verses of the Holy Quran. Accordingly, this dataset covers almost
47% of the Quran. I noticed that the questions in the new dataset are more
challenging than those in the previous datasets, as shown in Table 4.11 and Table
4.12. Table 4.15 shows the comparison results between our corpus and the two
existing corpora. There are 1960 single-answer and 226 multiple-answer questions.
The single-answer questions are ones that have only one answer found in one or
several verses in the Quran, with answers that are repeated in different places in
the Quran being semantically and/or syntactically similar. The multiple-answer
questions have several different answers to the question. The QUQA contains
three kinds of questions: confirmation, descriptive and fact. To know the number
of questions for each type, please review Table 4.16. A fact was a simple answer
to a question such as where, when, etc. A descriptive question requires a more
complex and detailed answer. The confirmation question, yes/no questions and
boolean questions are interchangeable terms.

In addition, when I analyzed the Arabic HAQA dataset of Hadith answers,
I found that there are 1598 records, over 290,000 tokens and 1366 questions
(1220 single-answer and 146 multiple-answer questions). The type of questions
in HAQA include: confirmation, descriptive and fact. The number of questions
for each type appears in Table 4.16.

The hadiths in this collection were taken from various sources of basic hadith
books; for example, there are hadiths from Al-Bukhari, Muslim, Al-Tirmidhi,
Al-Nasai, Ibn Majah, Imam Ahmad, Ibn Shaybah and others.

Since the answers had been written by religious scholars, I assumed that they
were correct and accurate. To enhance verification, I chose a random group of
hadiths and searched for them in the LK Hadith corpus (Altammami et al., 2020)
and sunnah.com, and I found that they were correct.

Based on the above, the answer to the first question RQ1 is yes, I was able
to develop two datasets for the Quran and Hadith and made them available to
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Datasets AQQAC AyaTEC QUQA
# Records 616 1166 3369
# Questions 611 169 2189
#Verses in the answers 1232 1247 2930
% of Quran coverage 19% 20% 47%

Table 4.15: Comparing QuQA, AQQAC and AyaTEC.

Datasets Confirmation Descriptive Fact
QUQA 193 questions:

-143 single-answer
-50 multiple-answer

1,752 questions:
-1618 single-answer
-134 multiple-answer

241 questions:
-199 single-answer
-42 multiple-answer

HAQA 259 questions:
-241 single-answer
-18 multiple-answer

862 questions:
-748 single-answer
-114 multiple-answer

245 questions:
-231 single-answer
-14 multiple-answer

Table 4.16: The number of confirmation, descriptive and fact questions in QUQA
and HAQA.

the community 1. .

4.6 Corpus Enlargement

Many studies have used AQG models to create datasets, such as that of Fang et al.
(2020), who suggested constructing open-domain question–answer pairs using the
AQG approach. In this section, I analyze the effectiveness of using AQG tools to
generate question–answer pairs for Quranic texts, which can be used to enlarge
the dataset.

1https://github.com/scsaln/HAQA-and-QUQA
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4.6.1 Dataset

This experiment was conducted on two English versions of the Quran: Yusuf
Ali and Sarwar, which were obtained from Tanzil1 as text files containing 6,236
verses. Each verse is displayed on a single line. I divided the verses into groups,
and each group was placed on a separate line as input to the tool because some
tools have minimum or maximum requirements for the entered text.

4.6.2 Experiment

The following methodology was followed:

1. Identify the free and available web service tools: the Explore AI Ques-
tion Generation demo, Cathoven QG, Lumos Learning QG, and Questgen’s
open-source library.

2. Divide the verses into groups to fit the minimum and maximum limits of text
that can be entered into each tool. The Explore AI Question Generation
demo requires the input text size not to exceed 1,000 characters, while the
number of words should not exceed 500 in Cathoven QG. The text should
range between 50 and 500 words for Questgen QG. The minimum number
of words that can be entered into Lumos Learning QG is 2,000.

3. Enter the text into the tools.

4. Export the generated questions and answers to Excel files.

4.6.3 Evaluation and Results

This section defines the criteria I used for the evaluation process and presents the
results of this process. I used two types of standards: the first type measures the
quality of the questions and answers, while the second type evaluates the overall
performance of the tools.

1https://tanzil.net/docs/tanzil_project
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1. Measuring the Quality of the Generated Questions and Answers:

According to Amidei et al. (2018) and Zhang et al. (2021), the most popular
human evaluation methodology is the eliciting expert judgment method. I
applied this methodology by asking three annotators to rate 200 questions
randomly selected from the generated questions, based on several criteria,
using a rating scale from 1 to 3, where 1 is the worst score and 3 is the best.
Next, I calculated an average score for each question and then an average
score for all questions. For example, to calculate the score for the syntactic
correctness standard of the Cathoven QG tool, each annotator read the first
question generated by this tool and assigned a score between 1 and 3 for
its syntactic correctness. Then I added up the scores given by the three
annotators for the first question and divided the sum by three to get the
average score for that question. Finally, I added all 200 average scores of
the questions and divided the total by 200 to obtain the average score for
the syntactic correctness standard for the Cathoven QG tool.

The evaluation criteria I used to measure the quality of the generated ques-
tions and answers are syntactic correctness, semantic correctness, ambigu-
ity, relevance, difficulty, and answerability. Syntactic correctness ensures
that the generated questions and answers are grammatically correct, while
semantic correctness ensures that the question and answer are meaningful.
Ambiguity is assessed to determine if a question, when asked independently
of the text, lacks ambiguity, leading to a clear answer. The relevance of the
question and answer to the context is also significant. Difficulty is measured
to ensure that the reader fully understands the entered text and requires
some logic to answer the question. Additionally, an answerability criterion
was established to verify that each answer is a plausible response to the cre-
ated question. Higher scores are better for all criteria except for difficulty,
where lower scores are preferred. Each criterion is evaluated independently.
If the generated question contains grammatical errors but the answer is
correct, it will receive a high score for the answerability criterion.

The quality results of the questions and answers generated by the four tools
are listed in Table 4.17. The Cathoven QG tool was dominant in all criteria
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Criteria ExploreAI
Question
Genera-
tion demo

Cathoven
QG

Lumos
Learning
QG

Questgen
QG

Syntactic Cor-
rectness

2.43 2.70 2.42 2.30

Semantic Cor-
rectness

2.22 2.44 2 1.99

Ambiguity 2.26 2.52 2.15 2.14
Relevance 2.98 2.96 2.86 2.84
Difficulty 1.08 1.20 1.16 1.07
Answerability 2.41 2.51 2.09 2.22

Table 4.17: Human evaluation results for questions and answers generated based
on quality standards.

except the relevance, where it was outperformed by the ExploreAI QG demo
by a narrow margin of 0.2%. The ExploreAI QG demo achieved the second-
highest score in most criteria, except the difficulty criterion. It was beaten
by the Lumos Learning QG, which received the third-highest score in the
rest of the standards. The Questgen QG results are at the bottom of the
list.

2. Measuring the Performance of Tools:

I also measured the tools’ performance using several criteria, including the
variety of question types, usability, the total number of questions, and the
actual duration if assuming the tools are running continuously. First, the
variety of generated question types is an indication of a tool’s capability.
Usability refers to how easily a user can use a tool effectively and efficiently.
The total number of questions generated for the entire Quran is also an
important criterion because it indicates performance. The last metric refers
to the time it takes to create questions for the whole Quran.
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Table 4.18 presents the results of the performance evaluation of the four
tools based on experiments conducted to generate question–answer pairs
for the Holy Quran. The top tools are Cathoven QG and Lumos Learning
QG, based on two measures. Cathoven QG is the best tool in terms of the
diversity of question types and ease of use. In comparison, Lumos Learning
QG excels in the total number of questions generated and duration. It
is followed by the ExploreAI QG demo and Questgen QG, which perform
better on other criteria. ExploreAI QG demo is superior in ease of use,
while Questgen QG excels in duration. On average, Lumos Learning QG
and Cathoven QG outperformed the ExploreAI QG demo and Questgen
QG. The difference in superiority is only in terms of one criterion.

To summarize the above, on average, Cathoven QG is the best in terms
of tool performance and the quality of the generated text. Regarding the
other tools, ExploreAI QG demo and Lumos Learning QG are at the same
level, followed by Questgen QG.

4.6.4 Discussion and Analysis

This section analyzes the results obtained by the four web service tools and
discusses the possible reasons for these results.

As previously stated, Cathoven QG achieved the highest results compared
to the other tools in terms of the quality of the generated text. For example,
when I entered a number of verses, I found that each tool generated different
question–answer pairs, as shown in Figure 4.8. Cathoven QG created a ques-
tion–answer pair that is correct in terms of meaning and syntax, complete in
terms of relevance to the text, and clear in terms of understanding; there is no
ambiguity when asking the question independently. In comparison, the other tools
suffered from problems: first, there was incorrect sentence structure or meaning,
for example, with Lumos Learning QG and Questgen QG. Second, the ambiguity
was sometimes due to the presence of pronouns in the question or answer, as seen
with the ExploreAI QG demo. Finally, there was occasionally a wrong answer,
such as with Lumos Learning QG and Questgen QG.
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Criteria ExploreAI
Question
Genera-
tion demo

Cathoven
QG

Lumos
learning
QG

Questgen
QG

Variety of
Question
Types

Who, What,
How,
Where,
Whose,
Why, When,
Which,
Whoever

Who,
What,
How,
Where,
Whose,
Why,
When,
Which,
Whoever,
Whom

Who, What,
How,
Where,
Whose,
Why, When,
Which,
Whoever

Who, What,
How,
Where,
Whose,
Why, When

Usability It is easy
to use

It is easy
to use

The user
needs time
to learn how
to use the
tool.

A user with
a back-
ground in
Python pro-
gramming
can handle
the tool and
complete
the task
successfully
and effi-
ciently.

Total Number
of Questions

Sarwar:
2,761 Yusuf
Ali: 4,174
Total: 6,935

Sarwar:
6,815 Yusuf
Ali: 5,902
Total:
12,717

Sarwar:
8,537
Yusuf Ali:
5,062
Total:
13,599

Sarwar ;
3,675 Yusuf
Ali: 3,659
Total: 7,334

Duration Five days Two days 12 hours 12 hours

Table 4.18: Human evaluation results for the tools’ performance.
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Figure 4.8: A sample of generated questions using the Cathoven QG, the Ex-
ploreAI QG demo, the Lumos Learning QG, and the Questgen QG for the same
verses.
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All the tools generate texts that suffer from issues affecting their performance.
The difference between them lies in the types of problems and the amount of text
that gives rise to these issues, such as the following examples:

1. Sometimes, the Cathoven QG generates incomplete answers. For example,
it generated the following question and answer from the script below:

Question: ‘What did Satan do to the children of Israel?’

Answer: ‘make them slip from the (garden) and get them out of the’

Script: ‘Then did Satan make them slip from the (garden), and get them
out of the state (of felicity) in which they had been. We said: “Get ye
down, all (ye people), with enmity between yourselves. On earth will be
your dwelling-place and your means of livelihood – for a time.” ’ (Verses 36
of Surat Al-Baqarah in the version of Yusuf Ali)

However, the complete, correct answer is ‘make them slip from the
(garden) and get them out of the state (of felicity)’.

2. One of the problems I encountered was incorrect answers. For example, the
ExploreAI QG demo tool generated the following question–answer:

Question: ‘Who is an enemy to Allah and His angels and messengers?’

Answer: ‘Gabriel and Michael.’

Script: ‘Whoever is an enemy to Allah and His angels and messengers,
to Gabriel and Michael, Lo! Allah is an enemy to those who reject Faith.’
(Verse 98 of Surat Al-Baqarah in the version of Yusuf Ali).

As we can see, the answer is wrong. The correct answer is ‘those who re-
ject Faith.’ This tool may not be able to understand and analyze bracketing
commas.

3. The Lumos Learning QG generated the following question–answer:

Question: ‘Who will not grasp the Message?’

Answer: ‘Men of understanding.’
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Script: ‘He granteth wisdom to whom He pleaseth; and he to whom wisdom
is granted receiveth indeed a benefit overflowing; but none will grasp the
Message but men of understanding.’ (Verse 269 of Surat Al-Baqarah in the
version of Yusuf Ali)

As we can see, the question is wrong, and the correct question is: ‘Who
will grasp the Message?’ We must conclude that the Lumos Learning QG
could not correctly analyze the negation and affirmation texts.

4. Sometimes the answer appears in the question, and the grammatical struc-
ture of the question is incorrect, as in the following question–answer gener-
ated by the Questgen QG:

Question: ‘Who did Adam learn from his Lord’s words of inspiration?’

Answer: ‘Adam.’

Script: ‘Then learnt Adam from his Lord words of inspiration, and his
Lord turned towards him; for He is Oft-Returning, Most Merciful.’ (Verse
37 of Surat Al-Baqarah in the version of Yusuf Ali)

Regarding the results of the four web services and their performance in general,
as presented in Table 4.16, I can note several points:

• I noticed that all the tools generated the same types of questions: who,
what, how, where, whose, why, and when, while the ExploreAI QG demo
and Lumos Learning QG tools can also generate questions that start with
’whoever’ and ’which.’ In addition to all of the above, the Cathoven QG
tool can generate questions that begin with ’whom’.

• The Cathoven QG and ExploreAI QG demo were easy to use. Users only
need to copy and paste text and click the button, but Lumos Learning QG
requires registration and time to access the tool. Questgen QG requires
users to have programming skills in Python to use the library.

• The Cathoven QG and Lumos Learning QG tool generated a similar number
of questions—around 13,000—while Questgen QG and ExploreAI QG demo
produced half that number.
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• Lumos Learning QG and Questgen QG were the fastest tools to run.

The disadvantages of these tools are that the resulting questions and answers are
not of high quality, contain many errors, and are too straightforward. Therefore,
I did not add these questions to my collection.

4.7 Conclusion

This chapter surveys the existing Islamic question–answer pairs datasets and
compares them using thirteen measures. The following points summarize our
findings: (1) To the best of our knowledge, no current public question–answer
pairs corpus specialized in Hadith is available. The existing corpora cover only
Arabic Quran questions. (2) Hundreds is the average number of questions, which
is considered very small. (3) Available datasets cover only a small portion of the
Quran. There is a need for a Hadith-specific dataset, as well as a larger dataset
that encompasses a broader portion of the Qur’an and contains a greater number
of questions.

Therefore, two datasets were developed to overcome the limitations of existing
corpora. QUQA and HAQA are two datasets that contain questions and answers
about the Holy Quran and Hadith, respectively. Since these corpora include
more than 4,900 records, they are considered to be the largest Islamic corpora
available to the research community. These two collections contain more than
590,000 tokens.

An attempt has been made to expand the Holy Quran dataset by using four
AQG tools, namely the ExploreAI QG demo, Cathoven QG, Lumos Learning
QG, and Questgen QG. However, the question–answer pairs generated were not
of high quality.
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Chapter 5

Evaluating the Pre-trained
Language Models (PLMs) for
Passage Retrieval Task

5.1 Introduction

Passage ranking is based on retrieving a passage from a larger corpus that con-
tains an answer to a specific question. This task has not been fully explored in the
CA language. Due to the small size of the only available dataset in CA, I created
two CA datasets. These datasets were used to train eight Arabic pre-trained
transformer-based models, which were used in different approaches to passage
ranking to study their performance. The approaches were the dense represen-
tation approach, the relevance classification approach, and the hybrid approach.
Finally, I studied the effect of the optimization methods: the transfer learning
or ensemble technique. I observed some substantial improvements in the results,
but I did not conduct strict statistical significance testing due to the small sample
size. This chapter was built on the following publication:

Alnefaie S, Atwell E, Alsalka MA. Qur’an Passage Ranking Using Transformer
Models Accepted in The Eighth International Conference on Arabic Language
Processing, (ICALP 2024).
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5.2 Background

In the PR task, the system has two inputs: a question and a set of passages. The
output of the system is a ranked list of passages that answer the question. PR
is based on retrieving an ordered list of passages that answer a question from a
larger corpus. This list of passages is sorted based on a score assigned to each.
Each score is computed based on a chosen approach (Alsubhi et al., 2022). The
PR model architecture is shown in Figure 5.1.

Figure 5.1: Passage retrieval model architecture.

5.3 Related Work

There are three general categories of approaches: exact match, semantic match,
and hybrid approach.

5.3.1 Exact match Approach

Exact match is a traditional approach based on statistical information about
the query terms and corpus or set of passages; examples include Best Match 25
(BM25) (Robertson et al., 2009) and term frequency-inverse document frequency
(TF-IDF) (Salton & Buckley, 1988). This approach suffers from a vocabulary
mismatch problem, which means it is unable to retrieve passages or documents
that contain different words that are semantically similar to those in the question.

To tackle this challenge, researchers use several techniques, including query
expansion, passage expansion, and semantic match. The idea of expanding the
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query or passage is based on adding synonyms of terms found in a query or
passage. Recently, the semantic match approach has shown promising results
when used with pre-trained transformer-based models to capture meaning (Yates
et al., 2021).

5.3.2 Semantic Match Approach

The PR semantic match method is an approach based on dense representations
and relevance classification (Yates et al., 2021). These two concepts are described
in the following paragraphs.

• The Dense Passage Retrieval Approach:

The Dense Passage Retrieval (DPR) approach involves three steps: first,
the deep learning model converts the question and all passages into numer-
ical representations or vectors. Second, it measures the similarity between
the question vector and each passage. Finally, it selects the top similar pas-
sages. The architecture of the DPR approach is shown in Figure 5.2. The
embedding models in the DPR could be BERT variants or OpenAI models.
The BERT pre-trained model used in this approach is called a bi-encoder
model (Karpukhin et al., 2020).

Figure 5.2: The architecture of the Dense Passage Retrieval approach

Karpukhin et al. (2020) studied the performance of the DPR technique
using BERT as a bi-encoder model with the following English datasets:
Stanford Question Answering Dataset (SQuAD), CuratedTREC, WebQues-
tions, TriviaQA, and Natural Questions. The results showed that the DPR
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approach outperformed BM25 in terms of the accuracy of top-20 passage
retrieval by 9%-19%.

Additionally, Alsubhi et al. (2022) proposed applying the DPR approach to
MSA. They used the dpr-ctx_encoder-bert-base-multilingual BERT model
and utilized the Arabic Reading Comprehension Dataset (ARCD) and the
Arabic Read Typologically Diverse Question Answering – Gold Passage
(TyDiQA-GoldP) dataset. They conducted many experiments using differ-
ent datasets for fine-tuning and testing. In fine-tuning, they used the ARCD
alone, the TyDiQA-GoldP dataset alone, and both ARCD and TyDiQA-
GoldP together. For testing, they used the ARCD test set, the ARCD
development set, the TyDiQA-GoldP test set, and the TyDiQA-GoldP de-
velopment set, using top-20 and top-100 PR accuracy as evaluation metrics.
The results from all these experiments showed that the DPR approach out-
performed TF-IDF.

Zekiye & Amroush (2023) used the ’text-embedding-ada-002’ model, Ope-
nAI’s embedding model. The TREC AyaTEC development set was used
as the test dataset. It achieved a mean reciprocal rank (MRR@10) score
of 0.267 and a MAP@10 score of 0.109, which was worse than BM25. The
BM25 model achieved 0.170 MAP and 0.313 MRR scores. Mahmoudi et al.
(2023) recommended using AraBERT as a bi-encoder model. They fine-
tuned the model with the Arabic portion of Mr. TyDi’s dataset and the
training set of the TREC AyaTEC, a CA dataset. The test dataset used
in this experiment was the TREC AyaTEC development set, which is a
Quran dataset. The result of this model was a 0.145 MAP@10 and 0.257
MRR@10, which was worse than BM25. The TREC AyaTEC has a lim-
itation in the number of questions, with only 199 questions. There is a
relationship between the size of the training data and the performance of
pre-trained transformer-based models; the larger the dataset, the better the
model’s performance (Malhas et al., 2022). Therefore, I decided to build a
larger Quran CA dataset for training.

• The Relevance Classification Approach:
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The pre-trained model in the relevance classification approach is used as a
classifier and is called a cross-encoder model. The input to the model is
the question and passage, and the output is the semantic score of these two
inputs. The architecture of the relevance classification approach is shown
in Figure 5.3.

Figure 5.3: The architecture of the relevance classification approach

Grundmann et al. (2021) investigated the performance of the BioBERT
transformer-based model when used as a cross-encoder model and a bi-
encoder model for the clinical domain. In general, the recall of the top-
ranked passage (R@1) of the cross-encoder model outperformed the bi-
encoder model, as well as the classical approaches TF-IDF and BM25,
in the WikiSection, Medical Question Answering Dataset (MedQuAD),
HealthQA, and Multiparameter Intelligent Monitoring in Intensive Care
III (MIMIC-III) datasets. The highest score achieved by the cross-encoder
model was 77.90 R@1 with the MedQuAD dataset, while the bi-encoder
model achieved 46.74 R@1, BM25 achieved 31.98 R@1, and TF-IDF achieved
24.87 R@1.

Research on the DPR approach, which achieved good results compared to the
exact match approach (BM25 or TF-IDF), has been conducted in a small number
of languages, such as English (Karpukhin et al., 2020) and MSA (Alsubhi et al.,
2022). In CA, research concluded that the results of this approach were poor, even
worse than BM25, when the TREC AyaTEC Quran dataset was used for testing
and training (Mahmoudi et al., 2023; Zekiye & Amroush, 2023). Research on the
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relevance classification approach has been conducted only in English Grundmann
et al. (2021). To my knowledge, no study has verified the performance of these
approaches in answering questions about the Hadith. Thus, there are still several
unanswered questions in applying these approaches in CA. The first questions
addressed in this study were the following:

• RQ5.1: Does training a bi-encoder model in dense representation or a
cross-encoder model in relevance classification on a larger Quranic dataset
improve the results to become better than the traditional statistical method
BM25 for the PR task?

• RQ5.2: Is using the dense representation approach or the relevance classi-
fication approach better than the traditional statistical approach BM25 in
CA for the PR task of Hadith?

These questions are numbered starting from 5 because they are in Chapter 5
and are not related to the general questions.

5.3.3 Hybrid Approach

This approach is sometimes called the Multi-stage Approach (Yates et al., 2021).
The hybrid approach is based on the retrieve-and-re-rank architecture, which
consists of two stages. First, the top passages that answer the question are re-
trieved from the corpus using an initial approach, such as the traditional BM25
or DPR. These top candidate passages are then re-ranked using a second ap-
proach, such as relevance classification or DPR approach (Yates et al., 2021).
Alnefaie et al. (2023a) suggested using the DPR approach and comparing it with
the hybrid approach. In the hybrid approach, they used ArabicBERT, CAMeL-
BERT, AraBERT, or CL-AraBERT as a bi-encoder model to retrieve the rele-
vant passages and re-ranked them using "mmarco-mMiniLMv2-L12-H384-v1" as
a cross-encoder model. They trained the models using the training set from the
TREC AyaTEC dataset and tested the model using the test set from the same
dataset. The results showed that the DPR method was better than the hybrid
approach in all four experiments with the Arabic models, with the best model
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being CL-AraBERT, which achieved 0.124 MAP and 0.375 MRR when used as a
bi-encoder only.

Nogueira & Cho (2019) and Xie et al. (2023) proposed a PR model that re-
trieved the top passages using BM25, which were then re-ranked with a BERT
model as a cross-encoder. The first study was conducted in English, while the
second was in Chinese. The model proposed by Nogueira & Cho (2019) out-
performed BM25 in terms of mean reciprocal rank (MRR@10) and MAP on the
TREC-Complex Answer Retrieval (TREC-CAR) dataset and the MSMARCO
(Microsoft Machine Reading Comprehension) dataset. The performance of the
proposed model could potentially double that of BM25. For example, with the
TREC-CAR dataset, the proposed model produced a MAP score of 33.5, while
BM25 generated a MAP score of 15.3. Furthermore, the Chinese hybrid approach
outperformed BM25 by 0.15 MRR@10 on the T2Ranking dataset.

In the experiments conducted in the CA language, the hybrid approach that
used a bi-encoder model to retrieve the relevant passages and re-ranked them
using a cross-encoder model yielded worse results than using the bi-encoder model
alone (Alnefaie et al., 2023a). In the experiments involving the Chinese and
English languages, the hybrid approach retrieved the top passages using BM25,
which were then re-ranked with a cross-encoder model. This hybrid approach
outperformed BM25 (Nogueira & Cho, 2019; Xie et al., 2023). Thus, the third
research question was:

• RQ5.3: Does the hybrid approach (retrieved the top passages using BM25,
which were then re-ranked with a bi-encoder model or a cross-encoder
model) outperform BM25 in CA for the PR task?

The transfer learning technique and the ensemble technique were used to im-
prove the performance of pre-trained transformer-based models in many NLP
tasks, such as PR. The idea behind the transfer learning technique is to use ad-
ditional datasets that are larger than the basic dataset of the experiment. When
models are trained on large datasets, their performance improves (Malhas, 2023).
Alnefaie et al. (2023a) proposed using the ensemble technique on the results
of Arabic language models when they were used as bi-encoders. The proposal
achieved the highest results when they combined the results of ArabicBERT and
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CL-AraBERT, applying the ensemble technique to achieve 0.534 MAP and 0.73
MRR. They tested the model using the development set from the TREC AyaTEC
dataset. Thus, the fourth and fifth research questions were as follows:

• RQ5.4: Does the transfer learning technique, using my new and larger
Quran dataset, and/or the ensemble technique improve the performance of
pre-trained transformer-based models for the PR task of the Holy Quran
compared to their performance without these techniques?

• RQ5.5: Does the transfer learning technique and/or the ensemble tech-
nique improve the performance of the pre-trained transformer-based models
for the PR task of the Hadith?

5.4 The Proposed Model

I conducted two separate experiments. The first experiment focused on finding
the related passages to the question from the Holy Quran, while the second exper-
iment focused on finding the related passages from the Hadith. The methodology
used in this proposal is based on employing the following three approaches and
comparing their results:

1. DPR Approach: First, dense representations are utilized in the DPR
technique. The concept behind DPR is to generate a representation vector
for the query and all passages in the corpus using the transformer model. To
compute the similarity score for each passage with a query, the dot product
of the passage and query vectors is then calculated. Finally, the passages
are sorted based on these scores.

In this proposed model, I used eight Arabic pre-trained transformer-based
models. The models were AraBERT Base (Antoun et al., 2020) 1, Ara-
bicBERT (Safaya et al., 2020) 2, AraELECTRA (the Arabic version of
efficiently learning an encoder that classifies token replacements accurately

1https://huggingface.co/aubmindlab/bert-base-arabert
2https://huggingface.co/asafaya/bert-base-arabic
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(ELECTRA)) (Antoun et al., 2021) 1, QCRI Arabic and Dialectical BERT
(QARiB) (Abdelali et al., 2021) 2, CAMeL-BERT (Computational Ap-
proaches to Modelling Language - Bidirectional Encoder Representations
from Transformers) (Inoue et al., 2021) 3, Arabic BERT (ARBERT), Masked
Arabic BERT (MARBERT) (Abdul-Mageed et al., 2021) 4, and CL-AraBERT
(Malhas & Elsayed, 2022) 5. In the experiment, the parameters were set as
follows: the batch size was 16, the learning rate was 1e-4, and the number
of epochs was 4.

The process of building a training dataset consisted of two steps. First, I
extracted all the question-passage pairs from the training dataset. Second,
I formatted each record as follows: [question, positive passage +, negative
passage -]. The question and positive passage (relevant to the question)
were extracted from the question-passage pairs in the dataset, while the
negative passage (not relevant to the question) was chosen randomly.

For example, if the golden dataset was:
question 1 passage 1,
question 2 passage 2, ...
The new record in the training step would be:
[question 1, passage 1 +, passage 2 -]

I then used this dataset to fine-tune each of the eight transformer-based
models used in this experiment. After that, I built an index for all Quran
or Hadith passages. The file that contains all the Quran passages is the
Quranic Passage Collection (QPC) file from TREC AyaTEC 6. The file that
contains all the Hadith passages is the Hadith Passage Collection (HPC)
file, described in Section 5.7.1. I used the model to map each passage to
a d-dimensional, real-valued vector and stored these vectors. At runtime,

1https://huggingface.co/aubmindlab/araelectra-base-generator
2https://huggingface.co/ahmedabdelali/bert-base-qarib
3https://huggingface.co/CAMeL-Lab/bert-base-arabic-camelbert-ca
4https://huggingface.co/collections/UBC-NLP/arbert-and-marbert-6615a218e0f403ced3894ba0
5https://huggingface.co/qahq/CL-AraBERTv0.1-base
6https://gitlab.com/bigirqu/quran-qa-2023/-/blob/main/Task-A/data/Thematic_

QPC/QQA23_TaskA_QPC_v1.1.tsv?ref_type=heads
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a d-dimensional vector was generated for each question. To determine the
closest passage vectors to the question vector, I calculated the dot product
of their vectors. The passages were then sorted based on the calculated
scores. Finally, I retrieved the passage with the highest score. The steps of
the DPR approach are shown in Figure 5.4.

Figure 5.4: The steps of the Dense Passage Retrieval approach

2. Relevance Classification Approach: The approach is based on rele-
vance classification. The pre-trained transformer-based model in this ap-
proach is used as a classifier and is referred to as a cross-encoder model.
The input to the model consists of two sentences, and the output from the
model is a score ranging from zero to one, indicating the semantic similarity
between them. In the PR task, each passage in the dataset is entered into
the model along with the question. The passages are then sorted based on
the scores obtained when they are retrieved as relevant passages for each
question (Yates et al., 2021).

In the relevance classification approach, I used the eight previously Arabic
pre-trained transformer-based models as cross-encoder models. In addition,
I used six multi-language transformer-based models: mmarco-mMiniLMv2-
L12-H384-v1 1, stsb-roberta-base (robustly optimised BERT-pretraining

1https://huggingface.co/corrius/cross-encoder-mmarco-mMiniLMv2-L12-H384-v1
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approach) 1, ms-marco-MiniLM-L-12-v2 2, sts-bdistilroberta-base 3, qnli-
distilroberta-base 4, and ms-marco-TinyBERT-L-2-v2 5.

First, each record in the training dataset was represented as follows: [ques-
tion, passage, 1]. The question and passage pairs were extracted from the
training datasets. A value of 1 indicated that they were semantically sim-
ilar. To build the negative samples of non-relevant pairs, I paired each
question with a passage that answered another question in the datasets,
with the following format: [question, passage, 0]. I then fine-tuned the
transformer-based model using this dataset. After that, I built an index
for all passages in the Holy Quran or in the or Hadith. At runtime, the
model computes the semantic similarity scores for the questions with each
passage. These scores are then used to sort the passages. Finally, the top
passages are extracted. The steps of the relevance classification approach
are shown in Figure 5.5.

Figure 5.5: The steps of the relevance classification approach

1https://huggingface.co/cross-encoder/stsb-roberta-base
2https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-12-v2
3https://huggingface.co/cross-encoder/stsb-distilroberta-base
4https://huggingface.co/cross-encoder/qnli-distilroberta-base
5https://huggingface.co/cross-encoder/ms-marco-TinyBERT-L-2-v2
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3. Hybrid Approach: First, I used BM25 to retrieve the passages relevant
to the question. The top relevant passages were then selected. Finally, I
implemented the previously described DPR or relevance classification ap-
proach to re-rank the passages. In fact, the number of top relevant passages
selected is a factor that affects performance. Therefore, I ran experiments
to determine how adjusting the number of selected documents improved the
results with this dataset. The steps of the hybrid approach are shown in
Figure 5.6.

Figure 5.6: The steps of the hybrid approach

Improvement Techniques: There are two possible techniques to improve
the results: the transfer learning technique and the ensemble technique.

• Transfer Learning Technique: The idea behind the transfer learning
technique is that if the dataset available for training is small, the model
can be trained on a larger dataset, the weights of the model are saved, and
it can then be fine-tuned on the smaller basic dataset (Malhas & Elsayed,
2022). In this study, I applied this technique by building four models. The
only difference between these models was the training dataset:
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– Experiment 1: In the first model, I trained the AraBERT Base model
to be used as a bi-encoder in the hybrid approach using only the pri-
mary dataset (TREC AyaTEC), which is considered a CA dataset.
In the second model, I trained the same model with both TREC Ay-
aTEC and QuranTrec, which are considered CA datasets. The third
model was fine-tuned using only the MSA datasets ARCD and Arabic
SQuAD. The two CA datasets and the two MSA datasets were used
together to fine-tune the fourth model.

– Experiment 2: In the initial model, I trained the AraBERT base
model to function as a bi-encoder within a hybrid framework, utilising
the primary dataset HadithTrec, which is classified as a CA dataset.
For the second model, I trained the AraBERT model on both the
HadithTrec and QuranTrec datasets, both of which are also categorised
as CA datasets. The two MSA ARCD and Arabic SQuAD datasets
were used to fine-tune the third model. Finally, the fourth model
was fine-tuned using a combination of the two CA datasets and MSA
datasets.

• Ensemble Technique: To implement this technique, I followed these
steps: First, for each question, I selected the top 20 candidate passages
from each individual model. Next, for each of those passages, I computed
the summation of its score from all the models. I then calculated the av-
erage score for each passage. Finally, the top 10 candidate passages were
considered the retrieved passages for the question (Alnefaie et al., 2023a;
ElKomy & Sarhan, 2022).

- Experiment 1: The TREC AyaTEC is the testing dataset. The TREC Ay-
aTEC, QuranTrec, SQuAD and ARCD are the fine-tuning datasets.
- Experiment 2: The HadithTrec is the testing dataset. The HadithTrec,
QuranTrec, SQuAD, and ARCD are the fine-tuning datasets.
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5.5 Evaluation

I used MAP and MRR as the evaluation metrics for these experiments because
all the research in the field of the Qur’an has utilized them. I considered MAP
to be the main metric (Liu et al., 2009; Malhas et al., 2023).

• Mean Reciprocal Rank (MRR): For query q, MRR is a measure that
is concerned with the rank of the highest-ranked related document in the
list as shown in Eq 5.1.

MRR(q) =
1

rank
(5.1)

MRR for n queries as shown in Eq 5.2.

MRR =
1

n

n∑
i=1

1

ranki
(5.2)

where ranki refers to the rank of the relevant document for the i -th query.

Mean Reciprocal Rank at k (MRR@k): This metric is concerned with
the rank of the highest-ranked relevant document in the first k documents
in the retrieve list. In this chapter’s experiments, a metric MRR@10 was
used.

• Mean Average Precision (MAP): For query q, MAP is a measure as-
sesses whether all relevant items are generally ranked at a high position as
shown in the following:

To Compute MAP:

1. For query q:

– Precision at position k (P@k):

P@k(q) =
#{relevant documents in the top k positions}

k
(5.3)
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– The Average Precision AP :

AP (q) =

∑m
k=1 P@k(q)× lk

#{relevant documents}
(5.4)

Where m denotes the total number of passages or documents rel-
evant to the query q, while lk reflects a binary evaluation of the
relevance of the passage or document at position k.

2. For n queries : MAP is the mean value of AP overall questions.

In this chapter’s experiments, a metric MAP@10 was used.

5.6 Experiment 1: Answering Questions from the
Holy Quran

5.6.1 Datasets

In this research, four Arabic datasets were used in the experiments. The first
dataset was used for training and evaluation, while the remaining three datasets
were used only for training. The questions in the first two datasets were written
in MSA, while the passages were written in CA. The language in the last two
datasets was MSA. Dataset details are as follows:

1. TREC AyaTEC: This dataset consists of three files: the Quranic pas-
sage collection (QPC), AyaTEC questions, and query relevance judgments
(QRels). The QPC comprises 1,266 passages that represent the entire Holy
Quran. The Quran was divided into these passages using the Thematic
Holy Quran1, which organizes the Quran verses into groups according to
the topics of the verses. Each passage has an ID number. The question file
includes 199 questions, each with its own ID. The questions were divided
into 70% for training, 10% for development, and 20% for the test sets. The
QRels file is composed of 1,132 gold records, with each record being a pair-
ing of a question ID and the ID of the passage that answers it (Malhas &

1http://archive.org/details/Quran_Tafseel-Mawdo.
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Elsayed, 2020; Malhas, 2023). This dataset is the only one available for PR
tasks in CA, but it has a limitation in the number of questions, as there are
only 199 questions. There is a relationship between the size of the train-
ing data and the performance of pre-trained transformer-based models; the
larger the dataset, the better the model’s performance (Malhas et al., 2022).

2. QuranTrec: It is an extended version of the QUQA dataset. The QUQA
is a question-answer pairs dataset, while QuranTrec consists of question-
passage-answer triplets regarding the Arabic Holy Quran. The QuranTrec
is a PR dataset. The process of finding the passage for each answer in the
QUQA to fit the QuranTrec was as follows:

(a) Determined the beginning and end numbers of the verses in the answer.

(b) Based on the number of the first and last verses in the answer, I select
the appropriate passage from the QPC file of the TREC AyaTEC
dataset. The appropriate passage is the one that includes all the verses
mentioned in the answer. Sometimes, the first part of the answer was
located in one passage and the second part in the next passage. In this
case, my passage containing the answer consisted of the first passage
and part of the second passage.

(c) Added the appropriate passage for each record in the dataset.

Once this was done for all records, they were added to the QuranTrec
dataset. Only the question and the passage pairs were extracted from the
dataset.

3. ARCD: This dataset consists of 1,395 question-passage-answer triplets for
Wikipedia passages (Mozannar et al., 2019). Only the question and passage
pairs were extracted from the dataset.

4. Arabic SQuAD: This dataset consists of 48.3k question-passage-answer
triplets for the machine translation of the SQuAD dataset (Mozannar et al.,
2019). Only the question and passage pairs were extracted from the dataset.
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5.6.2 Results

To answer RQ5.1, which relates to comparing the performance of the DPR
and relevance classification approaches with BM25 when the models were fur-
ther trained using the QuranTrec dataset, I conducted three experiments. First,
I built a PR model using BM25. Second, I built a PR model using the DPR
approach; those results appear in the “Bi-Encoder” column in Table 5.1. Third,
I used the relevance classification approach to build a PR model, and the results
of using Arabic models appear in the “Cross-Encoder” column in Table 5.1, while
the results of using multilingual models appear in Table 5.2. BM25 obtained
0.170 MAP@10 and 0.313 MRR@10.

From the results, I noted that five out of eight models achieved higher MAP@10
results than BM25 when used in the DPR approach (results are colored in blue).
The models were AraBERT Base, ArabicBERT, CAMeL-BERT, AraELECTRA,
and CL-AraBERT. The highest-performing model among them was AraBERT,
which achieved 0.244 MAP@10 and 0.413 MRR@10. From Table 5.1, I observed
that all the Arabic models achieved worse results than BM25 when used with
the relevance classification approach. The best of them was CAMeL-BERT, with
0.125 MAP@10 and 0.219 MRR@10. The only model that outperformed BM25
among the multilingual models was qnli-distilroberta-base, with 0.198 MAP@10,
as shown in Table 5.2.

From the above, the answer to question RQ5.1 is that, when using the DPR
approach, more than half of the models improved their results compared to the
BM25 model. However, when using the relevance classification approach, only
one model improved the results.

To address RQ5.3, which is related to the performance of the hybrid approach
compared to BM25 in CA, specifically in the Holy Quran, I followed these steps.
First, I needed to determine the number of passages retrieved by BM25. I con-
ducted three experiments for the hybrid approach, which involved using BM25
to retrieve the top passages and then re-ranking them using the AraBERT Base
model as a DPR approach. In these three experiments, I fixed all parameters ex-
cept the number of passages selected from the BM25 list. In the first experiment,
the number was set to 100; in the second, it was 50; and in the third, it was 20.
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Bi-Encoder Cross-Encoder
Model MAP@10 MRR@10 MAP@10 MRR@10
AraBERT Base 0.244 0.413 0.077 0.131
ArabicBERT 0.172 0.281 0.119 0.199
QARiB 0.164 0.305 0.096 0.183
ARBERT 0.161 0.300 0.114 0.195
MARBERT 0.154 0.277 0.057 0.122
CAMeL-BERT 0.182 0.315 0.125 0.219
AraELECTRA 0.172 0.307 0.090 0.184
CL-AraBERT 0.179 0.302 0.093 0.168
Ensemble All 0.219 0.360 0.098 0.173
Ensemble Best 0.171 0.288 0.139 0.220

Table 5.1: Results of the DPR (bi-encoder) and relevance classification
(cross-encoder) approaches using the Arabic transformer-based model (Training
datasets: TREC AyaTEC and QuranTrec, Testing dataset: TREC AyaTEC).

Based on the results shown in Table 5.3, 50 was the value that achieved the best
result with 0.227 MAP@10 and 0.365 MRR@10. Therefore, I used this value in
the subsequent experiments.

Second, I conducted experiments for the following hybrid approach: ranking
using BM25 and then re-ranking using the DPR approach (bi-encoder model).
The results in Table 5.4 show that the Arabic pre-trained models, when used as
a bi-encoder model in the hybrid approach, achieved better results than BM25
on MAP@10, except for MARBERT and CL-AraBERT. The best model was
AraBERT Base, which achieved a 0.227 MAP@10 and 0.365 MRR@10.

Third, I conducted experiments for the hybrid approach that ranked the pas-
sages using BM25 and then re-ranked them using the relevance classification
(cross-encoder model). From the results shown in Table 5.4 and Table 5.5, I
noted that BM25 outperformed the hybrid approach, which used relevance clas-
sification (cross-encoder model) as a re-ranker across all the Arabic pre-trained
models and the multi-language model.

Thus, the answer to the question RQ5.3 is that when using the DPR approach
in the hybrid approach, six out of eight models improved their results compared
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Model MAP@10 MRR@10
mmarco-mMiniLMv2-L12-H384-v1 0.169 0.298
stsb-roberta-base 0.084 0.159
ms-marco-MiniLM-L-12-v2 0.107 0.192
stsb-distilroberta-base 0.080 0.145
qnli-distilroberta-base 0.198 0.198
ms-marco-TinyBERT-L-2-v2 0.088 0.174
Ensemble All 0.130 0.261
Ensemble Best 0.170 0.298

Table 5.2: Results of the relevance classification approach using the multilingual
transformer-based model (Training datasets: TREC AyaTEC and QuranTrec,
Testing dataset: TREC AyaTEC).

Model Number of the document MAP@10 MRR@10

AraBERT Base
100 0.168 0.276
50 0.227 0.365
20 0.118 0.223

Table 5.3: Comparison of the different numbers of passages retrieved from the
BM25 in a hybrid approach (Training datasets: TREC AyaTEC and QuranTrec,
Testing dataset: TREC AyaTEC).

to the BM25 model. However, BM25 outperformed all models of the relevance
classification approach in the hybrid approach.

The final question in this study, RQ5.4, was related to whether the transfer
learning technique using my new and larger Quran dataset (QuranTrec) and/or
MSA datasets and/or the ensemble technique enhanced the performance of us-
ing the pre-trained models in the PR task. The question was divided into two
parts. The first part concerned training the pre-trained PR model using differ-
ent datasets, and the results are shown in Table 5.6. The results indicate that
training the AraBERT Base model on the two CA datasets (TREC AyaTEC and
QuranTrec) while using it as a bi-encoder in the hybrid approach performed best,
achieving a 0.168 MAP@10 and 0.276 MRR@10. The second highest result was
achieved by the model when trained using the two CA datasets (TREC AyaTEC
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Bi-Encoder Cross-Encoder
Model MAP@10 MRR@10 MAP@10 MRR@10
AraBERT Base 0.227 0.365 0.167 0.273
ArabicBERT 0.198 0.328 0.155 0.290
QARiB 0.204 0.347 0.140 0.234
ARBERT 0.222 0.405 0.105 0.227
MARBERT 0.165 0.294 0.098 0.157
CAMeL-BERT 0.180 0.294 0.093 0.205
AraELECTRA 0.219 0.373 0.093 0.164
CL-AraBERT 0.139 0.315 0.119 0.233
Ensemble All 0.240 0.41 0.159 0.273
Ensemble Best - - 0.083 0.180

Table 5.4: Results of the hybrid approach that retrieved the passage using BM25
and then re-ranked them using the DPR and relevance classification approaches
(Training datasets: TREC AyaTEC and QuranTrec, Testing dataset: TREC
AyaTEC).

Model MAP@10 MRR@10
qnli-distilroberta-base 0.116 0.207

Table 5.5: Results of the hybrid approach that retrieved passages using
BM25 then re-ranks with the relevance classification approach (a multi-language
transformer-based model) (Training datasets: TREC AyaTEC and QuranTrec,
Testing dataset: TREC AyaTEC).

and QuranTrec) and two MSA datasets (ARCD and Arabic SQuAD), resulting in
a 0.152 MAP@10 and 0.290 MRR@10. Training the model on only the two MSA
datasets achieved the lowest result, with a 0.039 MAP@10 and 0.149 MRR@10.

The second part was related to applying the ensemble technique to the results
of the individual models. The results of applying the ensemble technique to the
PR models that utilised the DPR approach are shown in Table 5.1, while the
results of the pre-trained models that implemented the relevance classification
are shown in Table 5.1 and Table 5.2. Additionally, the ensembling results of
the PR pre-trained models that used the hybrid approach are shown in Table 5.4
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(with the highest values colored in red). The results of applying the ensemble
technique to all the models are shown in the row Ensemble All of these tables.
From Table 5.1, Table 5.2, and Table 5.4, I noted that the use of the ensemble
technique did not improve the results, as the outcomes of some individual models
were better. For example, the ensemble technique in Table 5.1 achieved a score
of 0.219 MAP@10 and 0.360 MRR@10, while the AraBERT Base model alone
achieved a score of 0.244 MAP@10 and 0.413 MRR@10.

The only instance in which the ensemble technique improved performance
was when it was implemented on the results of bi-encoder models used in the
hybrid approach, where it achieved a score of 0.240 MAP@10 and 0.410 MRR@10.
Based on these results, I concluded that the very poor performance of the models
affected the results of the ensemble technique. Therefore, I decided to study the
application of the ensemble technique on the results of only the two best models,
as shown in the Ensemble Best row in Table 5.1, Table 5.2, and Table 5.4.
The Ensemble Best did not improve performance, except when the Arabic pre-
trained model was used as a cross-encoder, achieving scores of 0.139 MAP@10
and 0.220 MRR@10, as shown in Table 5.1.

Model Dataset MAP@10 MRR@10

AraBERT Base

TREC AyaTEC 0.056 0.170
TREC AyaTEC + QuranTrec 0.168 0.276
ARCD + Arabic SQuAD 0.039 0.149
TREC AyaTEC + QuranTrec 0.152 0.29
+ ARCD + Arabic SQuAD

Table 5.6: Comparison of the different datasets used to train the hybrid approach
that retrieved the top-100 passages using BM25 then re-ranked using the DPR
approach.

The approach that yielded the highest results (0.244 MAP) for the Quran
was the DPR method utilizing the AraBERT Base model, which was further
fine-tuned on two Classical Arabic datasets: TREC AyaTEC and QuranTrec.

Thus, the answer to question RQ5.4 is that using a larger Quran dataset for
training improved the performance of the pre-trained models in PR. Additionally,
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the ensemble technique sometimes enhanced the results compared to their per-
formance without these techniques, as shown in Table 5.1, Table 5.2, Table 5.4,
and Table 5.6.

5.6.3 Analysis and Discussion

When I analysed the passages retrieved by one of the models used in the ex-
periments, I noticed several points that are further detailed in Table 5.7. For
example, one of the models used in the experiments of this chapter retrieved a
passage because it contained the same word as the question, �

éº


KCÖÏ @ (in English,

“angels”), although the passage did not answer the question. In other words, it
performed a simple matching process. One of the models may have had difficulty
retrieving the first golden passage because it did not contain the word �

éº


KCÖÏ @ (in

English, “angels”). However, the passage included the phrase �Y
�
®Ë@ hðQK. (“divine

grace”), which is the name of one of the angels, so it is considered the correct
answer. Named entity recognition may help with this difficulty. The reason for
the model’s failure to retrieve the second golden passage may be because the
word ½ÊÓ (in English, “angel”) appeared in the passage, not the word �

éº


KCÖÏ @ (in

English, “angels”). The word ½ÊÓ is the singular form of the word �
éº



KCÖÏ @.

5.7 Experiment 2: Answering Questions from the
Hadith

5.7.1 Datasets

This research utilized four Arabic datasets for the experiments. The first dataset
served both training and evaluation purposes, while the other three datasets
were exclusively used for training. The questions in the first two datasets were
composed in MSA, whereas the corresponding passages were in CA. The last two
datasets were entirely written in MSA. Details of each dataset are as follows:

1. HadithTrec: This dataset consists of three files: the Hadith Passage
Collection (HPC), HadithTrec questions, and query relevance judgments
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Question

241- Who are the angels mentioned in the
Quran?
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Retrieved Passage

17:40-44 - Has God chosen to give you sons, and
taken for Himself daughters from among the an-
gels? You utter grievous things indeed!...
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Gold Passage 1

2:87-88 - Remember We gave Moses the Book and
sent after him many an apostle; and to Jesus, son
of Mary, We gave clear evidence of the truth, re-
inforcing him with divine grace...
èYªK.
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Gold Passage 2

32:10-14 - ...Say: "The angel of death appointed
over you will take away your soul, then you will be
sent back to your Lord"...
É¿ð ø
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Table 5.7: Examples of incorrect passages retrieved by one of the models used in
the experiments.

(QRels). The HPC comprises 1,950 passages that represent the entire Jami
at-Tirmidh book and HAQA. The Jami at-Tirmidh book was divided into
sections, with each section addressing a specific topic. Therefore, I collected
two consecutive hadiths into one passage. Each passage has an ID number.
The question file includes 1,186 questions, each with its own ID. Some long
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queries were removed because the BERT model variant does not work with
long queries. The questions were divided into 85.32% for training, 4.63%
for development, and 10.03% for the test sets. The QRels file is composed
of 1,383 gold records, with each record being a pairing of a question ID and
the ID of the passage that answers it. The distribution of the HadithTrec
dataset is shown in Table 5.8.

% # of the Pairs (Ques-
tions & Passages

# Ques-
tions

Training 84.1% 1164 1012
Development 4.3% 60 55
Test 11.5% 159 119
All 100% 1,383 1186

Table 5.8: The statistics for the number of records in the HadithTrec.

2. QuranTrec: Its details are explained in Section 5.6.1.

3. ARCD: Its details are explained in Section 5.6.1.

4. Arabic SQuAD: Its details are explained in Section 5.6.1.

5.7.2 Results

To answer RQ5.2, which is related to comparing the performance of the DPR and
relevance classification approaches with BM25, I conducted three experiments.
First, I built a PR model using BM25. Second, I built a PR model using the
DPR approach; those results appear in the “Bi-Encoder” column in Table 5.9.
Third, I used the relevance classification approach to build a PR model, and
the results from using Arabic models appear in the “Cross-Encoder” column in
Table 5.9, while the results from using multilingual models appear in Table 5.10.
BM25 obtained 0.307 MAP@10 and 0.315 MRR@10.

From the results, I noted that two out of eight models achieved higher re-
sults than BM25 in terms of MAP@10 when used in the DPR approach (re-
sults are colored in blue). The models were CAMeL-BERT and CL-AraBERT.
The highest-performing model was CAMeL-BERT in terms of MAP@10 and
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MRR@10, achieving a 0.400 MAP@10 and 0.425 MRR@10. From Table 5.9,
I noted that five out of eight models achieved higher results than BM25 in
terms of MAP@10 when used in the relevance classification approach. The
models were ArabicBERT, ARBERT, CAMeL-BERT, AraELECTRA, and CL-
AraBERT. The best among them was CAMeL-BERT, with a 0.422 MAP@10
and 0.442 MRR@10. There was no model that outperformed BM25 in the multi-
language models, as shown in Table 5.10.

Bi-Encoder Cross-Encoder
Model MAP@10 MRR@10 MAP@10 MRR@10
AraBERT Base 0.290 0.309 0.298 0.326
ArabicBERT 0.243 0.264 0.308 0.325
QARiB 0.301 0.318 0.288 0.293
ARBERT 0.247 0.268 0.377 0.399
MARBERT 0.247 0.268 0.280 0.291
CAMeL-BERT 0.400 0.425 0.422 0.442
AraELECTRA 0.188 0.200 0.343 0.353
CL-AraBERT 0.400 0.422 0.412 0.428
Ensemble All 0.395 0.418 0.376 0.393
Ensemble Best 0.406 0.427 0.411 0.426

Table 5.9: Results of the DPR and relevance classification approaches using
the Arabic transformer-based model (Training datasets:HadithTrec, QuranTrec,
SQuAD, and ARCD, Testing dataset: HadithTrec).

From the above, the answer to question RQ5.2 is that when using the DPR
approach, two models improved their results compared to the BM25 model, while
when using the relevance classification approach, more than half of the models
performed better.

To address RQ5.3, which is related to the performance of the hybrid approach
compared to BM25 in CA, specifically in Hadith, I followed these steps. First,
I needed to determine the number of passages retrieved by BM25. I conducted
three experiments for the hybrid approach, which involved using BM25 to retrieve
the top passages and then re-ranking them using the AraBERT Base model as
a DPR approach. In these three experiments, I fixed all parameters except the
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Model MAP@10 MRR@10
stsb-roberta-base 0.078 0.080
ms-marco-MiniLM-L-12-v2 0.275 0.284
stsb-distilroberta-base 0.199 0.210
qnli-distilroberta-base 0.305 0.318
ms-marco-TinyBERT-L-2-v2 0.286 0.298
Ensemble All 0.300 0.312
Ensemble Best 0.292 0.304

Table 5.10: Results of the relevance classification approach using the multilingual
transformer-based model (Training datasets: HadithTrec, QuranTrec, SQuAD,
and ARCD, Testing dataset: HadithTrec).

number of passages selected from the BM25 list. In the first experiment, the
number was set to 100; in the second, it was 50; and in the third, it was 20.
Based on the results shown in Table 5.11, 100 was the value that achieved the
best result with 0.384 MAP@10 and 0.402 MRR@10. Therefore, I used this
number in the upcoming experiments.

Second, I conducted experiments for the following hybrid approach: ranking
using BM25 and then re-ranking using the DPR approach (bi-encoder model).
The results in Table 5.12 show that the Arabic pre-trained models, when used as
a bi-encoder model in the hybrid approach, achieved better results than BM25
on MAP@10, except for ArabicBERT and AraELECTRA. The best model was
CAMeL-BERT, which achieved a 0.410 MAP@10 and 0.428 MRR@10.

Third, I conducted experiments for the hybrid approach that ranked the pas-
sages using BM25 and then re-ranked them using the relevance classification
(cross-encoder model). From the results shown in Table 5.12 and Table 5.13, I
noted that six out of eight Arabic pre-trained models achieved higher results than
BM25 in terms of MAP@10 when used in the relevance classification approach.
The models were AraBERT Base, ArabicBERT, ARBERT, CAMeL-BERT, Ara-
ELECTRA, and CL-AraBERT. BM25 outperformed all the multi-language mod-
els.

Thus, the answer to the question RQ5.3 is that when using the DPR or
relevance classification approach in the hybrid method, six out of eight Arabic
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Model Number of the document MAP@10 MRR@10

AraBERT Base
100 0.384 0.402
50 0.284 0.296
20 0.284 0.296

Table 5.11: Comparison of the different numbers of passages retrieved from the
BM25 in a hybrid approach (Training datasets:HadithTrec, QuranTrec, SQuAD,
and ARCD, Testing dataset: HadithTrec).

Bi-Encoder Cross-Encoder
Model MAP@10 MRR@10 MAP@10 MRR@10
AraBERT Base 0.384 0.402 0.356 0.375
ArabicBERT 0.243 0.264 0.308 0.325
QARiB 0.345 0.361 0.288 0.293
ARBERT 0.309 0.328 0.377 0.399
MARBERT 0.309 0.328 0.280 0.291
CAMeL-BERT 0.410 0.428 0.422 0.442
AraELECTRA 0.215 0.228 0.343 0.353
CL-AraBERT 0.400 0.422 0.392 0.405
Ensemble All 0.399 0.412 0.376 0.393
Ensemble Best 0.408 0.429 0.411 0.426

Table 5.12: Results of the hybrid approach that retrieved the passage using BM25
and then re-ranked them using the DPR and relevance classification approaches
(Training datasets:HadithTrec, QuranTrec, SQuAD, and ARCD, Testing dataset:
HadithTrec).

pre-trained models improved their results compared to the BM25 model.
The final question in this study, RQ5.5, was related to whether the transfer

learning technique and/or the ensemble technique enhanced the performance of
the pre-trained models in the PR of Hadith. The question was divided into two
parts. The first part concerns training the pre-trained PR model using differ-
ent datasets, and the results are shown in Table 5.14. The results show that
training the AraBERT Base model on the two CA datasets (TREC AyaTEC and
QuranTrec) and the two MSA datasets (ARCD and Arabic SQuAD) while used as
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Model MAP@10 MRR@10
stsb-roberta-base 0.078 0.080
ms-marco-MiniLM-L-12-v2 0.275 0.284
stsb-distilroberta-base 0.199 0.210
qnli-distilroberta-base 0.305 0.318
ms-marco-TinyBERT-L-2-v2 0.286 0.298

Table 5.13: Results of the hybrid approach that retrieved passages using
BM25 then re-ranks with the relevance classification approach (a multi-language
transformer-based model) (Training datasets:HadithTrec, QuranTrec, SQuAD,
and ARCD, Testing dataset: HadithTrec).

a bi-encoder in the hybrid approach performed best, achieving a 0.384 MAP@10
and 0.402 MRR@10. The second highest result was achieved by the model when
trained using the two CA datasets (TREC AyaTEC and QuranTrec), with a 0.384
MAP@10 and 0.395 MRR@10. Training the model on only the two MSA datasets
yielded the lowest result, with a 0.126 MAP@10 and 0.134 MRR@10.

The second part is related to applying the ensemble technique to the results of
the individual models. The results of applying the ensemble technique to the PR
models that implemented the DPR approach are shown in Table 5.9, while the
results of the pre-trained models that implement the relevance classification are
shown in Table 5.9 and Table 5.10. Additionally, the ensembling results of the PR
pre-trained models that used the hybrid approach are shown in Table 5.12 (with
the highest values colored in red). The results of applying the ensemble technique
to all the models are displayed in the row Ensemble All of these tables.

From Table 5.9, Table 5.10, and Table 5.12, I noted that using the ensemble
technique did not improve the results since the results of some individual models
were better. For example, the ensemble technique in Table 5.9 achieved a score
of 0.395 MAP@10 and 0.418 MRR@10, while the CAMeL-BERT model alone
received a score of 0.400 MAP@10 and 0.425 MRR@10. Based on these results,
I conclude that the very poor performance of the models affects the results of
the ensemble technique. Therefore, I decided to study the application of the
ensemble technique on the results of only the two best models, as shown in the
Ensemble Best row in Table 5.9, Table 5.10, and Table 5.12. The Ensemble
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Best improved performance when the Arabic pre-trained model was used as a
bi-encoder, achieving scores of 0.406 MAP@10 and 0.427 MRR@10, as shown in
Table 5.9.

Model Dataset MAP@10 MRR@10

AraBERT Base

HadithTrec 0.336 0.358
HadithTrec + QuranTrec 0.384 0.395
ARCD + Arabic SQuAD 0.126 0.134

HadithTrec + QuranTrec +
0.384 0.402

ARCD + Arabic SQuAD

Table 5.14: Comparison of the different datasets used to train the hybrid approach
that retrieved the top-100 passages using BM25 then re-ranked using the DPR
approach.

Two models demonstrated the best performance on the Hadith dataset: the
hybrid method that employed the CAMeL-BERT model and the relevance clas-
sification method, which also utilized the CAMeL-BERT model. Both meth-
ods achieved a MAP@10 score of 0.422. The CAMeL-BERT model used in
both approaches was trained on two Classical Arabic datasets (HadithTrec and
QuranTrec), as well as two Modern Standard Arabic datasets (ARCD and Arabic
SQuAD).

Thus, the answer to the question RQ5.5 is that using transfer learning en-
hanced the performance of the pre-trained models in the PR of Hadith, while the
ensemble technique sometimes improved the results.

5.7.3 Analysis and Discussion

When examining the model’s answers, two points were noted that are further
detailed in Table 5.15 and Table 5.16. First, one of the models performed a
simple matching process. In the first example, it retrieved a passage because
it included the same question terms Qê

	
¢Ë@ , ÕÎ�ð éJ
Ê« é<Ë @ úÎ� ,

�
èC� (in English,

“Salat, ‘may God bless him and grant him peace,’ Az-Zuhr”), even though the
passage did not answer the question. In the second example, it retrieved a passage
because it included the same question terms �

èC� (in English, “Salat”).
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Second, the model’s failure to retrieve the golden passage may be because the
word in the passage is synonymous with the word in the question. For example,
the word Q

	
®
	
ª
�
J��
 (in English, “forgiving”) appeared in the passage, not the word

�
éK. ñ

�
JË @ (in English, “repentance”) that appeared in the question.

5.8 Answering the Research Questions

Based on the experiments conducted in this chapter, the following questions can
be answered:

• RQ2: Can PLMs answer questions from the Quran and Hadith in Arabic?
The results showed an acceptable performance of the models but indicated
a need for improvement. Our findings may open the door for more research
on PR tasks in Arabic and other languages.

• RQ3: Does the size of the new Quran question-answer dataset affect the
performance of the pre-trained transformer models? Results showed that it
improved the performance of the PR task.

5.9 Conclusion

One of the primary objectives of this thesis was to develop a model capable of
answering questions from the Holy Quran and Hadith using transformer-based
models. The model was designed to handle two key tasks, one of which was
passage retrieval (PR).

This chapter began with a literature review of existing PR approaches. I then
evaluated the performance of transformer-based models in dense passage retrieval
(DPR), relevance classification, and hybrid approaches. Finally, I compared the
performance of these approaches with BM25.

When applying the DPR approach to the Quran PR model, more than half of
the models outperformed BM25, demonstrating the potential of dense retrieval in
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Question

1113- Why did the Prophet, may God bless him
and grant him peace, regularly perform the volun-
tary Salat Az-Zuhr?
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Retrieved Passage

2:274-274 - ... I asked Aishah about the Salat of
Allah’s Messenger (may God bless him and grant
him peace). She said: ’He would pray two Rak’ah
before Az-Zuhr and two Rak’ah after it, and two
after Al-Maghrib, and two Rak’ah after Al-Isha,
and two before Al-Fajr....
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Gold Passage

1:421-421 - ... Umm Habiba said she heard God’s
Messenger say, “If anyone keeps on praying four
rak’as before and four after the noon prayer, God
will forbid that he be sent to hell.” ...
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Table 5.15: Examples of incorrect passages retrieved by one of the models part
1.

Quranic PR. For the Hadith PR model, the DPR approach improved retrieval re-
sults in two models compared to BM25. The model that achieved the highest score
was CAMeL-BERT, with a MAP@10 of 0.400 and an MRR@10 of 0.425 when
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Question

1174- What is the evidence for the prayer of re-
pentance?
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Retrieved Passage

1:146-146 - I was with Buraida on a cloudy day
and he said, "Offer the Asr prayer earlier as the
Prophet (may God bless him and grant him peace)
said, Whoever leaves the Asr prayer will have all
his (good) deeds annulled." ...
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Gold Passage

1:443-443 - ... he heard God’s Messenger say, “No
man will commit a sin, then get up and purify him-
self, then pray, then ask God’s forgiveness without
God forgiving him.” ...
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Table 5.16: Examples of incorrect passages retrieved by one of the models part
2.

used for Hadith PR, while BM25 obtained 0.307 MAP@10 and 0.315 MRR@10.
Furthermore, the relevance classification approach was evaluated against BM25

to assess its effectiveness. However, when applying this approach to the Quran
PR model, only one model showed an improvement over BM25, suggesting that
relevance classification may not be as effective for Quranic PR. In contrast, this
approach proved to be more effective for Hadith PR, improving performance in
more than half of the models. The best-performing model was CAMeL-BERT,
achieving a MAP@10 of 0.422 and an MRR@10 of 0.442 when answering Hadith-
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related questions.
The best result in the hybrid approach was a 0.422 MAP when using CAMeL-

BERT as a cross-encoder.
I tried to improve the performance of these models by further fine-tuning the

models using an additional dataset (including our dataset) or using the ensemble
technique. Additionally, transfer learning proved to be a valuable optimization
technique, while the ensemble method showed mixed results.
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Chapter 6

Evaluating the Pre-trained
Language Models (PLMs) for
Machine Reading Comprehension
Task

6.1 Introduction

Studies have shown the promising performance of transformer-based models in
many NLP tasks, including MRC. However, the performance of these models
has not been explored extensively or deeply in CA texts. CA is considered
a low-resource language due to the availability of only one small dataset (the
QRCD) specific to the Quran (Kazi et al., 2023). To fill this gap, I first created
two datasets: one for the Quranic text (QMRC) and the other for the Hadith
(HMRC), which are considered the main sources of Islam. Their text requires a
deep understanding of the content, and their terminology can have an interpreta-
tion that is different from that of other books. Second, I explored the performance
of all the pre-trained transformer-based models available for the Arabic language
when used as answering models for Quran and Hadith questions. Third, I studied
the impact of further training the models on a CA dataset, such as the Quran
dataset and/or MSA datasets. Finally, I selected the best-performing models and
applied the ensemble method to their results.
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6.2 Background

This chapter is built on two publications:

• Alnefaie S, Atwell E, Alsalka MA. Question Answering Over the Arabic
Hadith Using Transformer Models Accepted in The Eighth International
Conference on Arabic Language Processing, (ICALP 2024).

• (Alnefaie et al., 2023a) received the Best Paper award.

6.2 Background

MRC is one of the key NLP tasks. In this task, the MRC model takes a text
passage and a question as inputs and then extracts the correct answer from the
passage (Baradaran et al., 2022). The MRC model architecture is shown in
Figure 6.1.

Figure 6.1: Machine reading comprehension model architecture.

6.3 Related Work

Recently, some studies have focused on the performance of pre-trained models for
MRC with CA text. They used the QRCD for training and testing. This dataset
consists of questions and answers derived from the text of the Holy Quran. The
main differences between these studies were the models used and the methods
of improvement. Different Arabic BERT models have been employed in this re-
search, such as AraBERT, ARBERT, MARBERT, and QARiB. The optimization
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methods they used can be divided into two types: employing transfer learning
and applying an ensemble approach to the different models.

• Transfer Learning Approach

MSA datasets were used in some studies to further fine-tune the model, in
addition to the QRCD. Mostafa & Mohamed (2022) proposed using three
MSA datasets to train the AraELECTRA model: the Arabic Reading Com-
prehension Dataset (ARCD), Ar-TyDi, and Arabic-SQuAD. Their system
achieved scores of 0.23, 0.54, and 0.52 in exact match (EM), partial re-
ciprocal ranking (pRR), and F1@1, respectively. Additionally, Malhas &
Elsayed (2022) conducted three experiments. First, only the Arabic-SQuAD
and ARCD datasets, which are MSA datasets, were used to fine-tune the
AraBERT and CL-AraBERT models. Second, only QRCD was used to fine-
tune the two models. Third, the ARCD and Arabic-SQuAD datasets were
used to fine-tune the two models, and then the models were further fine-
tuned on the QRCD. The highest results were achieved by AraBERT and
CL-AraBERT when they were fine-tuned using both the MSA and QRCD
datasets: with partial average precision (paP)@10 scores of 49.53 and 53.28,
respectively.

Other studies have used a CA dataset to fine-tune the model. There is no
MRC dataset currently available for CA other than the QRCD, so they used
the questions and answers dataset and formatted it appropriately for MRC.
Wasfey et al. (2022) suggested using the AQQAC dataset to fine-tune the
AraBERTv02Base model. The results showed a 0.25 EM, 0.5 F1@1, and
0.52 pRR. Aftab & Malik (2022) proposed fine-tuning the baseline BERT
using the AQQAC and QRCD. Their model achieved a 0.30 pRR, 0.26
F1@1, and 0.08 EM.

• Ensemble Approach

ElKomy & Sarhan (2022) developed an MRC system for the Arabic Quran
by training five BERT models using the QRCD. The models were AraBERT
Large, AraBERT Base, ARBERT, MARBERT, and QARiB. They obtained
answers for the test set of the QRCD using each model individually. Then,
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they applied an ensemble approach to these models to achieve better results.
This system achieved a 0.50 F1@1, 56.6 pRR, and 26.8 EM.

To the best of our knowledge, no study has been conducted on the impact
of combining the following three factors in building the Arabic Quran MRC
model: First, Arabic pre-trained models are fine-tuned using CA and MSA
datasets. Second, an ensemble approach is applied to the results using
the majority vote. Finally, the final list is refined through several post-
processing steps. The research questions in this chapter are:

1. RQ6.1 Does combining fine-tuning the models with a large CA dataset
and MSA dataset improve the results?

2. RQ6.2 Does ensembling further fine-tuned models and subsequently
applying post-processing steps improve the results?

To the best of our knowledge, there is no existing study that has built an
MRC model for the Hadith. In addition, no study could be found that has
explored the CA language in depth. The research questions in this study
were as follows:

1. RQ6.3: Do the pre-trained models perform well when used in the
MRC task to answer questions about the Hadith?

2. RQ6.4: Does further fine-tuning of the models with large MSA and/or
CA datasets enhance their performance?

3. RQ6.5: Does applying the ensemble approach and then implementing
post-processing steps for the pre-trained models improve the results for
the Hadith MRC?

These questions are numbered starting from 6 because they are in Chapter 6
and are not related to the general questions.
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6.4 The Proposed Models

The pre-trained transformer-based models formed the basis of my methodology. I
conducted two separate experiments: the first experiment focused on finding an-
swers from the Holy Quran, while the second focused on finding answers from the
Hadith. As the first step in Experiment 1, I fine-tuned all available Arabic pre-
trained models with the QRCD_v1.2 training set. The first step in Experiment
2 involved using the HMRC training set to fine-tune the nine Arabic transformer-
based models. The nine Arabic pre-trained models were: ArabicBERT (Safaya
et al., 2020), AraBERT Large, AraBERT Base (Antoun et al., 2020), ARBERT,
MARBERT (Abdul-Mageed et al., 2021), QARiB (Abdelali et al., 2021), Ara-
ELECTRA (Antoun et al., 2021), CAMeL-BERT (Inoue et al., 2021), and CL-
AraBERT (Malhas & Elsayed, 2022). In Experiment 1, the test dataset was
QRCD_v1.2, while in the second experiment, the dataset was HMRC. For my
experiments, I set the batch size to 8 for AraBERT Large and 16 for the rest of
the models, the number of epochs to 4, and the learning rate to 1e-4. I attempted
to improve performance using the following three optimization approaches:

• Transfer Learning: I conducted three experiments using this approach.
I further fine-tuned the models using different datasets.

– Quran Experiment: I used the CA dataset QMRC. Second, the
MSA dataset ARCD was used. Finally, a combination of the QMRC
dataset and ARCD was used only for the models that showed an im-
provement in performance when using one of these two datasets indi-
vidually.

– Hadith Experiment: The ARCD, considered an MSA dataset, was
used to fine-tune all models. Second, the QMRC, considered a CA
dataset, was used to fine-tune all models. Third, I identified the models
that showed improvement in both previous experiments. I then fine-
tuned these models using both the ARCD and QMRC datasets.

• Ensemble Approach: I used majority voting among the models to pro-
duce the final ranked-list results. I took the top 20 answers with their
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scores for each question from each model. I then computed the total score
for each answer, which was the sum of the scores obtained from all models.
After that, I sorted the answers for each question based on the total score.
Finally, I adopted the top 10 answers as the final ranked list.

• Post-Processing: There were two issues when producing the ranked list:
uninformative answers (as shown in Example 1) and overlapping answers (as
shown in Example 2). An uninformative answer is one that contains only
stop words. The first issue was resolved by removing these answers from
the list. The second was addressed by applying a redundancy elimination
algorithm (ElKomy & Sarhan, 2022).

The input to the redundancy elimination algorithm consists of the passage
and the list of initially retrieved answers from the question-answering sys-
tem. The output is the list of final retrieved answers.

The idea of this algorithm is to build an array of zeros whose length is equal
to the length of the passage. This array is called the "seen" array. Each
word in the passage corresponds to a zero. A zero indicates that the word
has not yet appeared in the final list of answers. At the beginning, the final
list of answers is initialized as an empty list.

The algorithm processes each answer in the initial list of retrieved answers
as follows:

1. It takes an answer and determines the start and end positions of the
answer in the passage.

2. Using the start and end indexes from Step 1, it extracts a sub-array
from the "seen" array that corresponds to the answer.

3. If the sub-array contains any zeros, it means that the words corre-
sponding to these zeros have not yet been included in the final list of
answers.

– Extract all zero sequences in the sub-array and the sequences of
words that correspond to them.

– For each sequence:
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∗ Determine the locations of the zero sequence in the "seen"
array.

∗ Mark the indexes of this sequence with the number 1 in the
"seen" array.

∗ Add the sequence of words to the list of final retrieved answers.

– Example 1:

∗ "pq_id": 13:18-24_360

∗ "passage":
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"For those who respond to their Lord, are (all) good things. But
those who respond not to Him,- Even if they had all that is in the
heavens and on earth, and as much more, (in vain) would they offer
it for ransom. For them will the reckoning be terrible: their abode
will be Hell,- what a bed of misery! (18) Is then one who doth
know that that which hath been revealed unto thee from thy Lord
is the Truth, like one who is blind? It is those who are endued with
understanding that receive admonition;- (19) Those who fulfil the
covenant of Allah and fail not in their plighted word; (20) Those
who join together those things which Allah hath commanded to
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be joined, hold their Lord in awe, and fear the terrible reckoning;
(21) Those who patiently persevere, seeking the countenance of
their Lord; Establish regular prayers; spend, out of (the gifts)
We have bestowed for their sustenance, secretly and openly; and
turn off Evil with good: for such there is the final attainment of
the (eternal) home,- (22) Gardens of perpetual bliss: they shall
enter there, as well as the righteous among their fathers, their
spouses, and their offspring: and angels shall enter unto them
from every gate (with the salutation): (23) "Peace unto you for
that ye persevered in patience! Now how excellent is the final
home!" (24)"

∗ "question":
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Will God bring the believers together with their children and fam-
ilies in Paradise?

∗ "Predicted answer":
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∗ "score": 0.1957549469953647

∗ "Gold answer":
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"Gardens of perpetual bliss: they shall enter there, as well as the
righteous among their fathers, their spouses, and their offspring:
and angels shall enter unto them from every gate (with the salu-
tation): "

– Example 2:

∗ "pq_id": "2:177-177_419"
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∗ "question":
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Does Islam respect the prophets?
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"to believe in Allah and the Last Day, and the Angels, and
the Book, and the Messengers"
"rank": 1, ...
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"it is righteousness- to believe in Allah and the Last Day, and
the Angels, and the Book, and the Messengers"
"rank": 2 ...

3. "Predicted answer":
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"believe in Allah and the Last Day, and the Angels, and the
Book, and the Messengers"
"rank": 3 ...

- Experiment 1: The QRCD was the testing dataset. The QRCD, QMRC, and
ARCD were the fine-tuning datasets.
- Experiment 2: The HMRC was the testing dataset. The HMRC, QMRC, and
ARCD were the fine-tuning datasets.

6.5 Evaluation

In this study, I used four evaluation metrics: EM, partial reciprocal rank (pRR),
partial average precision (pAP), and F1 score for these experiments because all
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research in the field of the Quran has utilized them. The main evaluation metric
was pAP (Malhas & Elsayed, 2020, 2022).

• EM: EM is a binary score (0 or 1). If one of the gold answers fully matches
the top candidate’s answer. Then the EM equals 1.

• F1:
Let R be systems’s retrieved ranked list of answers to the question. R=[r1,r2,r3,r4]
Let A be the set of the gold direct answers to the question.
A=[a1,a2,a3,a4,a5]
To calculate the value of F1 we need to calculate the following values:

1. For each question:

(a) Compute the mr for each system answer: I define the answer-
matching score ( m ) for a system’s response ( r ), represented as
mr, as the highest matching score of ( r ) compared to all direct
gold standard answers ( A ) for the given question.

mr = maxaϵAfm(r, a) (6.1)

where fm(r, a) is the F1 measure of the system answer r and the
gold answer a.

fm(r, a) = F1(Vr|Va) (6.2)

where Vr and Va represent part of verses (R) and the gold standard
answers (A), respectively.
R=[r1,r2,r3,r4]
A=[a1,a2,a3,a4, a5]
mri = max(F1(ri|a1), F1(ri|a2), F1(ri|a3), F1(ri|a4), F1(ri|a5))
where i from 1 to 4.

F1(ri|aj) =
2 ∗ Precision(riaj) ∗Recall(riaj)

Precision(riaj) +Recall(riaj)
(6.3)

where i from 1 to 4 and j from 1 to 5.

Precision(riaj) =
retrieved and relevant words

all retrieved words
(6.4)
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Recall(riaj) =
retrieved and relevant words

all relevant words
(6.5)

For example, Let R1 be system 1’s retrieved ranked list of answers
to the question.
R1=[r1= 	áK
Q

	
¯A¾Ë@ "who reject Faith",

r2= 	áK
Y
�
JªÖÏ @ "transgressors",

r3= �ñ�QÓ
	
àAJ


	
�K. Ñî

	
E


A¿ A

	
®� éÊJ
�.� ú




	
¯

	
àñÊ

�
KA
�
®K


	áK

	
YË @ "who fight in

His Cause in battle array, as if they were a solid cemented struc-
ture."]

Let R2 be system 2’s retrieved ranked list of answers to the ques-
tion.
R2=[ r1= é<Ë @ ÕºJ. J. m

�'

 ú




	
GñªJ.

�
KA
	
¯ é<Ë @

	
àñJ. m

�
�
' Õ

�
æ
	
J»

	
à@


É
�
¯ "If you do love

Allah, Follow me: Allah will love you."
r2= 	áK
Q

	
¯A¾Ë@ "who reject Faith",

r3= 	áK
Y
�
JªÖÏ @ "transgressors"]

Let A be the set of the gold direct answers to the question.
A=[a1= 	áK
Q

	
¯A¾Ë@ "who reject Faith",

a2= 	áK
Y
�
JªÖÏ @ "transgressors"]

– System 1’s: I treat verses as if they were a bag of words.
Compute mr1 ,mr2 ,mr3 :
mri = max(F1(ri|a1), F1(ri|a2))

F1(ri|aj) =
2 ∗ Precision(riaj) ∗Recall(riaj)

Precision(riaj) +Recall(riaj)
(6.6)

where i from 1 to 3 and where j from 1 to 2.
1-Compute mr1 :
mr1 = max(F1(r1|a1), F1(r1|a2))
1.1-Compute F1(r1|a1):
r1 = 	áK
Q

	
¯A¾Ë@ "who reject Faith"
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a1= 	áK
Q
	
¯A¾Ë@ "who reject Faith"

Fully match.

Precision (r1a1) =

retrieved and relevant words one word 	áK
Q
	
¯A¾Ë@ from r1

all retrieved words one word 	áK
Q
	
¯A¾Ë@ from r1

=

1

1
= 1

(6.7)

Recall (r1a1) =

retrieved and relevant verses (one word 	áK
Q
	
¯A¾Ë@ from r1

all relevant verses (one word 	áK
Q
	
¯A¾Ë@ from a1

=

1

1
= 1

(6.8)

F1(r1|a1) =
2 ∗ 1 ∗ 1
1 + 1

=
2

2
= 1 (6.9)

F1(r1|a1) = 1
1.2-Compute F1(r1|a2):
r1 = 	áK
Q

	
¯A¾Ë@ "who reject Faith"

a2= 	áK
Y
�
JªÖÏ @ "transgressors"

F1(r1|a2) = 0
No match.
mr1 = max(1, 0) = 1

a1 is removed since it was matched with r1.

2-Compute mr2 :
mr2 = max(F1(r2|a2))
2.1-Compute F1(r2|a2):
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r2 = 	áK
Y
�
JªÖÏ @ "transgressors"

a2= 	áK
Y
�
JªÖÏ @ "transgressors"

F1(r2|a2) = 1
Fully match.
mr2 = max(1) = 1

a2 is removed since it was matched with r2.

3-Compute mr3 :
No remaining gold answers to match
mr3 = 0

System 2’s: I treat verses as if they were a bag of words.
Computer mr1 ,mr2 ,mr3 :
1-Compute mr1 :
mr1 = max(F1(r1|a1), F1(r1|a2))
1.1-Compute F1(r1|a1):
r1 = é<Ë @ ÕºJ. J. m

�'

 ú




	
GñªJ.

�
KA
	
¯ é<Ë @

	
àñJ. m

�
�
' Õ

�
æ
	
J»

	
à@


É
�
¯ "If you do love

Allah, Follow me: Allah will love you."
a1= 	áK
Q

	
¯A¾Ë@ "who reject Faith"

F1(r1|a1) = 0
No match.
1.2-Compute F1(r1|a2):
r1 = é<Ë @ ÕºJ. J. m

�'

 ú




	
GñªJ.

�
KA
	
¯ é<Ë @

	
àñJ. m

�
�
' Õ

�
æ
	
J»

	
à@


É
�
¯ "If you do love

Allah, Follow me: Allah will love you."
a2= 	áK
Y

�
JªÖÏ @ "transgressors"

F1(r1|a2) = 0
No match.
mr1 = max(0, 0) = 0

2-Compute mr2 :
mr2 = max(F1(r2|a1), F1(r2|a2))
2.1-Compute F1(r2|a1):
r2 = 	áK
Q

	
¯A¾Ë@ "who reject Faith"
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a1= 	áK
Q
	
¯A¾Ë@ "who reject Faith"

F1(r2|a1) = 1
Fully match.
2.2-Compute F1(r2|a2):
r2 = 	áK
Q

	
¯A¾Ë@ "who reject Faith",

a2= 	áK
Y
�
JªÖÏ @ "transgressors"

F1(r2|a2) = 0
No match.
mr2 = max(1, 0) = 1

a1 is removed since it was matched with r2.

3-Compute mr3 :
mr3 = max(F1(r3|a2))
3.1-Compute F1(r3|a2):
r3 = 	áK
Y

�
JªÖÏ @ "transgressors"

a2= 	áK
Y
�
JªÖÏ @ "transgressors"

F1(r3|a2) = 1
Fully match.
mr3 = max(1) = 1

a2 is removed since it was matched with r3.

(b) Compute the overall F1 for the question:

F1 =

∑n
i=1mri

n
(6.10)

n is the number of the system answers. In the above example 1
n=4 and n=3 in example 2 .

2. Compute the F1 for all question:

F1 =

∑Q
w=1 F1w
Q

(6.11)

Where Q is the number of questions in the test set.
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• F1@1:
F1@1 = mr1 (6.12)

F1@1 is computed only using the first system answer r1.

• pRR:

pRR =
mrk

k
; k = min{k|mrk > 0} (6.13)

The k is the location or the rank of the first answer in the system list R
that partially matches the golden answers, i.e. it has an mr score greater
than zero.

• pAP:

pAP =
1

|A|

|R|∑
K=1

1{mrk > 0}pPrec@K(R) (6.14)

where the number of answers in the ranked list is represented by |R|, and
the number of gold answers is represented by |A|. 1{mrk > 0} is a function
is set to 1 if the predicted answer at position (K) fully or partially matches
one of the gold answers, and set to 0 if it does not match either fully or
partially. Partial Precision at rank (K) is computed as follows:

pPrec@K(R) =
1

K

K∑
i=1

mri (6.15)

where ( R ) represents the ranked list of predicted answers returned by the
system, ( ri ) denotes the predicted answer at a position or rank (i) in ( R),
and (mri) refers to the partial matching score of ( ri), as in Eq. 6.1.

For the same previous Example,
Let R1 be the system 1’s retrieved ranked list of answers to the question.
I computed:
mr1 = 1 mr2 = 1 mr3 = 0
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R2 be the system 2’s retrieved ranked list of answers to the question.
I computed:
mr1 = 0 mr2 = 1 mr3 = 1

Let A be the set of the gold direct answers to the question.

A=[a1= 	áK
Q
	
¯A¾Ë@ "who reject Faith",

a2= 	áK
Y
�
JªÖÏ @ "transgressors"]

1. To compute the value of pRR for the first system:

• Find the first mrk not equal 0
mr1 = 1

• Calculate the value of pRR using Eq. 6.13

pRR =
mr1

1
=

1

1
= 1 (6.16)

2. To compute the value of pRR for the second system:

• Find the first mrk not equal 0
mr2 = 1

• Calculate the value of pRR using Eq. 6.13

pRR =
mr2

2
=

1

2
= 0.5 (6.17)

The PRR value in the first system is 1 higher than the PRR value in the
second system, which is 0.5. This difference occurs because the gold answer
in the first system appeared as the first expected answer, while in the second
system, it appeared as the second answer.

3. To compute the value of pAP for the first system:

• Find all mrk

mr1=1
mr2=1
mr3=0
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• Calculate the value of pAP using Eq. 6.14 and Eq. 6.15

pAP =
1

2

3∑
K=1

1{mrk > 0}pPrec@K(R) =
1

2
(
1

1
+

1 + 1

2
+ 0) =

1

2
(1 + 1 + 0) =

1

2
(2) = 1

(6.18)

4. To compute the value of pAP for the second system:

• Find all mrk

mr1=0
mr2=1
mr3=1

• Calculate the value of pAP using Eq. 7.16 and Eq. 7.14

pAP =
1

2

3∑
K=1

1{mrk > 0}pPrec@K(R) =
1

2
(0 +

0 + 1

2
+

0 + 1 + 1

3
) =

1

2
(
1

2
+

2

3
) =

1

2
(
1

2
+

2

3
) =

1

2
(0.5 + 0.666) =

1

2
(1.166) = 0.83

(6.19)

pAP of System 1 = 1
pAP of System 2 = 0.83

The pAP value in the first system is higher than that in the second
system. This is because the gold answers in the first system appeared
at higher ranks compared to those in the second system. For more
examples of partial matches, please refer to (Malhas & Elsayed, 2022).

Each of these four metrics (EM, F1@1, pRR, pAP@10) was computed for each
question. I then calculated the overall score for each metric by averaging it across
all questions.
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6.6 Experiment 1: Answering Questions from the
Holy Quran

6.6.1 Datasets

In this study, I used three different datasets, as follows:

1. QRCD: QRCD_v1.2 consisted of 1,399 question-passage-answer triplets
in the training and development splits. It was split into 70%, 10%, and
20% for the training, development, and test sets, respectively (Malhas &
Elsayed, 2022).

2. ARCD: Its details are explained in Section 5.6.1.

3. Quran MRC (QMRC): It is an extended version of the QUQA dataset.
The QUQA is a question-answer pairs dataset, while QMRC is a question-
passage-answer triplet dataset regarding the Arabic Holy Quran. The
QMRC is an MRC dataset. The process of finding the passage for each
answer in the QUQA to fit the QMRC was as follows:

(a) Determined the beginning and end numbers of the verses in the answer.

(b) The Quran is comprised of a series of verses. I selected the answer
verses from the Holy Quran and then extracted the fragment by speci-
fying one verse before the answer verses, the answer verses themselves,
and one verse after the answer verses. The passage consists of a verse
before the answer, the answer verses, and a verse after the answer.

(c) Added the appropriate passage for each record in the dataset.

I used the same method as Aftab & Malik (2022) to construct the
passage for each question and answer. However, the passage construc-
tion method in this chapter differs from that in the previous chapter
because the QPC file had not yet been published.

Once this was done for all records, they were added to the MRC dataset.
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6.6.2 Results

The results are divided into two parts: validation and testing. In validation, the
dev set of QRCD_v1.2 is used as the test set, while in testing, the test set of
QRCD_v1.2 is used.

Validation: The QRCD column in Table 6.1 presents the results of the mod-
els when they were fine-tuned using only the QRCD dataset. The AraBERT Base
model outperformed the other models with a 0.402 pAP@10.

First, I addressed RQ6.1, which related to whether further fine-tuning the
models using a large CA dataset (QMRC) and the MSA (ARCD) enhanced the
performance of the Quran MRC models. The results are shown in the columns
‘QRCD AND QMRC,’ ‘QRCD AND ARCD,’ and ‘QRCD, QMRC AND ARCD’
in Table 6.1 and Table 6.2. There are three interesting observations in the results.
First, using the QMRC dataset led to improvements in more than half of the
models in terms of pAP@10. The best score was a pAP@10 of 0.482, obtained by
AraBERT Large. Eight or seven out of nine models improved on all three other
measures. The AraBERT Base model achieved the highest scores on two metrics:
0.881 for F1@1 and 0.794 for pRR, respectively. Second, when I trained the model
using the ARCD dataset, it enhanced only the performance of the AraBERT Base
model, with a pAP@10 of 0.433, and the MARBERT model, which achieved 0.636
for F1@1 and 0.479 for pRR. Third, using QMRC and ARCD simultaneously to
train the AraBERT Base model improved the results to 0.49 for pAP@10, 0.801
for pRR, and 0.885 for F1@1 compared to using QMRC and ARCD separately.
I chose the AraBERT Base model alone for fine-tuning on two datasets, QMRC
and ARCD. I did not fine-tune the other models because AraBERT Base was the
only model that showed improved results when fine-tuned on the two datasets
separately. Thus, the answer to the question is that using the CA language
dataset (QMRC) in training improved a large number of models across different
metrics, while using the MSA dataset (ARCD) or using both datasets together
improved only one model.

Based on the above, I answer the following research question: RQ3: Does
the size of the new Quran question-answer dataset affect the performance of the
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pre-trained transformer models? Yes, increasing the dataset’s size improves the
models’ performance.

Second, I addressed RQ6.2, which relates to whether ensembling the further
fine-tuned models and then applying post-processing steps improves the results.
The results are shown in Table 6.3. For the first factor of the second question
RQ6.2, I used the ensemble method for all the models; however, this approach
did not yield the best performance, resulting in 0.466 pAP@10. I then ensembled
two of the best-performing individual models, which were AraBERT Base and
AraBERT Large. The results of this ensemble outperformed the other models,
achieving 0.517 pAP@10. The answer to question RQ6.2 is that the ensemble
method for all models did not improve the results, while the ensemble method
for the two best models improved only one measure (pAP@10). For the second
factor, I noted that the post-processing step improved the results for pAP@10
based on the Ensemble ‘POST (Best)’ row shown in Table 6.3.
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Training Datasets QRCD QRCD AND QMRC
Model EM F1@1 pRR pAP@10 EM F1@1 pRR pAP@10

AraBERT Large 0.0 0.399 0.263 0.165 0.196 0.804 0.711 0.482
AraBERT Base 0.110 0.799 0.680 0.402 0.159 0.881 0.794 0.458

MARBERT 0.085 0.600 0.459 0.326 0.0 0.274 0.200 0.089
ARBERT 0.092 0.676 0.521 0.357 0.104 0.817 0.700 0.380
QARiB 0.067 0.665 0.523 0.307 0.049 0.744 0.598 0.301

CAMeL-BERT 0.110 0.774 0.670 0.401 0.122 0.860 0.762 0.406
ArabicBERT 0.079 0.712 0.556 0.332 0.104 0.754 0.617 0.330

AraELECTRA 0.006 0.612 0.479 0.332 0.018 0.807 0.697 0.248
CL-AraBERT 0.110 0.784 0.648 0.373 0.116 0.799 0.714 0.383

Table 6.1: The validation set result of fine-tuned different Arabic pre-trained models by using different combinations
of the datasets part 1. If a model fine-tuned on other datasets performs better than one fine-tuned only on QRCD,
it is highlighted in blue.
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Training Datasets QRCD AND ARCD QRCD , QMRC AND ARCD
Model EM F1@1 pRR pAP@10 EM F1@1 pRR pAP@10

AraBERT Large 0.0 0.369 0.263 0.162 -
AraBERT Base 0.110 0.775 0.658 0.433 0.153 0.885 0.801 0.49

MARBERT 0.073 0.636 0.479 0.291 -
ARBERT 0.067 0.726 0.588 0.343 -
QARiB 0.036 0.633 0.468 0.278 -

CAMeL-BERT 0.067 0.737 0.628 0.362 -
ArabicBERT 0.055 0.681 0.559 0.313 -

AraELECTRA 0.006 0.555 0.431 0.218 -
CL-AraBERT 0.085 0.744 0.596 0.358 -

Table 6.2: The validation set result of fine-tuned different Arabic pre-trained models by using different combinations
of the datasets part 2. If a model fine-tuned on other datasets performs better than one fine-tuned only on QRCD,
it is highlighted in blue. The AraBERT Base model was fine-tuned on the QRCD and QMRC datasets, as well as
on the QRCD and ARCD datasets separately. It was then fine-tuned on all three datasets: QRCD, QMRC, and
ARCD. The highest score for each metric, compared across these three experiments, is highlighted in red.

160



6.6 Experiment 1: Answering Questions from the Holy Quran

Best Results
Model EM F1@1 pRR pAP@10

AraBERT Large 0.196 0.804 0.711 0.482
AraBERT Base 0.153 0.885 0.801 0.49

MARBERT 0.085 0.600 0.459 0.326
ARBERT 0.104 0.817 0.700 0.380
QARiB 0.067 0.665 0.523 0.307

CAMeL-BERT 0.122 0.860 0.762 0.406
ArabicBERT 0.079 0.712 0.556 0.332

AraELECTRA 0.006 0.612 0.479 0.332
CL-AraBERT 0.116 0.799 0.714 0.383

Ensemble Vanilla (All) 0.190 0.784 0.627 0.466
Ensemble Vanilla (Best) 0.196 0.853 0.768 0.517
Ensemble POST (Best) 0.196 0.406 0.391 0.537

Table 6.3: The validation set results of the ensemble approach. The best re-
sults for each model are presented first. Ensemble Vanilla (All) refers to the
ensemble approach to all models. Ensemble Vanilla (Best) represents the en-
semble approach to the best two performed models (the AraBERT Large and
the AraBERT Base). Ensemble POST (Best) refers to the Vanilla (Best) after
applying the post-processing step.

Testing: For the test set, I chose two methods based on the performance
of the development set. They were (1) the ensemble of AraBERT Base and
AraBERT Large with post-processing, which achieved the highest results in all
experiments, and (2) the AraBERT Base model, which attained the highest value
among the individual models. The ensemble with the post-processing approach
achieved a 0.498 pAP@10, while the AraBERT Base model achieved the best
performance with a 0.5 pAP@10, as can be seen in Table 6.4.

Model EM F1@1 pRR pAP@10
Ensemble POST (Best) 0.098 0.345 0.341 0.498

AraBERT Base 0.095 0.738 0.630 0.5

Table 6.4: Test set results.
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6.6.3 Analysis and Discussion

When I analyzed the answers provided by the models used in the experiments, I
identified the following:

1. One of the examined models functioned as a simple match model. When
part of the passage contained words from the question, it retrieved this part
as an answer, even though the meaning of this portion did not address the
question, as shown in Example 3.

Example 3:

• "pq_id": "28:85-88_322":

• "question":

?
	

�Q
	
¯

	
à
�
@Q
�
®Ë @ QK. Y

�
K Éë

Is meditating on the Quran ordained?

• "Gold answer": "[]"

• "Predicted answer":

XAªÓ úÍ@


¼X@QË

	
à
�
@Q
�
®Ë @ ½J
Ê«

	
�Q

	
¯ ø




	
YË@

	
à@



"Verily He Who ordained the Quran for thee, will bring thee back
to the Place of Return."

2. One of the examined models worked as a simple match model. Therefore,
the system failed to predict the correct answer when the answer has seman-
tically similar words to the question as shown in Example 4.

Example 4:

• "pq_id": "11:50-60_337"

• "question":

?
	
à
�
@Q
�
®Ë @ ú




	
¯

	
¨AÓYË@ 	áÓ Z@ 	Qk.



B ð



@
	
¨AÓYÊË

�
H@PA

�
�B


@ ù


ë AÓ

What are the references to the brain or parts of the brain in the Quran?
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• "passage":

B@


Õ
�
æ
	
K


@
	
à@
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« éË @
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JÓ
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�
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KQÓ



@ ZAg. AÖÏð .

	
¡J


	
®k Zú



æ
�
� É¿

éÊ�P @ñ�«ð ÑîE. P
�
HAK


�
AK. @ðYmk

.
XA« ½Ê

�
Kð .

	
¡J
Ê

	
« H. @

	
Y« 	áÓ ÑëA

	
JJ
m.
�
	
'ð

	
à@


B


@
�
éÓAJ


�
®Ë @ ÐñK
ð

�
é
	
JªË AJ


	
KYË@ è

	
Yë ú




	
¯ @ñªJ.

�
K


@ð . YJ


	
J« PAJ.k. É¿ QÓ



@ @ñªJ.

�
K @ð

Xñë Ðñ
�
¯ XAªË @YªK. B



@ ÑîE. P @ðQ

	
®» @XA«

"To the ’Ad People (We sent) Hud, one of their own brethren. He said:
"O my people! worship Allah! ye have no other god but Him. (Your
other gods) ye do nothing but invent! (50) "O my people! I ask of you
no reward for this (Message). My reward is from none but Him who
created me: Will ye not then understand? (51) "And O my people!
Ask forgiveness of your Lord, and turn to Him (in repentance): He
will send you the skies pouring abundant rain, and add strength to
your strength: so turn ye not back in sin!" (52) They said: "O Hud!
No Clear (Sign) that hast thou brought us, and we are not the ones
to desert our gods on thy word! Nor shall we believe in thee! (53)
"We say nothing but that (perhaps) some of our gods may have seized
thee with imbecility." He said: "I call Allah to witness, and do ye
bear witness, that I am free from the sin of ascribing, to Him, (54)
"Other gods as partners! so scheme (your worst) against me, all of
you, and give me no respite. (55) "I put my trust in Allah, My Lord
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6.6 Experiment 1: Answering Questions from the Holy Quran

and your Lord! There is not a moving creature, but He hath grasp
of its fore-lock. Verily, it is my Lord that is on a straight Path. (56)
"If ye turn away,- I (at least) have conveyed the Message with which
I was sent to you. My Lord will make another people to succeed you,
and you will not harm Him in the least. For my Lord hath care and
watch over all things." (57) So when Our decree issued, We saved Hud
and those who believed with him, by (special) Grace from Ourselves:
We saved them from a severe penalty. (58) Such were the ’Ad People:
they rejected the Signs of their Lord and Cherisher; disobeyed His
messengers; And followed the command of every powerful, obstinate
transgressor. (59) And they were pursued by a Curse in this life,- and
on the Day of Judgment. Ah! Behold! for the ’Ad rejected their Lord
and Cherisher! Ah! Behold! removed (from sight) were ’Ad the people
of Hud!"

• "Gold answer":

Aî
�
DJ
�A

	
K

"its fore-lock"

(a) "Predicted answer":

Õº
�
Kñ
�
¯ úÍ@




�
èñ
�
¯ Õ»X 	QK
ð @P@PYÓ ÕºJ
Ê« ZAÒ�Ë@ É�QK


"He will send you the skies pouring abundant rain, and add strength
to your strength"
"rank": 1, ...

(b) "Predicted answer":

	á« A
	
J
�
JêË
�
@ ú


»PA

�
JK.

	ám�
	
' AÓð

�
é
	
JJ
�. K. A

	
J
�
�


Jk. AÓ Xñë AK
 @ñËA

�
¯ .

	á�
ÓQm.
× @ñËñ

�
J
�
K Bð

	á�

	
JÓ


ñÖß. ½Ë 	ám�

	
' AÓð ½Ëñ

�
¯

"so turn ye not back in sin!" (52) They said: "O Hud! No Clear
(Sign) that hast thou brought us, and we are not the ones to desert
our gods on thy word! Nor shall we believe in thee!"
"rank": 2 ...
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(c) "Predicted answer":

ú



	
G


@ @ðYîD

�
� @ð é<Ë @ YîD

�
�


@ ú



	
G @


ÈA
�
¯ Zñ��. A

	
J
�
JêË
�
@

	
�ªK. ¼@

Q��«@ B@


Èñ

�
®
	
K

	
à@



"We say nothing but that (perhaps) some of our gods may have
seized thee with imbecility." He said: "I call Allah to witness, and
do ye bear witness, that I am"
"rank": 3 ...

(d) "Predicted answer":

éJ
Ë @

@ñK. ñ

�
K Õç

�
' ÕºK. P @ðQ

	
®
	
ª
�
J�@

"And O my people! Ask forgiveness of your Lord, and turn to
Him (in repentance"
"rank": 4 ...

The conclusion I reached from this analysis is that the ’understanding’ (or
perhaps a deeper encoding) of these models regarding this type of text requires
a great deal of further development and research to reach the level of human
understanding.

6.7 Experiment 2: Answering Questions from the
Hadith

6.7.1 Datasets

In this study, I used three different datasets, as follows:

1. ARCD: Its details are explained in Section 5.6.1.

2. QMRC: Its details are explained in Section 6.6.1.

3. Hadith MRC (HMRC): It is an MRC dataset. HMRC is a question-
passage-answer triplet dataset, while HAQA is a question-answer pairs
dataset. HMRC is an extended version of the HAQA dataset, created by
adding a paragraph for each record. Hadith books are divided into sections,
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and each section deals with a specific topic. Therefore, I collected four con-
secutive hadiths from each book into one longer text and numbered each
passage. Then, I added the passage that contains the hadith found in the
answer to each record. The resulting corpus consisted of 1,359 questions
and 1,598 records. Its distribution is shown in Table 6.5. An example of a
record from the HMRC in Arabic is shown in Example 5.

Example 5:

• Question ID: 96

• Question:

?
	

­Êm�
	
' @

	
XAÖß.

What do we swear to?

• The Paragraph:

.
�
IÒ�J
Ë ð



@ é<ËAK.

	
­ÊjJ
Ê

	
¯ A

	
®ËAg

	
àA¿ 	áÓ ÈA

�
¯ ÕÎ�ð éJ
Ê« é<Ë @ úÎ� ú



æ
.

	
JË @
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@ . . .

AÓ É
�
JÓ @ñËñ

�
®
	
¯ Z @Y

	
JË @ Õ

�
æªÖÞ� @

	
X @


: Èñ

�
®K
 ÕÎ�ð éJ
Ê« é<Ë @ úÎ� é<Ë @ Èñ�P ©ÖÞ�

. . . Èñ
�
®K


... Who must take an oath, may do so by swearing in the Name of
Allah or he should remain silent. I heard the Messenger of Allah saying,
"When you hear the Adhan, repeat what the Mu’adhdhin says . . . .

• The Answer:

é<ËAK.

By God

6.7.2 Results

In this study, I used four evaluation metrics: EM, F1, pRR, and pAP@10 as part
of Experiment 1 in this chapter. Each of these four metrics was computed for
every question. I then calculated the overall score for each metric by averaging
it across all questions. The results of the experiments on the use of pre-trained
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Dataset Question-Passage-Answer
Triplets

Percentage

Development 160 10%
Training 1,038 65%
Test 400 25%
All 1,598 100%

Table 6.5: The distribution of the HMRC.

transformer-based models in the MRC task to answer Hadith questions are shown
in Table 6.6, Table 6.7, and Table 6.8.

First, I began by addressing RQ6.4, which was related to studying the
effects of fine-tuning the models using larger CA datasets (such as QMRC)
or/and MSA datasets (such as ARCD) on their performance. The results are
shown in the columns under “HMRC+ARCD”, “HMRC+ARCD+QMRC” and
“HMRC+QMRC” in Table 6.6 and Table 6.7. The answer to this research ques-
tion is divided into three parts.

• First, training the models with the ARCD led to improvements in all four
evaluation metrics across four models: AraBERT Large, AraBERT Base,
MARBERT, and CAMeL-BERT. The EM and pRR were the most improved
evaluation metrics, with eight out of nine models showing improvement in
these two. The best scores were an F1@10 of 0.700 and a pRR of 0.643,
obtained by CAMeL-BERT. The AraBERT Large model achieved the high-
est result in EM with 0.239, while the AraBERT Base model achieved the
highest result in pAP@10 with 0.229.

• Second, using the QMRC dataset in the training phase enhanced only
AraBERT Large regarding the four metrics. When the QMRC was used, six
of the nine models improved their EM scores, three improved their F1@10
scores, and two improved their pAP@10 and pRR scores. With this train-
ing dataset, the highest EM score was 0.209, the F1@10 score was 0.668,
the pRR score was 0.589, and the pAP@10 score was 0.224, achieved by
the AraBERT Large, CL-AraBERT, CAMeL-BERT, and AraBERT Base
models, respectively.
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• Third, only the EM improved when fine-tuning the AraBERT Large model
using the ARCD and QMRC datasets. The EM score was 0.242, compared
to 0.209 when fine-tuning with QMRC and 0.239 when fine-tuning with
ARCD, as shown in Table 6.6 and Table 6.7. The other metrics—F1@10,
pRR, and pAP@10—were 0.647, 0.578, and 0.213, respectively. These scores
were worse than when training the model using only ARCD but better than
when training the model using only QMRC. The F1@10, pRR, and pAP@10
scores for training the model with only ARCD were 0.663, 0.588, and 0.218,
respectively, while the scores for training the model with only QMRC were
0.642, 0.560, and 0.204, respectively. I chose the AraBERT Large model
because it obtained improved results when trained individually using the
ARCD and QMRC.

So, the answer to the question RQ6.4 is that using the MSA dataset in the
training substantially improved the results, while using the CA dataset or both
datasets slightly improved the results.
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Training Datasets HMRC HMRC and ARCD

Model EM F1@10 pRR pAP@10 EM F1@10 pRR pAP@10
AraBERT Large 0 0.158 0.099 0.051 0.239 0.663 0.588 0.218
AraBERT Base 0.118 0.67 0.604 0.227 0.215 0.676 0.612 0.229

MARBERT 0.015 0.509 0.329 0.154 0.054 0.595 0.454 0.186
ARBERT 0.072 0.645 0.556 0.215 0.16 0.661 0.579 0.214
QARiB 0.009 0.381 0.224 0.104 0.009 0.412 0.235 0.107

CAMeL-BERT 0.106 0.68 0.604 0.226 0.181 0.700 0.643 0.237
ArabicBERT 0.093 0.598 0.504 0.199 0.121 0.596 0.507 0.198

AraELECTRA 0 0.408 0.301 0.133 0.006 0.342 0.228 0.106
CL-AraBERT 0.13 0.68 0.597 0.225 0.154 0.673 0.599 0.222

Table 6.6: Results of using different Arabic MRC datasets to fine-tune different Arabic pre-trained transformer-
based models part 1. If a model fine-tuned on other datasets performs better than one fine-tuned only on HMRC,
it is highlighted in blue.
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Training Datasets HMRC and QMRC HMRC , ARCD and QMRC

Model EM F1@10 pRR pAP@10 EM F1@10 pRR pAP@10
AraBERT Large 0.209 0.642 0.560 0.204 0.242 0.647 0.578 0.213
AraBERT Base 0.178 0.662 0.584 0.224

MARBERT 0.012 0.52 0.325 0.154
ARBERT 0.1 0.613 0.516 0.199
QARiB 0.009 0.368 0.207 0.100

CAMeL-BERT 0.166 0.662 0.589 0.221
ArabicBERT 0.106 0.579 0.49 0.189

AraELECTRA 0 0.613 0.551 0.209
CL-AraBERT 0.145 0.668 0.587 0.212

Table 6.7: Results of using different Arabic MRC datasets to fine-tune different Arabic pre-trained transformer-
based models part 2. If a model fine-tuned on other datasets performs better than one fine-tuned only on HMRC,
it is highlighted in blue. The AraBERT large model was fine-tuned on the HMRC and ARCD datasets, as well as
on the HMRC and QMRC datasets separately. It was then fine-tuned on all three datasets: HMRC, ARCD, and
QMRC. The highest score for each metric, compared across these three experiments, is highlighted in red.
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RQ6.5 was related to whether the ensemble approach, followed by apply-
ing post-processing steps, enhanced the performance of the Hadith MRC mod-
els. This question was answered by selecting the best-performing version of
each model, applying the ensemble approach to them, and comparing the re-
sults, as shown in Table 6.8. Unfortunately, the results of the ensemble approach
performed worse than the CAMeL-BERT model in terms of F1@10, pRR, and
pAP@10, as indicated in Table 6.8. The ensemble approach achieved a score of
0.597 for F1@10, 0.503 for pRR, and 0.198 for pAP@10, while the best model
alone (CAMeL-BERT) achieved scores of 0.700 for F1@10, 0.643 for pRR, and
0.237 for pAP@10. Additionally, AraBERT Large achieved 0.239 for EM com-
pared to 0.221 for EM, which was obtained by the ensemble approach. I noticed
that the poor performance of some models negatively affected the performance
of the ensemble approach. Therefore, I applied the ensemble approach only to
the best models: CAMeL-BERT Base and CL-AraBERT. The results of this
ensemble showed improvement only in EM, with a score of 0.251.

In summary, the answer to the question RQ6.5 is that the ensemble approach
improved the results when the individual results of the included models were close.
However, if there was a significant contrast in the individual results of the models,
then the poorer-performing models negatively affected the results of the ensemble
approach. Using the post-processing steps yielded very poor results in general,
as shown in Table 6.8.

To address RQ6.3, which is related to how well the pre-trained models per-
formed in the MRC task of answering questions from the Hadith, I conducted
a number of experiments. The results are shown in Table 6.6, Table 6.7 and
Table 6.8. The results showed that the models performed well in general. Five
models achieved the best results when they trained with HMRC and ARCD,
three models achieved the best results when they trained with HMRC only, and
one model achieved the best results when they trained with QMRC. The best
models were CAMeL-BERT with an F1@10 score of 0.700, pRR score of 0.643
and pAP@10 score of 0.237.
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Best Results
Model EM F1@10 pRR pAP@10

AraBERT Large 0.239 0.663 0.588 0.218
AraBERT Base 0.215 0.676 0.612 0.229

MARBERT 0.054 0.595 0.454 0.186
ARBERT 0.072 0.645 0.556 0.215
QARiB 0.009 0.412 0.235 0.107

CAMeL-BERT 0.181 0.700 0.643 0.237
ArabicBERT 0.093 0.598 0.504 0.199

AraELECTRA 0 0.613 0.551 0.209
CL-AraBERT 0.13 0.68 0.597 0.225

Ensemble Vanilla (All) 0.221 0.597 0.503 0.198
Ensemble Vanilla (Best) 0.251 0.698 0.633 0.225
Ensemble POST (Best) 0.242 0.194 0.190 0.184

Table 6.8: The results of the ensemble approach. The best results for each model are presented first. Ensemble
Vanilla (All) refers to the ensemble approach to all models. Ensemble Vanilla (Best) represents the ensemble
approach to the best two performed models (the CAMeL-BERT model and AraBERT Base). Ensemble POST
(Best) refers to the Vanilla (Best) after applying the post-processing step.
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6.7.3 Analysis and Discussion

I analysed the expected answers to determine why the models failed to predict
the correct answer in some cases. I noted the following points:

1. The models failed to answer a number of questions completely. It seemed
that the models were not always able to extract the answer based on the
type of question. For example, a question that begins with “who” should
be answered by a noun; however, the model often extracted stop words or a
description, as illustrated in Example 6, or pronouns, as shown in Example
7, as demonstrated below:

Example 6:

• Question ID: 120

• Question:

? Q�.
�
®Ë @ ú




	
¯ È@



ñ�ËAK.

	
àC¿ñÖÏ @

	
àA¾ÊÖÏ @ AÒë 	áÓ

Who are the two angels entrusted with the question in the grave?

• The Passage:

èA
�
K


@ Õ»Yg



@ ÈA

�
¯ ð



@

�
IJ
�ÖÏ @

Q�.
�
¯ @

	
X @


ÕÎ�ð éJ
Ê« é<Ë @ úÎ� é<Ë @ Èñ�P ÈA

�
¯ . . .

. . . Q�
º
	
JË @ Q

	
k
�
CËð Qº

	
JÖÏ @ AÒëYg



B ÈA

�
®K


	
àA
�
P̄ 	P



@
	
à@Xñ�



@
	
àA¾ÊÓ

...When the dead - or one of you - is buried, two dark and blue angels
will come to him; one is called ‘Munkir’ and the other is called ‘Nakir’...

• The Gold answer:

Q�
º
	
JË @ Q

	
k
�
CËð Qº

	
JÖÏ @ AÒëYg



B ÈA

�
®K


One is called ‘Munkir’, and the other is called ‘Nakir’.

• The Predicted answer:

	
àA
�
P̄ 	P



@
	
à@Xñ�



@
	
àA¾ÊÓ èA

�
K


@

Two dark and blue angels will come to him
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Example 7:

• Question ID: 365

• Question:

? Yg


@ ÉJ.k.

	áÓ É
�
®
�
K


@
	
à@

	Q�
ÖÏ @ ú



	
¯ é

�
¯A� ø




	
YË@ ñë 	áÓ

Who is the one whose leg in the balance is heavier than the mountain
of Uhud?

• The Passage:

éJ

�
K


AK


	
à


@ èQÓ



@
�
èQm.
�
�
�
úÎ« Yª�

	
¯ Xñª�Ó 	áK. @ ÕÎ

�ð éJ
Ê« é<Ë @ úÎ� ú


æ
.

	
JË @ QÓ



@ . . .

�
èQj.

�
�Ë@ Yª�

	á�
g Xñª�Ó 	áK. é<Ë @ YJ.«
�
�A� úÍ@



éK. Am

��


@ Q

	
¢
	
J
	
¯ Zú



æ
�
��. Aî

	
DÓ

AÓ ÕÎ�ð éJ
Ê« é<Ë @ úÎ� é<Ë @ Èñ�P ÈA
�
®
	
¯ éJ


�
¯A�

�
é
�
�ñÔg 	áÓ @ñºj

	
�
	
¯

. . Yg


@ 	áÓ

�
éÓAJ


�
®Ë @ ÐñK


	
à@

	Q�
ÖÏ @ ú



	
¯ É

�
®
�
K


@ é<Ë @ YJ.« Ég. QË

	
àñºj

	
�
�
�

...The Prophet Peace be upon him instructed lbn Mas’ood to climb
up a tree and he told him to bring him something from it, and his
companions looked at the shins of Abdullah bin Mas’ood when he
climbed the tree and laughed at how thin his shins were, the Messenger
of Allah Peace be upon him said: “Why are you laughing? The leg
of Abdullah will be heavier in the balance on the Day of Resurrection
than (Mount) Uhud....

• The Gold answer:

Xñª�Ó 	áK. @

lbn Mas’ood

• The Predicted answer:

Aî
	
DÓ

From it

2. Example 8 illustrates one of the examined model’s difficulties in answering a
question. The reason may be that the terms in the passage are synonymous
with those in the question.
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Example 8:

• Question ID: 132

• Question:

? é«AÖÞ�
�
�J
¢�
 Bð

	
àA¢J


�
�Ë@ é

	
JÓ H. QîE
 ø




	
YË@ Zú



æ
�
�Ë @ ñë AÓ

What is the thing that evil runs away from and cannot bear to hear?

• The Passage:

. . .
	
àA¢J


�
�Ë@ QK. X



@
�
èC�ÊË ø



Xñ

	
K @

	
X @


ÈA
�
¯ ÕÎ�ð éJ
Ê« é<Ë @ úÎ� é<Ë @ Èñ�P

	
à


@ . . .

...God’s Messenger says, “When a summons to prayer is made the evil
turns his back”...

• The Gold answer:

�
èC�ÊË ø



Xñ

	
K @

	
X @



When a summons to prayer is made

• The Predicted answer:

-

3. One of the examined models does not deeply “understand” the question to
predict the answer correctly; instead, it applies a direct and simple matching
method, which leads to an incorrect answer, as illustrated in Example 9.

Example 9:

• Question ID: 238

• Question:

�
èXAK


	Pð ú
	
æ�mÌ'@ @ñ

	
J�k



@ 	áK


	
YÊË úÍAª

�
K éËñ

�
¯ ú




	
¯
�
èXAK


	QË @ ù


ë AÓ?

What is the meaning of more in saying of Allah Most High: And for
those who have done good is the best and even more?

175



6.7 Experiment 2: Answering Questions from the Hadith

• The Passage:

@ñ
	
J�k



@ 	áK


	
YÊË Ég. ð

	Q« é<Ë @ Èñ
�
¯ ú




	
¯ ÕÎ�ð éJ
Ê« é<Ë @ úÎ� ú



æ
.

	
JË @ 	á« . . .

é<Ë @ Y
	
J« ÕºË

	
à@


XA
	
JÓ øXA

	
K

�
é
	
Jm.
Ì'@

�
é
	
Jm.
Ì'@ Éë



@ É

	
gX @

	
X @


ÈA
�
¯

�
èXAK


	Pð ú
	
æ�mÌ'@

A
	
JÊ
	
gY

�
Kð PA

	
JË @ 	áÓ A

	
Jj.

	
�
�
Kð A

	
Jëñk. ð

	
�J
�.

�
K ÕË



@ @ñËA

�
¯ èñÒ»	Qj.

	
JK


	
à


@ YK
QK
 @Y«ñÓ

	áÓ ÑîD
Ë @

I. k



@ A



J�


�
� é<Ë @ ÑëA¢«



@ AÓ é<Ë @ñ

	
¯ ÈA

�
¯ H. Aj. m

Ì'@
	

­
�
�ºJ


	
¯ ÈA

�
¯

�
é
	
Jm.
Ì'@

. . . éJ
Ë @

Q
	
¢
	
JË @

...from the Prophet peace be upon him, regarding the saying of Allah
Most High: And for those who have done good is the best and
even more (10:26) - He Peace be upon him said: “When the inhab-
itants of Paradise have entered Paradise a caller will call out: ‘Indeed
there remains for you a promise with Allah, and He wants to reward
you with it.’ They will say: ‘Have your faces not been made bright,
have we not been saved from the Fire, and have we not been admitted
into Paradise?’ ” He said: “So the Veil will be lifted.” He said: “By
Allah! Nothing given to them [by Allah] will be more beloved to them
than looking at Him.....”

• The Gold answer:

éJ
Ë @

Q
	
¢
	
JË @

looking at Him

• The Predicted answer:

�
èXAK


	Pð ú
	
æ�mÌ'@ @ñ

	
J�k



@ 	áK


	
YÊË

for those who have done good is the best and even more

4. Example 10 illustrates one of the examined model’s failures to accurately
‘understand’ the passage, as it was unable to extract the noun to which the
pronoun refers.

Example 10:

• Question ID: 204

176



6.8 Answering the Research Questions

• Question:

?
	

�P


B@ é

	
J«

�
�

�
�
	
�
�
K 	áÓ Èð



@ ñë 	áÓ

Who is the first one from whom the earth will open?

• The Passage:

é
	
J«

�
�

�
�
	
�
�
K 	áÓ Èð



@ ð ÐX

�
@ YËð YJ
� A

	
K


@ ÈA

�
¯ ÕÎ�ð éJ
Ê« é<Ë @ úÎ� ú



æ
.

	
JË @ 	á« . . .

. .
	

�P


B@

...Messenger of Allah (May peace be upon him) as saying: I shall be
pre-eminent among the descendants of Adam, the first from whom the
earth will be cleft open ...

• The Gold answer:

ÕÎ�ð éJ
Ê« é<Ë @ úÎ� ú


æ
.

	
JË @

Messenger of Allah

• The Predicted answer:

A
	
K


@

I

The results of the analysis indicate that these models need significant im-
provements and further research to enhance their comprehension or deeper rep-
resentation of this text type in order to approach human-level understanding.

6.8 Answering the Research Questions

Based on the experiments conducted in this chapter, the following question can
be answered: RQ2: Can PLMs answer questions from the Quran and Hadith
in Arabic? The results presented in Table 6.1, Table 6.2, Table 6.3, Table 6.6,
Table 6.7, and Table 6.8 demonstrate acceptable model performance but highlight
the need for further improvement. Our findings may pave the way for additional
research on MRC tasks in Arabic and other languages.
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6.9 Conclusion

One of the goals of this thesis is to build a model to answer questions in the Holy
Quran and Hadith using transformer-based models. The model includes two
tasks, one of which is the MRC task. This chapter presents a literature survey on
the existing models that show good performance. It also discusses existing and
potential improvement methods. Models were built to answer questions from the
Quran and Hadith and implement improvement methods.

The proposed MRC system combines transfer learning and ensemble ap-
proaches for the best-performing models. Initially, I fine-tuned nine different
Arabic pre-trained models using different data collections. I then applied the
ensemble approach to the two best-performing models. Finally, I implemented
appropriate post-processing steps.

In the Quran, the ensemble of the base and large variants of AraBERT
achieved the best results on the development set, with a 0.537 pAP@10. The
second-highest score was achieved by base AraBERT with a 0.49 pAP@10. The
results of applying these two models to the test set showed that the base AraBERT
model was the best with a score of 0.5 pAP@10, while the ensemble model
achieved a score of 0.49 pAP@10.

In the Hadith, the best models were CAMeL-BERT with an F1@10 score of
0.700, a pRR score of 0.643, and a pAP@10 score of 0.237.
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Chapter 7

Evaluating the Large Language
Models (LLMs) (GPT-4) as
Questions Answering Model

7.1 Introduction

This chapter investigates GPT-4 as a QA model for the Holy Quran and Hadith.
Firstly, the chapter presents a literature survey of studies that used GPT as a
model to answer questions in different fields and languages. Then, the chapter
describes two experiments: the first answers questions of various types related
to the Holy Quran, and the second answers questions of various types related
to the Prophet’s Hadiths. Following this, the results are displayed. Finally, the
results are analyzed, with some examples of errors discussed. Part of this chapter
is published in Alnefaie et al. (2023b).

7.2 Related Work

Recently, OpenAI has developed and provided access to several versions of the
LLM-driven ChatGPT—“GPT” refers to its underlying generative pre-trained
transformer model (Brown et al., 2020; Ouyang et al., 2022). Substantial progress
has been achieved in NLP by developing LLMs such as GPT. These models un-

179



7.3 Proposed Model

dergo extensive training on large text datasets. This training enables them to
produce text that closely resembles human-generated content, provide accurate
responses to inquiries, and proficiently handle various NLP tasks (Kasneci et al.,
2023).

Several studies have focused on testing GPT on downstream tasks (Jiao et al.,
2023; Qin et al., 2023; Wang et al., 2023b). Katz et al. (2023) conducted an exper-
iment to study the performance of GPT in passing the Uniform Bar Examination
(UBE). Success on this exam is a condition for law practice in most states within
the US. It consists of several components, including multiple-choice and essay
items. GPT-4 (i.e., the fourth version of ChatGPT’s underlying model) achieved
good results with 297 points. Kung et al. (2023) suggested measuring the perfor-
mance of GPT-3.5 in the United States Medical Licensing Exam (USMLE). The
results showed that it was close to passing the test. Wood et al. (2023) recom-
mend investigating the efficiency of GPT-3.5 using more than 28,000 questions
from accounting tests. They found that the average results of the model were
better than students when partially correct answers were considered. Kasai et al.
(2023) proposed studying the performance of various versions of GPT using the
Japanese national medical licensing examinations from the last six years. The
results showed that GPT-4 had the best performance and passed all exams. How-
ever, to the best of our knowledge, there has not yet been a published examination
of how well GPT performs in answering Islamic questions.

Our research sought to answer the question, RQ5: “Is GPT a good Islamic
expert?” To address this question, GPT’s performance was tested with a set
of questions to assess its behavior, strengths, and weaknesses. The results of
this study will benefit a large segment of Muslims worldwide, motivate further
research to address any identified defects, and assist researchers in choosing an
appropriate language model in the future.

7.3 Proposed Model

The development of GPT has progressed through several generations: GPT-1
(Radford et al., 2018), GPT-2 (Radford et al., 2019), GPT-3 (Brown et al., 2020),
GPT-3.5 (Ye et al., 2023), and GPT-4 (OpenAI, 2023). Various techniques have
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been employed in these different versions, which have positively impacted the
performance and development of the language model.

The version used for this study was GPT-4, the latest version of GPT at the
time of our research. This model is used directly and does not require any fine-
tuning process. The Python API was utilized to retrieve answers from the model,
and Google Colab was used to run the experiment.

7.4 Experiment 1: Answering Questions from the
Holy Quran

7.4.1 Datasets

QUQA was used in this experiment. It contains three kinds of questions: confir-
mation (193 questions), descriptive (1,752 questions), and fact (241 questions).
The total number of questions is 2,186.

7.4.2 Evaluation

In response to the supplied questions, the output generated by GPT-4 contains
natural-sounding text and several series of Quranic verses, as shown in Example
1. In the output, the series may consist of one or more verses. Therefore, I
evaluated the textual answers and the Quranic verses independently.

Example 1:

• Question ID: 522

• Question:

: . È@


ñ�Ë@ úÎ« I. J
m.

�
�
' ú




�
æË @

�
éK


�
B@ Q»

	
X ©Ó , Õç'
QºË@

	
à
�
@Q
�
®Ë @ 	áÓ ú



ÍA
�
JË @ È@



ñ�Ë@ 	á« I. k.



@

�
H@ñÒ�Ë@ XY« AÓ.?

Answer the following question from the Holy Quran, citing the verse that
answers it: How many heavens are there?
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• The GPT Answer:
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The number of heavens mentioned in the Holy Quran is seven.
This number can be found in several verses, such as (1) Surah Al-Baqarah
(verse 29), “He it is Who created for you all that is on Earth. Then He
Istawa (rose over) towards the heaven and made them seven heavens and
He is the All-Knower of everything"; (2) Surah Al-Isra (verse 44), “The
seven heavens and the Earth and whatever is in them exalt Him. And
there is not a thing except that it exalts [ Allah ] by His praise, but you do
not understand their [way of] exalting. Indeed, He is ever Forbearing and
Forgiving."

The evaluation of the Quranic verses was both automatic and manual. First,
I manually extracted the Quranic verses from the text output by GPT-4 because
they were in different formats and put them in a standardised form. I wrote
a programme to check whether the text of a Quranic verse was fake and then
validated it as an answer to the question using the ’golden’ labeled dataset. I
noticed that some of the verses mentioned in the GPT answer correctly addressed
the question but were not mentioned in the golden dataset. Therefore, I checked
all the answers and added unanticipated ’found’ correct answers to the dataset,
as appropriate (only during the evaluation step). For example, all the verses
cited in the answer given in Example 1 are correct, but only the first verse was
originally mentioned in the correct answer in the dataset. I evaluated the answers
manually because the GPT answers may have a similar meaning to the golden
answers but use different words. For example, in Question 2117 (’How long is full
breastfeeding?’), the answer is ’ 	á�
Ëñk’, but GPT answered with ’ 	á�


�
J
	
��’; these two
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words are synonymous in meaning two years. The gold answer was taken from
the ’Exper_Commentary’ fields in the QUQA dataset, as shown in Table 4.7.

I considered different retrieved series of Quranic verses in the answer as a
ranked list and used F1@1, EM, F1, and pAP as evaluation metrics. F1@1 and
EM are typically applied only to the top predicted answer, which, in my case, was
the first series. EM was a binary value assigned a value of 1 when the first series of
verses matched exactly with one of the gold verses, and 0 if not. To compute F1,
I measured the overlap between each series of verses and the golden answer and
then took the average. The gold answer was taken from the ’Chapter_Number,’
’Verses_Number_Start,’ and ’Verses_Number_End’ fields in the QUQA dataset
as shown in Table 4.7 and Table 4.8. If F1 was computed only for the first series,
it was referred to as F1@1. The pAP measure was used to consider the rank of
the correct answers in the retrieved list. If the system could retrieve the correct
answers at the top of the list, then the score was higher. The above measures
were computed for each question, and then the average was taken. Malhas &
Elsayed (2020, 2022) used these four measures to assess their Quran QA system.
I treated the text as a bag of words and used EM and F1 to assess it. If the
first sentence contained the exact answer, then the EM was assigned a value of 1;
otherwise, it was assigned a value of 0. The GPT-4 answers to all the questions
are publicly available.1

7.4.3 Results

This section presents the performance of GPT-4 with the QUQA dataset. I con-
ducted three experiments, each focusing on a particular type of question. The
QUQA contains three kinds of questions: confirmation (193 questions), descrip-
tive (1,752 questions), and fact (241 questions). The summary of results for the
Quranic series portion of the GPT-4 answers is shown in Table 7.1, while the
results for the produced-text portion are shown in Table 7.2.

In this study, I used four evaluation metrics: EM, pAP, F1, and F1@1 scores
for these experiments (Malhas & Elsayed, 2020, 2022). When evaluating the
natural text portion of the answer, I treated it as a bag of words, similar to the

1https://github.com/scsaln/GPT4
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method used in Chapter 6. Since all the Quranic verses are presented in full in
the answer, I evaluated that part of the Quranic verses as a bag of verses, as
follows:

• EM:
EM is a binary score (0 or 1). If one of the gold answers fully matches the
top candidate’s answer, then the EM equals 1.

• F1:
Let R be the system’s retrieved ranked list of answers to the question:
R = [r1, r2, r3, r4, r5]

Let A be the set of gold direct answers to the question: A = [a1, a2, a3, a4, a5, a6].
A is the series of verses found in the gold standard answer across multiple
records in QUQA with the same question ID.

To calculate the value of F1, I need to calculate the following values:

1. For each question:

(a) Compute the mr for each system answer: I define the answer-
matching score ( m ) for a system’s response ( r ), represented as
mr, as the highest matching score of ( r ) compared to all direct
gold standard answers ( A ) for the given question.

mr = maxaϵAfm(r, a) (7.1)

where fm(r, a) is the F1 measure of the system’s answer r and the
gold answer a.

mr = max(F1(r1|a1), F1(r1|a2), F1(r1|a3), F1(r1|a4), F1(r1|a5),

F1(r1|a6))
(7.2)

F1(ri|aj) =
2 ∗ Precision(riaj) ∗Recall(riaj)

Precision(riaj) +Recall(riaj)
(7.3)
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where i from 1 to 5 and j from 1 to 6.

Precision(riaj) =
retrieved and relevant verses

all retrieved verses
(7.4)

Recall(riaj) =
retrieved and relevant verses

all relevant verses
(7.5)

For example, Let R be the system’s retrieved ranked list of answers
to the question.
R=[r1 = 5:3-5]
Let A be the set of gold standard direct answers to the question.
A=[a1=2:1-1, a2=4:4-5, a3=100:4-6, a4=5:3-4]
Chapter_id:Verse_id1-Verse_id2 means the answer is from the
verse number id1 to id2 from chapter id in the Quran.
To calculate the value of F1:
mr = max(F1(r1|a1), F1(r1|a2), F1(r1|a3), F1(r1|a4))

F1(r1|aj) =
2 ∗ Precision(r1aj) ∗Recall(r1aj)

Precision(r1aj) +Recall(r1aj)
(7.6)

where j from 1 to 4.
1-Compute F1(r1|a1):
r1 = 5:3-5
a1= 2:1-1
No match.
F1(r1|a1) = 0
2-Compute F1(r1|a2):
r1 = 5:3-5
a2= 4:4-5
No match.
F1(r1|a2) = 0
3-Compute F1(r1|a3):
r1 = 5:3-5
a3= 100:4-6
No match.
F1(r1|a3) = 0
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4-Compute F1(r1|a4):
r1 = 5:3-5
a4= 5:3-4
Partial match.

Precision(r1a4) =
2

3
= 0.666 (7.7)

Recall(r1a4) =
2

2
= 1 (7.8)

F1(r1|a1) =
2 ∗ 0.666 ∗ 1
0.666 + 1

=
1.332

1.666
= 0.799 (7.9)

mr1 = max(0, 0, 0, 0.799)= 0.799

(b) Compute the overall F1 for the question:

F1 =

∑|R|
i=1mri

|R|
(7.10)

In the above example |R|=5, where |R| is the number of answers
in the ranked list.

2. Compute the F1 for all questions:

F1 =

∑Q
w=1 F1w
Q

(7.11)

Where Q is the number of questions in the test set.

• F1@1:
F1@1 = mr1 (7.12)

F1@1 is computed only using the first system answer r1.

• pAP:
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pAP =
1

|A|

|R|∑
k=1

1{mrk > 0}pPrec@k(R) (7.13)

Where the number of answers in the ranked list is represented by |R|, and
the number of gold answers is represented by |A|. 1{mrk > 0} is a function
that is set to 1 if the predicted answer at position (k) fully or partially
matches one of the gold answers, and set to 0 if it does not match either
fully or partially. Partial precision at rank (k) is computed as follows:

pPrec@k(R) =
1

k

k∑
i=1

mri (7.14)

where ( R ) represents the ranked list of predicted answers returned by the
system, ( ri ) denotes the predicted answer at a position or rank (i) in ( R),
and (mri) refers to the partial matching score of ( ri), as shown in Eq. 7.1.

For example, let R1 be the system’s first retrieved ranked list of answers to
the question.
R1=[r1=2:1-1, r2=4:4-5, r3=10:40-50]
Let R2 be the system’s second retrieved ranked list of answers to the question.
R2=[r1 = 5:3-5, r2=2:1-1, r3=4:4-5,]
Let A be the set of gold standard direct answers to the question.
A=[a1=2:1-1, a2=4:4-5]

1. To compute the value of pAP for the first system:

• Find all mrk

mr1=1
mr2=1
mr3=0

• Calculate the value of pAP using Eq. 7.16 and Eq. 7.14.
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pAP =
1

2

3∑
K=1

1{mrk > 0}pPrec@k(R) =
1

2
(
1

1
+

1 + 1

2
+ 0) =

1

2
(1 + 1 + 0) =

1

2
(2) = 1

(7.15)

2. To compute the value of pAP for the second system:

• Find all mrk

mr1=0
mr2=1
mr3=1

• Calculate the value of pAP using Eq. 7.16 and Eq. 7.14.

pAP =
1

2

3∑
K=1

1{mrk > 0}pPrec@k(R) =
1

2
(0 +

0 + 1

2
+

0 + 1 + 1

3
) =

1

2
(
1

2
+

2

3
) =

1

2
(0.5 + 0.666) =

1

2
(1.166) = 0.83

(7.16)

pAP of System 1 = 1
pAP of System 2 = 0.83

The pAP value in the first system is higher than that in the second
system. This is because the gold answers in the first system appeared
at higher ranks compared to those in the second system.

In general, GPT-4 did not achieve impressive results in answering Islamic
questions, as claimed in the state of the art, when answering questions from other
domains. The results are shown in Table 7.1 and Table 7.2. The sentences and
the series of Quranic verses in their answers to fact-type questions outperformed
the other types, with a 0.3 F1@1 score, 0.27 pAP, and a 0.25 EM score for the
Quran verse portion, and a 0.34 EM score for the regular text. For the entire
regular text in the answer, GPT-4 achieved higher results for confirmation-type
questions, with a 0.29 F1 score. Additionally, GPT-4 obtained a high score of 0.36
F1 for the entire series of Quranic verses when answering descriptive questions.
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Question Type F1@1 EM F1 pAP
All 0.26 0.19 0.32 0.23
Confirmation 0.22 0.13 0.29 0.18
Descriptive 0.26 0.19 0.36 0.24
Fact 0.3 0.25 0.32 0.27

Table 7.1: The evaluation results of the Quranic series portion of the GPT-4
answers.

Question Type EM F1
All 0.29 0.26
Confirmation 0.29 0.29
Descriptive 0.25 0.26
Fact 0.34 0.24

Table 7.2: The evaluation results of the produced-text portion of the GPT-4
answers.

The ranking of the Quranic verses series in answers to all questions received a
score of 0.23 pAP, 0.32 F1, 0.19 EM, and 0.26 F1@1, while the text portion
received 0.26 F1 and 0.29 EM.

7.4.4 Analysis and Discussion

This section analyses and discusses the results obtained from the answers gen-
erated by GPT-4 in response to the QUQA questions. Some incorrect answers
appeared in the output, as illustrated in the following example. Only the part of
the answer containing the error is displayed.

1. GPT-4 was unable to answer many questions, as illustrated in Example 4.

Example 4:

• Question ID: 328

• Question:
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What distinguished Allah, the Almighty, Moses (peace be upon him)
over the people in his time?

• Part of the GPT Answer:
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To view all the verses of the Holy Qur’an that relate to how God
Almighty chose Moses, peace be upon him, over other people during
his time, it is preferable to search for approved Qur’anic interpretations
and explanations. As an AI language model, I do not have the ability to
accurately extract all the Quranic verses and can only provide general
and epistemological answers based on the limited knowledge I have
been trained on until 2021.

2. Example 5 shows the generation of incomprehensible words.

Example 5:

• Question ID: 485

• Question:
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What is the interpretation of the king’s dream by Joseph, peace be
upon him?

• Part of the GPT Answer:
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. . .The answer of Yusuf (peace be upon him) to the interpretation of
the king’s dream according to the verses (43-49) in Surat Yusuf: Yusuf
said ayn altftan sbaon ygrgsomagfnsAsdanh. ). . .

3. In Example 6, there is a contradiction, as it provides a specific answer and
then negates it within the same text.

Example 6:

• Question ID: 326

• Question:
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Gold utensils are forbidden for use by Muslims in this life. Is the same
true in the hereafter?

• Part of the GPT Answer:
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There is no explicit Qur’anic text that talks about vessels
of gold in the hereafter. However, it can be concluded that the
pleasures and adornments that are forbidden in this life may be per-
missible in the hereafter because they are a reward for the believers for
their good deeds. The Holy Qur’an describes heaven and its bliss.In
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Surat Al-Zukhruf (43:71), God Almighty says: "To them will be passed
round, dishes and goblets of gold: there will be there all that the souls
could desire, all that their eyes could delight in: and ye shall abide
therein (for eye)". this verse indicates that golden utensils will
be used to serve the inhabitants of Paradise, and they will be
at the height of luxury....

4. Example 7 shows an answer in which the text of the verse was correct, but
the verse number and the name of the Surah were incorrect. The example
indicates that this verse is from Surah Taha, verse 94, while in fact, it is
from Surah Al-A’raf, verse 150. There were many answers in which the
verse information was correct, but the text itself was incorrect.

Example 7:

• Question ID: 382

• Question:
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Why did Moses, peace be upon him, take the head of his brother
Harun, peace be upon him, and drag him to Moses?

• Part of the GPT Answer:
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..."And when Moses returned to his people, angry and grieved, he
said, "How wretched is that by which you have replaced me after [my
departure]. Were you impatient over the matter of your Lord?" And he
threw down the tablets and seized his brother by [the hair of] his head,
pulling him toward him. [Aaron] said, "O son of my mother, indeed
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the people oppressed me and were about to kill me, so let not the
enemies rejoice over me and do not place me among the wrongdoing
people." [Taha:94]..

5. If GPT-4 found a matching word between the question and a verse, it
retrieved the verse even when its meaning did not answer the question, as
shown in Example 8.

Example 8:

• Question ID: 385

• Question:
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Why did the desert-Arabs not go out with the Messenger of God,
may God’s prayers and peace be upon him, to Mecca?

• Part of the GPT Answer:
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. . . "But some of the desert Arabs believe in Allah and the Last Day,
and look on their payments as pious gifts bringing them nearer to Allah
and obtaining the prayers of the Messenger. Aye, indeed they bring
them nearer (to Him): soon will Allah admit them to His Mercy: for
Allah is Oft-forgiving, Most Merciful"...[ at-Tawbah:99]. . .

• Golden Answer:
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"Then who could prevent Allah at all if He intended for you harm
or intended for you benefit? Rather, ever is Allah, with what you do,
Acquainted [11]. But you thought that the Messenger and the believers
would never return to their families, ever, and that was made pleasing
in your hearts. And you assumed an assumption of evil and became a
people ruined."[12].[Sura Al-Fat’h].

6. In Example 9, it failed to answer the question when the words in the ques-
tion did not match the words in the correct answer verses.

Example 9:

• Question ID: 534

• Question:
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What is the sign of the torment coming to the people of Noah, peace
be upon him?

• Part of the GPT Answer:
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. . . And it was said, "O Earth, swallow your water, and O sky, with-
hold [your rain]." And the water subsided, and the matter was accom-
plished, and the ship came to rest on the [mountain of] Judiyy. And
it was said, "Away with the wrongdoing people."[Hud:44]. . .
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. Xñë

The sign is: water gushing powerfully from the oven - which is the
reported location - is a sign of the coming of torment. "At length,
behold! there came Our command, and the fountains of the earth
gushed forth! We said: "Embark therein, of each kind two, male and
female, and your family - except those against whom the word has
already gone forth,- and the Believers." but only a few believed with
him."

7. It also faced difficulties when a word in the question and a verse were
similar, but differed in meaning due to context, as shown in Example 10.
This led to incorrect processing of the question. For example, the word "
I. ª

�
� " in Arabic means both “people” and “branches.” In Example 10, the

question refers to “branches of faith” based on the context of the sentence,
but GPT-4 processed it as equivalent to “faithful people.

Example 10:

• Question ID: 1892

• Question:
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Describe some branches of faith?

• Part of the GPT Answer:
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...In the Holy Qur’an, many peoples of faithare referred to, includ-
ing: 1. The Children of Israel...

• Golden Answer:
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... Branches of faith include belief in God, His angels, His books,
His messengers, and the Last Day...
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8. In Example 11, the answer was composed of a series of verses. This suggests
that the model found it difficult to provide a specific answer.

Example 11:

• Question ID: 291

• Question:
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Describe the percentage of people entering heaven from the forerun-
ners rank?

• Part of the GPT Answer:
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There is no specific number for the percentage of people entering
Paradise from the rank of the "forerunners "in the Holy Quran....

• Golden Answer:
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..."And the forerunners, the forerunners [10]. These are the near-
est [11]. In the Gardens of Bliss [12]. A group from the ancients
[13]. And a few from the latecomers [14]."[Surah Al-Waqia]

In addition to the above examples, many answers did not mention Quranic
verses, such as in Question 1. Other GPT-4 answers contain many related topics
but do not directly answer the question, such as in Question 487.
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7.5 Experiment 2: Answering Questions from the
Hadith

7.5.1 Datasets

This experiment used the first 601 questions from HAQA. The types of questions
in this corpus are confirmation (97 questions), descriptive (387 questions), and
factual (117 questions).

7.5.2 Evaluation

The output generated by GPT-4 in response to the HAQA questions contains
natural-sounding text and one or more hadiths, as shown in Example 12.

Example 12:

• Question ID: 598

• Question:
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When did the Prophet, may God bless him and grant him peace, seclude
himself?

• The GPT Answer:
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The Prophet, peace and blessings of God be upon him, used to seclude
himself during the last ten days of the month of Ramadan, and in some
cultures, he secluded himself during other days. The wife of the Prophet)
The Prophet, peace and blessings of God be upon him, used to practice
I‘tikaf in the last ten days of Ramadan till he died. (Bukhari)
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The answers to the Hadith were evaluated similarly to those of the Holy Quran
because I noted the same observations. For example, I manually evaluated the
text portion because, at times, the GPT-4 answer is correct but uses synonyms
for the answers in the gold dataset, as shown in Example 13.

Example 13:

• Question ID: 481

• Question:
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What should a worshipper do if someone wants to pass between him and
the sutrah?

• Part of the GPT Answer:
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The worshipper must prevent anyone from passing between him and the
sutrah while he is performing his prayer.

• Gold Answer:

. èXQK


Return him.

The Hadith portion of the answer was evaluated using https://sunnah.com/
as well as the Leeds University and King Saud University (KSU) Hadith Corpus
(Altammami et al., 2020).

7.5.3 Results

This section presents the performance of GPT-4 with the HAQA dataset. Three
experiments were performed for the HAQA dataset, similar to QUQA. In each
experiment, I entered a particular type of question. The HAQA contains three
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kinds of questions: confirmation (259 questions), descriptive (862 questions), and
fact (245 questions). Table 7.3 shows a summary of the results for the Hadith
series portion of the GPT-4 answers, while Table 7.4 shows the results for the
produced-text portion.

In this study, I used the same four evaluation metrics—EM, pAP, F1, and
F1@1 scores—as in Experiment 1 of this chapter. When evaluating the natural
text and Hadith portions of the answers, I treated them as bags of words, similar
to the method used in Experiment 1 and Chapter 6.

In general, the performance of GPT-4 in answering questions with evidence
from the Hadith was worse than in finding evidence from the Quran, achieving
0.137 F1@1, 0.16 EM, 0.135 F1, and 0.140 pAP, compared to 0.26 F1@1, 0.19
EM, 0.32 F1, and 0.23 pAP, as shown in Table 7.3 and Table 7.1. The answers
to confirmation questions from Hadith obtained the best results: 0.154 F1@1,
0.205 EM, 0.170 F1, and 0.170 pAP. The answers to descriptive questions were
next, with results of 0.165 F1@1, 0.192 EM, 0.157 F1, and 0.167 pAP. Finally,
the answers to fact-type questions achieved the following results: 0.079 F1@1,
0.093 EM, 0.079 F1, and 0.079 pAP.

For the entire regular text of the GPT-4 answer to the Hadith questions,
GPT-4 achieves good results, with a 0.405 F1 score, as shown in Table 7.4. This
result is approximately twice that of the produced text portion of the GPT-4
answer to questions related to the Quran, which achieved a 0.26 F1 score. The
performance of GPT-4 when answering descriptive questions is the best, with a
0.431 F1 score, followed by the fact question type with a 0.391 F1 score. Finally,
the confirmation question type achieved a 0.338 F1 score. The EM result of the
produced text portion of the GPT-4 answers was disappointing, achieving 0.008
EM for all types of questions.

7.5.4 Analysis and Discussion

This section analyses and discusses the results obtained from the answers gener-
ated by GPT-4 in response to the HAQA questions. As illustrated in the following
examples, some incorrect answers appeared in the output.
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Question Type F1@1 EM F1 pAP
All 0.137 0.16 0.135 0.140
Confirmation 0.154 0.205 0.170 0.170
Descriptive 0.165 0.192 0.157 0.167
Fact 0.079 0.093 0.079 0.079

Table 7.3: The evaluation results of the Hadith portion of the GPT-4 answers.

Question Type EM F1
All 0.008 0.405
Confirmation 0.012 0.338
Descriptive 0.013 0.431
Fact 0.040 0.391

Table 7.4: The evaluation results of the produced-text portion of the GPT-4
answers.

1. GPT-4 answers the question correctly, but it fails to find evidence from the
Hadith, as shown in Example 14.

Example 14:

• Question ID: 392

• Question:
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How old was Omar bin Al-Khattab, may God be pleased with him,
when he was killed?

• Part of the GPT Answer:
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Omar bin Al-Khattab, may God be pleased with him, was 63 years old
when he was killed during the noble Prophet’s migration. There is no
Prophetic hadith that directly mentions the age of Caliph Omar bin
Al-Khattab, may God be pleased with him, at the time of his death.
However, his age can be calculated based on other reliable historical
information. Omar bin Al-Khattab, may God be pleased with him,
was born in the year 583 AD and was killed on the twenty-first of
Dhul-Hijjah in the year 23 AH (November 2, 644 AD).

• Gold Answer:
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Sixty-three years, and the evidence of Abu Ishaq said: I was with
Abdullah bin Utbah, so they mentioned the years of the Messenger of
God, peace and blessings of God be upon him, in a hadith, and some
of the people said: Abu Bakr was older than the Messenger of God,
peace and blessings be upon him. Abdullah said: Allah’s Messenger
(Peace be upon him) died when he was sixty-three, and Abu Bakr
died when he was sixty-three and so ’Umar fell as a martyr when he
was sixty-three. A person from the people who was called ’Amir bin
Sa’d reported that Jabir had said: We were sitting with Mu’awiya that
there was a discussion about the age of Allah’s Messenger (Peace be
upon him). Thereupon Mu’awiya said: Allah’s Messenger (Peace be

201



7.5 Experiment 2: Answering Questions from the Hadith

upon him) died when he had attained the age of sixty-three, and Abu
Bakr died when he had attained the age of sixty-three, and Umar fell
as a martyr when he had attained the age of sixty-three.” Narrated by
Muslim.

2. Example 15 shows that GPT retrieves the Hadith correctly but switches
between two words, completely changing the meaning.

Example 15:

• Question ID: 536

• Question:
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What are the best rows for women?

• Part of the GPT Answer:
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The Prophet Muhammad, may God bless him and grant him peace,
says in the noble hadith: “The best of the woman’s row is the
first and the worst of their rows is the last..” (Narrated by Muslim)
This hadith indicates that the best row for women in prayer is the first
row, and the least honorable is the last.

• Gold Answer:
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The last of them, and the evidence, is the hadith of Abu Hurairah,
may God be pleased with him, who said that the Messenger of God,
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may God’s prayers and peace be upon him, said: "The best of the
men’s rows (in Salat) is the first row and the worst is the last; but
the best of the woman’s row is the last and the worst of their
rows is the first." Narrated by Muslim.

3. In Example 16, GPT changed one word in the Hadith, completely affecting
its meaning. This word is the keyword in the Hadith.

Example 16:

• Question ID: 685

• Question:
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Who will have the longest necks on the Day of Resurrection?

• Part of the GPT Answer:
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In the noble Prophetic hadith, it was narrated that the Messenger of
God, may God bless him and grant him peace, said: “The people with
the longest necks on the Day of Resurrection are the hypocrites.”
Narrated by Muslim in his Sahih. This hadith indicates that the hyp-
ocrites will have the longest necks on the Day of Resurrection, as
inferred from the noble hadith. This interpretation suggests that the
hypocrites will be more visible and unjust, as they are those who out-
wardly show belief in Islam while their hearts are arrogant and they
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disobey God and His Messenger. On the Day of Resurrection, they
will be held accountable for their hypocrisy and misguidance.

• Gold Answer:
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The mu’adhdhins and the evidence is Mu‘awiya said that he heard
God’s Messenger say, “The mu’adhdhins will have the longest necks
on the day of resurrection.” Narrated by Muslim.

4. Sometimes, it is recommended to review books on the Islamic religion to
find evidence, as shown in Example 17.

Example 17:

• Question ID: 607

• Question:
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Mention the location of Miqats of the Hajj ?

• Part of the GPT Answer:
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The spatial Miqat boundaries are considered the geographical bound-
aries that a Muslim must cross while entering into ihram before in-
tending to perform Hajj or Umrah. These boundaries are referred to
as "Miqat." The Miqats mentioned in the noble Prophetic hadiths are
five: the first is Dhu al-Hulayfa, which is the Miqat for the people of
Medina and those traveling to Mecca, located about 400 km north of
the city. The second is Al-Juhfa, the Miqat for the people of Egypt,
Morocco, Sudan, Andalusia, and other Muslims traveling to the area;
it is now located in Maysa’ar. The third is Al-Qarn Al-Manazel, which
is the Miqat for the people of Al-Najd. The fourth is Yalamlam, the
Miqat for the people of Yemen, situated more than 200 kilometers to
the southeast of Mecca. The fifth is Dhat Irq, which serves as the
Miqat for the people of Iraq and is located in the southwestern part
of Iraq. It is noteworthy that this topic relates to Islamic jurispru-
dence and knowledge of the noble Prophetic hadiths on this subject.
Therefore, we do not recommend reviewing books on jurisprudence,
interpretation, and hadith to obtain more detailed knowledge about
the topic.

• Gold Answer:
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It is for the people of Medina: Dhu Al-Hulayfa; for the people of the
Levant: Al-Juhfa; for the people of Najd: Qarn Al-Manazil; for the
people of Yemen: Yalamlam; and for the people of Iraq: Dhat Irq. The
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evidence is the hadith of Ibn Abbas, may God be pleased with him,
who said that the Prophet, peace and blessings of God be upon him,
had fixed Dhul Hulaifa as the Miqat for the people of Medina; Al-Juhfa
for the people of Sham; and Qarn Ul-Manazil for the people of Najd;
and Yalamlam for the people of Yemen Narrated by al-Bukhari and
Muslim.

5. In Example 18, GPT understood the term �
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its intended meaning in Islamic context refers to removing magic from the
bewitched, Pñj�ÖÏ@ 	á« Qj�Ë@ Ég .

Example 18:

• Question ID: 92

• Question:
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What is the ruling on the nushra?

• Part of the GPT Answer:
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The noble Prophetic hadith urges the search for knowledge and the
spreading of it among people. The hadith ’Convey even a verse
on my authority’ is one of the hadiths that encourages the spread
of knowledge. The Messenger of God, may God bless him and grant
him peace, said: “Pass on information from me, even if it is only a verse
of the Qur’an; and relate traditions from the Bani Isra’il, for there is
no restriction; but let him who deliberately lies against me come to
his abode in hell.” (Narrated by Al-Bukhari). In another hadith, the
Messenger of God, may God bless him and grant him peace, said: “He
who guides (others) to an act of goodness, will have a reward similar to
that of its doer.” (Narrated by Muslim). These hadiths emphasize the
Prophet’s encouragement, may God bless him and grant him peace,
to spread knowledge and goodness among people and to teach them
what benefits them in their religion. However, knowledge must be
drawn from correct and reliable sources, and people must be educated
in religion according to its principles. The dissemination of knowl-
edge should be wise and directed toward goodness and righteousness.
Why publish false information or anything that destabilizes society
and spreads strife? In general, spreading knowledge and understand-
ing about what God loves and is pleased with is considered desirable
and obligatory according to the situation and circumstances.

• Gold Answer:
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If it was due to witchcraft, then it is not permissible. The evidence is
on the authority of Jabir told that when the Prophet was asked about
a charm for one who is possessed (nushra)* he replied, “It pertains
to the work of the devil”. Narrated by Ahmad and Abu Dawud, and
authenticated by Al-Albani, as in Al-Mishkat.
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6. GPT mentioned a large number of fake hadiths while answering questions,
which reflects its weakness on this point, as shown in Example 19.

Example 19:

• Question ID: 324

• Question:
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Who among the Mazamir of Prophet Dawud (David) was given a Miz-
mar (sweet melodious voice)?

• Part of the GPT Answer:
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In the noble Prophetic hadith, it is clear that the Jesus King, whom
God will send to earth to guide the truth and the believers, is the one
whom God will bestow with a Mizmar (sweet melodious voice) from
the Mazamir of Prophet Dawud (David). (Narrated by Imam Ahmad
in his Musnad and by Al-Albani in Sharia law).

• Gold Answer:
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Abu Musa Al-Ash’ari. The evidence is Abu Musa Al-Ash’ari (May
Allah be pleased with him) reported: The Messenger of Allah (Peace
be upon him) said to him, "You have been given a Mizmar (sweet
melodious voice) out of the Mazamir of Prophet Dawud (David)."
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7. The answers sometimes include words from languages other than Arabic,
as shown in Example 20.

Example 20:

• Question ID: 651

• Question:
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What is blessing?

• Part of the GPT Answer:
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Blessing is the increase and goodness that God gives to a person,
subject, or place. When there is blessing in something, God brings
goodness and growth to it, making it abundant and useful. The No-
ble Prophet’s Hadith indicates many ways that help Muslims achieve
blessings in their lives and deeds. In a noble Prophetic hadith, Imam
Al-Bukhari narrated on the authority of Amr bin Awf, may God be
pleased with him, who said: The Messenger of God, may God bless
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him and grant him peace, said: ’Friday for Friday, and Ramadan to
Ramadan, and Umrah to Umrah is expiation for what comes between
them if one avoids major sins, and the five daily prayers, and Friday
to Friday, and Friday after Friday is an expiation for the sinner if he
avoids major sins. Послание от Господа mnaDD w mfD(Sahih
al-Bukhari: 2624) In this hadith, the Messenger of God, may God
bless him and grant him peace, refers to Friday, Ramadan fasting, and
Umrah as means of expiating sins and attaining blessings.
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Proof of divine goodness in a thing. The evidence is the hadith of
Jabir bin Abdullah, may God be pleased with him. He said, “ I was
with the Prophet (Peace be upon him) and the time for the ‘Asr prayer
became due. We had no water with us except a little which was put in
a vessel and was brought to the Prophet (Peace be upon him). He put
his hand into it and spread out his fingers and then said, "Come along!
Hurry up! All those who want to perform ablution. The blessing is
from Allah.” I saw the water gushing out from his fingers. So the
people performed the ablution and drank, and I tried to drink more
of that water (beyond my thirst and capacity), for I knew that it was
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a blessing. The sub-narrator said: I asked Jabir, "How many persons
were you then?" He replied, "We were one-thousand four hundred
men." Narrated by Al-Bukhari.

This chapter answers the fourth research question, RQ4: "Is GPT-4 a Good
Islamic Expert for Answering Quran Questions?" Based on the results, problems,
and limitations identified, GPT-4 requires further development and research to
improve the quality of their performance.

7.6 Conclusion

This chapter reviewed research examining LLMs’ ability to answer questions.
The results indicated good performance in some domains and languages, such
as English. Next, the performance of the GPT-4 model in answering questions
related to the Holy Quran and the Hadith in CA was investigated. The exper-
iment revealed generally weak performance from GPT-4. The performance of
GPT-4 with Quran questions was better than that with Hadith questions in the
evidence portion of the answers. In the produced-text portion of the answers, the
performance of GPT-4 with Hadith questions was better than that with Quran
questions. The findings of this study highlight the model’s limitations regarding
the CA language and emphasize the need for further research in this area and
more training data.
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Chapter 8

Improving the Large Language
Models (LLMs) (GPT-4) Models
using Retrieval-Augmented
Generation Technique

8.1 Introduction

One of the challenges in NLP concerns answering questions, and studies have
tended to use LLMs for this task. However, these models often generate mis-
leading and incorrect answers. Answering religious questions is a delicate and
sensitive topic. Therefore, this chapter contributes to improving the performance
of LLMs in Arabic by using the RAG technique. It compares the answers of
standard GPT-4 with those of GPT-4 using the RAG technique for the same
questions. This chapter was published in (Alnefaie et al., 2024).

8.2 Background

LLMs have shown great promise in generation tasks and in understanding natural
language (Brown et al., 2020; Chowdhery et al., 2023; Ouyang et al., 2022). Many
studies have focused on investigating the performance of LLMs, especially GPT,
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on various downstream tasks. However, GPT-4 faces challenges when answering
Quranic questions in Arabic. Unfortunately, the performance of GPT-4 has been
found to be poor in this respect (Alnefaie et al., 2023b).

LLMs are trained on massive and specific datasets. Therefore, their answers
to questions in a specific field, such as the Islamic religion, often suffer from issues
such as memory efficiency of parametric knowledge (Heinzerling & Inui, 2020),
outdated parametric knowledge (Liska et al., 2022), and hallucinations (Bang
et al., 2023; Borji, 2023).

RAG can be used to address these limitations. RAG is a technique that takes
advantage of the capabilities of LLMs to answer questions in a specific domain.
This technology aims to provide an LLM with a knowledge base, from which the
model retrieves answers to questions to improve its accuracy (Gao et al., 2023).

The research question, as mentioned before, is: RQ5 Does using the RAG
technique improve the performance of GPT-4 in answering Quranic questions in
Arabic? To answer this question, a set of Quranic questions was posed to both
standard GPT-4 and GPT-4 using RAG, and the results were compared.

8.3 Related Work

Studies have aimed to evaluate GPT’s performance in answering different types
of questions. Several studies have shown good performance of GPT. For more
details, please refer to the section 7.2.

Several studies have investigated the performance of GPT in answering Islamic
questions. Sembok & Wani (2023) evaluated 19 Islamic questions in English,
finding that GPT-3 answered only nine questions correctly. Alnefaie et al. (2023b)
proposed evaluating GPT’s performance in answering 2,189 Quranic questions in
Arabic, with GPT-4 achieving the following results: 0.26 F1@1, 0.19 EM, 0.32
F1, and 0.23 pAP. Its details are explained in Chapter 7. Rizqullah et al. (2023)
assessed 66 Islamic questions in Indonesian, with results showing that GPT-4
achieved 0.42 EM and 0.30 F1. We can conclude from these studies that GPT
needs improvement in answering Islamic questions.

Several studies have examined the extent of the RAG technique’s effect on
improving GPT’s performance in answering questions. Lála et al. (2023) proposed
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using RAG with GPT-4 to answer 55 scientific questions, utilizing a collection of
scientific papers as the external knowledge base. They concluded that using this
technique improved the results of the LLM. Zakka et al. (2024) recommended
using RAG in the clinical decision-making field. They used GPT-4 with the
RAG technique to answer 314 questions, noting a noticeable improvement in the
results compared to using standard LLMs. Di Palma (2023) proposed using RAG
with GPT-3.5 as a recommender system. Zhang et al. (2023) suggested using
RAG for financial sentiment analysis, exploring the technique’s performance with
financial datasets from news and social media. In this case, RAG increased the
LLM’s F1 performance and accuracy by 48% and 15%, respectively. These studies
unanimously agree that RAG enhances the performance of LLMs in various fields.

To the best of our knowledge, only one study has investigated the performance
of RAG in the religious domain. Yusuf Alan et al. (2024) developed an Islamic
question–answering model for Turkish. The external knowledge base included
Turkish translations of the Quran, interpretations of the Quran, and Turkish Ha-
dith. This study presented the RAG and standalone GPT-3.5 answers to only
three questions, two of which were confirmation questions and one descriptive,
but it did not present any results. To our knowledge, no study has thoroughly
investigated the performance of RAG with Islamic questions using different ques-
tion types and varying degrees of difficulty in Arabic.

8.4 Proposed Model

This study enhanced the LLM by using the RAG technique. The RAG architec-
ture is shown in Fig. 8.1 (Ranjit et al., 2023; Wang et al., 2023a). It consists of
two stages:

1. Indexing Stage:

It was an offline stage with the following four main components:

• Loading: The documents or knowledge sources needed to be loaded—in
this case, the source of knowledge was Quranic text 1.

1http://tanzil.net/
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• Splitting: The text was split into smaller chunks, which facilitated
the search process since searching a small chunk is easier and faster
than searching a large one. This step was also useful for indexing. In
this experiment, the chunk size was set to 1000.

• Embedding: A vector representation was created for each chunk us-
ing the embedding model. Converting text into a vector simplified the
semantic search process, as the search was for the vector most similar
to it. The OpenAI embedding model was used 1.

• Storing: These vectors were stored in the FAISS 2 vector store.

2. Retrieval and Generation Stage:

It was an online stage. First, the user’s question was embedded using the
same embedding model, and the most relevant chunks were retrieved from
the index. Then, the LLM generated the answer to the question using the
relevant data.

The LangChain framework 3 was used to implement the RAG, and Google
Colab 4 was used to run the experiment. GPT-4 was the LLM used in this
experiment. The code is publicly available 5.

8.5 Experiment: Answering Questions from the
Holy Quran

8.5.1 Dataset

This study used the QUQA dataset, with the answers consisting of two parts: the
first being scholars’ answers, and the second being verses from the Holy Quran
that contained the answers. I used 804 questions from this dataset to conduct

1https://python.langchain.com/docs/concepts/embeddingmodels/
2https://python.langchain.com/docs/integrations/vectorstores/faiss/
3https://python.langchain.com/docs/introduction/
4https://colab.research.google.com/
5https://github.com/scsaln/RAG/blob/main/QuranlangchainGPT4.ipynb
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Figure 8.1: RAG architecture.
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the experiment. The questions included 585 descriptive, 81 confirmatory, and 138
factual questions.

8.5.2 Evaluation

The method for evaluating GPT-4 answers and GPT-4 answers with RAG is the
same as that mentioned in Section 7.4.2. The same evaluation metrics were also
used. The EM, F1, F1@1, and pAP evaluation metrics were applied to the series
of Quranic verses. To evaluate the natural-sounding text, I considered the text
to be a bag of words and used EM and F1 as evaluation metrics.

8.5.3 Results

To explore the performance of the RAG technique, I conducted two experiments
using the same subset of questions from the QUQA dataset. In the first exper-
iment, I obtained answers using GPT-4 alone, and in the second experiment, I
obtained answers using GPT-4 with the RAG technique. In general, GPT-4 with
RAG achieved promising results compared to GPT-4 alone, as shown in Table 8.1
and Table 8.2.

GPT-4 RAG
Question Type F1@1 EM F1 pAP F1@1 EM F1 pAP

All 0.235 0.156 0.410 0.222 0.333 0.25 0.53 0.266
Confirmation 0.183 0.061 0.490 0.132 0.326 0.183 0.941 0.175
Descriptive 0.230 0.159 0.396 0.217 0.293 0.220 0.436 0.239

Fact 0.287 0.2 0.417 0.291 0.549 0.443 0.815 0.459

Table 8.1: Evaluation of the results for the Quranic verses portion of the answers
of GPT-4 alone and GPT-4 with RAG

Table 8.1 shows the results from evaluating the Quranic verses portion of the
GPT-4 answers and GPT-4 with RAG answers. When comparing the results
for the Quranic verses portion of the answers, I noted that GPT-4 with RAG
outperformed GPT-4 alone in terms of F1@1 (0.33 vs. 0.23, respectively), EM
(0.25 vs. 0.15), F1 (0.53 vs. 0.41), and pAP (0.26 vs. 0.22). GPT-4 with
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RAG improved upon GPT-4 alone when answering confirmation questions (0.32
vs. 0.18 F1@1, 0.18 vs. 0.06 EM, 0.94 vs. 0.49 F1, and 0.17 vs. 0.13 pAP,
respectively), descriptive questions (0.29 vs. 0.23 F1@1, 0.22 vs. 0.15 EM, 0.43
vs. 0.39 F1, and 0.23 vs. 0.21 pAP), and factual question types (0.54 vs. 0.28
F1@1, 0.44 vs. 0.20 EM, 0.81 vs. 0.41 F1, and 0.45 vs. 0.29 pAP), with the latter
type being considered to have the highest results compared to the other question
types.

GPT-4 RAG
Question Type EM F1 EM F1

All 0.264 0.345 0.266 0.772
Confirmation 0.352 0.250 0.294 0.920
Descriptive 0.005 0.221 0.229 0.750

Fact 0.352 0.276 0.357 0.795

Table 8.2: Evaluation of the results for the produced-text portion of the answers
of GPT-4 alone and the GPT-4 with RAG.

The answers of GPT-4 alone and GPT-4 with RAG for the produced text
portion of the assessment are shown in Table 8.2. Overall, GPT-4 with RAG
achieved superior performance compared to GPT-4 alone (0.266 vs. 0.264 EM
and 0.77 vs. 0.34 F1, respectively). The results of the GPT-4 with RAG answers
to the confirmatory questions were 0.29 EM and 0.92 F1, while those of GPT-4
alone were 0.35 EM and 0.25 F1. The descriptive questions obtained 0.22 EM
and 0.75 F1 when answered by GPT-4 with RAG and 0.005 EM and 0.22 F1
when answered by GPT-4 alone. GPT-4 with RAG achieved the highest results
in answering the fact questions compared to GPT-4 alone (0.35 vs. 0.35 EM and
0.79 vs. 0.27 F1, respectively).

When using GPT-4 with RAG, the percentage of verses whose information
was mentioned correctly (i.e., the name of the Surah, the number of the Surah,
and the number of the verse) increased by 13%, regardless of whether these verses
answered the question correctly or not.
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8.5.4 Analysis and Discussion

The following points were noticed when I reviewed the GPT-4 and RAG answers:

• The Quranic text provided in the knowledge base was plain, but the text
generated by GPT-4 with RAG included diacritic marks, as shown in Ex-
ample 1. Text with diacritics makes it easier to read and helps determine
the meaning of the word in context.

Example 1:
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• There were some questions that GPT-4 alone refused to answer, but GPT-4
with RAG was able to answer them, as shown in Example 2.

Example 2:

– Question ID: 328

– Question:
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What were the things that God distinguished Moses, peace be upon
him, over the people of that time?
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– The GPT Answer:
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To know all the verses of the Holy Quran that relate to how God chose
Moses, peace be upon him, over the people of his time, it is preferable
to search for approved Quranic interpretations and explanations. As
an AI language model, I do not have the ability to extract all the
Quranic verses accurately; I can only provide general and cognitive
insights based on the limited knowledge I was trained on until 2021.

– The RAG Answer:
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God Almighty chose Moses, peace be upon him, over the people of his
time with the message, and God spoke to him.

– The Gold Answer:
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(Allah) said: “O Musa, I have chosen you above men by my messages
to the people, who I sent you to them, and by my speaking to you
without intermediary.”

• GPT-4 with RAG answered the questions directly, without any additional
details, unlike GPT-4 alone, whose answers were long and detailed, as shown
in Example 3.
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Example 3:

– Question ID: 74

– Question:
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How did God destroy the people of Thamud?

– The GPT Answer:
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The people of Thamud were one of the ancient nations mentioned in
the Holy Quran, and it is believed that their original homeland was
in the northern part of the Arabian Peninsula. The Quran recounts
the story of the people of Thamud and how God Almighty destroyed
them as a result of their disbelief and disobedience to His Messenger,
Salih, peace be upon him. References to the story of Thamud can be
found in many Quranic surahs, such as Al-A’raf, Hud, Al-Shu’ara’, Al-
Naml, and others. These verses discuss the destruction of the people
of Thamud after their exposure to God’s grace and their rejection of
His Messenger. God’s use of the blast from the sky as a tool to
discipline the people of Thamud and their insistence on their disbelief
confirmed the claim of their Prophet Salih.
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– The RAG Answer:
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May God destroy the people of Thamud with a blast from the sky.

– The Gold Answer:
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May God destroy the people of Thamud with a blast from the sky.

The results showed performance improvements when using GPT-4 with the
RAG technique, answering the research question RQ5: Does the use of the RAG
technique improve the performance of GPT-4 in answering Quranic questions in
Arabic?

All the English translations of the verses of the Quran mentioned in this
thesis are from tanzil.net, which were translated by Yusuf Ali. All translations
of hadiths are from sunnah.com.

8.6 Conclusion

This chapter studied the impact of using the RAG technique on LLMs—namely,
GPT-4—to answer Quranic questions in Arabic. To investigate this impact, I
posed questions from the QUQA dataset to both GPT-4 alone and GPT-4 with
RAG and evaluated the answers I obtained from both models. The results showed
performance improvements when using the GPT-4 with RAG technique, achiev-
ing 0.33 F1@1, 0.25 EM, 0.53 F1 and 0.26 pAP compared to 0.23 F1@1, 0.15 EM,
0.41 F1 and 0.22 pAP when using GPT-4 alone. My findings highlight how LLMs
have improved in answering religious questions in Classical Arabic, opening the
door for research in other languages and other fields.

222



Chapter 9

Conclusion and Future Work

9.1 Overall Conclusion

Artificial Intelligence (AI) Models aimed to analyze the meanings of human lan-
guages in order to achieve understanding similar to that of humans and to respond
to questions accurately. The Arabic language comprises several variants, includ-
ing Dialect Arabic (DA), Classical Arabic (CA), and Modern Standard Arabic
(MSA). While Arabic NLP received increased attention in the past decade (Guellil
et al., 2021), additional efforts were necessary to reach the level of maturity seen
in major languages such as English. The Arabic language presents different chal-
lenges compared to English, and the approaches that were effective for one variant
did not apply to another. This complexity was evident in the numerous attempts
to create more specialized resources for each variant, as highlighted in studies by
Abdulrahim et al. (2022); El-Haj et al. (2022). One of the main objectives of this
research was to enrich the QA datasets of the CA language, which would pave
the way for further research.

Research on AI models related to the Quran is relatively limited, while re-
search on the Hadith is virtually nonexistent. Therefore, in this study, I focused
on the Quran and Hadith texts written in CA (Altammami, 2023b; Malhas et al.,
2022, 2023).

In this thesis, I developed two question-and-answer datasets: the Quran
question-answer (QUQA) and the Hadith question-answer (HAQA). The Holy
Quran dataset comprised 3,369 records and over 301,000 tokens. Since some
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questions might have multiple answers, there was a total of 2,189 unique ques-
tions, representing nearly 47% of the Quran. In the Arabic HAQA dataset for
Hadith, there were 1,598 records, over 290,000 tokens, and 1,366 questions. The
hadiths included in this dataset were sourced from various foundational hadith
collections, including Al-Bukhari, Muslim, Al-Tirmidhi, Al-Nasai, Ibn Majah,
Imam Ahmad, Ibn Shaybah, and others. The two corpora included three types
of questions: confirmation, descriptive, and factual. Its details are explained in
Chapter 4.

After that, different deep learning (DL) models were examined to provide
answers to religious questions in Arabic. These models were divided into two cat-
egories: pre-trained language models (PLMs) and large language models (LLMs).
PLMs were essentially smaller LLMs that had been specifically fine-tuned for cer-
tain downstream applications, like BERT. On the other hand, LLMs, including
GPT-4, were capable of performing tasks without the need for specialized training
data.

In developing a question–answering system that uses PLMs, two primary
tasks are involved: Passage Retrieval (PR) and Machine Reading Comprehen-
sion (MRC). Its details are explained in Chapter 5 and 6.

In the PR task, the complete text of the Quran or Hadith was segmented
into paragraphs. The model took these paragraphs along with the question as
inputs to identify the paragraph that held the answer. Various methods could
be employed for the PR task: exact match, semantic match, and hybrid ap-
proaches. The semantic matching techniques within PR included dense represen-
tations (DPR) and relevance classification. I conducted experiments for all meth-
ods and approaches using nine different Arabic BERT models to answer Quran
questions. I repeated all experiments to answer Hadith questions. I trained these
models on different training datasets.

The approach that yielded the highest results (0.244 MAP) for the Quran
was the DPR method utilizing the AraBERT Base model, which was further
fine-tuned on two CA datasets, TREC AyaTEC and QuranTrec. Two models
demonstrated the best performance on the Hadith dataset: the hybrid method
that employed the CAMeL-BERT model and the relevance classification method,
which also utilized the CAMeL-BERT model. Both methods achieved a MAP@10
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score of 0.422. The CAMeL-BERT model used in both approaches was trained
on two CA datasets (HadithTrec and QuranTrec), as well as two MSA datasets
(ARCD and Arabic SQuAD).

From the above, I concluded that when I built a larger dataset for the Holy
Quran, it led to an improvement in the performance of the models.

In the MRC task, the model used the paragraph retrieved from the PR task
along with the question as inputs to identify the precise answer within the para-
graph. I assessed the performance of approximately nine different Arabic models
based on BERT in relation to the Quran and Hadith. To enhance performance, I
applied various strategies, including utilizing different training datasets and em-
ploying an ensemble approach. The ensembles of AraBERT Large and AraBERT
Base achieved the best results for answering Quran questions, with the proposed
model attaining a pAP@10 score of 0.537. The AraBERT Large model was
trained on CA datasets (QRCD and QMRC), while the AraBERT Base model
was trained on the same CA datasets (QRCD and QMRC) as well as the MSA
dataset (ARCD).

The CAMeL-BERT model achieved the best results for answering the Hadith
questions, with a pAP@10 score of 0.237 when trained on the CA dataset (HMRC)
and the MSA dataset (ARCD). I noticed the weak performance of the models in
answering the Hadith questions. This may have been attributed to the small size
of the Hadith dataset.

I also evaluated the effectiveness of LLMs (GPT-4) in answering questions
related to the Quran and Hadith; however, the outcomes were unsatisfactory.
The answers consisted of natural text supported by evidence from the Quran
or Hadith, with the natural text and the evidence evaluated separately. When
GPT-4 answered the Quranic questions, the results for the natural text reached
an F1 score of 0.26, while the results for the Quranic verses achieved a pAP of
0.23. For the Hadith questions, the natural text portion achieved an F1 score of
0.405, whereas the results for the Hadith evidence reached a pAP of 0.140.

From these results, I noted that GPT-4’s ability to find Quranic evidence that
correctly answered the questions was higher than its ability to find evidence from
the Hadith. However, the natural text part of the Hadith responses answered
the questions correctly at a rate that was approximately twice as accurate as
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the natural text part of the answers to the Quranic questions. Its details are
explained in Chapter 7.

Given the unsatisfactory performance of GPT-4, I implemented the Retrieval-
Augmented Generation (RAG) technique, which enhanced the outcomes. It
slightly improved the results of the Quranic portion of the answer in terms of
EM, F1, and pAP, while it significantly improved the results of the natural part
of the answer in terms of F1. However, these models still need significant further
development to reach a level of comprehension similar to that of humans. Its
details are explained in Chapter 8.

9.2 Answering the Research Questions

1. RQ1: Is it possible to develop two question–answer datasets, one for the
Quran and the other for the Hadith, and make them available to the NLP
research community?

Based on Chapter 4, the answer is yes. I successfully developed two datasets
for the Quran and Hadith and made them available to the community1.

2. RQ2: Can PLMs answer questions from the Quran and Hadith in Arabic?

The results of Chapter 5 and Chapter 6 showed acceptable performance of
the models on PR and MRC tasks but also indicated a need for improve-
ment. Our findings may open the door for further research in Arabic and
other languages.

3. RQ3: Does the size of the new Quran question–answer dataset affect the
performance of the PLMs?

Based on Chapter 6, the answer is yes. Increasing the dataset size improves
the models’ performance.

4. RQ4: Are LLMs, such as GPT-4, effective Islamic experts for answering
Quranic questions?

1https://github.com/scsaln/HAQA-and-QUQA

226



9.3 Limitations

Based on the results of Chapter 7, as well as the problems and limitations
identified, GPT-4 requires further development and research to improve its
performance quality.

5. RQ5: Does using the retrieval-augmented generation (RAG) technique im-
prove the performance of GPT-4 in answering Quranic questions in Arabic?

The results of Chapter 8 showed performance improvements when using
GPT-4 with the RAG technique.

9.3 Limitations

One of the most important factors affecting the performance of pre-training mod-
els was the size of the dataset. The dataset size used for training in this study
was minuscule compared to the volume of data available in the English language.
Therefore, there was an urgent need to build large data collections in Arabic.

9.4 Future Work

The points outlined below are ideas that deserve further investigation:

• Increase the size of the QUQA and HAQA datasets by incorporating a wider
variety of questions and adding translations in additional languages, such
as English.

• Explore the performance of the PR task and MRC task when run together
to develop a complete question-answer system. In addition, compare this
two-step approach with the end-to-end GPT or GPT and RAG approach.

• Further investigate the transfer learning approach using other datasets such
as fatwaset dataset (Alyemny et al., 2023).

• Explore and investigate the performance of other LLMs, such as Google’s
Bard and Claude, or new versions of GPT, in answering questions related
to the Quran and Hadith.
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• Explore and investigate the performance of RAG in answering questions
related to the Hadith.

• Develop a system of questions and answers for other Islamic books such as
Tafsir and Fiqh.
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