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Abstract

The global need for data storage only grows year on year, imposing additional

hardware requirements for devices we use in our day-to-day lives. However, we

are fast approaching the technical limit for data bit density in devices currently in

circulation. We therefore have to look to different materials and device types to

circumvent these technical limitations. Antiferromagnetic materials have received

interest in this field due to their impervious nature with respect to stray magnetic

fields, allowing closer data bit packing, and the terahertz (THz) frequency spin

dynamics present in these materials is an order of magnitude higher than that

present in ferromagnets, allowing faster data read/write. For these materials to

be used effectively for this purpose, however, the magnetic structure of these ma-

terials needs to be thoroughly understood. This, presently, is not the case. A

significant area of interest is the observed presence of magnetic domains in these

materials, which can not be explained by magnetostatics, the case for ferromag-

nets. Works have been undertaken to explain the presence of these domains, using

the magnetoelastic coupling. These important works gave analytic explanations

as to how antiferromagnetic domains form for specific sample geometries and

boundary conditions. We seek to expand on these important works by creating

a software package to examine the magnetoelastic effect on antiferromagnets for

general sample geometries and device level (> 10nm) lengthscales. We use the

phase field model as the basis of our work, allowing us to explore larger length-

scales without massively increased computational costs due to us not having to

consider precessional dynamics, and adapt a modular approach to the problem.

This thesis details how we developed our software package, and how we tested it.

We demonstrate the large effect that inclusion defects have on the magnetic struc-

ture of antiferromagnets, showing the antiferromagnetic domains produced as a

result. We analyse how the size, shape and location of these defects, aswell as al-

tering the magnetoelastic coupling strength, affect the nucleation of these domains

and the resultant change in shape and size of the domains produced. The effect

of these defects on already present domain textures (domain walls) is also studied,

showing even the presence of a single small defect is enough to distort the domain

wall. In producing this software package, we believe we have given a platform for

further examination of the magnetic structure of antiferromagnets, and in doing so

inform future implementation of antiferromagnets in data storage devices.
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1.1 Motivation

1.1 Motivation

Antiferromagnetism, originally discovered in 1932 by Louis Néel [11], describes an alignment

of magnetic moments wherein neighbouring magnetic moments align antiparallel to each other,

in contrast to the parallel alignment present in ferromagnets. He then in 1947 described a new

type of magnetic order to explain experimental results which gave a far smaller magnetisation

than the magnitude of the constituent magnetic moments would indicate [12]. These results

were explained by Néel as an uncompensated antiferromagnet; wherein moments aligned along

the magnetisation direction are partially cancelled by others aligned antiparallel; this magnetic

alignment hence became known as ferrimagnetism [13]. For these contributions to science, he

was awarded the Nobel Prize in Physics in 1970. However, even the discoverer of antiferro-

magnetism was sceptical of the usefulness of these materials; indeed, during his Nobel Prize

speech in 1970, Néel famously referred to the materials as being “interesting but useless”. The

veracity of this claim has been put into question in more recent times, as works have been pub-

lished that use these materials in data storage devices, such as those conceived by the group of

Tomas Jungwirth.

These devices aim to overcome limitations of conventional magnetic data storage, which pre-

dominantly uses ferromagnetic materials. One of these limitations is the limit on the minimum

areal density of memory bits, which we can explore by describing the magnetic recording tri-

lemma [14]. The issue arises when the areal density bypasses a certain critical lower value,

where thermal fluctuations are energetically sufficient to overcome the energy of the magnetic

anisotropy, to flip the magnetisation state of the memory bit. A way to stop these bits from

spontaneously flipping to another magnetisation state would be to increase the anisotropy; how-

ever, this simultaneously increases the difficulty in writing to these same bits, and increasing

the writing field incurs the risk that other bits in the region are flipped also, in error. This

therefore means we have to compromise between the size of memory bits, their anisotropy,

and the writing field applied, hence giving us the aforementioned trilemma. Antiferromagnets

offer us a way to overcome this trilemma, due to the fact that antiferromagnets are resistant

to magnetic stray fields; meaning that a strong write field targeting one memory bit would be

unlikely to affect another nearby memory bit, allowing denser data storage [15]. Additionally,

antiferromagnets have terahertz frequency spin dynamics, giving additional benefit in the form

of faster magnetic switching when recording data [16]. However, given the resistance antifer-

romagnets have to external fields, it is prudent to find alternative ways to read and write data to

these devices, a concept that has seen much exploration in recent years.
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Antiferromagnetic data storage devices explored in these works include those which use cool-

ing under an applied magnetic field to store data [17] and ones that use electrical current to

switch domain states [16, 18]. In addition to these devices, applicability of antiferromagnets

in the rising field of neuromorphic computing has been discussed, something that was implied

by their memristor-like behaviour, with an increased number of applied current pulses leading

to an increased electrical read-out signal [19]. Furthermore, antiferromagnetic domain walls,

driven by magnetic field pulses (or by a spin-Hall torque), can be used to mimic a human

neuron as well as its associated mechanisms [20]. However, for all these applications to be

fully realised, and for the optimisation of future devices, the domain structures of these mater-

ials needs to be fully understood.

In particular, the reason for domain formation in antiferromagnets has not been fully explored

at the device level, despite the fact that they have been experimentally observed, for example

by Grzybowski et al. [21] using photo emission electron microscopy (PEEM) with x-ray mag-

netic linear dichroism (XMLD) giving the contrast required for imaging; indeed, the fact that

these antiferromagnetic domains exist underpins the functionality of many of the previously

discussed data storage devices. This is not to say that research has not been undertaken in this

vein, at the microscopic level, this has been explained analytically, using the magnetoelastic

coupling, for example in [22, 23], which look at the relation of the magnetism to the mismatch

strain between a magnet and its substrate, with further work [24] exploring the connection

between this and device patterning, demonstrating the interplay between the short-range an-

isotropy (from the patterned edges) and the long-range magnetoelastic effect. However, these

analytic explanations are only applicable for specific geometries and at small lengthscales. Al-

ternative studies have looked at numerically modelling antiferromagnets, such as by evaluating

coupled Landau-Lifshitz-Gilbert equations [25] or by evaluating equations of motion result-

ing from the Euler-Lagrange equation [26]. In both cases, these models involve resolving the

precessional dynamics of the Néel vector. Given the sample sizes we wish to simulate have

dimensions around and above magnitude ∼ 100nm, and that antiferromagnetic domain walls

can potentially be on the length scale of hundreds of nanometres [27], the complexity of these

simulations therefore skyrockets in this case as we would have to simulate an increasingly im-

practical number of pairs of precessing magnetic moments (we will describe what we mean by

precessing in a brief aside in Subsection 1.5).

In order to overcome this, other studies have used micromagnetics (in brief, where we treat a

selection of magnetic moments in a selected element of the sample as a collective and ascribe
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collective charateristics, for example a net magnetisation vector M) to explore domain forma-

tion in antiferromagnets [28]. In [28], domains are nucleated with the help of preferred bound-

ary connections, arising as a result of crystallographic continuity, which are inserted as a free

energy term in the following Monte-Carlo simulation. Whilst important, this work only ex-

plores the domain structure specific to nickel oxide and its crystal structure. Another example

of numeric modelling of domain walls in antiferromagnets is the work of Consolo et al. [29],

where it is modelled under the magnetoelastic formalism, with the strain originating both from

the magnetoelastic coupling (modelled as “incompatibility” charges in an analogy to electro-

statics) and the reaction to said strains to preserve the structural integrity of the material. The

former strain, known in our work and in [29] as “spontaneous” strain (for which we will use the

notation ξ in this work), will be utilised in this work to describe the effect the magnetoelastic

coupling has on the strain in the material. This important work also employs energy minimisa-

tion, a method we will also employ, to find the energetically preferred domain wall states in the

relevant system. The works described previously not only provided us with information and

inspiration for the topic and methods deployed in this thesis, but also gave us the ideas with

which we set out to contribute further to this interesting and rapidly evolving area of physics.

We wish to use the knowledge gained in the aforementioned works to expand our understand-

ing of antiferromagnetic domains to the device level, using the magnetoelastic coupling. We

also wish to do so without experiencing the drawbacks of sample geometry specificity, having

to resolve precessional dynamics of pairs of magnetic moments, and being able to use a gener-

alised strain field. These requirements led us to the selection of the phase field model for our

future endeavours. The phase field model, applied in a variety of diverse fields [30, 31] aswell

as to magnetism [32], is an energy minimisation method, where we “push” variables down their

free energy landscape. This method has the key advantage of being able to incorporate differ-

ent physical phenomena by including their relevant free energy densities, making the method

highly adaptable. To our knowledge, no other works in the literature have used the phase field

model to explore the domain structure in antiferromagnetic materials. In order for us to develop

our numerical model using this method, we first explore the origin of antiferromagnetism, the

magnetoelastic coupling and other important phenomena before developing, testing, using and

evaluating our model.
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1.2 Magnetism: An Overview

1.2.1 Ferromagnetism

To explain the ferromagnetic exchange interaction, we must first discuss the Pauli exclusion

principle and Hund’s Rule (specifically Hund’s Rule of Maximum Multiplicity), as in this

discussion of ferromagnetism (and antiferromagnetism), we will limit ourselves to discussions

of magnetic insulators; for metallic substances, other models such as the Landau model and

the Weiss model can be considered for ferromagnets and antiferromagnets (in the case of the

Weiss model) [1]. The Pauli exclusion principle states that no two electrons within an atomic

structure can possess the same values of the four quantum numbers (the principal quantum

number n, azimuthal quantum number ℓ, magnetic quantum number mℓ and the spin quantum

number ms). More colloquially, if two electrons are in the same atomic orbital, they cannot

also have the same spin state; since electrons can only have two spin states (1
2 and −1

2 ), this

means the electronic orbitals can only be filled with a maximum of two electrons.

Hund’s Rule of Maximum Multiplicity states that, in the open electronic shell, degenerate

orbitals are filled singly before double-occupation begins, in order to maximise the total spin

quantum number of the system. Let us assume we have an atomic element with a partial

occupation of the 3d subshell. The 4s subshell (which is of lower energy than the 3d subshell;

see the Aufbau principle [33]) is fully occupied; the other electrons are then left to fill the outer

subshell, 3d. The 3d subshell consists of five orbitals (given by the total possible amount of

values for the magnetic quantum number, which for the 3d subshell is the range of integers

between −2 and 2, so five), so according to Hund’s Rule of Maximum Multiplicity and the

Pauli exclusion principle, these five orbitals are filled singly before being doubly occupied.

The unpaired electrons, all possessing the same spin state, are then free to interact magnetically

with the unpaired electrons of other nearby atoms.

Using an analogy to bar magnets, if these electrons, which are, in themselves, magnetic dipoles,

are in the same spin state (and thus the same dipole orientation) will repel each other. This, in

turn, will lower the electrostatic energy caused by the repulsion between the two negatively-

charged electrons. Therefore, to lower the energy of the system, electrons in the immediate

vicinity to each other will seek to adapt the same spin state, to form localised domains. This

phenomenon, where we have regions of uniformly aligned spin states without a magnetic field

being applied, is known as spontaneous magnetisation, and is a key feature of ferromagnetism

(and ferrimagnetism). Furthermore, this compulsion that spins in ferromagnets have to align
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with each other is known as ferromagnetic exchange, or simply the exchange interaction. At

the continuum level, the ferromagnetic exchange can be described by the free energy density

[34]

Fex =
∫

Ω
A
[
(∇mx)2 +

(
∇my

)2 + (∇mz)2
]
dV, (1.1)

where Ω is the volume of the sample, A is the exchange stiffness (in units of Am−1), mi is the

ith component of the unit magnetisation. Atomic species with less unpaired electrons in the

d- or f- subshells may have their spin-states aligned instead by the application of a magnetic

field (to minimise the Zeeman energy); this ordering is known as paramagnetism. However,

this description, as it stands, does not explain how antiferromagnetic coupling originates. For

the case of ionic antiferromagnets, we may look at the phenomena of superexchange.

1.2.2 Antiferromagnetism

To explain the magnetic superexchange interaction, let us take the ionic antiferromagnet MnO,

an insulator, as an example. Following the description outlined in [1], we will be making the

assumption that the magnetic behaviour of the manganese ions are as a result of the single un-

paired electrons (the case for multiple unpaired electrons follows by a similar logic). We can

then look at an individual chain of two manganese ions ionically bonded to a single oxygen

atom (with two p-subshell electrons as bonding electrons). If we assume the manganese elec-

trons have an antiferromagnetic spin alignment, we can see in the associated diagram (Figure

1.1) that this ground state can mix with the excited states, which lowers the overall kinetic

energy of the system.

However, this mixing of the ground state with excited states is prohibited for a ferromagnetic

alignment of the manganese electrons by the Pauli exclusion principle. Hence, if the ferromag-

netic alignment were to be adopted by the manganese ions, this would result in a higher energy

state. Therefore the manganese ions will adopt the antiferromagnetic alignment to reduce the

overall energy of the system; this explanation of antiferromagnetic superexchange applies to

antiferromagnetic ionic substances, which, while limiting, explains the magnetic exchange for

the substances modelled in this work, particularly the antiferromagnet Nickel Oxide (NiO),

which we will study due to its antiferromagnetic exchange, cubic crystal structure, and com-

paratively high magnetoelastic coupling strength. It should be noted, however, that this indirect

exchange interaction may be antiferromagnetic or ferromagnetic in nature. For collinear cu-

bic antiferromagnets, the antiferromagnetic coupling may be described by the following free
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energy density,

fE = J
(
m1xm2x +m1ym2y +m1zm2z

)
, (1.2)

where fE is the antiferromagnetic exchange energy density in units of meV(nm)−3, J is the

exchange constant in units of meV(nm)−3, and ma is the unit magnetisation vector of the ath

magnetic sublattice.

The nature of this exchange can be qualitatively described by the “Goodenough-Kanamori”

rules, taken from a series of influential papers from the authors of the same name [35–37].

These rules stipulate that superexchange between the half-filled orbitals of metallic ions is

strongly antiferromagnetic (as we outlined above), whereas the superexchange between half-

filled and full orbitals is ferromagnetic. Additionally, the superexchange between empty orbit-

als and half-filled or filled orbitals can have either character; generally, however, the ferromag-

netic alignment is preferred. Given the considerations before, the antiferromagnetic exchange

will usually win out in a mixed configuration of these scenarios. An algebraic representation

of these rules is given in [38], aswell as corrections to these original formulations. Of course,

the previous only explains antiferromagnets which arise through superexchange; there are an-

tiferromagnetic conductors, of which the metallic alloy Mn2Au is an example [39], whose

antiferromagnetism has to be explained by direct exchange, but these will not be studied in this

work.

1.2.3 Magnetocrystalline Anisotropy

Magnetocrystalline anisotropy is a phenomenon where interaction between the magnetisation

and the crystal lattice the magnetic atoms belong to, leads to certain magnetisation directions

becoming energetically favourable. The preferred direction(s) depend on the symmetry of

the crystal lattice and the geometry of the sample. Two prominent examples are the uniaxial

anisotropy, represented by the free energy density fUni (in units of meV(nm)−3),

fUni = KUni
(
1 −m2

z

)
, (1.3)

for a uniaxial anisotropy along the z-direction. KUni is the uniaxial anisotropy constant in

units of meV(nm)−3. Here, KUni > 0 corresponds to an easy-axis anisotropy (here along

the z-axis), and KUni < 0 corresponds to an easy-plane anisotropy (here along the x − y-

plane). Alternatively, if our underlying crystal lattice has cubic symmetry, we could have a

cubic anisotropy, represented by the energy density fCub (in units of meV(nm)−3),
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<latexit sha1_base64="c+E4mDpQ3e7xcypd4LhzkgNAz7g=">AAAB+3icbVDLSsNAFJ3UV42vWJduBovgqiQi6rIogssK9gFtKJPJpB06MwkzE2kJ+RU3LhRx64+482+ctFlo64GBwzn3cs+cIGFUadf9tipr6xubW9Vte2d3b//AOax1VJxKTNo4ZrHsBUgRRgVpa6oZ6SWSIB4w0g0mt4XffSJS0Vg86llCfI5GgkYUI22koVMbcKTHkmd3U0w1Ce3cHjp1t+HOAVeJV5I6KNEaOl+DMMYpJ0JjhpTqe26i/QxJTTEjuT1IFUkQnqAR6RsqECfKz+bZc3hqlBBGsTRPaDhXf29kiCs144GZLJKqZa8Q//P6qY6u/YyKJNVE4MWhKGVQx7AoAoZUEqzZzBCEJTVZIR4jibA2dRUleMtfXiWd84Z32fAeLurNm7KOKjgGJ+AMeOAKNME9aIE2wGAKnsEreLNy68V6tz4WoxWr3DkCf2B9/gCKs5Qc</latexit>

Excited
<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"

<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>

" <latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"
<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>

"

<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"
<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>

" <latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"
<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>

"

<latexit sha1_base64="zWV7PlZk8vU41ZupSCsbcuzfk2o=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRbBVZkRUZdFF7qsYB/QDiWTSdvQJDMkmUIZ+iduXCji1j9x59+YaWehrQcCh3Pu5Z6cMOFMG8/7dkpr6xubW+Xtys7u3v6Be3jU0nGqCG2SmMeqE2JNOZO0aZjhtJMoikXIaTsc3+V+e0KVZrF8MtOEBgIPJRswgo2V+q7bE9iMlMjuVZzKaFbpu1Wv5s2BVolfkCoUaPTdr14Uk1RQaQjHWnd9LzFBhpVhhNNZpZdqmmAyxkPatVRiQXWQzZPP0JlVIjSIlX3SoLn6eyPDQuupCO1knlMve7n4n9dNzeAmyJhMUkMlWRwapByZGOU1oIgpSgyfWoKJYjYrIiOsMDG2rLwEf/nLq6R1UfOvav7jZbV+W9RRhhM4hXPw4Rrq8AANaAKBCTzDK7w5mfPivDsfi9GSU+wcwx84nz+g2pOn</latexit>

Ground
<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"

<latexit sha1_base64="c+E4mDpQ3e7xcypd4LhzkgNAz7g=">AAAB+3icbVDLSsNAFJ3UV42vWJduBovgqiQi6rIogssK9gFtKJPJpB06MwkzE2kJ+RU3LhRx64+482+ctFlo64GBwzn3cs+cIGFUadf9tipr6xubW9Vte2d3b//AOax1VJxKTNo4ZrHsBUgRRgVpa6oZ6SWSIB4w0g0mt4XffSJS0Vg86llCfI5GgkYUI22koVMbcKTHkmd3U0w1Ce3cHjp1t+HOAVeJV5I6KNEaOl+DMMYpJ0JjhpTqe26i/QxJTTEjuT1IFUkQnqAR6RsqECfKz+bZc3hqlBBGsTRPaDhXf29kiCs144GZLJKqZa8Q//P6qY6u/YyKJNVE4MWhKGVQx7AoAoZUEqzZzBCEJTVZIR4jibA2dRUleMtfXiWd84Z32fAeLurNm7KOKjgGJ+AMeOAKNME9aIE2wGAKnsEreLNy68V6tz4WoxWr3DkCf2B9/gCKs5Qc</latexit>

Excited
<latexit sha1_base64="c+E4mDpQ3e7xcypd4LhzkgNAz7g=">AAAB+3icbVDLSsNAFJ3UV42vWJduBovgqiQi6rIogssK9gFtKJPJpB06MwkzE2kJ+RU3LhRx64+482+ctFlo64GBwzn3cs+cIGFUadf9tipr6xubW9Vte2d3b//AOax1VJxKTNo4ZrHsBUgRRgVpa6oZ6SWSIB4w0g0mt4XffSJS0Vg86llCfI5GgkYUI22koVMbcKTHkmd3U0w1Ce3cHjp1t+HOAVeJV5I6KNEaOl+DMMYpJ0JjhpTqe26i/QxJTTEjuT1IFUkQnqAR6RsqECfKz+bZc3hqlBBGsTRPaDhXf29kiCs144GZLJKqZa8Q//P6qY6u/YyKJNVE4MWhKGVQx7AoAoZUEqzZzBCEJTVZIR4jibA2dRUleMtfXiWd84Z32fAeLurNm7KOKjgGJ+AMeOAKNME9aIE2wGAKnsEreLNy68V6tz4WoxWr3DkCf2B9/gCKs5Qc</latexit>

Excited

<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>

"<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>" <latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"
<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"

<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>

" <latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"
<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>"

<latexit sha1_base64="Q7SFppwAgNJebmfllYiJXtnUEN0=">AAAB8HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKqMegF48RzEOSJcxOJsmQeSwzs0pY8hVePCji1c/x5t84m+xBEwsaiqpuuruimDNjff/bK6ysrq1vFDdLW9s7u3vl/YOmUYkmtEEUV7odYUM5k7RhmeW0HWuKRcRpKxrfZH7rkWrDlLy3k5iGAg8lGzCCrZMeukmMtVZPpV654lf9GdAyCXJSgRz1Xvmr21ckEVRawrExncCPbZhibRnhdFrqJobGmIzxkHYclVhQE6azg6foxCl9NFDalbRopv6eSLEwZiIi1ymwHZlFLxP/8zqJHVyFKZNxYqkk80WDhCOrUPY96jNNieUTRzDRzN2KyAhrTKzLKAshWHx5mTTPqsFFNbg7r9Su8ziKcATHcAoBXEINbqEODSAg4Ble4c3T3ov37n3MWwtePnMIf+B9/gCn5pBQ</latexit>
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OMn Mn

Figure 1.1: Diagram showing possible electron spin alignments for an Mn-O-Mn ion chain, for

both ferromagnetic and antiferromagnetic configurations. Adapted from [1].

fCub = K1
(
m2

xm
2
y +m2

xm
2
z +m2

ym
2
z

)
+K2

(
m2

xm
2
ym

2
z

)
, (1.4)

where K1 and K2 are the first and second order anisotropy constants respectively, both with

units of meV(nm)−3. This cubic anisotropy will become instrumental in our later description

of the magnetoelastic coupling.

1.2.4 Magnetic Domains

Magnetic domains are regions of magnetic material which share the same magnetisation direc-

tion, where magnetisation (units of Am−1) is the volumetric density of the resultant magnetic

moment over a given volume V ,

M =
∑i

V µi

V
, (1.5)

where µ are magnetic dipole moments, in units of Am2, and V is the volume of the region

of magnetic material (in m3). Whilst the magnetic exchange will cause a perfectly ordered

ferromagnet (and ferrimagnet) to have totally uniform magnetisation (a perfectly ordered an-

tiferromagnet will have zero total magnetisation), other phenomena may cause this uniform
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1.2 Magnetism: An Overview

Figure 1.2: Example of a closed-flux domain structure in a ferromagnet, which fully minimises

the magnetostatic energy of the ferromagnet. Adapted from [2].

magnetisation state to break into smaller regions of differing magnetisation; in other words,

a multidomain state. In ferromagnets (and ferrimagnets), the magnetostatic interaction is the

driving mechanism for domain formation.

The magnetostatic interaction arises due to the dipolar (or “stray”) field, originating as a result

of the magnetisation of the ferromagnet. This stray field then interacts with the magnetisation

of the ferromagnet through the Zeeman interaction. The way to fully minimise the magneto-

static energy in ferromagnets, therefore, is to form a “flux-closed” state, an example of which

is shown in Figure 1.2. Realistically, the competition between the exchange and the magneto-

static interaction will lead to a domain structure somewhere between these two extremes; even

more so when other phenomena are considered, such as an applied magnetic field or magneto-

crystalline anisotropy, which will promote the growth of certain domains at the expense of

others. An example of this compromise between the magnetostatic and exchange interactions

in ferromagnets is shown in Figure 1.3; in the visualised bar magnet, an increasing exchange

stiffnessA (Figures 1.3b and 1.3c) leads to the magnet coming closer to a perfectly ordered an-

tiferromagnet, whereas a lower exchange stiffness A (Figure 1.3a) leads to a vortex-like state,

to help close the magnetic flux.

The magnetostatic interaction, however, is negligible for a perfectly ordered antiferromagnet,

because there is no net magnetisation present in antiferromagnets and so therefore no dipolar

field is created from the magnetisation. Therefore, to explain domain formation in antiferro-

magnets, we need to explore a different underlying mechanism. The mechanism in question is

magnetoelasticity; the long-range strain/stress field acts as an analogue to the stray field pro-

duced by ferromagnets. Other works, for example [22, 40, 41], have explored this analytically,

9



1.2 Magnetism: An Overview

(a) 1.3 · 10−11meV(nm)−1 (b) 3.9 · 10−11meV(nm)−1 (c) 2.6 · 10−10meV(nm)−1

Figure 1.3: Micromagnetic simulations of an example bar ferromagnet, with varying exchange

stiffness A, using the software package mumax3 [3], starting with the initial condition of

magnetisation wholly aligned with the z-axis. The direction of the unit magnetisation vector

is visualised. The values of the exchange stiffness for each simulation is given underneath

each subfigure. It should be noted these simulations contain no magnetocrystalline anisotropy.

Visualised using Paraview [4].
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1.3 Strain & Magnetoelasticity

for specific sample geometries. Using our model, we wish to examine the effect of magne-

toelasticity on domain dynamics at the device-level lengthscale. Work to this effect has been

conducted before, specifically in [42]; our model seeks to generalise, and therefore further ex-

pand, the variety of samples and defect arrays/types within said samples that can be studied.

Before we discuss our model directly, we will first examine the origin of the magnetoelastic

coupling, and then give an introduction to phase field modelling.

1.3 Strain & Magnetoelasticity

1.3.1 Elastic Strain

In order for us to effectively describe the defects we will be adding our simulations to apply

mechanical strain to the material, a treatment of these defects using linear elasticity theory

will be prescribed, following the continuum approximation scheme laid out in [43]. When a

material is deformed mechanically, inter-atomic distances are shifted. This shift in distance can

be described in each instance by a displacement vector u. The strain tensor components ζij are

given by the the symmetric part of the displacement gradient,

ζij = 1
2

(
∂ui

∂j
+ ∂uj

∂i

)
. (1.6)

This consequently means the strain tensor is symmetric (i.e. ζij = ζji). The elastic energy

density for this system is

fel = 1
2σijζij , (1.7)

where σ̂ is the elastic stress tensor, which is also symmetric. The corresponding stress tensor

components σij are then found using Hooke’s Law,

σij = Cijklζkl, (1.8)

where Cijkl is the elastic stiffness tensor, the constant of proportionality between the stress

and the strain. The elastic stiffness tensor components, in turn, can be described as the second

derivative of the elastic energy density fel with respect to the strain tensor components,

Cijkl = ∂2fel
∂ζij∂ζkl

. (1.9)
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1.3 Strain & Magnetoelasticity

This elastic stiffness tensor Cijkl, since its four indices represent three basis unit vectors, can

then in turn have a possible 81 independent components, which is highly unwieldy. Symmetry

considerations, however, can reduce this amount. Consider the symmetry of the strain and

stress tensor, where ζij = ζji and σij = σji. This, in turn, implies that the elastic stiffness

tensor elements that contract with the strain must remain invariant under these transformations,

i.e. Cklij = Cklji and Cijkl = Cjikl. This reduces the number of independent components to

36. Furthermore, considering Equation 1.9, George Green argued in [44] that the order of the

partial derivatives doesn’t matter, hence Cijkl = Cklij [43]. This second constraint limits us

to having, at most, 21 independent elastic stiffness tensor components, which is the case for a

triclinic crystal. This new symmetric elastic stiffness tensor can now be described using Voigt

notation (recasting the matrix indices as 11 → 1, 22 → 2, 33 → 3, 23 → 4, 13 → 5 and

12 → 6) as

Ĉ =



C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66


. (1.10)

The symmetry of a given crystal class can place additional restrictions on the number of inde-

pendent elastic stiffness tensor components for that material [45]; how this varies between crys-

tal class is displayed in Figure 1.4 [5], where the cubic and isotropic elastic stiffness matrices

will be used extensively in this work. Having discussed the basics of linear elasticity theory

and some of the important results from this, we can now discuss how it affects our magnetic

system, through the magnetoelastic coupling between the elastic strain and the magnetisation

of the system.

1.3.2 Magnetoelasticity

Magnetoelastic coupling is the phenomenon in which the elastic strain present inside a material

couples to the magnetisation. This effect can lead to local variations in the effective anisotropy

(i.e. changes to the local easy, medium and hard axes), which in turn can lead to interesting

non-trivial domain patterns. To derive the mathematical form of this coupling that will be

used in this work, which is for a cubic crystal class (point group m3m) system, we will give a
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Figure 1.4: Illustration of the form of the elastic stiffness tensor in Voigt notation for different

crystal classes from [5]. Only tensor components above and including the diagonal are dis-

played, as the others are given by previously discussed symmetry arguments. The • symbols

represent independent tensor components, with lines between these elements representing that

they are equivalent. The · symbols represent zero elements. The ◦ symbols, with a line attached

to a •, indicate that the ◦ element is equal to the negative of the • element. ∗ symbols with

attached lines indicate equality with the attached elements. + components are the average of

the top-left-most component and the component to the right (i.e. 1
2 (C11 − C12), with a line

between them representing equivalence between these elements.
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1.3 Strain & Magnetoelasticity

pseudo-elastic approach, followed by a Taylor expansion approach using the magnetocrystal-

line anisotropy.

Pseudo-Elastic Treatment

Firstly, we will suppose an analogy exists to the elastic stiffness tensor, called the magne-

toelastic tensor B̂, which has units of an energy density. We will change one of the vectors

used in the elastic energy density equation, to one containing magnetisation vector compon-

ents,

m̂ =



m2
x

m2
y

m2
z

2mxmy

2mxmz

2mymz


, (1.11)

representing the remaining strain vector as

ζ̂ =



ζ2
xx

ζ2
yy

ζ2
zz

2ζxy

2ζxz

2ζyz


, (1.12)

and let the magnetoelastic tensor possess cubic symmetry in an analogous fashion to how we

we described the cubic elastic stiffness tensor before (Equation 1.10), where we introduce b0, b1

and b2, which possess units of energy density. This gives us the form of the magnetoelasticity

matrix,

B̂ =



b0 + 2b1 b0 b0 0 0 0
b0 b0 + 2b1 b0 0 0 0
b0 b0 b0 + 2b1 0 0 0
0 0 0 b2 0 0
0 0 0 0 b2 0
0 0 0 0 0 b2


, (1.13)

14



1.3 Strain & Magnetoelasticity

and contracting this with the strain vector ζ̂ and the magnetic vector m̂, we can obtain the

magnetoelastic energy density according to the expression

fMel = Bijklmklζij (1.14)

(itself analogous to the elastic energy density) we obtain the expression

fMel = b0
(
ζxx + ζyy + ζzz

)
+ 2b1

(
m2

xζxx +m2
yζyy +m2

zζzz

)
+4b2

(
mxmyζxy +mxmzζxz +mymzζyz

) (1.15)

using the fact that the magnetisation vector here has unit magnitude. The first term can be safely

disregarded, as it is a volume changing term with no direct coupling to the magnetisation. Re-

scaling the constants by setting B0 = 2b1 and B1 = 4b2, we arrive at the free energy density

of the magnetoelastic coupling,

fMel = B0
(
m2

xζxx +m2
yζyy +m2

zζzz

)
+ 2B1

(
mxmyζxy +mxmzζxz +mymzζyz

)
,

(1.16)

where B0 and B1 are the magnetoelastic constants, in units of energy density. We can further

change our constants in terms of the more widely used magnetostriction coefficients (whose

forms are given in [46]),

λ100 = −2
3

B0
(C11 − C12) , (1.17)

and

λ111 = −1
3
B1
C44

, (1.18)

which are dimensionless, to give the magnetostriction energy density,

fMel = −3
2 (C11 − C12)λ100

(
m2

xζxx +m2
yζyy +m2

zζzz

)
−6C44λ111

(
mxmyζxy +mxmzζxz +mymzζyz

)
.

(1.19)

These magnetostriction coefficients, λ100 and λ111, can be calculated and/or measured in dif-

ferent ways. On calculating these coefficients, ab initio calculations have been conducted in

the past, for example in [47] where the collective electron model was used; however, these
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1.3 Strain & Magnetoelasticity

values differed from those found in experiment by a not-inconsiderable margin. More recent

works, for example [48], have, however, successfully reproduced experimental results, within

an acceptable margin, for the magnetostriction coefficients using modern first principles cal-

culations, in this case using the local density full potential linearised augmented plane wave

method. This was enabled by using modern state tracking and torque approaches to calculate

the magnetocrystalline anisotropy accurately. A widely used alternative ab initio calculation

method is density functional theory (DFT), an example of which is [49], meaning existing

software packages used for DFT calculations can be utilised for this purpose. On the measure-

ment of these coefficients, an excellent review articles on the measurement methods available

are detailed in [50]; a broad summary of this work divides the measurement techniques into

two approaches; direct and indirect measurement, depending on whether the strain is measured

directly, or some other parameter which relies on the strain is measured instead. The direct

methods include the strain gauge methods, i.e. by varying the length (i.e. strain) of a wire the

resistance increases, hence the magnetostriction coefficients may be measured, and dilatometry

methods, i.e. measuring the volume change originating as a result of the magnetoelastic coup-

ling. The indirect methods use the Villari effect, i.e. inverse Joule magnetostriction, for use in

measurement. These methods include ferromagnetic resonance (FMR), measuring the shift in

the ferromagnetic resonance to determine the change in permeability in the sample caused by

an applied stress, small-angle magnetization rotation (SAMR), where a constant H field and

an alternating transverse H field cause a voltage in a measuring coil around the sample, and an

applied time-varying strain field leads to a voltage variation in the measuring coil, which in turn

gives a measurement of the magnetoelastic coupling, and strain modulated ferromagnetic res-

onance (SMFMR), essentially a dynamic variation of the FMR method using an time-varying

strain field. The type of method selected depends on the type of material and the accuracy

required (i.e. 10−9 to 10−5 etc.). We will now look at deriving Equations 1.16 and 1.19 by

considering a Taylor expansion of the magnetocrystalline anisotropy, comparing the two and

discussing the final form of the magnetoelastic coupling used in this work.

Taylor Expansion Treatment

Following the directions of ([46, 51, 52]), we will express the magnetoelastic coupling as an

effective perturbation of the magnetocrystalline anisotropy, after the crystal lattice undergoes

some mechanical distortion. We characterise this distortion by expanding the effective mag-

netic anisotropy energy density of the system fK as a MacLaurin series with respect to the
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1.3 Strain & Magnetoelasticity

strain tensor components,

fK =
(
f0

k

)
+
(
f0

k

)′

ij
ζij + 1

2
(
f0

k

)′′

ijkl
ζijζkl + ..., (1.20)

where the superscript 0 indicates this object was evaluated for the undeformed lattice. The

first term is our original magnetocrystalline anisotropy, without any distortion. The third term

gives us a correction to the elastic energy of the system as a result of the lowered crystalline

symmetry caused by the distortion [52]. The third term is small compared to the other terms,

so will be ignored in this analysis. The second term describes our magnetoelastic coupling,

where the magnetocrystalline anisotropy interacts with the mechanical strain. Since
(
f0

k

)′

ij
is

a function of the magnetisation components exclusively [52], we can write it as

(
∂fK

∂ζij

)
=
(
f0

k

)′

ij
= bij + bijklmkml + ... (1.21)

where we bijkl will be defined as our magnetoelastic tensor, as the tensor bij , merely contracts

with the strain, and since the component of
(
f0

k

)′

ij
which contains this has no magnetisation

terms, this has no direct coupling effect with the strain on our magnetisation hence will be

ignored. Higher order terms are considered negligible in the following derivation. Given the

general form of the second term displayed here, we propose the following forms of the differ-

entials present in the Taylor expansion,

∂fK

∂ζii
= B0mimi, (1.22)

and, where i ̸= j,

∂fK

∂ζij
= B1mimj . (1.23)

This gives, for our magnetoelastic term,

fMel = B0
(
m2

xζxx +m2
yζyy +m2

zζzz

)
+B1

(
mxmyζxy +mymxζyx +mxmzζxz +mzmxζzx +mymzζyz +mzmyζzy

)
,

(1.24)

and using that our strain tensor is symmetric, mimjζij = mjmiζji, so the final form of the

magnetoelastic energy density for a cubic crystal becomes

fMel = B0
(
m2

xζxx +m2
yζyy +m2

zζzz

)
+ 2B1

(
mxmyζxy +mxmzζxz +mymzζyz

)
.

(1.25)
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1.4 Dislocations and Defects: A Brief Overview

We can clearly see that for these approaches to be equivalent, Equations 1.16 and 1.25 must be

equal hence 2b1 = B0 and 4b2 = 2B1, and b0 = 0 (we can set this to be so because here we

are not interested in what is a purely volumetric strain term). The reason we have derived this

magnetoelastic energy twice using different means was to demonstrate that the magnetoelastic

coupling arises from the nuanced relation that the mechanical strain of the lattice has to the

magnetocrystalline anisotropy. This was shown by showing that applying an elasticity-style

tensor to a combination of magnetic and strain terms could indeed give a coupling between

these variables; an expansion of the magnetocrystalline anisotropy and logical symmetry ar-

guments then confirms the form of this coupling and gives a more suitable redefinition of the

previously used constants, and by arriving at the same form for both approaches, we further-

more confirm the link between the elastic strain and the magnetic anisotropy. For us to examine

the effect of this coupling at the device level lengthscale (mm− to µm−), we then looked at

realistic defects which occur in antiferromagnetic materials to provide us with realistic strain

fields, which would be practical to implement in a numerical model. These conditions led

us to the selection of inclusion defects and crystalline dislocations (which both have verified

precedence in influencing magnetic behaviour, for example in [53]) as vehicles to provide a

meaningful test of the effect of the magnetoelastic coupling.

1.4 Dislocations and Defects: A Brief Overview

For us to investigate the effect of strain in antiferromagnets, we need to produce the necessary

strain fields inside the material. Whilst mechanical strain is present in all real materials, and

hence will affect the magnetic domain structure of antiferromagnets, for our model we sought

to define strain fields that were calculable and that had a realistic origin. These criteria led

us to look at crystalline defects and dislocations, a realistic source of strain in real crystalline

materials and these strain fields are calculable by elastic strain theory. We will start the dis-

cussion on these objects with the simplest case, where there exists an analytical solution. This

case, named after the postulator and solver, applied mathematician John Eshelby, is called the

Eshelby Inclusion, where an ill-fitting section of otherwise homogeneous material, and its in-

teraction with the surrounding material, is considered. We shall not repeat the derivation given

by Eshelby (shown in the original paper [54]), but rather give the key arguments, with the as-

sistance of [43] following the original paper, and quote the result for an elliptical inclusion, as

by assuming this, the stress inside the inclusion is uniform.
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1.4 Dislocations and Defects: A Brief Overview

1.4.1 Eshelby Inclusion

Firstly, we will remove the ill-fitting inclusion from the surrounding material, which for this

derivation, importantly, we will assume extends to infinity and is homogeneous. We then allow

the inclusion to relax elastically, by undergoing a stress-free strain. During this process, the

stress inside the inclusion and the (previously) surrounding material is zero. We then return the

inclusion to it’s original shape by applying surface tractions -σT
ijnj , where σT

ij is the transform-

ation stress given by applying Hooke’s Law to the strain we applied earlier, and nj is the jth

component of the surface normal. We then reattach and seal the inclusion to the previously sur-

rounding material. These surface tractions give a body force, applied along the surface between

the inclusion and the surrounding material. We then have to annihilate (to reach a steady state)

these surface tractions by applying equal and opposite surface tractions +σT
ijnj which, in turn,

will give the “constrained” displacements present throughout both the inclusion defect and the

rest of the material [43]. A diagram of this situation is shown in Figure 1.5.

Using Green’s functions, and using the symmetry of the stress tensor σ, the constrained

displacement uC
i can be described as

uC
i (r) =

σT
jk

16πµ (1 − ν)

∫
R

1
∥r − r′∥2

(
(1 − 2ν)

(
ρkδij + ρjδik

)
− ρiδjk + 3ρiρjρk

)
dV ,

(1.26)

where ρa is the direction cosine along the ath direction, ν is Poisson’s ratio (equivalent to

0.5 · (C11 +2C12 −2C44)/(C11 +2C12 +C44) for a cubic or isotropic system, giving maximal

and minimal values of 0.5 and −1 respectively) and µ is the shear modulus (equivalent to C44

for a cubic or isotropic system). By converting the integrand to a series of infinitesimal cones

(and therefore the integrand from volume to solid angle subtended by the cone base, ω) and

using Hooke’s Law to convert the transformation stress to strain, the constrained strain ζC
ij can

be derived,

ζC
ij =

ζT
jk

16π (1 − ν)

∫
λigijk + λlgijk

g
dω, (1.27)

where ζT
jk is the transformation strain, λa is the ath component of the vector

(
ρ1a

−2
1 , ρ2a

−2
2 , ρ3a

−2
3

)
,

g is result of
(
ρ1a

−2
1 + ρ2a

−2
2 + ρ3a

−2
3

)
and gijk is

(
(1 − 2ν)

(
ρkδij + ρjδik − ρiδjk

)
+ 3ρiρjρk

)
.

This expression can be simplified as follows,
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1.4 Dislocations and Defects: A Brief Overview

Figure 1.5: Diagram describing the Eshelby inclusion analysis. Part a) shows the initial ill-

fitting material (inclusion) and its surrounding material (the matrix). Part b) then shows the

inclusion being removed, and being allowed to expand under a ”stress-free” strain (the eigen-

strain). Part c) shows the application of tractions Ti to the now-expanded inclusion back to its

original shape. Finally, part d) shows the inclusion being re-inserted back into the material,

where a ”cancelling” force Fi, applied to surface SInc (the suface exposed after the inclusion

was removed), is applied to cancel the tractions used to return the inclusion to its original state,

allowing the calculation of the strain field in the material. Adapted from [6].
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ζC
ij = Sijklζ

T
kl, (1.28)

by introducing Sijkl, the Eshelby tensor,

Sijkl = 1
16π (1 − ν)

∫
λigijk + λlgijk

g
dω. (1.29)

Being able to express the constrained strain components in this way, means that if we know

the transformation strain (an eigenstrain) we can express the strain in the surrounding material

and inside the inclusion. This means that we can derive an analytic solution for this inclusion

defect, which can be compared to the solution we derive from our model, to verify that our

numerical calculations conducted in Chapter 3 are correct. We can also explore the effect of

another type of defect, crystalline dislocations, which we will detail in the following.

1.4.2 Crystalline Dislocations

Dislocations occur when an atomic plane “slips” over another, over a finite region [55]. We

can describe the magnitude and direction of the displacement of the “slipped” plane, with

respect to the atomic plane beneath, with the Burgers vector b. The complete derivation of

the stress/strain fields of these objects is beyond the scope of this work; however, like with the

Eshelby Inclusion subsection, we will quote the relevant results from [43], and adapt these to

the situations we wish to explore. Starting with Mura’s forumla,

ua,b(x) = ζrlbCijklbk

∮
L′
Gja,i′(x − x′)dxr′ (1.30)

for the distortion tensor of a dislocation, we can apply Hooke’s Law to get the stress field,

σab(x) = Cabij
ζrmjbk

8π(1 − ν)

∮
L′

[
(1 − 2ν)δkiXm + δmiXk − δkmXi

X3 + 3XkXmXi

X5

]
dxr′

(1.31)

where we define X as x − x′, and X = |X|. We can simplify this by recasting the indices and

defining the line integral Iijkl as

Iijkl =
∮

L′

[
(1 − 2ν) δijXk + δkjXi − δikXj

X3 + 3XiXkXj

X5

]
dxl′ , (1.32)

such that Equation 1.31 becomes
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σab(x) = µbi

8π (1 − ν)

[ 2ν
1 − ν

δabζlkjIijkl + ζlkbIiakl + ζlkaIibkl

]
. (1.33)

To proceed further, we will need to make assumptions about the Burgers vector and the dis-

location line, which will lead us to defining two specific types of crystalline dislocations as

follows.

Edge Dislocations

If the dislocation line and the Burgers vector are perpendicular, we will get an edge disloca-

tion. An edge dislocation occurs when a half-plane of atoms is added (removed) to (from) a

crystalline lattice, imparting a strain into the material. If we assume we have an infinite dislo-

cation along the z-axis, and that our Burgers vector is b = [0, b, 0] (which is consistent with

our definition of an edge dislocation), then we can arrive at the stress tensor components by

working through the following (only the working for the first stress tensor component, σ11, will

be shown; the rest follow by similar logic): we initially start with the full expression for the

first stress tensor component,

σ11 = µb

8π(1 − ν)

[ 2ν
1 − 2ν (ζ123I2321 + ζ231I2132 + ζ312I2213 + ζ321I2123 + ζ132I2231 + ζ213I2312)

]
+ µb

8π(1 − ν) [ζ231I2132 + ζ321I2123 + ζ231I2132 + ζ321I2123] ,

(1.34)

where, because the integral occurs over the dislocation line, which here is the z-axis, integrals

over x′ and y′ evaluate to zero as the upper and lower limits are identical (i.e. zero). This

means the only non-zero terms left in the expression are

σ11 = µb

8π(1 − ν)

[ 2ν
1 − 2ν (I2213 − I2123) − 2I2123

]
. (1.35)

We can then evaluate these integrals,

I2213 =
∫ ∞

−∞

(1 − 2ν) x(
x2 + y2 + (z′)2) 3

2
+ 3 xy2(

x2 + y2 + (z′)2) 5
2

 dz′ (1.36)

and
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I2123 =
∫ ∞

−∞

(1 − 2ν) −x(
x2 + y2 + (z′)2) 3

2
+ 3 xy2(

x2 + y2 + (z′)2) 5
2

 dz′ (1.37)

to get

I2213 = (1 − 2ν) 2x
x2 + y2 + 4xy2(

x2 + y2)2 (1.38)

and

I2123 = −(1 − 2ν) 2x
x2 + y2 + 4xy2(

x2 + y2)2 . (1.39)

We can then insert these evaluated integrals into Equation 1.35 to achieve the final form of the

11 component of the stress tensor,

σ11 = µbx

2π(1 − ν)

 x2 − y2(
x2 + y2)2

 . (1.40)

The other non-zero stress tensor components (σ13 = σ31 = 0 = σ23 = σ32) can then be

calculated as

σ12 = σ21 = µby

2π(1 − ν)

 x2 − y2(
x2 + y2)2

 , (1.41)

σ22 = µbx

2π(1 − ν)

 x2 + 3y2(
x2 + y2)2

 , (1.42)

σ33 = µbxν

π(1 − ν)
(
x2 + y2) = ν (σ11 + σ22) . (1.43)

To give an example of what these terms look like, we visualise these both in MOOSE (in the

format that we will be using in our phase field model) in Figure 1.6, and using the software

package Atomsk [8] in Figure 1.7 to give an impression of the effect that an edge dislocation

has at the atomic level. Furthermore, we can deduce from Hooke’s Law the corresponding

strain tensor components (since the form of the stress tensor implies a plane strain formalism,

this in turn restricts ζ33 = 0),

ζ11 = bx

4π(1 − ν)

x2(1 − 2ν) − y2(2ν + 1)(
x2 + y2)2

 , (1.44)
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(a) σxx, xx-component of the stress tensor (b) σxy , xy-component of the stress tensor

(c) σyy, yy-component of the stress tensor (d) σzz , zz-component of the stress tensor

Figure 1.6: Stress tensor components resulting from an edge dislocation along the z-axis, with

Burgers vector b = [0, 0.419, 0], implemented via initial conditions in MOOSE [7]. Visualised

using Paraview [4].

ζ12 = ζ21 = by

4π(1 − ν)

 x2 − y2(
x2 + y2)2

 , (1.45)

ζ22 = bx

4π(1 − ν)

x2(1 − 2ν) + y2(3 − 2ν)(
x2 + y2)2

 . (1.46)

We can now use the process described above to derive the stress tensor components for another

type of dislocation; the screw dislocation.

Screw Dislocations

If the dislocation line and the Burgers vector are parallel, the configuration we arrive at is

known as a “screw”-type dislocation or, more commonly, a screw dislocation, a scenario ori-
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(a) σxx, xx-component of the stress tensor (b) σxy , xy-component of the stress tensor

(c) σyy, yy-component of the stress tensor (d) σzz , zz-component of the stress tensor

Figure 1.7: Stress tensor components resulting from an edge dislocation along the z-axis, with

Burgers vector b = [0, 4.19, 0] (in units of Å). As a contrast to Figure 1.6, these components are

shown using a discrete, atomic supercell (where we visualise the top face) using the software

package Atomsk [8], and therefore the atomic displacements resulting from the insertion of the

half-plane of atoms are easily discernible. Visualised using OVITO [9].
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ginally proposed by J. M. Burgers [56]. The reason for the name can be alluded to in Figure

1.10; the effect of the dislocation is to make the surface look like a section of a screw. If

we assume that we have an infinite dislocation along the y-axis, and that Burgers vector is

b = [0, b, 0] (which is consistent with our definition of a screw dislocation), we arrive at the

following non-zero stress tensor components (σ11 = σ22 = σ33 = 0 = σ13 = σ31), following

the same method we deployed for the edge dislocation case:

σ12 = σ21 = µbz

2π
(
x2 + z2) , (1.47)

σ23 = σ32 = − µbx

2π
(
x2 + z2) . (1.48)

We can then visualise these stress tensor components in a similar fashion as we did for the

edge dislocation, using MOOSE (Figure 1.8) and Atomsk (Figure 1.9), with Figure 1.10 being

a zoomed-in view of Figure 1.9b to more clearly demonstrate the effect of the screw dislocation

at the atomic level with respect to atomic displacements. We can again use Hooke’s Law to

derive the related strain tensor components,

ζ12 = ζ21 = bz

4π
(
x2 + z2) , (1.49)

ζ23 = ζ32 = − bx

4π
(
x2 + z2) . (1.50)

These stresses and strains, from both edge and screw dislocations, will be used in a later section

of this work to examine their effect on the magnetic structure of materials with a significant

magnetoelastic coupling. We will now discuss how we developed our model, with reference to

specific kernels (and other features) specifically created during the course of this work, as well

as repurposed functionalities already present in the MOOSE software [7].

1.5 Introduction to Phase Field Modelling

Phase field modelling is a method which solves the evolution of order parameters, so as to

minimise the overall free energy density of the system. We define an order parameter as a

field present throughout the material, the value of which describes the state present at that that

point, for example in a phase change, a value of 0 describes a state consisting entirely of one

phase whereas a value of 1 describes a state consisting entirely of another phase. We make
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(a) σxy , xy-component of the stress tensor (b) σyz , yz-component of the stress tensor

Figure 1.8: Stress tensor components resulting from a screw dislocation along the y-axis, with

Burgers vector b = [0, 0.419, 0], implemented via initial conditions in MOOSE [7]. Note

the absence of the σ11, σ22 and σ33 as these terms are equal to zero, a key feature of screw

dislocations. Visualised using Paraview [4].

an important assumption that the order parameter varies smoothly throughout the material.

The phase field method has already been employed successfully to explore multiple areas of

physics, for example spinodal decomposition [57], grain growth [58], and crack nucleation

and expansion in solid oxide cells [59] amongst others. We will explore the use of the phase

field method in spinodal decomposition, as this will give context to why we are using this

for our investigation, before returning to the discussion about using this method on magnetic

materials.

Spinodal decomposition occurs when a mixed-composition alloy breaks down into separate

regions of material with a uniform composition. By describing regions of material being rich

in one element as one phase and regions being rich in another element as being another phase,

this becomes a situation where using a phase field model would be highly effective. Evolving

under the Cahn-Hilliard regime (so as to preserve the overall amount of material present in the

sample), with Cahn-Hilliard equation,

∂c

∂t
= ∇ · L∇δF

δc
, (1.51)

with appropriate initial conditions and free energy functional, we can achieve the steady state

of the system where the decomposition has taken place. In Equation 1.51, c is a conserved or-

der parameter (dimensionless), L is the mobility (in units of volume over the product of energy

and time), F is the free energy functional (in units of energy), and t is (abstract) time (in units
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(a) σxy , xy-component of the stress tensor, viewed

from the top

(b) σxy , xy-component of the stress tensor, viewed

from the front

(c) σyz , yz-component of the stress tensor, viewed

from the top

(d) σyz , yz-component of the stress tensor, viewed

from the front

Figure 1.9: Top and front faces of the crystalline lattice featuring a screw dislocation, with the

dislocation line along the y-axis and the z-axis being the axis perpendicular to the dislocation

line along which displaced atoms are allowed to move to relax the system. The magnitude

of the Burgers vector is 4.19Å. The xy and yz-components of stress are visualised (qualitat-

ively) using a colour map (shown next to the lattice, where the blue regions indicate a negative

component and green regions indicate a positive component). Created with Atomsk [8] and

visualised using OVITO [9].
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Figure 1.10: Perspective view of the front-face of the crystalline lattice with the screw disloca-

tion shown in Figure 1.9. Created with Atomsk [8] and visualised using OVITO [9].

of time); this “abstract time” represents the evolution of the simulation towards convergence

rather than any tangible variable (we will describe what we mean by abstract time in a later dis-

cussion). By using the phase field model in this way, we can get some idea of how the system

would evolve under this phase change, and have a final steady state result which can be com-

pared to experimental results. This model can be generalised to other materials which undergo

this phase change (i.e. by shifting initial conditions and the free energy environment). This is

an example of why phase field modelling is a highly effective modelling technique which can

be applied to different scenarios and still produce results comparable to experiment. We will

now look at how to apply this to a magnetic system in general, then specialise to discuss how

it will be applied to our system specifically.

For a magnetic system, we describe the components of the magnetisation vector (itself a bulk

descriptor of the collection of magnetic moments per volume) as non-conserved order paramet-

ers which contribute to the free energy of the system through terms such as the magnetocrys-

talline anisotropy and the magnetic exchange. This approach can be thought of as a numerical

application of Landau Theory [60]; this will be explored further on in this section.

In our model the distribution of the non-conserved order parameters is found by minimising

the free energy of the system towards a steady state via the Allen-Cahn [61] equation,

∂mi

∂t
= −Li

δF

δmi
, (1.52)

where mi is a non-conserved order parameter (dimensionless), Li is the mobility (in units of

volume over the product of energy and time) and F is the free energy functional (in units of

energy), and t is (abstract) time (in units of time); so, similar to the Cahn-Hilliard system, this

“time” represents the evolution of the simulation towards convergence. We use this description

of “abstract time” for the purposes of generality; the Allen-Cahn equation ignores momenta

and inertia, so whilst for some regimes this may be a good approximation, in which case evol-

ution in this model will describe the dynamics of the system within approximation (and so
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this “abstract time” ceases to be “abstract”), in general it is not and the true dynamics are not

recovered under evolution in this model, but the local energy minimum of the system is always

recovered, which is what we are interested in in this work. As a brief aside, this means we

do not have to solve precessional dynamics, i.e. we do not solve the Landau-Lifshitz-Gilbert

equation (commonly abbreviated to LLG),

∂M
∂t

= |γ|
1 + α2

(
HEff × M + α

M
|M|

× (HEff × M)
)
, (1.53)

which describes the evolution of the microscopic magnetisation M for a ferromagnet, with

gyromagnetic factor γ and damping coefficient α, below the Curie temperature (where the

ferromagnetic ordering breaks down), by describing the environment of the magnetisation by

an effective magnetic field HEff ; an example of a numeric scheme to solve this equation is

given in [62]. We do not have to solve the precessional dynamics as we are only interested in

the lowest energy state of the system, and we are only conducting an energy minimisation.

Returning to Equation 1.52, ∇· is the divergence operator, and ∇ is the gradient operator; the

δ symbols on the numerator and denominator mean this is a functional derivative. The state of

the system which is in the minimal free energy state is given by the Euler-Lagrange equations

for the system,

∂f

∂mi
− ∇ · ∂f

∂∇mi
= 0, (1.54)

where f is the free energy density function. The Allen-Cahn equation gives a method for us

to approach this configuration, i.e. by repeated application of the Allen-Cahn method, where

we evolve mi in time so as to minimise the free energy of the system, we will arrive at a state

described by

∂f

∂mi
− ∇ · ∂f

∂∇mi
= k, (1.55)

where k is the convergence tolerance of our simulation. As k tends towards zero, it can be seen

that we would recover the Euler-Lagrange relations. However, this inevitably would entail a

perfect simulation which in turn would require an infinitely decreasing timestep and an infinite

amount of computation time. Thus, we have to settle for an approximation where we set k

to give us the best compromise between computational expense and precision of the resulting

solution.

The difference between the Equations (1.52) and (1.51) is that the Allen-Cahn equation acts on
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non-preserved order parameters, whereas the Cahn-Hilliard equation acts on conserved order

parameters. This quality of the Cahn-Hilliard equation means it is particularly useful in situ-

ations where we wish to look at a closed system where there is no flux of the phase out of the

system, i.e. like in the spinodal decomposition scenario mentioned before.

Since our magnetisation vector components cannot be conserved (so that they may be allowed

to exchange between themselves, i.e. that the x-component of a vector may grow at the expense

of the y-component) for our model to work, we will be working exclusively with the Allen-

Cahn Equation, Equation (1.52). To give an example of how the Phase Field model works in

practice, and its basis in Landau Theory, let us look at an example case. Using the Landau The-

ory approach [60], we assume that we can write the free energy density of a spatially uniform

system, fsys, as a power series in the order parameter η with a series of coefficients, i.e.

fsys =
∞∑

n=0
k(n)ηn. (1.56)

Specifically this is only true around a certain temperature Tc i.e. the system cannot start directly

on a critical point. The Landau formalism then explicitly states that the equilibrium state of our

system is given by finding the minimum of fsys with respect to η, in a fashion reminiscent of

the Phase Field method, highlighting the similarity between the two. Taking this power series

and truncating at the quadratic η2 term, we can write our free energy density as

fsys = aη2 + bη + c, (1.57)

for some a, b, c ∈ R. Applying the Allen-Cahn Equation (1.52) to this, we achieve

∂η

∂t
= − (2aη + b) (1.58)

after setting the mobility Li to unity. Setting a = 1, b = 2, and c = 1, where the resulting

free energy is given by η2 + 2η + 1, we can clearly see that this free energy is minimal when

η = −1. Plotting (1.58) for this scenario in Figure 1.11, it can be observed that the steady-state

solution (i.e. where η is not evolving) is achieved at η = −1 as expected, and the model will

evolve the system towards this state. In this way, the Phase Field model can be thought of as

“rolling a variable down a hill” with respect to the free energy landscape to arrive at the equi-

librium solution, showing this to be an application of the Landau Theory formalism.

In the context of our magnetic model, let us now consider the example of the Zeeman

energy, the free energy of the interaction of magnetic material with an applied magnetic field,
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Figure 1.11: η̇ with respect to η calculated by the input of the polynomial free energy system

into the Allen-Cahn Equation (1.52). Note that η̇ is only zero at η = −1, and has opposite sign

on either side of this point, showing that the system will relax to the η = −1 point.

32



1.5 Introduction to Phase Field Modelling

and find the effect this has on the components of the unit magnetisation vector. The free energy

density of this effect is represented simply by

fZeeman = −µ0H · M, (1.59)

where H is the applied magnetic field vector (A(nm)−1), µ0 is the permeability of free space

(meV(nm)−1A−2), and M is the magnetisation of our material (A(nm)−1). Note that the

magnetisation vector components can be represented in terms of their unit magnetisation vector

counterparts byMi = Msmi, whereMs is the saturation magnetisation in units of (A(nm)−1).

Since our free energy density functional here only depends explicitly on mi and not its time

derivatives, its functional derivative takes the form of

δfZeeman
δmi

= ∂fZeeman
∂mi

= −µ0Hi, (1.60)

and inserting this into the Allen-Cahn Equation (1.52) gives

∂mi

∂t
= µ0Hi (1.61)

assuming our mobility is unity, so our the evolution of our magnetisation unit vector component

does not depend on the component itself, only on the corresponding component of the applied

magnetic field. Using an example applied field of H = (0, 0, H0) , H0 > 0, in Cartesian

coordinates, we can see that the x, y components of magnetisation will not evolve under the

influence of the Zeeman energy alone (although they should evolve indirectly to preserve the

magnitude of the unit vector), and the z component will increase in value. This will result in

the alignment of the magnetisation in the direction of the applied field, which is the expected

outcome. A similar method can be applied to other magnetic phenomena, such as magnetic

exchange, magnetocrystalline anisotropy, and (assuming the stress, strain and elasticity tensors

are calculated correctly) magnetoelasticty, showing that we can successfully build up a work-

ing model of an antiferromagnet under applied strain using a phase field model. Of particular

importance is the use of this method to constrain our magnetisation to be a unit vector.

As alluded to when the Zeeman energy was discussed, certain free energy terms, the Zeeman

term included, will seek to continually increase/decrease the magnitude of the magnetisation

vector as well as change its orientation. We wish to keep our magnetisation vector as a (dimen-

sionless) unit vector (i.e. m = M
Ms

, where m is the unit magnetisation vector (dimensionless)

and M,Ms are the magnetisation vector and the saturation magnetisation respectively, both
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in units of (A(nm)−1). To do this, we add a free energy density term into the model as a

constraint,

fNorm = λ

(
1 −

√
m2

x +m2
y +m2

z

)2
, (1.62)

where λ is some parameter with units of energy density (meV(nm)−3) and the other symbols

retain their previous definitions. We then evolve this with the Allen-Cahn Equation (1.52) to

give

∂mx

∂t
=

−2λmx

(
1 −

√
m2

x +m2
y +m2

z

)2

√
m2

x +m2
y +m2

z

, (1.63)

where this follows for the other unit magnetisation vector components (my,mz). Thus the

Phase Field model will evolve the unit magnetisation vector components in order to minimise

the term inside the brackets (if the system trivially sets mx,my,mz to zero, this will result in

the system tending towards 0/0 and hence numerical instability) and hence will enforce our

constraint, where λ sets the “strength” of our constraint.
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1.5 Introduction to Phase Field Modelling

Summary

• We have laid out our motivation, which describes the context and objectives of

our work.

• The quantum origin of ferromagnetic and antiferromagnetic exchange is dis-

cussed in brief, with the phenomenon of magnetocrystalline anisotropy also being

discussed.

• Magnetic domains are defined, and we use simulation results to demonstrate the

role magnetostatics have in forming and stablilising single domains in ferromag-

netic materials.

• We outline the framework of linear elasticity theory, which will be used through-

out this work.

• We derive the magnetoelastic coupling by two separate methods, a pseudo-elastic

approach and a Taylor expansion method of the magnetocrystalline anisotropy.

Given these arrive at the same results (within a coefficient shift), the veracity of

this derivation is reinforced.

• We use linear elasticity theory to describe the strain and stress fields of Eshelby

inclusion defects and crystalline dislocations (of edge and screw types).

• The mechanics and theoretical underpinnings of our phase field model are de-

tailed, via its basis within Landau Theory. We also give specific examples of how

the phase field model is used in this work.
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CHAPTER 2

Development of MESMER
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2.1 The MOOSE Framework

In the development of our software application, MESMER, it was prudent to make use of pre-

existing features on the MOOSE platform, aswell as create features of our own, as needed. This

chapter will concern itself with describing the features that we implemented, aswell as how we

used pre-existing features to implement the scenarios that we will examine in the following

chapters. We will begin this discussion by describing the MOOSE framework itself, before

moving on to exploring the Finite Difference method, which, although this is not the method

we used, is a relatively simple and intuitive method. This discussion of the Finite Difference

method will then be built upon to outline the Finite Element method, which is the method we

deployed in this work. We then advance our discussions to the Phase Field model proper, and

how we implemented defects in our model to provide the necessary strain fields.

2.1 The MOOSE Framework

The MOOSE (Multiphysics Object Oriented Simulation Environment) framework is a partial

differential equation (PDE) solver package [7], using a C++ based finite element method to-

gether with the libmesh [63] package (for finite element mesh creation and adaptation) and

the PETSc solver package [64–66] (to perform the solution of the PDEs). The way MOOSE

solves the PDEs supplied to it is by converting these to weak form, then calculating (and min-

imising) the residual; we give examples of this later in this chapter, like in Subsection 2.3.1.

The MOOSE framework, as a multiphysics tool, has a multitude of different capabilities which

are packaged as coupled modules, such as the phase field module [67] and the Navier-Stokes

module [68], but there was no magnetism (solid state) functionality present, which we sought

to implement. Having discussed the MOOSE framework itself, we will now discuss the fi-

nite element method which underpins it, by first exploring the finite difference method and

expanding our discussion from there.

2.2 Finite Difference and Finite Element Methods

2.2.1 Finite Difference Method

As an example problem, we will select the one-dimensional heat equation,

∂U

∂t
= α

∂2u

∂x2 . (2.1)
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2.2 Finite Difference and Finite Element Methods

where U is the temperature in K, x is the displacement in m, α is the thermal diffusivity of the

medium in units of m2s−1 and t is the time in s. To approximate this, we break the continuum

of x and t into discrete, uniformly distributed steps (thus also ensuring U(x, t) outputs discrete

values), and doing so gives us the forward time, central space finite difference equation of

Ui,τ+1 − Ui,τ

∆t = α
Ui+1,τ − 2Ui,τ + Ui−1,τ

(∆x)2 . (2.2)

Therefore,

Ui,τ+1 = Ui,τ + α∆tUi+1,τ − 2Ui,τ + Ui−1,τ

(∆x)2 , (2.3)

which means we can approximate our solution for the heat equation at the next timestep, as-

suming that we know the values of Ui,τ , Ui+1,τ and Ui−1,τ , which form our initial conditions.

Of course, this means for every three pieces of data, we gain one new one, which inevitably

means we will run out of information to resolve our model at all points in the space we are

interested in. This is where boundary conditions come in; these give the model sufficient in-

formation to allow us to keep our spatial resolution as we move forward in time. This method

is known as the Euler method, and is the simplest example of a finite difference method. To

give an example, we can assume we have a 5 metre long line of material, which we will heat

to 373.15K at the point x=2.6m, and the rest of the sample is initially at room temperature

298.15K. The sides of the sample are also held at room temperature. We then evolve the sys-

tem over time with respect to the heat equation, using timesteps of ∆t=1s up to a maximum

time of t=1000s, with length elements of ∆x=0.2m. The results are shown in Figure 2.1.

Of course, being the simplest approximation method comes with the highest error. The

magnitude of this error can be calculated by looking at the exact solution of the PDE, per-

forming a Taylor expansion, and comparing this to the approximate solution given by the Euler

method. Simplifying the equation we solve to ∂U/∂t = f(x, t), we can expand this similarly in

the fashion used previously, giving the approximationU(x, t)+∆tf(x, t). Conducting a Taylor

expansion on the exact solution U(x, t), we get U(x, t) + ∆tU ′(x, t) + ((∆t)2/2)U ′′(x, t) +
O(∆t)3. Considering that this is the exact solution, where ∂U/∂t = f(x, t), this evaluates to

U(x, t)+∆tf(x, t)+((∆t)2/2)U ′′(x, t)+O(∆t)3 [69]. Comparing these two equations, it can

be observed that we have lost information about the terms of order (∆t)2 and above during our

truncation, which is why this is referred to as the truncation error. Hence, this comparatively

large error is why the Euler method is usually not used in practice except for testing; superior

methods, such as the Runge-Kutta methods, are preferred, giving a much improved balance
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Figure 2.1: Temperature distribution throughout our material, evolved through time according

to the one-dimensional heat equation.
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2.2 Finite Difference and Finite Element Methods

between performance and accuracy [70]. The finite difference method has its advantages, key

amongst them its simplicity (and therefore efficiency). However, the finite difference method

comes with disadvantages also, including difficulty evaluating systems with non-regular do-

mains and complicated sample geometries, and strict requirements on the functions involved to

have a certain number of higher-order derivatives [71]. The difficulty regarding non-regular do-

mains and complicated sample geometries in particular would place heavy restrictions on our

model regarding magnet geometries and adaptive meshing which would, in turn, hamper gen-

erality. Given that we want our model to have the highest possible applicability, we decided to

use a different model that could overcome these difficulties. That model was the finite element

model, where we move from using the difference in function value between discrete points to

solve a partial differential equation (which only gives solutions at those specific points), to us-

ing discrete elements of the sample combined with interpolation and integral formalism to give

a solution to the equation at all points in the space. We will discuss the finite element model

further in the following segment.

2.2.2 Finite Element Method

We start by describing the system we wish to simulate in terms of functionals, which we can

then use to create a system of equations through the calculus of variations. This system of

equations is then approximated and solved as part of the finite element method, or FEM for

short. For simplicity, we will describe the finite element model operating on a 2D sample;

other dimensionalities (and shapes) follow by analogy. We begin this process by expressing

these PDEs in the weak form; an example for Poisson’s equation −∇2u(x, y) = f is

∫
A

−∇2u(x, y)v(x, y)dA =
∫

A
fv(x, y)dA, (2.4)

where u is the function we wish to solve for, f is some arbitrary function we define for the

right-hand side of Poisson’s equation, v is our test function (an arbitrary well-behaved function

we multiply both sides of the PDE with, which relaxes the requirement for the PDE to hold at

all points in the sample area, instead the requirement becomes that the PDE only has to hold

on average over the area we are integrating over), and dA is an infinitesimal area element of

the total area we are integrating over, A. This can be further simplified by vector calculus to

remove or reduce derivative terms. We then approximate our system by splitting our sample

into discrete, connected subsections, our elements, where this splitting is normally referred to

as meshing. This meshing is governed by “conformity rules”, which essentially state that any
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Figure 2.2: Example diagram of a sample being split into elements, for use in the FEM. We

represent the nodal value of point i as fi and the internal elemental function of element j as ej .

Boundary conditions at y1 and y3 give f5 = f6 = f7 = a and f8 = f9 = f10 = f11 = f12 = b

respectively. To find the values of the non-nodal points within each element, we will need to

interpolate the solution function throughout the element. Adapted from [10].

two elements may not overlap, and that neighbouring elements must share at least one node

between them or a common edge (between nodes); an example of this meshing is shown in

Figure 2.2 [10].

We can then take the nodal values of the function and and express our original function in

terms of these, with the our test function, which we can select (these test functions form the

basis of our function space); following our Poisson’s equation example, this would turn u(x, y)
into

∑N
j=1 ajϕj(x, y), with aj being some coefficients, elements of a coefficient matrix, and

ϕj(x, y) being the test functions we’ve selected as our basis. Given that we know the form

and differential/integration behaviour of the test functions ϕj , these coefficients aj can then

be evaluated using the Ritz method [72] (after converting the system of equations to matrix

form) to find the unknown nodal values not given by initial conditions or boundary condi-

tions by approximating the eigenvalues of the resulting matrix equation; this is a much simpler

(and hence quicker) solution than solving the original PDEs themselves, hence justifying the

method. However, this only allows us to evaluate nodal values at the nodes where they are
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2.2 Finite Difference and Finite Element Methods

unknown; this does not give us any information about function values between these nodal

variables. To find the function values throughout the elements, we then employ interpolation,

to evaluate the shape functions, which then allows us to express the value of our solution func-

tion at any point. To give an example of how we evaluate these shape functions, we will assume

the simplest, non-trivial type; linear interpolation. Following the formalism outlined in [10],

we will assume we are operating on our two-dimensional mesh, let us assume our solution

function is f . For element one, we will have three nodal values; f1, f2 and f3. According to

linear interpolation, the function at each nodal value must be of form f(x, y) = a + bx + cy.

Hence, we generate the following system of equations,

f1 = a+ bx1 + cy1,

f2 = a+ bx2 + cy2,

f3 = a+ bx3 + cy3,

(2.5)

which we can then summarise in matrix form,


f1

f2

f3

 =


1 x1 y1

1 x2 y2

1 x3 y3



a

b

c

 , (2.6)

we can then attempt to solve for a, b, c by inverting the central 3 × 3 matrix, yielding


1 x1 y1

1 x2 y2

1 x3 y3


−1

= 1
D


(x2y3 − y2x3) −(x1y3 − y1x3) (x1y2 − y1x2)

−(y3 − y2) y3 − y1 −(y2 − y1)
x3 − x2 −(x3 − x1) x2 − x1

 , (2.7)

with D being the determinant of the initial matrix, D = (x2y3 − x3y2) − (x1y3 − y1x3) +
(x1y2 − y1x2). We can then insert this back into the initial general form of the interpolated

function, f(x, y) = a+bx+cy, to yield a function of the form f(x, y) = ψ1f1 +ψ2f2 +ψ3f3,

where we describe the ψ functions as

ψ1 = 1
D

(
(x2y3 − y2x3) − (y3 − y2)x+ (x3 − x2) y

)
,

ψ2 = 1
D

(
− (x1y3 − y1x3) + (y3 − y1)x− (x3 − x1) y

)
,

ψ3 = 1
D

(
(x1y2 − y1x2) − (y2 − y1)x+ (x2 − x1) y

)
.

(2.8)
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These functions are called the shape functions, ψi, and have the following properties within

each element:

ψi(xi, yi) = 1,

ψj ̸=i(xi, yi) = 0,
3∑

n=1
ψn(x, y) = 1.

(2.9)

These shape functions act as weights in our interpolation function [10], allowing us to describe

our solution function at any point, completing our description of the FEM. In the following

section, we will derive the relevant system of equations we wish to solve, according to the

Phase Field model, and how these equations will be solved in MOOSE [7] using the FEM.

2.3 Phase Field Model

2.3.1 Ferromagnetic Exchange

To implement the ferromagnetic exchange, we start by stating the corresponding free energy,

Equation 1.1. MOOSE’s Phase Field module [7, 67] contains a kernel, ACInterface, which

applies the Allen-Cahn equation 1.52 to energy terms of the form κi
2 (∇mi)2, i.e.

∂mi

∂t
= −Li

δ κi
2 (∇mi)2

δmi
. (2.10)

which evaluates to

∂mi

∂t
= Liκi∇2mi. (2.11)

by using the Euler-Lagrange relation. Converting this into MOOSE formalism by transforming

it into a weak form PDE, we multiply both sides by a test function ϕi and subtract one side

from the other to leave the residual R,

∫
Ω

∂mi

∂t
ϕidV − Li

∫
Ω
κi∇2miϕidV = R. (2.12)

using the relation ∇ · (ϕi∇mi) = ∇ϕi∇mi + ϕi∇2mi and applying the divergence theorem,

we achieve
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(
∂mi

∂t
, ϕi

)
V

+ (κi∇mi, Li∇ϕi)V − ⟨Liκi∇mi · n̂, ϕi⟩S = R, (2.13)

where the brackets ⟨, ⟩S indicate a surface integral over the product of the two variables sep-

arated by the comma, which represents a boundary condition, and the brackets (, )V which

similarly represent a volume integral over the same product. Minimising the residual R whilst

evolving the magnetisation componentsmi, means that we are pushing the magnetisation com-

ponents along their respective gradients, with the end result being the minimisation of the

overall magnetisation gradient. Hence, this term will act to reduce the magnetisation gradient

throughout the sample, implementing our ferromagnetic coupling, where the exchange stiff-

ness A is equal to κi
2 . Now that we have looked at how we added the ferromagnetic coupling

to our model, we can now look to how we performed the more difficult task of implementing

the antiferromagnetic coupling.

2.3.2 Antiferromagnetic Exchange (ADImprovedAFM)

We will start by applying the Allen-Cahn Equation 1.52 to the energy density functional, Equa-

tion 1.2. We have taken the mobility L, in units of (nm)3(meV)−1s−1, to be unity for simpli-

city. J is positive for an antiferromagnet. This gives us

∂m1x

∂t
= −Jm2x (2.14)

when taking the x-component of the first magnetic sublattice as an example (the other com-

ponents, including for the second sublattice, follow). Converting this into MOOSE form, we

obtain

(
∂m1x

∂t
, ϕx

)
V

+ (Jm2x, ϕx)V = R (2.15)

where all symbols retain their previously defined meanings. For the residual to be minimised,

the magnetisation vector component of the sublattice in question will evolve to be of opposite

sign to the same magnetisation vector component on the opposite sublattice, in the absence

of other influcences such as the magnetoelastic coupling which may break perfect antiferro-

magnetic alignment. This form of antiferromagnetic coupling, when coded, gave the expected

results (in absence of other influences, magnetisation vectors of the different sublattices are

antiparallel). Our implementation waas tested and verified using the spin-flop and spin-flip

transition (see Chapter 3). Having discussed the implementations of the magnetic exchange
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types along with their FEM/MOOSE forms, we can now look at the implementations of other

magnetic phenomena such as the magnetocrystalline anisotropy and non-magnetic phenomena,

the elastic energy minimisation.

2.3.3 Magnetocrystalline Anisotropy

Here, we will discuss the types of anisotropy relevant to us, the uniaxial anisotropy and cu-

bic anisotropy, starting with the former. Substituting our equation for the uniaxial anisotropy

(Equation 1.3) in the Allen-Cahn equation (Equation 1.52), we get

∂mz

∂t
= 2KUnimz, (2.16)

and converting this to the weak form, we achieve

(
∂mz

∂t
, ϕz

)
V

− (2KUnimz, ϕz)V = R. (2.17)

It can be observed that, depending on the sign of KUni, we expect different behaviour. When

KUni > 0, to minimise the residual R, mz will evolve to be maximal along either +z or −z
(limited only by our constraint term, described in Chapter 1), as expected from information in

Chapter 1, giving an easy-axis anisotropy. Alternatively, if KUni < 0, the same logic implies

we must minimise mz to minimise R (i.e. if mz is positive, the derivative is negative and

vice-versa), giving us an easy-plane anisotropy, here on the x− y-plane. Having looked at the

uniaxial anisotropy, we can now turn our attention to the cubic anisotropy, Equation 1.4, given

that we will be looking at cubic antiferromagnets in this work (though this can be generalised

to other crystal symmetries and associated anisotropies, by altering the free energy densities

and elasticity tensor accordingly, however this will not be conducted here). Applying our now

familiar treatment to this for the mx component, we firstly achieve

∂mx

∂t
= −Lx

(
2K1mx

(
m2

y +m2
z

)
+ 2K2mxm

2
ym

2
z

)
, (2.18)

and then,(
∂mx

∂t
, ϕx

)
V

+
(

2K1mx

(
m2

y +m2
z

)
+ 2K2mxm

2
ym

2
z, Lxϕx

)
V

= R. (2.19)

Explaining the expected magnetic behaviour as a result of this kernel is more complicated than

doing so for the previously discussed kernels. To begin with, we will look at the first term of

Equation 1.4. It can be demonstrated that, for a positive K1, this would lead to energetically
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favoured easy- axis directions along the x-, y- and z- directions, i.e. the simple cubic lattice

vectors. If, instead, we assume we have a negative K1, the former easy-axis directions are now

hard-axes; the new easy-axes for this scenario are now the (1/
√

3, 1/
√

3, 1/
√

3) direction and

its associated counterpart directions from symmetry.

Having looked at the effect of this first term, it is now prudent to examine the second term

in Equation 1.4. We have expected easy directions of x, y and z, and indeed any directions

pertaining to the x − y, x − z and y − z planes, in the case of a positive K2. Conversely, for

a negative K2, the (1/
√

3, 1/
√

3, 1/
√

3) direction and its associated counterpart directions from

symmetry are the easy-axes.

Of course, to get further insight into this, we should look at both terms together. Firstly, let’s

assume that we have a positiveK1. In this scenario, we have three different regimes, depending

on the relative magnitude (and sign) ofK2 with respect toK1. The first regime occurs between

K2 = ∞ and K2 = −9∥K1∥ /4 (negative value non-inclusive), where we have the established

status quo for a positive K1. Once we reach the value of K2 = −9∥K1∥ /4, the previously

established “medium” and “hard” directions switch places. When the value of K2 = −9K1

is reached, the (1/
√

3, 1/
√

3, 1/
√

3) axis and its symmetric counterparts become the new easy

axes, the Cartesian axes become the medium axes, and the axes along the Cartesian planes

remain the new hard axes. We can now consider the case where K1 is negative, where we

once again end up with three regimes depending on the relative sign and magnitude of K2 with

respect to K1. For values of K2 from −∞ up to but not including 9∥K1∥ /4, we have that the

easy axes are those axes symmetric to (1/
√

3, 1/
√

3, 1/
√

3), the medium axes are those along the

Cartesian planes, and the hard axes are the Cartesian axes. Once the value of K2 = 9∥K1∥ /4
is reached, we have that the easy and medium axes swap places once this value is surpassed.

When the value of K2 = 9∥K1∥ is reached, where the axes symmetric to (1/
√

3, 1/
√

3, 1/
√

3)

become the hard axes and the Cartesian axes become the new medium axes. To demonstrate the

variation of easy, medium and hard axes with these anisotropy constants, a diagram is provided

(Figure 2.3). Now that we have discussed the purely magnetic terms that we will use with

MESMER, we will now move to the discussion of the elastic energy and conclude with the

description of the magnetoelastic term.

2.3.4 Elasticity

The majority of our treatment of elastic strains and stresses, particularly those arising purely

from the effect of defects or distortions in the samples crystalline structure, is conducted via
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Figure 2.3: Easy (green), medium (yellow) and hard (red) axes for regions of values of the two

cubic anisotropy constants, from an isometric perspective of the positive octant.

the Tensor Mechanics module in MOOSE. However, the “spontaneous” stress-free strains, ξ,

arising from the magnetoelastic coupling, are treated via the Phase Field module. This treat-

ment of the “spontaneous” strains via the Allen-Cahn equation 1.52 can be split into two parts;

the minimisation of the elastic energy and the magnetoelastic energy. Firstly, for the elastic en-

ergy treatment, we start by expanding the elastic energy density, Equation 1.7, for an isotropic

material (this will be assumed as an example; other material symmetries follow by analogy),

which results in

fel = C11
2 (ξ2

xx +ξ2
yy +ξ2

zz)+C12(ξxxξyy +ξxxξzz +ξyyξzz)+2C44(ξ2
xy +ξ2

xz +ξ2
yz). (2.20)

Taking the xx component of the (“spontaneous”) strain, ξxx, as an example of the diagonal

components, we can use the Allen-Cahn Equation 1.52 and convert into MOOSE form, result-

ing in

(
∂ξxx

∂t
, ψi

)
V

+
(
C11ξxx + C12

(
ξyy + ξzz

)
, Lψi

)
V

= R, (2.21)

and performing the same on an example of the cross components, ξxy, we also achieve
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(
∂ξxy

∂t
, ψi

)
V

+
(
4C44ξxy, Lψi

)
V = R. (2.22)

Now that we have looked at the PDEs we will have to solve to minimise the elastic energy, we

can now finally look at the magnetoelastic coupling, which will use these spontaneous strains

also.

2.3.5 Magnetoelasticity

Using the magnetoelastic energy density, Equation 1.19, we can look at the PDEs that are

derived from this that will be solved using MOOSE. Firstly, we can look at the PDEs relating

to the magnetisation. Taking the x-component of magnetisation, we achieve the MOOSE form

of

(
∂mx

∂t
, ψi

)
V

−
(
(C11 − C12)λ100mxϵxx + 2C44λ111

(
myϵxy +mzϵxz

)
, 3Lψi

)
V

= R,

(2.23)

where ϵ is the total strain tensor, ϵ = ζ + ξ. Secondly, we can follow the same logic for the

spontaneous strain tensor components,

(
∂ξxx

∂t
, ψi

)
V

−
(

(C11 − C12)λ100m
2
x,

3
2Lψi

)
V

= R. (2.24)

This concludes the discussion on the PDEs we will solve using the FEM. We will now move to

discussing how the elastic strain tensor components, used in the magnetoelastic coupling, are

derived in MESMER, in the case of an Eschelby Inclusion defect.

2.4 Defect Modelling

To model the Eshelby Inclusion defects discussed in Chapter 1, we will make use of the Tensor

Mechanics module in the MOOSE framework.

ζ̂ = pζ̂Eigen (2.25)

where p is the pre-factor, and ζEigen is the eigenstrain base tensor that we will supply in the

input file. The eigenstrain tensor ζEigen we supplied consisted only of the volumetric terms

applicable to the dimensionality of the mesh, i.e.
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2.4 Defect Modelling

ζ̂Eigen =



ζEigen,xx

ζEigen,yy

ζEigen,zz

0
0
0


(2.26)

for a three-dimensional mesh, where the zero terms are the off-diagonal components, ζEigen,xy,

ζEigen,xz and ζEigen,yz . The pre-factor we applied was of the form p = kc2, where k is a di-

mensionless constant, which is the percentage the defect would expand along any of the axial

directions if the surrounding material was not present, and c is the concentration of defective

material in that element. On a pragmatic level, the c variable acts as a flag, so that the eigen-

strain is only present where inclusion defects are present, and this is squared to ensure a quick

drop off in the interpolation with surrounding material such that it is not counted as defect-

ive. The Tensor Mechanics module then calculates the strain configuration in the surrounding

material so as to accommodate the defective material, according to the Eshelby formalism dis-

cussed in Chapter 1. To give an example in 2D, if we assume that we would have a 5% expan-

sion in the defective material outside of the surrounding material, such that p = 0.05, and that

we a have a 10nm × 10nm defect in the centre of a 100nm × 100nm sample with Poisson’s

ratio ν = 0.3, we achieve the strain configuration shown in Figure 2.4, where the eigenstrain

is observable in the centre of the strain component diagrams. By adjusting c throughout the

sample, we are able to implement multiple defects in a variety of geometrical configurations.

Additionally, by adding a sign variable s to our pre-factor p, such that p = skc2, we can

implement defects which have the opposite polarity, i.e. the defect material seeks to contract

rather than expand. An example of this kind of configuration is shown in Figure 2.5; the strain

structure shown appears to have a dipolar characteristic, which may lead to interesting mag-

netisation configurations through the magnetoelastic coupling, which we will explore in a later

chapter.
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2.4 Defect Modelling

(a) Defect concentration c (b) xx-component of strain, ζxx

(c) xy-component of strain, ζxy (d) yy-component of strain, ζyy

Figure 2.4: An example of an Eshelby inclusion defect, as implemented in our simulations.

The defect concentration c, in Figure 2.4a, is directly related to the eigenstrain, observable in

the centre in Figures 2.4b and 2.4d.
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2.4 Defect Modelling

(a) Defect concentration c (b) xx-component of strain, ζxx

(c) xy-component of strain, ζxy (d) yy-component of strain, ζyy

Figure 2.5: Example of an inverted defect configuration, where the top-right defect is inverted

(the sign variable s is set to -1) and the bottom-left defect is not inverted (the sign variable s is

set to 1).

51



2.4 Defect Modelling

Summary

• The finite difference method is described, and a simple example using the heat

equation is given.

• We discuss the finite element method, which will be used extensively in this work.

In particular, we examine closely the mechanics of meshing and interpolating over

individual elements.

• Implementation of the phenomena described Chapter 1 in our phase field model

is detailed. We outline this process for each term, where we go from the initial

free energy density to the final form of the resulting partial differential equation.

• We demonstrate how we use our model to implement Eschelby inclusions, along

with the calculation of their associated strain fields. We further provide diagrams

to illustrate the calculated strain fields, along with the defect locations and geo-

metries.
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CHAPTER 3

Verification of MESMER
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3.1 Using Domain Wall Width Analysis to Verify Exchange and Anisotropy
Implementation

In the previous chapter we described how we implemented various phenomena in our model,

including the magnetocrystalline anisotropy and the antiferromagnetic exchange. However,

before we proceed further with our analysis, it is important to verify that these implementations

produce the correct results. We resolved to do this by testing our model against analytic results

and doing a detailed comparison. In this chapter, we will describe how we used a domain wall

width analysis and the spin-flop and spin-flip transitions to test and verify our implementation

of the magnetocrystalline anisotropy, the ferromagnetic exchange and the antiferromagnetic

exchange in our model.

3.1 Using Domain Wall Width Analysis to Verify Exchange and
Anisotropy Implementation

In a co-linear cubic antiferromagnet like NiO, there are two components of exchange; the

ferromagnetic-like intralattice exchange, and the antiferromagnetic interlattice exchange. Be-

fore encoding the antiferromagnetic exchange, it was prudent to look at the implementation of

the ferromagnetic coupling first, as this would be important to the model as a whole and would

inform the implementation of the antiferromagnetic coupling at a later time. We decided to use

the ACInterface kernel to implement the ferromagnetic coupling (see Subsection 2.3.1). This,

together with the AllenCahn kernel itself (with the associated free energy densities applicable)

needed to be verified to be giving the correct results before moving on to magnetoelasticity and

antiferromagnetism. The way we sought to do this was by performing a simple domain wall

analysis.

The reasoning behind the selection of a domain wall analysis as the verification for these fea-

tures was that the domain wall width δ (in units of nm) has an analytical form directly related

to the exchange stiffness constant A (in units of meV(nm)−1) and the first order anisotropy

coefficient K (in units of meV(nm)−3),

δ = π

√
A

K
, (3.1)

and by evolving an appropriate scenario using our phase field model, we can fit the magnet-

isation profile along the magnet (using an appropriate axis) to extract the domain wall width

δ, which can then be compared to the analytical value to verify our implementation of the fer-

romagnetic coupling, uniaxial anisotropy and the magnetisation vector normalisation. We will

go on to discuss the initial conditions of the system we wish to model, the mechanics that will
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3.1 Using Domain Wall Width Analysis to Verify Exchange and Anisotropy
Implementation

be active in our model, and the results obtained as well as their interpretation.

The system we wished to simulate was set up as follows. A mesh of uniform rectangular ele-

ments was created for a long, thin bar magnet, with unit micrometre length in the x-direction,

and a square-cross section in the y− z-plane of dimensions 10nm by 10nm. The initial condi-

tions of the magnetisation components were

mx = 0,my =
(

cosh π (x− 500)
δseed

)−1

,mz = tanh π (x− 500)
δseed

, (3.2)

respectively, where x is the x-coordinate of that given element (in nm), and seed is our initial

value of the initial domain wall (in order for the test to be useful, this has to be sufficiently

different to the expected final value of the domain wall). It can be easily proven that this initial

condition satisfies our unit length magnetisation requirement. For this simulation, we included

free energy density terms for the uniaxial anisotropy (Equation 3.8), ferromagnetic exchange

(Equation 3.5) and the unit length magnetisation constraint (Equation 1.62). Additionally, Di-

richlet boundary conditions (DirichletBC in MOOSE) were applied at the ends of the magnet

along the x-direction to constrain the magnetisation, so as to keep the domain wall stable. This

constraint sets the magnetisation vector (anti-)parallel to the z-axis at the face furthest along the

x-axis in the (negative) positive direction. Our focus then turned to the selection of appropriate

parameters. For this simulation, we selected the exchange stiffness coefficient A and the first

order anisotropy constantK1 to be comparable with the observed values for iron (Fe) [73] [74].

These values are A = 125meV (nm)−1, K1 = 0.3meV (nm)−3, and we use a constraint coef-

ficient of λ = 1000meV (nm)−3. Using the first two of these values together with Equation

3.1, we can calculate that the steady-state domain wall width δ is 64.13nm. Knowing this, we

selected the “seed” value of the domain wall width δseed to be 40nm, so as to give a meaningful

test for the situation, to allow it to relax to the correct steady-state domain wall width value.

The system was then allowed to evolve under this setup, and the domain wall was visually

observed to expand under this regime, giving a steady-state magnetisation profile such as that

shown in Figure 3.1. After the simulation successfully converged, the variable data was extrac-

ted. This variable data was then processed using a Python fitting script, to extract the domain

wall width δ, the height h (dimensionless) of the magnetisation profile and the centreC (in nm)

from the magnetisation profile, an example of which can be seen in Figure 3.2. The equations

fitted are outlined in Equation 3.3,
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3.1 Using Domain Wall Width Analysis to Verify Exchange and Anisotropy
Implementation

(a) Diagram showing the magnetisation vector throughout a truncated section of the bar magnet. The

area highlighted by the red rectangle is shown in further detail in Fig. 3.1b. The ends of the magnet

are pinned, by boundary conditions, to be aligned along opposite directions along the z-axis, and the

domain wall can be clearly observed in the centre.

(b) The section highlighted by the red rectangle in Fig. 3.1a. The domain wall is initially implanted to

be of width δ = 40nm, and is allowed to relax, and by extracting the magnetisation profile we can get

the steady-state (shown here in Fig. 3.1) domain wall width, which can be compared to the analytical

value.

Figure 3.1: Steady-state solution of our domain wall simulation, which we can use to verify

the implementation of ferromagnetic coupling, uniaxial anisotropy and the unit magnetisation

vector constraint by fitting the magnetisation profile.

mx = 0 · x,my = h ·
(

cosh π (x− c)
δ

)−1

,mz = h · tanh π (x− c)
δ

, (3.3)

where h is the height of the domain wall profile (i.e. the magnetisation magnitude, which

should be 1 here), c is the centre of the domain wall profile, and δ is the domain wall width.

The values for the domain wall width δ were then plotted against the simulation time. If our

model is functional, and the free energy terms used correct, then as the simulation progresses,

it would be expected that the fitted domain wall width would converge towards the analytically

expected domain wall width value. This was indeed the case and can be observed in Figure

3.3, showing that our model, and the free energy density terms used in it, are accurate, and this

sets the basis for our further use of the model. We then sought to implement and verify other

features, the antiferromagnetic exchange and magnetoelastic coupling.
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3.1 Using Domain Wall Width Analysis to Verify Exchange and Anisotropy
Implementation

Figure 3.2: An example of the fitting profiles used to ascertain the domain wall width δ. The

value of 64.13, in units of nm, is the exact domain wall width; the value we obtain by fitting

is 64.17 in the same units, which is a convincing match, verifying our implementation of the

magnetocrystalline anisotropy and the ferromagnetic exchange in our model. The domain wall

is centered at x = 500nm and has a magnitude of 1.
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Figure 3.3: Graph of domain wall width δ (in nm) versus time (in arbitrary units), showing

the convergence of the model towards the correct analytic result. This result verifies that the

exchange interaction, the uniaxial anisotropy and the magnetisation vector normalisation are

working correctly. The values used in this plot were obtained from the fitting profiles, an

example of which can be observed in Fig. 3.2.
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3.2 Using the Spin-Flop and Spin-Flip Transition to Verify the An-
tiferromagnetic Exchange

Despite the high resistance antiferromagnets have to magnetic fields, if an applied magnetic

field is sufficiently strong, it may affect the antiferromagnetic ordering of the material. Spe-

cifically, at two critical field strengths, the following will occur: at the first critical field strength,

the Néel vector will align itself to be perpendicular to the applied field direction (the spin-flop

transition), and at the second critical field strength, the antiferromagnetic ordering breaks down

completely i.e. the Néel vector drops to magnitude zero as the magnetisation vectors of the two

sublattices align along the field direction (the spin-flip transition). These critical field strengths

can be found analytically, and by comparing these analytical values to numerical values ob-

tained from our simulation of this situation, we can verify that our antiferomagnetic coupling,

as implemented here (using ADImprovedAFM), is accurate.

For the spin-flip point analytical calculation, we will follow the scheme given by [75]. We will

start by defining the exchange magnetic induction, BE, as being

BE = −∂UE
∂M , (3.4)

where

fE = Jm1 · m2. (3.5)

Combining Eq. 3.4 and Eq. 3.5, we get that BE is given by

BE = −Jm2
Ms

. (3.6)

Using our values of the exchange constant J and saturation magnetisationMs of 2.00·107Jm−3

and 8.60 · 105Am−1, this gives us a value of 23.3T for BE. We can now use a similar strategy

for the anisotropy magnetic flux density BA, where

BA = −∂UA
∂M , (3.7)

UA = K1
(
1 − (z · m)2

)
= K1

(
1 −m2

z

)
, (3.8)

and, therefore,

BA = 2K1mz

Ms
. (3.9)

Inserting our value of the first order anisotropy constant K1 of 4.81 · 104Jm−3 and using the

saturation magnetisation from the previous calculation, we achieve a value of 1.12 · 10−1T for
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the anisotropy magnetic flux density.

Now that we have the values for the exchange and anisotropy magnetic flux densities, we can

calculate the critical flux densities for the spin-flop and spin-flip critical points. Using formulae

from [75], we get that the magnitude of the spin-flop and spin-flip fields are, respectively,

BFlop =
√

2 (BE · BA) (3.10)

and

BFlip = 2∥BE∥ . (3.11)

Inputting our obtained flux densities from earlier, we obtain values of BFlop = 2.28T and

BFlip = 46.5T. These can now be used to compare with the values obtained from our simula-

tions.

Firstly, we will look at the spin-flop transition. We will firstly start in the (highly unstable)

initial configuration where the first sublattice magnetisation vector is pointing parallel to the

z-axis and the second sublattice magnetisation vector is pointing parallel to the x-axis. We add

the antiferromagnetic coupling term and uniaxial anisotropy term (along z, first order aniso-

tropy constant K1 = 4.81 · 104Jm−3, along with the magnetisation length constraint. We then

added an applied field term (Zeeman term), with the magnetic flux density being applied along

the z-axis with magnitude∥B∥ = 2T. This system was then allowed to relax under the phase

field model, then the magnitude of the applied magnetic flux density was increased in incre-

ments of 0.1T and the simulation repeated until∥B∥ = 3T was reached. The separation angle

along the x-axis, ϕ, was then obtained from the simulation by comparing the x-component of

magnetisation of the two sublattices. The results were then tabulated and graphed as shown in

Fig. 3.4a, where the analytic spin-flop induction is shown. Finite size effects were considered,

but the relative error magnitudes involved were insignificant (sub-1%) and the transition value

is the only value of interest to us rather than the absolute values of the angles, so we did not

include these in the diagram. The cliff-edge in the data points coincides with the analytic spin-

flop point, which confirms that our antiferromagnetic coupling is working correctly.

We can now look to the spin-flip transition point. Taking the same initial conditions from be-

fore and ramping up the applied magnetic flux density from 40T to 50T, we can determine the

spin-flip point in our model by examining the interval in which the separation angle between

the magnetisation vectors of the first and second sublattices drops to zero. The results of this

process can be seen in Figure 3.4b. The interval in which the separation angle drops to zero is

the region between 46T and 47T, which when compared to the analytically calculated value
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of 46.5T, is entirely consistent with theory, and when combined with our earlier spin-flop ana-

lysis, verifies that our antiferromagnetic coupling is working correctly, and can now be used in

combination with the other components to our model. Like the spin-flop case, we considered

finite size effects, but found that these were a small source of error and did not hinder the

finding of the transition point, so these errors were not included in the graph.

Summary

• We use a simulation, including a ferromagnetic exchange and a uniaxial aniso-

tropy, to measure the width of the resulting domain wall. Given that we can find

the width of the domain wall analytically, we used this to verify both the ferro-

magnetic coupling and the uniaxial anisotropy implementation in our model. The

analytic and numerical results compared well, justifying our implementation.

• The strength of applied magnetic field necessary to effect the spin-flop and spin-

flip transitions in an antiferromagnet are analytically calculable. Hence, we ran

simulations where we applied an increasingly strong magnetic field to an anti-

ferromagnet, to find the spin-flip and spin-flop points. The spin-flop and spin-

flip points found in the simulations compared favourably to the analytic values,

demonstrating the accuracy of our implementation of the antiferromagnetic coup-

ling.
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(a) Graph of separation angle (here along the x-axis) between magnetisation vectors of the two magnetic

sublattices vs the magnetic induction applied to the antiferromagnet.
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(b) Graph of separation angle (here along the z-axis) between magnetisation vectors of the two magnetic

sublattices vs the magnetic induction applied to the antiferromagnet.

Figure 3.4: Graphs showing magnetisation vectors of the two magnetic sublattices vs the mag-

netic induction applied to the antiferromagnet for different ranges of applied magnetic induc-

tion. The analytic flop/flip points are illustrated on Fig. 3.4a/3.4b respectively with blue dotted

lines. The results obtained from our simulation match very well with the analytic results, which

is particularly obvious in the spin flop case. This verifies that antiferromagnetic coupling is

working correctly.
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CHAPTER 4

Nucleation of Magnetic Domains in

Antiferromagnets by the Magnetoelastic

Coupling
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4.1 Nucleation of Magnetic Domains in Antiferromagnets by the Magnetoelastic
Coupling

Term Equation Parameter Values

Intra-lattice Exchange Equation 1.1 A = 3.97017 meV(nm)−1

Inter-lattice Exchange Equation 1.2 J = 57.61979 meV(nm)−3

Cubic Anisotropy Equation 1.4 K1 = 0.24532 meV(nm)−3,

K2 = 0.12266 meV(nm)−3

Magnetisation Constraint Equation 1.62 λ = 1.00 · 105meV(nm)−3

Table 4.1: Terms used in the simulation of an antiferromagnet without magnetoelastic coupling,

together with the relevant equations and parameter values.

4.1 Nucleation of Magnetic Domains in Antiferromagnets by the
Magnetoelastic Coupling

Using the Eshelby Inclusion, discussed in the Background Information chapter, we can pro-

duce a strain field in our material, which is analytically verifiable. These inclusion defects,

which are regions of defective material (as opposed to point defects), can arise naturally in a

material, such as precipitates like in Fe-Cr alloys [76], or as a result, intentional or otherwise,

of processes which alter the structure of the sample, such as ion implantation [77]. This strain

field will elicit a magnetic effect due to the magnetoelastic coupling, particularly if the mag-

netoelastic coupling is strong in the material. We will investigate this effect in this chapter for

antiferromagnetic materials, using it to nucleate magnetic domains, and investigating how it

alters prexisting domain structures (i.e. an implanted magnetic domain wall), as well as how

the alteration of important parameters affects both of the former.

4.1.1 Antiferromagnet without Magnetoelastic Coupling - 2D

In order for us to accurately assess the effect of the magnetoelastic coupling on our two di-

mensional antiferromagnet, we should first look at the result of a simulation where the mag-

netoelastic coupling is not present. This simulation included the following terms, shown in

tabular format in Table 4.1.

We initialise the magnetisation vectors of the sublattices along the (0.8, 0.6, 0) direction for

the first sublattice and the (−0.8,−0.6, 0) direction for the second sublattice. This is to avoid

being in an unstable equilibrium with respect to the magnetocrystalline anisotropy; other than

this, this selection is arbitrary. The result of this simulation, for a 100nm × 100nm sample, is
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4.1 Nucleation of Magnetic Domains in Antiferromagnets by the Magnetoelastic
Coupling

Figure 4.1: Néel vector profile for a 2D antiferromagnet simulation, where the magnetelastic

coupling is not present.

shown in Figure 4.1. We get that the Néel vector aligns along the x-axis as a result of the cubic

anisotropy, as the x-axis is the closest easy axis to the initial condition. Now that we have the

results of the simulation with no magnetoelastic coupling, we can examine the effect of adding

an inclusion defect, together with the magnetoelastic coupling, has on the magnetic structure

of the antiferromagnet.

4.1.2 Domain Nucleation by a Single Defect with Magnetoelastic Coupling

We implant a defect (10nm × 10nm) in size, which would seek to expand up to 5% of its

original dimensions in the absence of the surrounding material) in the centre of our sample,

as shown in Chapter 2. Using [78], we select the values of the Young’s modulus and Pois-

son’s ratio as 1.58 · 1011Jm−3 and 0.38 respectively, values consistent with NiO [78]. We use

NiO here as it is an archetypal collinear cubic antiferromagnet; generalisation to other crystal

types is possible by modifying the elasticity tensor, however to generalise this to non-collinear

antiferromagnets is not possible in our model, due to the manner in which we implemented

the antiferromagnetic coupling (i.e. by coupled sublattices). We then add, in addition to the

terms outlined in the previous subsection, the magnetoelastic coupling and the elastic energy

minimisation (relevant to the spontaneous strain), with initial magnetostriction coefficients of

λ100 = −5.71 · 10−5 and λ111 = −2.86 · 10−5. We run the simulation until we reach a point

where the total residual changes by less than 10−6% between steps, the value of our steady

state tolerance parameter. We then vary λ100, in increments of (2.86 · 10−6, 5% of the original

value) from λ100 = 1.43 · 10−5 to λ100 = 1.14 · 10−4, whilst keeping λ111 constant at its

original value, rerunning the simulation for each increment.

64



4.1 Nucleation of Magnetic Domains in Antiferromagnets by the Magnetoelastic
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For the weakest λ100, we observe the Néel vector profile given in Figure 4.2. Here, we only see

a small divergence from the pattern observed where no defect and magnetoelastic coupling is

present (Figure 4.1). The magnetoelastic coupling combined with the defect only acts as a per-

turbation to the surrounding magnetic structure; the perturbation is insufficient to be stabilised

by the magnetocrystalline anisotropy to create domains along the y-direction. Additionally,

note that the pattern here has its maximum extent along the (1, 1, 0), (−1, 1, 0), (−1,−1, 0)
and (1,−1, 0) directions, a result of the λ111 term becoming larger than the λ100 term.

For the strongest λ100, we obtain the Néel vector profile observed in Figure 4.3. Here, we ob-

tain an hourglass-shaped domain profile, with two large magnetic domains with Néel vectors

along the y-direction emanating from the centre (where the defect is present) towards the top

and bottom sides of the sample. Given that there is no other reason that these domains should be

forming other than the magnetoelastic coupling, this is clear evidence of domain nucleation by

the effect of the magnetoelastic coupling. To examine the effect that varying both of the mag-

netostriction coefficients has on the domain formation, we will perform two parameter sweeps

(as outlined previously). To give a quantitative description of the extent of the domains, we

will calculate the total area of material which contains magnetic domains along the y-direction

for each simulation, then we will plot this against the relevant magnetostriction coefficient for

that simulation. The way we will measure the domain area is by setting a threshold for the

y-component of the Néel vector, after which it is considered to be belonging to the y-domain.

The minimum requirement for this threshold would be that the normalised vector has to have

a larger magnitude y-component than the other components, i.e.
∣∣ny

∣∣ > |nx| and
∣∣ny

∣∣ > |nz|.
Since all of the Néel vectors remain in the x − y plane, we need only concern ourselves here

with the former. This essentially gives us a minimum condition for the threshold of 1/
√

2. For

our purposes, we select a threshold of
∣∣ny

∣∣ ≥ 0.8, after which this cell is considered to be part

of the y-domain. To give an estimate in the error, we will also select thresholds of
∣∣ny

∣∣ ≥ 0.85
(lower bound) and

∣∣ny

∣∣ ≥ 0.75 (upper bound). Using Paraview [4], we then select the cells

which fulfil this criteria, note the number of these cells, and multiply by the area per cell to find

the total domain area.

We plot these values as shown in Figure 4.5. From this plot, we can notice multiple trends.

Firstly, from the λ100 data, we have two critical points; the first, which we will call λn, occurs

when nucleation of magnetic domains begins. The second, which we will call λc, occurs when

the size of the domains skyrockets. After this point, the size of the domains steadily increases

with increasing λ100. Secondly, we have that altering the λ111 coefficient does not significantly
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Figure 4.2: Néel vector profile of the 2D antiferromagnet with an inclusion defect located in

the centre of the material and a magnetoelastic coupling is present, where we have a weaker

λ100 term. The defect location is highlighted with a white outline.

alter the area of the domains. However, we observe from Figures 4.2 and 4.4, that whilst the

primary domain behaviour is dictated by the λ100 term, if the λ111 is sufficiently strong it can

rotate the orientation of the domains created. After demonstrating this, it was prudent to exam-

ine how breaking the centrosymmetry of the strain structure changes the shape of the domains

and the ease of which they are nucleated. We will first do this by changing the position of the

defect, to be closer to one of the edges, then by changing the geometry to the central defect

such that the centrosymmetry of the strain is removed.

Domain Nucleation by a Single Defect Located at the Sample’s Edge

We shifted the location of the single defect to be near the edge of the sample to remove the

centrosymmetry of the strain, in this case we select the top-right edge (selected arbitrarily; the

case for the other edges follows by symmetry). We expect that, by removing the centrosym-

metry of the strain, this will make it easier to nucleate domains, requiring less magnetoelastic

coupling strength. We then repeat the parameter sweep we conducted previously for the λ100

magnetostriction coefficient. Plotting this along with the previous case of a central defect, we

get the plot shown in Figure 4.8. Firstly, we note that we do not appear to have a λc value for

the offset defect curve, and the domains created are thus an order of magnitude smaller than

the case for the central defect at all data points taken. Secondly, we have that the two values of

λn are not inconsistent with each other. That is to say that having the defect present near the

edge of the sample does not significantly make it easier to nucleate magnetic domains using
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Figure 4.3: Néel vector profile of the 2D antiferromagnet with an inclusion defect located in

the centre of the material and a magnetoelastic coupling is present, where we have a very strong

λ100 term. The defect location is highlighted with a white outline.

Figure 4.4: Néel vector profile of the 2D antiferromagnet with an inclusion defect located in

the centre of the material and a magnetoelastic coupling is present, where we have a very strong

λ111 term. The defect location is highlighted with a white outline.
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Figure 4.5: Graph of domain area versus both of the magnetostriction coefficients.

the magnetoelastic coupling, contrary to what we initially speculated. We will instead try to

investigate if breaking the centrosymmetry by another method (by changing the geometry of

the central defect) will make domain nucleation easier.

Domain Nucleation by a Single Rectangular Defect

To examine the effect changing the geometry of the central defect has on the nucleated domain

structure, we will change the dimensions of the central defect from a square 10nm × 10nm to

the rectangular 25nm × 4nm. We then re-run the parameter sweep of the λ100 coefficient. The

results of this sweep are depicted in graph form in Figure 4.11, with the Néel vector profiles

output for the case of a rectangular defect shown in Figures 4.10 and 4.9 for a strong and weak

magnetoelastic coupling respectively. From Figure 4.11, we can observe that we achieve a

lower value of λn, hence it is easier to nucleate a magnetic domain with a rectangular defect,

with respect to the magnetoelastic coupling strength required. The value of λc has also substan-

tially decreased, showing large domain nucleation is easier with a rectangular defect compared

to a square defect. Larger domains may also be achieved, as evidenced by the increase in

maximal domain area achieved. These considerations, combined with the significant change

in shape of the domains (evidenced by comparing Figure 4.10 with Figure 4.9), show that the
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Figure 4.6: Néel vector profile for the offset defect case, where the defect is located at the

top-right, where we have a very strong λ100 term. The defect location is highlighted with a

white outline.

Figure 4.7: Néel vector profile for the offset defect case, where the defect is located at the

top-right, where we have a weaker λ100 term. The defect location is highlighted with a white

outline.
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Figure 4.8: Graph of domain area versus the λ100 magnetostriction coefficient, for the case of

a defect located at the centre of the material and the case of a defect located near the top-right

of the material.

geometry of the defect can have major implications on the resultant domain formation. Another

potentially important consideration is the defect’s size; whether altering the size of the defect

affects how easily they are nucleated (with respect to the magnetoelastic coupling strength) and

the shape of the domains created, which we will examine in the following subsection.

Domain Nucleation by a Smaller Single Defect

We can also look at how the size of the central defects affects the magnetostriction necessary to

nucleate the domains, and if they are able to reach the same extent as previous. We change the

size of the central defect from 10nm×10nm to 8nm×8nm and 6nm×6nm separately. We then

again re-run the parameter sweep of the λ100 coefficient. We plot these results, shown in Figure

4.12. From this, we can observe that, for the 6nm × 6nm defect case, we have a significant in-

crease in the values for λn, hence a large increase in the strength of magnetostriction necessary

to nucleate domains. The 8nm × 8nm case has the same approximate critical values, however

the domain area of the nucleated domains is smaller for each λ100 value when compared to the

10nm×10nm. This variance of the defect size with the magnetostriction coefficients necessary
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Figure 4.9: Néel vector profile result from the simulation where we have a single rectangular

defect in the centre, where we have magnetoelastic coupling with a weak λ100 term. The defect

location is highlighted with a white outline.

Figure 4.10: Néel vector profile result from the simulation where we have a single rectangular

defect in the centre, where we have magnetoelastic coupling with a strong λ100 term. The

defect location is highlighted with a white outline.
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Figure 4.11: Graph of the domain area versus λ100 for the original square defect and for a

rectangular defect.

to nucleate a domain and/or the size of the domains nucleated, combined with the fact we can

impose defects and hence dictate the size of the defects, gives a potential pathway to measuring

the magnetostriction λ100 coefficient, though this would require further investigation to exploit

successfully. Given that we have conclusively proven that a single inclusion defect has when

combined with a magnetoelastic coupling can nucleate magnetic domains in antiferromagnets,

it would be interesting to see how multiple magnetic domains interact when created in this way,

and how it would relate to the underlying strain structure. To this end, we implemented this in

our software package, and recorded the results in the following.

4.1.3 Interaction of Domains Nucleated by Two or More Defects

To examine how domains created by defects in antiferromagnets interact with each other, we

will vary the type of defects interacting (defects which would seek to expand or contract if

surrounding material was not present; we will refer to these in shorthand by tensile and com-

pressive defects respectively) aswell as the distance they are separated by. We will start this

analysis by considering two tensile defects.
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Figure 4.12: λ100 parameter sweep for a 10nm × 10nm defect, a 8nm × 8nm defect and a

6nm × 6nm defect, all located at the centre of the material.

Interaction of Domains Created by Two Separate Tensile Defects

We select a rectangular sample for our analysis, of dimensions 125nm × 40nm, and select a

uniform mesh of 50 × 16 cells, for cells of uniform area of 6.25 square nanometres. We then

implant two defects at a distance from each other (measured from defect centres), and vary this

between simulations, from 10nm to 100nm, in increments of 5nm. We include the intra- and

inter-lattice exchanges (Equations 1.1 and respectively 1.2), cubic anisotropy (Equation 1.4),

and elastic energy minimisation (Equation 2.20) as before, with the same parameter values,

aswell as the magnetoelastic coupling (Equation 1.19). We conduct two separate runs of simu-

lations for comparison, one with λ100 = −5.71 · 10−5 and the other with λ100 = −1.14 · 10−4.

The areas of the domains are calculated by setting a threshold value for the y-component of the

Néel vector, then calculating the total area of the cells within this threshold; this will give us an

idea of the degree to which the domains are interacting. The results of this are plotted in Figure

4.17, together with the values of the domain areas of two non-interacting domains (obtained by

finding the domain area nucleated by a single central defect, then doubling it). The domains

created appear to interact weakly; the domains, when very close (10nm − 35nm), combine to

form two distinct domains at the top and bottom (observable in Figure 4.13).
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(a) Néel vector profile for the case of two tensile

defects, for a separation distance of 20nm.

(b) Hydrostatic pressure for the case of two tensile

defects, for a separation distance of 20nm.

Figure 4.13: Néel vector profile and hydrostatic pressure values for the case of two tensile

defects, for a separation distance of 20nm. The defect locations are highlighted with a white

outline.

(a) Néel vector profile for the case of two tensile

defects, for a separation distance of 10nm.

(b) Hydrostatic pressure for the case of two tensile

defects, for a separation distance of 10nm.

Figure 4.14: Néel vector profile and hydrostatic pressure values for the case of two tensile

defects, for a separation distance of 10nm. The defect locations are highlighted with a white

outline.

This as opposed to four distinct domains for the non-interacting defect case; initially, this is

likely due to direct overlap of domains (hence the perceivable reduction in domain area at

around 10nm separation, shown in Figure 4.14).

Then, the strain field caused by both defects expands the width of the domains to the point

where the neighbouring domains along the x-direction combine to form one larger domain,

giving a larger total domain area. Above this separation distance, from around 40nm to 85nm
the domains act, to a large degree, independently; there is little interaction between them, as

seen in Figure 4.15.

Once we reach a separation distance of 90nm and above, we start to observe edge effects, as

the defects are sufficiently close to the edge that we observe truncation in the domains formed,
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(a) Néel vector profile for the case of two tensile

defects, for a separation distance of 60nm.

(b) Hydrostatic pressure for the case of two tensile

defects, for a separation distance of 60nm.

Figure 4.15: Néel vector profile and hydrostatic pressure values for the case of two tensile

defects, for a separation distance of 60nm. The defect locations are highlighted with a white

outline.

(a) Néel vector profile for the case of two tensile

defects, for a separation distance of 95nm.

(b) Hydrostatic pressure for the case of two tensile

defects, for a separation distance of 95nm.

Figure 4.16: Néel vector profile and hydrostatic pressure values for the case of two tensile

defects, for a separation distance of 95nm. The defect locations are highlighted with a white

outline.

giving a reduced total domain area, like in Figure 4.16.

We observe similar behaviour for the case where the λ100 coefficient is doubled. Given that we

observed that a compressive defect leads to domain “lobes” along the x-direction, we expect

that we will observe increased interaction between domains caused by these defects, so we will

investigate this in the following.

Interaction of Domains Created by Two Separate Compressive Defects

We then conducted the same analysis as outlined previously for the case of two compressive

defects. We can define certain regions of interest in the plot in Figure 4.22, as we did for the

previous case, beginning with the case of the initial value of λ100. Firstly, we from 10nm −
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Figure 4.17: Plot of domain area versus the separation distance of the two tensile defects, for

two different values of λ100. The error bars are given by varying the threshold by which we

verify if a domain is present. The horizontal bars are given by the expected domain area of two

non-interacting defects; the red bar represents the domain area of two non-interacting defects

for the original value of λ100, and the green bar represents the same for the doubled value of

λ100.
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(a) Néel vector profile for the case of two com-

pressive defects, for a separation distance of 10nm.

(b) Hydrostatic pressure for the case of two com-

pressive defects, for a separation distance of 10nm.

Figure 4.18: Néel vector profile and hydrostatic pressure values for the case of two compressive

defects, for a separation distance of 10nm. The defect locations are highlighted with a black

outline.

(a) Néel vector profile for the case of two com-

pressive defects, for a separation distance of 35nm.

(b) Hydrostatic pressure for the case of two com-

pressive defects, for a separation distance of 35nm.

Figure 4.19: Néel vector profile and hydrostatic pressure values for the case of two compressive

defects, for a separation distance of 35nm. The defect locations are highlighted with a black

outline.

15nm we have the domains interacting by neutralising the lobes nearest to each other, forming

a single dual-lobed domain structure reminiscent of a domain expected by a single larger defect,

like in Figure 4.18.

Moving further apart, from 20nm − 50nm these nearest-lobes instead interfere constructively,

forming a tri-lobe structure, with the central lobe eventually becoming large enough to com-

pensate and more for the loss of the previous two individual lobes, shown in Figure 4.19.

Then, from 55nm − 60nm, the domains become near non-interacting, with domain areas only

slightly above non-interacting values, like in Figure 4.20.

Finally, from 65nm onwards, we start to observe increased edge effects, initially aiding domain

nucleation but as material becomes more scarce at one side of both defects, we see a decrease

77



4.1 Nucleation of Magnetic Domains in Antiferromagnets by the Magnetoelastic
Coupling

(a) Néel vector profile for the case of two com-

pressive defects, for a separation distance of 55nm.

(b) Hydrostatic pressure for the case of two com-

pressive defects, for a separation distance of 55nm.

Figure 4.20: Néel vector profile and hydrostatic pressure values for the case of two compressive

defects, for a separation distance of 55nm. The defect locations are highlighted with a black

outline.

(a) Néel vector profile for the case of two com-

pressive defects, for a separation distance of 80nm.

(b) Hydrostatic pressure for the case of two com-

pressive defects, for a separation distance of 80nm.

Figure 4.21: Néel vector profile and hydrostatic pressure values for the case of two compressive

defects, for a separation distance of 80nm. The defect locations are highlighted with a black

outline.

in overall domain area, such as in Figure 4.21.

As opposed to the previous analysis with two tensile defects, here we observe significantly

different behaviour for an increased value of the λ100. Instead of the domains becoming near

non-interacting around the separation distance of 60nm, we get a massive shift in the domain

structure, with the y-domains expanding to take up more than a third of the whole sample,

as observed in Figure 4.23. This large increase shows the domains created by the defects are

interacting very strongly, as opposed to the more marginal changes experienced when using two

tensile defects. Given we have a large constructive interaction observed here (and to a lesser

degree, for the case of two tensile defects), we expect that having a compressive and tensile

defect interact will exhibit destructive, or elimination, behaviour when interacting. We will now
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Figure 4.22: Graph of domain area versus separation distance of two compressive defects,

for the cases of our standard magnetostriction coefficient and the case where it is doubled.

The horizontal lines represent the total domain area which would be represented by two non-

interacting defects, for both of the magnetostriction coefficient cases. The bars represent the

same as described in Figure 4.17.

test this hypothesis, as well as examining the asymmetry of this interaction (by exchanging the

location of the compressive and tensile defect).

Interaction of Domains Created by a Separate Tensile Defect and a Compressive Defect

We repeat our previous analysis for the case where we have both a compressive and tensile

defect. We predict we will observe some elimination behaviour between the domains created

by these two defects. The results of this analysis are plotted in Figure 4.27. We find that below

70nm separation in the λ100 = −5.71 · 10−5 case, we observe elimination behaviour, like in

Figure 4.24.

The domains then become near non-interacting for a separation of 70nm, shown in Figure 4.25.

After this separation distance, we start to observe our now-familiar edge effects, like in Figure

4.26.

Curiously, for the case where λ100 = −1.14·10−4, 60nm, we have that this “critical” separation
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Figure 4.23: Néel vector profile, for the case of two compressive defects separated by 60nm,

and a λ100 value of 1.14 · 10−4. The defect locations are highlighted with a black outline.

(a) Néel vector profile for the case of a tensile and

a compressive defect, for a separation distance of

35nm.

(b) Hydrostatic pressure for the the case of a tensile

and a compressive defect, for a separation distance

of 35nm.

Figure 4.24: Néel vector profile and hydrostatic pressure values for the case of a tensile and

a compressive defect, for a separation distance of 35nm. The defect locations are highlighted

with a white outline for the tensile defect and a black outline for the compressive defect.

(a) Néel vector profile for the case of a tensile and

a compressive defect, for a separation distance of

70nm.

(b) Hydrostatic pressure for the the case of a tensile

and a compressive defect, for a separation distance

of 70nm.

Figure 4.25: Néel vector profile and hydrostatic pressure values for the case of a tensile and

a compressive defect, for a separation distance of 70nm. The defect locations are highlighted

with a white outline for the tensile defect and a black outline for the compressive defect.
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(a) Néel vector profile for the case of a tensile and

a compressive defect, for a separation distance of

85nm.

(b) Hydrostatic pressure for the the case of a tensile

and a compressive defect, for a separation distance

of 85nm.

Figure 4.26: Néel vector profile and hydrostatic pressure values for the case of a tensile and

a compressive defect, for a separation distance of 85nm. The defect locations are highlighted

with a white outline for the tensile defect and a black outline for the compressive defect.

distance, where the domains become near non-interacting , is now 60nm; this variance of this

“critical” distance of the defects with the λ100 magnetostriction coefficient has the potential to

be used for the measurement of this magnetostriction coefficient, a process that hitherto has

been a difficult and not necessarily accurate process.

Given these findings, it is important to look at the symmetry of this elimination interaction. By

repeating our previous analysis for the case where the positions of the compressive and tensile

defects are switched, this will allow us to assess the symmetry of the elimination interaction

between domains caused by these defects, with respect to the interchanging of defect types.

The results of this analysis are plotted in Figure 4.28. Comparing to Figure 4.27, we see

minimal difference in the observed curves, especially for the λ100 = −5.71 · 10−5 case. This

demonstrates that this interaction is relatively symmetric, hence a theoretical evaluation of the

magnetostriction coefficient λ100 could be undertaken for either scenario. After looking in

detail at the interaction of the domains caused by two inclusion defects, it is worth examining

how multiple domains caused by defects interact more generally.

Domain Patterns Created by Arrays of Defects

In order to investigate how domains nucleated by these inclusion defects interact more gener-

ally, we decided to implement patterns of defects inspired by the sides of a six-sided dice (D6).

This is not intended as a qualitative or quantitative analysis of how the arrangement and type of

81



4.1 Nucleation of Magnetic Domains in Antiferromagnets by the Magnetoelastic
Coupling

20 40 60 80 100
Separation Length (nm)

0

200

400

600

800

1000

Do
m

ai
n 

Ar
ea

 (n
m

)^
2

Single Lambda 100

20 40 60 80 100

0

200

400

600

800

1000 Double Lambda 100

Figure 4.27: Graph of domain area versus separation distance of the tensile defect and the

compressive defect, for the cases of our standard magnetostriction coefficient and the case

where it is doubled. The horizontal lines represent the total domain area which would be

represented by two non-interacting defects, for both of the magnetostriction coefficient cases.
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Figure 4.28: Graph of domain area versus separation distance of the tensile defect and the

compressive defect, for the cases of our standard magnetostriction coefficient and the case

where it is doubled. Here, we have switched the positions of the tensile and compressive

defects relative to Figure 4.27.
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defects present in the material affects the domain structure, rather as an exhibition of the variety

of domain structures you can obtain by changing these variables. The size of the samples used

is 50nm × 50nm, with individual defects measuring 10nm × 10nm. λ100 = −5.71 · 10−5;

all other parameters are as they were for previous subsections. The Néel vector patterns we

observed for the dice faces 2 through 6, for the case where all defects are tensile, are pictured

in Figure 4.29. For comparison, we also have the case for the same defect patterns, where

some defects have been converted to compressive defects, shown in Figure 4.30 (the defects

converted are specified by the relevant caption). We obtain a wide variety of domain patterns

depending on the underlying defect structure, demonstrating that a desired domain pattern for

our antiferromagnet is likely achievable by the selection of an appropriate defect structure.

Given that these defects are able to be implanted to materials (for example by ion implantation

[77]), we have demonstrated in this chapter not only that defects are the key to understanding

the antiferromagnetic domain structure, but that antiferromagnetic domains can be selectively

created by utilising said mechanism. This chapter has explored how the defect structure in an

antiferromagnet is responsible for the formation of antiferromagnetic domains, and how these

domains interact with one another. It is our hope that this work will inspire future experiments

on the effect of the magnetoelastic effect of inclusion defects and dislocations on the antifer-

romagnetic domain structure, which will in turn verify the accuracy of our model. However,

what we have not explored is how the defect structure, when present, affects an already-present

non-trivial domain structure. We will explore this in the following chapter.
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(a) Néel vector profile for the “2” side dice de-

fect profile.

(b) Néel vector profile for the “3” side dice de-

fect profile.

(c) Néel vector profile for the “4” side dice de-

fect profile.

(d) Néel vector profile for the “5” side dice de-

fect profile.

(e) Néel vector profile for the “6” side dice de-

fect profile.

Figure 4.29: Néel vector profiles for corresponding defect patterns resembling those of a stand-

ard six-sided dice (D6). The defect locations are highlighted with a white outline.
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(a) Néel vector profile for the “2”

side dice defect profile, where the

top-right defect is compressive.

(b) Néel vector profile for the “3”

side dice defect profile, where the

central defect is compressive.

(c) Néel vector profile for the “4”

side dice defect profile, where the

top-left and bottom-right are com-

pressive.

(d) Néel vector profile for the “5”

side dice defect profile, where the

central defect is compressive.

(e) Néel vector profile for the “6”

side dice defect profile, where the

top-right, bottom-right and centre-

left defects are compressive.

Figure 4.30: Néel vector profiles for corresponding defect patterns resembling those of a stand-

ard six-sided dice (D6), where we switch certain defects to be compressive, as specified in the

individual captions. The defect locations are highlighted with a white outline for tensile defects

and a black outline for compressive defect.
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Summary

• We implant an inclusion defect into a cubic antiferromagnet which has a mag-

netoelastic coupling. We then run our phase field magnetic simulation on this

sample, yielding clear evidence of magnetic domain formation.

• By calculating the area of the domains nucleated, we were able to assess the

impact on domain nucleation from altering the shape, size and location of the

defect. We found that domain nucleation required less magnetoelastic coupling

strength for a rectangular versus square defect, that domain nucleation was made

more difficult by having a smaller defect, and that domain nucleation was not

made easier by having a defect located closer to the edge.

• Having observed the effect a single effect has on the domain structure, we look

at the interaction between domains caused by two defects, and how their separ-

ation distance affects this interaction. We observe domain elimination when a

compressive and a tensile defect interact; for two of either type, with increas-

ing separation distance, we get domain overlap, before constructive interference,

after which the domains become near non-interacting, indicating that using mul-

tiple defects can help us pattern domain patterns that are desired.

• We further express the interaction between the domains caused by these defects

by providing an array of defect patterns and providing the resulting Néel vector

profiles.
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CHAPTER 5

Magnetoelastic Interaction of Inclusion Defects

with Domain Walls
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5.1 Interaction of Multiple Inclusion Defects and Their Interaction with Domain Walls

Term Equation Parameter Values

Intra-lattice Exchange Equation 1.1 A = 3.97 meV(nm)−1

Inter-lattice Exchange Equation 1.2 J = 57.62 meV(nm)−3

Cubic Anisotropy Equation 1.4 K1 = 0.25 meV(nm)−3, K2 =
0.12 meV(nm)−3

Magnetisation Constraint Equation 1.62 λ = 1.00 · 106meV(nm)−3

Elastic Energy Minimisation Equation 2.20 Y = 1.58 · 1011Jm−3, ν = 0.38
Magnetoelastic Coupling Equation 1.19 λ100 = −5.71 · 10−5, λ111 =

−2.86 · 10−5

Table 5.1: Terms used in the simulation of an antiferromagnet with magnetoelastic coupling,

together with the relevant equations and parameter values.

5.1 Interaction of Multiple Inclusion Defects and Their Interac-
tion with Domain Walls

Since we have established that the magnetoelastic coupling can have a large impact on the

domain structure of antiferromagnets by nucleating magnetic domains, it is prudent to examine

how the magnetoelastic coupling affects a pre-existing domain structure, i.e. a domain wall.

We will examine the influence a single defect has on a domain wall, how the magnetostriction

coefficients affect this influence, how multiple defects affect the domain wall, and finally how

varying the location of the defect relative to the domain wall affects its magnetic structure. We

will begin by looking at the foremost two of these.

5.1.1 Interaction of a Single Defect with Magnetoelastic Coupling with a Do-
main Wall

We begin by establishing our 100nm × 100nm antiferromagnetic sample, with a 50 × 50 cell

mesh. We include the terms shown in Table 5.1 in our simulations. We apply Dirichlet bound-

ary conditions at the left and right side of the material. These conditions werem1y = 1,m2y =
−1 andm1x = 0,m2x = 0 on the left side of the material, such that ny = 1, nx = 0, and for the

right side of the material, we have the conditions m1y = 0,m2y = 0 and m1x = 1,m2x = −1,

such that ny = 0, nx = 1. This will lead to the formation of a domain wall along the sample’s

central y-axis, with two rectangular domains on either side. We then impose a central inclu-
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sion defect of dimensions 10nm × 10nm, in the same fashion as we did for Subsection 4.1.2

for Chapter 4. For a λ100 value of −1.14 · 10−4 and λ111 value of −2.86 · 10−5, we get the

Néel vector profiles observed in Figure 5.1, for a tensile defect (Figure 5.1a) and a compressive

defect (Figure 5.1b). We see that the domain wall has significantly changed shape; as opposed

to the two rectangular domains separated by a domain wall that would naı̈vely be expected, we

have an expansion of one domain at the expense of the other and a penetration of one domain

into the other. This strong interaction represents something that needs to be taken into account

when making devices with these materials; here a relatively small fraction of defective material

is enough to completely disfigure the domain wall profile. Given this fact, it is prudent for us to

explore how this disfigurement is affected by the strength of the magnetostriction coefficients.

Firstly, we look at the case for a higher λ111 coefficient. We select the values of λ100 = λ111 =
−5.71 · 10−5 for this. The other material parameters remain unchanged. The results of this

is shown in Figure 5.2. We can observe highly asymmetric behaviour, when comparing to the

profiles observed in Figure 5.1; the domain exclave is offset with respect to the centre compared

to previous, and the domain travels to different extents either vertical side of this exclave. We

can thus deduce the assymmetric part of the domain wall disfigurement likely stems from the

λ111 term of the magnetoelastic coupling. To examine this, and to get an idea of the strength of

magnetoelastic coupling required to cause this domain wall deformation, we will look at much

lower values of the λ100 and λ111 magnetostriction coefficients.

Firstly, we will begin by lowering the λ111 value to −7.14 · 10−6 and keeping λ100 = −5.71 ·
10−5, we re-run the simulations and get the Néel vector profiles shown in Figure 5.4. We

observe that we get the penetration of one domain into the other, similar to Figure 5.1, showing

this is the influence of the λ100 term. Additionally, the domain expansion/contraction along the

top and bottom is much more symmetric, providing additional evidence that it is the influence

of the λ111 term that causes the asymmetry. We can further verify both of these points by

looking at the scenario where the λ100 coefficient has been reduced in magnitude.

We will now continue this analysis by reducing the value of the λ100 coefficient, such as to

evaluate if a lower value will significantly alter the disfigurement of the domain wall. The

results of this are shown in Figure 5.3. Firstly, we notice the lack of either domain penetrating

into the other; this gives us the indication that this part of the behaviour is governed by the
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5.1 Interaction of Multiple Inclusion Defects and Their Interaction with Domain Walls

(a) Néel vector profile for a domain wall interacting with a central tensile defect, for the case of λ100 =
−1.14 · 10−4.

(b) Néel vector profile for a domain wall interacting with a central compressive defect, for the case of

λ100 = −1.14 · 10−4.

Figure 5.1: Néel vector profiles for a central defect (of different types) interacting with a do-

main wall, with a strong magnetoelastic coupling, with λ100 = −1.14 · 10−4. The defect

locations are highlighted with a white outline for the tensile defect and a black outline for the

compressive defect.

91



5.1 Interaction of Multiple Inclusion Defects and Their Interaction with Domain Walls

(a) Néel vector profile for a domain wall interacting with a central tensile defect, for the case of λ111 =
−5.71 · 10−5.

(b) Néel vector profile for a domain wall interacting with a central compressive defect, for the case of

λ111 = −5.71 · 10−5.

Figure 5.2: Néel vector profiles for a central defect (of different types) interacting with a do-

main wall, with a strong magnetoelastic coupling, with λ111 = −5.71 · 10−5. The defect

locations are highlighted with a white outline for the tensile defect and a black outline for the

compressive defect.

92



5.1 Interaction of Multiple Inclusion Defects and Their Interaction with Domain Walls

(a) Néel vector profile for a domain wall interacting with a central tensile defect, for the case of λ100 =
−1.43 · 10−5.

(b) Néel vector profile for a domain wall interacting with a central compressive defect, for the case of

λ100 = −1.43 · 10−5.

Figure 5.3: Néel vector profiles for a central defect (of different types) interacting with a do-

main wall with λ100 = −1.43 · 10−5. The defect locations are highlighted with a white outline

for the tensile defect and a black outline for the compressive defect.
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λ100 term. Secondly, we observe asymmetric lengthwise growth/decay of the domains along

the top and bottom of the sample, aswell as perceivable perturbations in the domains near the

centre of the material, indicating that the λ111 term is responsible for the asymmetric part of

the magnetic behaviour (as it has a greater relative influence here due to the reduction in the

λ100 coefficient). Given that we have observed such strong behaviour for a single defect, we

wished to investigate whether, and how, these effects are affected by having multiple defects

present.

5.1.2 Interaction of Multiple Defects with Magnetoelastic Coupling with a Do-
main Wall

To begin this analysis, we will consider the case of one tensile defect and one compressive

defect, with their centres located 20nm from the centre of the sample to the left and right

respectively. We retain the phase field model terms used previously in this chapter. With this

setup, the simulation outputs the Néel vector profiles shown in Figure 5.5, where we have

used a λ100 coefficient of −1.43 · 10−5 for Figure 5.5a and −1.14 · 10−4 for Figure 5.5b

respectively. Additionally, the penetration of one domain into the other observed in Figure5.5b

is more extensive than that observed for the single defect simulations. Contrary to the expected

elimination behaviour we might naı̈vely expect given what we observed in Figure 4.27, we

have that the interaction of these two defects has more of an effect on the domain wall than an

individual defect, not less. This indicates that, where a domain wall is present, we cannot rely

on elimination behaviour between defects to mitigate their impact on the magnetic behaviour.

To investigate further, we can vary the types of defect present and their order, similar to the

analysis conducted in the Subsection 4.1.3 of Chapter 4.

We can, first of all, reverse the location of the tensile and compressive defect to be on the

right and left of the sample, respectively. All other terms, parameters and distances remain

unchanged. The Néel vector profiles from these simulations are shown in Figure 5.6, for the

case of λ100 = −1.43·10−5 and λ100 = −1.14·10−4. The case for Figure 5.5a is a near mirror-

image of the previously found profile in Figure 5.5a, which would indicate this interaction has

some symmetry with respect to the arrangement of the inclusion defects included in the sample.

However, the profile we find in Figure 5.6b casts this implication into doubt; whilst the central

domain pattern is not dissimilar, we have almost wave-like behaviour of the Néel vector profile
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(a) Néel vector profile for a domain wall interacting with a central tensile defect, for the case of λ111 =
−7.14 · 10−6.

(b) Néel vector profile for a domain wall interacting with a central compressive defect, for the case of

λ111 = −7.14 · 10−6.

Figure 5.4: Néel vector profiles for a central defect (of different types) interacting with a do-

main wall with λ111 = −7.14 · 10−6. The defect locations are highlighted with a white outline

for the tensile defect and a black outline for the compressive defect.
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(a) Néel vector profile for a domain wall interacting with a tensile defect on the left and a compressive

defect on the right, for the case of λ100 = −1.43 · 10−5.

(b) Néel vector profile for a domain wall interacting with a tensile defect on the left and a compressive

defect on the right, for the case of λ100 = −1.14 · 10−4.

Figure 5.5: Néel vector profiles for a tensile defect and a compressive defect interacting with a

domain wall, with differing λ100 coefficients. The defect locations are highlighted with a white

outline for a tensile defect and a black outline for a compressive defect.
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along the lengthwise direction, a departure from what we observed before. This highlights that

the arrangement of the defects can have a radical impact on the domain structure, aswell as the

type. Furthermore, we can look to the cases where we have the same type of defect present to

see if the previous behaviour for the single defect case is enhanced or reduced by this.

Firstly, let us look at the case for two tensile defects. The Néel vector profiles for these sim-

ulations can be viewed in Figure 5.7. The penetration behaviour, first observed in Figure 5.1,

has been significantly extended here in Figure 5.7b; simultaneously, the y-domain has expan-

ded, whilst the x-domain has penetrated deeper into it. This interesting behaviour confirms our

earlier hypothesis, whereby having more than one defect may amplify their effects. The case

for a weaker magnetoelastic coupling, shown in Figure 5.7a, shows similar, but significant,

alteration to the domain wall profile as with previous iterations with defect arrays using this

coupling strength. We will now look to the final case, that of two compressive defects causing

domains that interact with the domain wall.

The Néel vector profiles we obtain in the simulations with two compressive defects are shown

in Figure 5.8. We observe, for the stronger magnetoelastic coupling, the same expanded penet-

ration behaviour as for the two tensile defect simulation, but here the x-domain is significantly

expanded, and the penetration behaviour goes from right to left rather than vice-versa, indic-

ating this interaction is symmetric with respect to the type of defect present. For a weaker

magnetoelastic coupling, we still observe a strong interaction with the domain wall, albeit not

as pronounced. We can now look to how altering the location of a single defect changes the

shape and position of the domain wall, which may useful for tailoring the magnetic structure

in antiferromagnets to our liking.

5.1.3 Interaction of a Domain Wall with a Single Defect at Variable Distance

Our sample dimensions are 200nm × 100nm, with our defect being 10nm × 10nm. We im-

plant a domain wall by imposing initial conditions of m1x = tanh (π(x+ 100)/100) and

m1y = 1/ cosh (π(x+ 100)/100) for the magnetisation vector of the first sublattice, and

m2x = − tanh (π(x+ 100)/100) and m2y = −1/ cosh (π(x+ 100)/100) for the magnet-

isation vector of the second sublattice. We chose these initial conditions because not only

would these give a 90◦ degree domain wall as required, but the unit magnetisation constraint

is also adhered to. The phase field model terms are the same as used previously in this chapter.
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(a) Néel vector profile for a domain wall interacting with a tensile defect on the right and a compressive

defect on the left, for the case of λ100 = −1.43 · 10−5.

(b) Néel vector profile for a domain wall interacting with a tensile defect on the right and a compressive

defect on the left, for the case of λ100 = −1.14 · 10−4.

Figure 5.6: Néel vector profiles for a compressive defect and a tensile defect interacting with a

domain wall, with differing λ100 coefficients. The defect locations are highlighted with a white

outline for a tensile defect and a black outline for a compressive defect.
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(a) Néel vector profile for a domain wall interacting with a tensile defect on the left and right, for the

case of λ100 = −1.43 · 10−5.

(b) Néel vector profile for a domain wall interacting with a tensile defect on the left and right, for the

case of λ100 = −1.14 · 10−4.

Figure 5.7: Néel vector profiles for two tensile defects interacting with a domain wall, with

differing λ100 coefficients. The defect locations are highlighted with a white outline.
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(a) Néel vector profile for a domain wall interacting with an compressive defect on the left and right, for

the case of λ100 = −1.43 · 10−5.

(b) Néel vector profile for a domain wall interacting with an compressive defect on the left and right, for

the case of λ100 = −1.14 · 10−4.

Figure 5.8: Néel vector profiles for two compressive defects interacting with a domain wall,

with differing λ100 coefficients. The defect locations are highlighted with a black outline.

100



5.1 Interaction of Multiple Inclusion Defects and Their Interaction with Domain Walls

The distance of the defect, measured from the centre of the sample to the centre of the defects,

is then altered between simulations, from −80nm to 80nm, in increments of 20nm. The Néel

vector patterns from these simulations are displayed in Figures 5.9, 5.10 and 5.11. We can see

that, where the defect is close to the domain wall, we observe a significant deformation of the

domain wall, with the defect acting to increase the size of the left-most domain, before, where

the defect is 40nm to the left of centre, the domain is split almost in two, where the top-half

(approximate) of the left-most domain is lost. Eventually, the domains caused by the defects

cease to interact so obviously with the domain wall, instead merely distorting the edges at best,

before becoming near non-interacting at worst, when the defect is furthest to the right. This

demonstrates that, if a domain wall expansion is desired, a defect can be placed near the do-

main wall to achieve this effect. Conversely, the effect can be mitigated by ensuring no defects

are near the domain wall. This must then be taken into consideration when engineering such

devices with antiferromagnets, something which we hope our work can assist with along with

future experimental work.
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(a) Néel vector profile for a domain wall with a defect at x = −80nm with respect to the center of the

sample.

(b) Néel vector profile for a domain wall with a defect at x = −60nm with respect to the center of the

sample.

(c) Néel vector profile for a domain wall with a defect at x = −40nm with respect to the center of the

sample.

(d) Néel vector profile for a domain wall with a defect at x = −20nm with respect to the center of the

sample.

Figure 5.9: Néel vector profiles for defects in the negative x half of the material with respect

to the centre, where a domain wall is already present in the sample. The defect locations are

highlighted with a white outline.
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(a) Néel vector profile for a domain wall with a defect at x = 20nm with respect to the center of the

sample.

(b) Néel vector profile for a domain wall with a defect at x = 40nm with respect to the center of the

sample.

(c) Néel vector profile for a domain wall with a defect at x = 60nm with respect to the center of the

sample.

(d) Néel vector profile for a domain wall with a defect at x = 80nm with respect to the center of the

sample.

Figure 5.10: Néel vector profiles for defects in the negative x half of the material with respect

to the centre, where a domain wall already exists in the sample (by initial conditions). The

defect locations are highlighted with a white outline.
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Figure 5.11: The missing case from Figures 5.9 and 5.10, that of a central defect with a domain

wall (initial condition). The defect location is highlighted with a white outline.

Summary

• Having examined the magnetic effect of inclusion defects on uniformly mag-

netised antiferromagnets with magnetoelastic coupling in the previous chapter,

we then examined this effect in antiferromagnets which are non-uniformly mag-

netised. We did this by encouraging a domain wall to form by using boundary

conditions, then investigating how having a defect(s) present affects this.

• We started by looking at the case of a single defect; for a strong magnetoelastic

coupling, and for both defect types, we observe one domain expanding into the

other along the top or bottom (with some asymmetry), whilst also being pen-

etrated along the centre. The λ100 appears to govern the domain growth along

the top and bottom, aswell as the penetration behaviour, and the λ111 governs

the asymmetry of the interaction. The interaction appears to be symmetric with

regards to the defect type changing.

• The effects of multiple defects on a domain wall can then be considered. We

found that, contrary to what we found in the previous chapter, there was no elim-

ination behaviour between the two different types of domains; there was a signi-

ficant effect on the domain wall even in this case. Having more than one of the

same type of defect, the domains expand further, and the penetration goes deeper.

• Another important consideration is with regards to the location of the defect with

regards to the domain wall. Initialising a domain wall in the sample using ini-

tial conditions, we altered the location of the defect, and observed the results.

Far from the domain wall, the effects are relatively minimal; getting closer to the

domain wall, we first notice a small asymmetry in the domain wall, before the do-

main wall completely changes shape, the domain wall then reforms and is nearly

split in two, and then the domains return to near original position but retaining

this changed shape.
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6.1 Conclusions

We started this work with the objective of creating a software package to examine the magnetic

effect of magnetoelasticity on antiferromagnets. Via the use of phase field modelling, we have

achieved this aim. In this thesis, we have described how the phase field model operates at a ba-

sic level and the basics of magnetism theory, including the origination of ferromagnetism and

antiferromagnetism. We discussed the theory of linear elasticity, and it’s expansion to explain

the origin of the magnetoelastic coupling. Using the theory of linear elasticity, we explained

and derived the strain and stress fields of inclusion defects and crystalline dislocations. Apply-

ing this knowledge, we implemented magnetic simulations with our software package using

the ferromagnetic coupling and magnetocrystalline anisotropy, with verification coming from

domain wall length analysis. Using the spin-flop and spin-flip transitions as verification, we

then built on this to implement the antiferromagnetic coupling. Using the partial differential

equation solver MOOSE’s preexisting functionality, we then added inclusion defects into anti-

ferromagnetic samples and calculated the strain/stress fields they produced.

We can then combined this with the magnetoelastic coupling to assess whether this combina-

tion is capable of nucleating a magnetic domain(s). This is indeed the case, demonstrating the

critical role the magnetoelastic coupling has on domain formation. We then took this analysis

further, examining how the nucleated domains are affected by changes in the magnetostric-

tion coefficients, the geometry of the defect, its size, and where the defect is located in the

sample. Altering the magnetostriction coefficients, increasing λ100 gives two critical values:

λn, where domains first begin to be nucleated, and λc, where the nucleated domains massively

increase in area. Altering λ111 yields little change in the domain area, but does alter the do-

main orientations. Altering the defects shape from square to rectangle (breaking the previous

symmetry), found it required less magnetoelastic coupling strength to nucleate a magnetic do-

main, and have it expand. Contrary to what was expected, having the domain closer to the

edge of the sample (thus breaking the previous symmetry again) did not make domain nucle-

ation require less of a strong magnetoelastic coupling. Having a smaller defect entails having

a larger magnetoelastic coupling in order to nucleate domains, as expected. We can then look

to how domains caused by multiple defects interact with each other. Interestingly, we observe

elimination behaviour between domains caused by different types of defect (expanding and

contracting). For two expanding defects, we have an interaction between their created domains

also, with the two initially overlapping, then constructively interfering, before becoming near

non-interacting with increasing separation distance. We see the same case with two contracting
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defects; however, for a very strong magnetoelastic coupling, we get that at a critical separation

distance, the y-domain (nucleated by our defects) becomes the dominant domain in the sample.

To further illustrate the close ties between the defects and the nucleated domains, and the di-

versity of Néel vector profiles we can obtain, we also applied varying arrays and types of defect

and observe their effect on the magnetic behaviour.

Having observed the effect that defects have combined with the magnetoelastic coupling on

uniformly magnetised antiferromagnets, we then proceeded to examine how it affects an already-

present non-trivial domain structure. We did this by encouraging a domain wall by using

boundary conditions, then examining how this domain wall is altered by the presence of an

inclusion defect. The effects we observed were large and certainly non-trivial; from deforma-

tion of the domain wall, to a massive reduction in sizes of individual domains and penetration

effects of one domain into another. We also examined how altering the defects location with

respect to the domain wall affected this interaction; we achieved interesting results indicating

the domains could be stunted/expanded due to the influence of the defect depending on it’s loc-

ation. These findings highlight the importance of examining the mechanical structure of these

materials when considering their usefulness in data storage devices.

By using a phase field model, we successfully created a software package capable of numer-

ically simulating the magnetic effect of magnetoelasticity on antiferromagnets. The use of the

phase field model enabled us to avoid the considerations of precession dynamics, enabling us

to explore this effect on larger samples ( 100nm upwards) without massively increased compu-

tational cost. Our package, drawing on inspiration from analytical work in the field, provides

a never-before-seen way of numerically modelling magnetoelasticity in antiferromagnets in an

accessible plug-in-and-play way, with a modular model based on a pre-existing mechanical

underpinning. Using our model, we have produced results which assert that the magnetoelastic

coupling is the driving force behind the formation of magnetic domains in antiferromagnets,

and demonstrated the massive effect defects can have on the magnetic structure of antiferro-

magnets, particularly with respect to the deformation of domain walls. Furthermore, we gave

results that indicate how we could use inclusion defects to pattern the domain structure we

require into an antiferromagnetic material. We believe that, going forward, we have provided a

platform on which to explore the rich nature of the magnetoelastic interaction in future works,

and help provide information with regards to any future manufacture of data storage devices

utilising these materials.
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6.2 Future Work

Even though our work makes the numerical examination of magnetoelasticity in antiferromag-

nets, it is also important to acknowledge its shortcomings. In this work, we only considered

the case of colinear cubic antiferromagnets. Of course, this does not encompass all antifer-

romagnets, hence our model lacks generality in this way. If we were to look to expanding

the functionality to non-cubic, non-colinear systems, four main issues would arise; changes

to the magnetocrystalline anisotropy, the elastic behaviour, the magnetoelastic coupling and

the antiferromagnetic exchange. The elasticity consideration of having a non-cubic structure

would not be a major issue for our package; the elasticity tensor only needs to be modified

and the appropriate coefficients entered, which is trivial. As long as there is an applicable free

energy density expression for the magnetocrystalline anisotropy, inserting this into the phase

field model is also trivial. The relevant magnetoelastic coupling free energy density expression

can then be derived from either pseudo-elasticity considerations or from the magnetocrystal-

line anisotropy, as outlined in Chapter 1. The main issue would more likely come from the

adaptation to non-colinear antiferromagnets, from implementing the antiferromagnetic coup-

ling, which we believe is possible but would require further work.

Additionally, in this work the case for a perfect antiferromagnet is the only one considered.

In reality, we may encounter other antiferromagnets which have a non-zero net magnetisation,

such as those affected by the Dzyaloshinskii-Moriya interaction, which causes a ”parasitic”

net magnetisation to occur [79]. This leads to a magnetostatic interaction, which cannot be

implemented in our model as of yet. By adding a magnetostatic functionality into our model,

these antiferromagnetic materials with ”parasitic” magnetisation would be able to be accur-

ately modelled, as well as ferrimagnetic and ferromagnetic materials. The pathway to achieve

this may be by utilising the magnetic scalar potential ϕ and calculating its gradient to find the

magnetostatic field, together with the magnetostatic energy density functional, to accurately

simulate magnetostatics in our phase field model.

In considering the generality of our model, we must also consider the type of defects examined.

In this thesis, we only considered the case for Eschelby-type inclusion defects, to generate the

strain fields for use in our analysis. Crystalline dislocations were also considered for this, but

were not examined due to technical difficulties (the singularity in the centre of the dislocation

could not be handled correctly using ARC4). Whilst other defect types and strain structures

were not considered, there is ample room to do so using our model; as long as the strain field

can be entered as an initial condition, or is able to be calculated using MOOSE’s Tensor Mech-
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anics module, it can be used in our package, but was not done here due to time constraints.
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[11] L. Néel, Ann. de Physique 10, 5 (1932).

110

http://dx.doi.org/10.1103/physrevb.72.214409
http://dx.doi.org/10.1063/1.4899186
http://dx.doi.org/10.1016/0079-6425(80)90007-9
http://dx.doi.org/10.13140/RG.2.2.13028.07041
http://dx.doi.org/10.1016/j.softx.2020.100430
http://dx.doi.org/10.1016/j.softx.2020.100430
http://dx.doi.org/10.1088/0965-0393/18/1/015012
http://dx.doi.org/10.1051/anphys/193210180005


BIBLIOGRAPHY

[12] B. Barbara, Comptes Rendus Physique 20, 631 (2019).
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G. Schütz, N. O. Birge, and G. S. D. Beach, Phys. Rev. B 106, 224419 (2022).

[24] S. Reimers, O. Gomonay, O. J. Amin, F. Krizek, L. X. Barton, Y. Lytvynenko, S. F. Poole,

V. Novák, R. P. Campion, F. Maccherozzi, G. Carbone, A. Björling, Y. Niu, E. Golias,

111

http://dx.doi.org/10.1016/j.crhy.2019.07.003
http://dx.doi.org/10.1051/anphys/194812030137
http://dx.doi.org/10.1016/j.jmmm.2022.169973
http://dx.doi.org/10.1038/nnano.2016.18
http://dx.doi.org/10.1126/sciadv.aar3566
http://dx.doi.org/10.1038/nmat3861
http://dx.doi.org/10.1038/ncomms15434
http://dx.doi.org/10.1038/s41598-023-40575-x
http://dx.doi.org/10.1038/s41598-023-40575-x
http://dx.doi.org/10.1063/5.0013917
http://dx.doi.org/10.1103/physrevlett.118.057701
http://dx.doi.org/10.1103/physrevb.106.094430
http://dx.doi.org/10.1103/physrevb.106.094430
http://dx.doi.org/10.1103/physrevb.106.224419


BIBLIOGRAPHY
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thesis, Università degli studi di Napoli “Federico II” (2004).

[35] J. B. Goodenough, Phys. Rev. 100, 564 (1955).

[36] J. B. Goodenough, J. Phys. Chem. Solids 6, 287 (1958).

[37] J. Kanamori, J. Phys. Chem. Solids 10, 87 (1959).
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