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Abstract

An equivariant minimal surface in complex hyperbolic space CHn is a triple consisting
of a minimal immersion (possibly branched) of the Poincaré disc into CHn and
two representations of the fundamental group of a closed oriented surface: one a
Fuchsian representation into the isometry group of the disc, and the other a reductive
representation into the isometry group of CHn. We require the minimal immersion
to be equivariant with respect to these two representations.

We see how such surfaces have both a corresponding Higgs bundle and a harmonic
sequence via the non-abelian Hodge correspondence. This provides an original
application of global harmonic sequence theory. In order to do this, we adapt known
results about the moduli space of Higgs bundles, develop both the local and global
theory for CHn harmonic sequences and apply the latter to the former in a new
context.

We consider the critical submanifolds fixed under the C∗-action of the Higgs field.
By considering their invariants, we fully classify these subspaces of Hodge bundles,
and make clear links back to other geometric measures such as curvature. We also
establish necessary conditions for stability of these as Higgs bundles.

Finally, we see how the rest of the moduli space can be understood in terms
of a Hodge bundle and an extension, before linking this back to invariants from
harmonic sequences. We consider the limits of the C∗-action, describing some
explicitly. Applying the concept of the isotropy order from harmonic sequences to
Higgs bundles, we end by examining the existence of a Higgs bundle of a given
isotropy order. The main results prove the existence of CH3 Higgs bundles of all
possible isotropy order and then allow us to find topological conditions for the
existence of CHn Higgs bundles of a given isotropy order under certain assumptions.
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Introduction

This thesis brings together the differential geometry from harmonic sequence theory
with the holomorphic geometry which underpins the study of Higgs bundles, all in
the context of minimal surfaces in complex hyperbolic spaces CHn. This provides a
new application of global harmonic sequence theory where only the local theory has
been applied before.

Analogously to how a real hyperbolic space can be modelled as the symmetric
space of orthogonal groups, a complex hyperbolic space is given by the quotient of
projective unitary groups. This is the non-compact dual to complex projective space
CPn with the group of orientation preserving isometries given by the real Lie group
PU(n, 1).

As any minimal surface has zero mean curvature and non-compact globally
symmetric spaces have non-positive Gaussian curvature, there can be no compact
minimal surfaces in a non-compact symmetric space. Instead, the relevant class of
minimal surfaces to consider in such a symmetric space is the equivariant minimal
surfaces.

First considered in this context by Loftin and McIntosh in [48] and [49], an
equivariant minimal surface is an equivalence class of triples (f, c, ρ) where f : D →
CHn is a minimal immersion of the Poincaré disc D which intertwines the action of
a Fuchsian representation c : π1Σ → Aut(D) with an indecomposable representation
ρ : π1Σ → Isom(CHn). Here, we take π1Σ to be the fundamental group of a closed
oriented surface Σ of genus g at least two. To date, detailed work on such surfaces
has only been carried out for RH3, RH4 and CH2 equivariant minimal surfaces by
Loftin and McIntosh [48, 49, 50]

The space of conjugacy classes [c] is given by the Teichmüller space Tg(Σ) of Σ
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8 Introduction

and Corlette’s results [22] can be applied to show that, for a fixed conjugacy class
[c], every reductive representation ρ has a unique equivariant harmonic map f . The
moduli space of such representations ρ is the character variety R(π1Σ, PU(n, 1)) of
π1Σ. Overall, this means the moduli space of equivariant minimal surfaces M(Σ)
acquires an analytic structure via an embedding into Tg(Σ) × R(π1Σ, PU(n, 1)).

The non-abelian Hodge correspondence was developed in the late 1980s by Hitchin
[43] and Donaldson [24] for rank 2 bundle over a compact Riemann surface, and
extended to the general case by Corlette [22] and Simpson [58]. It shows that the
character variety R(π1Σ, G) of a semi-simple Lie group G is homeomorphic to the
moduli space of polystable G-Higgs bundles MHiggs. In our case, this means every
CHn equivariant minimal surface of fixed [c] has a corresponding PU(n, 1)-Higgs
bundle (E = V ⊕ C,Φ), where V is a rank n vector bundle, C is the trivial line
bundle over Σ and Φ : E → E ⊗K is the Higgs field for K, the canonical bundle.

This background is further explored in Chapter 1 where details of the moduli space
of PU(n, 1)-Higgs bundles are also presented. In particular, connected components of
MHiggs are indexed by the Toledo invariant τ(ρ) ∈ 2

n+1Z whose modulus is bounded
by the genus of Σ.

We also detail wider results about PU(2, 1)-Higgs bundles by Gothen [35] and
Xia [65] alongside more general facts about PU(n, 1)-bundles from Bradlow, Garcia-
Prada and Gothen’s paper [14]. Finally, we construct two models of the tangent
space to the moduli space of PU(n, 1)-Higgs bundles.

The non-abelian Hodge correspondence also identifies a harmonic map with every
representation in the character variety. This allows us to show that every equivariant
minimal surface also corresponds to a harmonic sequence: that is, to vector bundle
flags over Σ from which we can derive a set of line bundles.

Chapter 2 introduces harmonic sequences. Also developed in the 1980s and early
1990s, harmonic sequences in complex projective spaces were first studied globally
by Eells and Wood [25]. Erdem and Glazebrook [27] generalised some of these global
results to the CHn case while Bolton and Woodward [10] further developed the local
theory for complex projective space, defining two sets of global differential forms:
Γi and Ui,j. These development were key in understanding harmonic maps from
surfaces to compact symmetric spaces.

Here, we build on Erdem and Glazebrook in adapting Eells and Wood’s global
results from CPn to the (non-compact) CHn case. We also follow Bolton and
Woodward to develop the local theory for CHn and extend the definitions of Γi and
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Ui,j.
Higgs bundles and harmonic sequences have previously been brought together

in Baraglia’s thesis [5] in the specific context of cyclic Higgs bundles within the
Hitchin component for certain Lie groups. In Baraglia’s case, the harmonic sequences
consist of holomorphic line bundles which are part of the holomorphic Higgs bundle
whereas, in our case, we don’t have a harmonic sequence consisting of holomorphic
line bundles but instead can only form holomorphic flags.

In §1.6, we will see there is a natural C∗-action on MHiggs given by scaling the
Higgs field:

C∗ × MHiggs → MHiggs

(z, [(E,Φ)]) 7→ [(E, zΦ)].
(1)

Higgs bundles fixed under the circle action, given by considering scaling by eiθ, form
critical submanifolds of an ensuing proper, perfect Morse-Bott function

g : M → R

[(E,Φ)] 7→ ∥Φ∥2 :=
∫

X
|Φ|2vol.

(2)

These submanifolds are shown to consist of Hodge bundles which further decompose
into (V ⊕ C, (ϕ1, ϕ2)) where V = V1 ⊕ V2, ϕ1 : C → V1 ⊗K and ϕ2 : V2 → C ⊗K.

In Theorem 2.10, we explicitly construct the bijection between PU(n, 1)-Hodge
bundles and CHn superminimal surfaces. Such surfaces have finite harmonic se-
quences from which we can form an orthogonal frame similar to the Frenet frame of
a holomorphic curve. The term superminimal was first used by Bryant in [17] and
such maps were the focus of Eells and Wood’s work [25] but they have not previously
been linked to the Higgs bundle theory.

In Lemma 2.12, we consider necessary stability conditions for such Hodge bundles
in terms of quantities from the harmonic sequence. This is not a sufficient result
as it is hindered by Φ-invariant subbundles being of higher rank. However, it does
allow us to bound various topological invariants of our moduli space. We end this
section by further linking the differential forms to geometric quantities such as the
Kähler angle.

In Chapter 3, we use the theory of holomorphic chains to show that the connected
submanifolds of PU(n, 1)-Hodge bundles are classified by the rank and degree of the
vector subbundle V1, and then calculate their Morse index and critical values.
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Proposition 3.2 shows how non-Hodge PU(n, 1)-Higgs bundles (V ⊕ C,Φ) can
be given in terms of a Hodge bundle with V = V1 ⊕ V2, and an extension

0 V1 V (α) V2 0. (3)

Indeed the Hodge bundle is the limit of the C∗-scaling of Φ as |z| → ∞. We use
this to consider the tangent space to the downward Morse flow from a given critical
submanifold.

Next, we turn to the other limit as |z| → 0 which begins to explore the boundary
of our moduli space. This uses the Jordan-Hölder filtrations to generalise a result in
[50] although a full result is not obtained due to stability conditions of higher rank
vector bundles.

In the final chapter, we consider Higgs bundles of different isotropy orders. This
is a well-known invariant of the harmonic sequence (see for example, [25, 10]) which
relates to the orthogonality of the harmonic sequence. Building on the work of Wood
[63], we define a family of functions Qi on MHiggs which can be used to determine
the isotropy order.

There are several further questions to be answered regarding these functions
including relatively basic properties of Qi and how the isotropy order relates to
the C∗-scaling of the Higgs field. While some effort was made towards this latter
problem, it was hindered by having to work on the level of individual Higgs bundles
about which less is currently known.

Section 4.1 considers the function Q3 in particular, which allows us to prove
the existence of CH3 superconformal surfaces in Theorem 4.4. Previously, non-
superminimal surfaces have been hard to find, particularly in non-compact spaces.
However, we find the necessary and sufficient topological conditions for their existence.

In order to prove the existence of Higgs bundles of a more general isotropy order,
we use Q3 as a base case. By restricting our attention to the Higgs bundles with
isotropy order at least i− 1, we apply the implicit function theorem to iteratively
build up a series of subspaces Ui consisting of Higgs bundles whose isotropy order is
at least i. By applying certain assumptions, we prove Theorem 4.6 which enables us
to calculate the codimensions of these spaces and hence find topological conditions
for the existence of a Higgs bundles of a given isotropy order.
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Background

We begin by detailing some of the standard notation following conventions found in
[60, 37, 48].

For a holomorphic vector bundle E over a compact oriented Riemann surface M
with genus g ≥ 2 and a complex structure J , let E(U,E) be the space of sections
of E over U and Ek(U) = E(U,∧kT ∗

CM) be the space of k-differential forms over a
local open subset U of M . Similarly, let O(U,E) denote the spaces of holomorphic
sections.

Complexified cotangent spaces split into two eigenspaces with eigenvalues ±i
which we denote T ∗

CM = T ∗
1,0M ⊕ T ∗

0,1M . This carries over to differential forms
and we write Ep,q(U) = E(U,∧p,qT ∗

CM) where ∧p,qT ∗
CM is the subspace of ∧T ∗

CM

generated by u ∧ v for u ∈ ∧pT ∗
1,0M and v ∈ ∧qT ∗

0,1M . In particular, there is
a subset of holomorphic and antiholomorphic differential forms which we denote
Ωp(U) ⊂ Ep,0(U) and Ωq(U) ⊂ E0,q(U) respectively.

The canonical line bundle K is the highest exterior power of the holomor-
phic cotangent bundle: K = ∧T ∗

1,0M for M a Riemann surface. Note this means
holomorphic sections of K are holomorphic 1-forms: O(U,K) = Ω1(U).

1.1 SYMMETRIC SPACES

In order to understand CHn, we first consider symmetric spaces following Cheeger
and Ebin [20] and Helgason [41].

A connected Riemannian manifold M is locally symmetric if, for all points
p ∈ M , there exists an isometric involution σp such that σp(p) = p and geodesics
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12 Chapter 1. Background

through p are reversed. M is (globally) symmetric if σp extends to a global
isometry σ : M → M .

Taking M to be globally symmetric, if I(M) is the group of isometries on M , then
I(M) acts transitively on M and M ≃ G/H where G is the connected component
containing the identity of I(M) and H ⊂ G is the isotropy (stabiliser) subgroup
of p.

Let G be a connected Lie group and H ⊂ G a closed subgroup, then G/H = N

is a space of cosets {gH} with π : G → N such that g 7→ [gH]. We call G/H the
homogeneous space. The isometry groups of symmetric spaces are Lie groups so
all symmetric spaces are homogeneous.

In general, the tangent space to a homogeneous space N at the point [H] can
be identified with the quotient of the corresponding Lie algebras so T[H]N ∼= g/h.
AdH and adh are invariant on h so act naturally on g/h and, by considering the Lie
bracket, we have [h, h] ⊂ h.

Moreover, for a symmetric space, as σ2 = Id then dσ2 = Id so dσ has eigenvalues
±1 giving the splitting g = h ⊕ p where h is the Lie algebra of H and p is AdH-
invariant. Any homogeneous space which can be decomposed like this is called
reductive and has the properties that p ∼= g/h ∼= T[H]N and [h, p] ⊂ p.

Finally, it can be shown that G/H is symmetric if and only if [p, p] ⊂ h.
A Riemannian globally symmetric space is irreducible if it cannot be written

as the product of two or more symmetric spaces. Irreducible symmetric spaces are
classified as one of three types: compact, non-compact or flat, with non-negative,
non-positive or zero sectional curvature respectively.

As the involution σ splits g into h⊕p, we define a Lie subalgebra gC = h+ip ⊂ gC

where gC is the complexification of the Lie algebra g. Note gCC = gC. This corresponds
to a Lie group GC ⊂ GC. The Killing form B on g induces a Killing form B̂ on gC

with B̂|p = −B|p, B̂|h = B|h and B̂(p, h) = 0.
Any real semisimple Lie group has at least one such involution: the Cartan

involution σ for which B(X, σY ) is negative definite. Any two involutions which
satisfy this property are necessarily equivalent up to inner automorphism. This gives
a unique decomposition g = h + p known as the Cartan decomposition where the
corresponding Lie group H is a maximal compact subgroup.

The rank of a symmetric space is the dimension of any maximal abelian subspace
of p. Geometrically, this is the maximum dimension of a flat totally geodesic
submanifold so is at least one.
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1.2 COMPLEX HYPERBOLIC SPACE

We now let Cn,1 denote Cn+1 equipped with the Hermitian metric:

⟨u, v⟩ =
n∑
i

uivi − un+1vn+1. (1.1)

Following the notation in [48], this enables us to decompose the non-zero elements
of Cn,1 into three subsets:

Cn,1
− =

{
v ∈ Cn,1 | ⟨v, v⟩ < 0

}
,

Cn,1
0 =

{
v ∈ Cn,1, v ̸= 0 | ⟨v, v⟩ = 0

}
, and

Cn,1
+ =

{
v ∈ Cn,1 | ⟨v, v⟩ > 0

}
.

(1.2)

The standard projective map P : Cn,1\{0} → CPn defines two non-zero vectors as
equivalent if and only if they are non-zero complex scalar multiples of each other.
By properties of the metric, the images of the above subsets under P remain disjoint.

The projective model of complex hyperbolic space defines CHn as PCn,1
− with

boundary PCn,1
0 .

Note that the group U(n, 1) ⊂ GL(n+1,C) preserves the metric given in equation
(1.1) and acts transitively on Cn,1

− . It has a maximal compact subgroup U(n) × U(1)
and center Û(1). We therefore take PU(n, 1) as the group of orientation preserving
isometries of CHn following [19]. As in [14], we then have that the following is an
exact sequence:

1 → Û(1) → U(n, 1) → PU(n, 1) → 1. (1.3)

Following the previous section, we can also view CHn as the rank 1 non-compact
symmetric space with G = PU(n, 1) and H = P (U(n) × U(1)).

We have g ≃ su(n, 1) and the Cartan decomposition in this case has a block
decomposition: A u

u† a

 =
A 0

0 a

+
 0 u

u† 0

 (1.4)

where A ∈ u(n), a = −tr(A), u ∈ Cn and u† is the Hermitian transpose.
Unlike real hyperbolic space, complex hyperbolic space does not have constant

sectional curvature, although the holomorphic sectional curvature is constant [19,
§2.2]. We normalise the holomorphic sectional curvature to -4 as in [48].

Note PU(n, 1) is a real Lie group [14]. More details on both complex hyperbolic
geometry and PU(n, 1) can be found in [54] and [19].
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1.3 EQUIVARIANT MINIMAL SURFACES

We now define equivariant minimal surfaces following Loftin and McIntosh in [48],
[49] and [50]. Recall that we let Σ be a smooth surface of genus g ≥ 2.

First take c : π1(Σ) → PU(1, 1) as a Fuchsian representation, meaning it is
discrete and faithful. In particular, c is injective, c(π(Σ)) is a discrete subgroup of
PU(1, 1) and PU(1, 1)/c(π(Σ)) is compact.

As Goldman details in [32, §4.2], such a representation also arises as the holonomy
of a hyperbolic structure on Σ: a hyperbolic structure is equivalent to a Riemannian
metric of negative constant curvature and has an underlying conformal structure
γ. Moreover, as g ≥ 2, the uniformatisation theorem shows that this conformal
structure is unique.

As detailed in [32, §5], the moduli space of conjugacy classes [c] can then be
identified with the Teichmüller space Tg of Σ.

Turning to the other parts of an equivariant minimal surface, we call a G =
PU(n, 1) representative reductive if Ad ◦ ρ : π1Σ → Aut(g) is completely reducible
for Ad the adjoint representation of PU(n, 1) on g = pu(n, 1) (see, for example, [34]).

This enables us to define another useful space: the moduli space of reductive
representations ρ up to conjugacy is called the character variety R(π1Σ, PU(n, 1)).
The subset of irreducible representations is open ([14, §3]) and a reductive represen-
tation is called indecomposable if its image does not lie in a proper Lie subgroup
([48]).

To continue defining an equivariant minimal surface, let ρ : π1(Σ) → PU(n, 1)
be an indecomposable representation and f : CH1 → CHn a harmonic and (weakly)
conformal map. Taking f to be conformal means dfp : TpCH1 → TpCHn is conformal
for all p ∈ CH1 and weakly conformal if there exists a point p ∈ CH1 where dfp is
zero, in which case p is called a branch point As f is also harmonic, its image is
minimal away from any branch points. Hence we can view f as a minimal (possibly
branched) immersion with isolated branch points (see [63]). In particular, the induced
metric f ∗g on CH1, where g is the metric on CHn, is conformally equivalent to the
hyperbolic metric µ on CHn so f ∗g = euµ for some u : Σ → R away from branch
points.

This triple (f, c, ρ) is called equivariant if they intertwine, i.e. f ◦ c(δ) = ρ(δ)◦f
for all δ ∈ π1(Σ).

We only wish to consider such triples up to isometry so we have an equivalence
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relation: (f, c, ρ) ∼ (f ′, c′, ρ′) when there exists γ ∈ PU(1, 1) and α ∈ PU(n, 1) such
that for all z ∈ CH1,

f ′(z) = αf(γ−1z), c′ = γcγ−1, ρ′ = αρα−1. (1.5)

This then gives equivalence classes [f, c, ρ] and the set of all these classes form the
moduli space of equivariant minimal surfaces M(Σ).

Corlette and Donaldson show in [22] and [24] that, for a fixed conjugacy class
[c], every reductive representation ρ has a unique equivariant harmonic map f into
CHn (also see [59]). If ρ is decomposable, then its image lies in a proper subgroup
of PU(n, 1) and the same f can be equivariant with respect to several ρ: ρ being
indecomposable is equivalent to f being linearly full. When ρ is reductive, Corlette
also gives that we can view f as a minimal immersion Σ → CHn/ρ(π1Σ).

Taken altogether, this then means we have the following embedding:

M(Σ) → Tg × R(π1Σ, PU(n, 1))

[f, c, ρ] 7→ ([c], [ρ]).
(1.6)

In particular, this embedding endows M(Σ) with a topology.
For the rest of this thesis, we fix Σ with a conjugacy class [c].

1.4 EQUIVARIANT MINIMAL SURFACES AND FLAT BUNDLES

Given an equivariant minimal surface with a fixed conjugacy class [c], there is an
associated flat bundle which is important for both the Higgs bundle and harmonic
sequence perspectives that we go on to develop.

Following [22], [34] and [31] for the general case where G is a real, reductive,
connected Lie group, while applying ideas from [14] to the G = PU(n, 1) case, we
show how given ρ, there is a corresponding flat bundle and then, from this, how we
also have a harmonic map f . This forms the first part of the non-abelian Hodge
correspondence.

We first follow [34] to define a (smooth) principal G-bundle P on Σ as a smooth
fibre bundle π : P → Σ with a G-action which is free and transitive on each fibre.
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1.4.1 Representations and Flat Connections

We wish to first consider representations Hom(π1Σ, G) = {ρ : π1Σ → G}. As π1Σ
has 2g generators {Ai, Bi}, there is an induced embedding:

Hom(π1Σ, G) ↪→ G2g

ρ 7→ (ρ(A1), ρ(B1), · · · , ρ(Ag), ρ(Bg)) ,
(1.7)

from which Hom(π1Σ, G) inherits the subspace topology.
G acts on Hom(π1Σ, G) by conjugation: g · ρ = gρg−1. When G is abelian,

this action is trivial but more generally, if the G-action is not proper and G is
non-compact, then Hom(π1Σ, G)/G may not be Hausdorff. Even if G is compact
and acts properly, if this action is not free, there may still be singularities in the
quotient space [16].

To remedy this, we consider the subset Homred(π1Σ, G) of reductive representa-
tives: those representations that are the direct sum of irreducible representation.
By the definition we saw in §1.3, Homred(π1Σ, G)/G = R(π1Σ, G) is the character
variety. Note it inherits the natural quotient topology.

Turning to the set of flat connections on a principal G-bundle P over Σ, we let
U(P ) be the set of all connections on P , and D0 ∈ U(P ) be a fixed connection. Any
connection D ∈ U(P ) can be written uniquely as D = D0 + η where η ∈ E1(adP )
for adP the adjoint bundle to P . This means U(P ) is an affine space modelled on
E1(adP ).

Let F(P ) ⊆ U(P ) be the space of flat connections on P . If D0 is flat then the
curvature with respect to D is

Θ(D) = (D0 + η)(D0 + η) = Doη + 1
2[η, η]. (1.8)

Denoting the bundle of automorphisms of P as Aut(P ), the gauge group G is the
automorphism group E0(Σ,Aut(P )) and acts on U(P ) via conjugation g ·D = gDg−1

and thus Θ(g · D) = gΘ(D)g−1. In particular, F(P ) is preserved under gauge
transformation enabling a moduli space F(P )/G to be defined.

It is well known that a flat connection corresponds to a class of holonomy
representations as detailed in [46, §2.10]. Conversely, letting Σ̃ be a universal
covering space of Σ with deck group π1Σ, any ρ ∈ Hom(π1Σ, G) acts on the trivial
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bundle over Σ̃ by:

π1Σ × (Σ̃ ×G) → Σ̃ ×G

(γ, x̃, v) 7→ (γx̃, ρ(γ)v).
(1.9)

As π1Σ acts properly and freely on Σ̃, we get a G-principal bundle Pρ over Σ:

Pρ : (Σ̃ ×G)/π1Σ → Σ̃/π1Σ = Σ.

Since Pρ is a trivial bundle over Σ, it is flat and, as π1Σ has a discrete topology, this
naturally defined flat connection is also flat over Σ.

A connection is called reductive if its holonomy representation is itself a reductive
representation. We can then consider the subspace F(P )red ⊆ F(P ) of flat reductive
representations.

If D1 and D2 are both flat connections corresponding to representations ρ1 and
ρ2, then [D1] = [D2] in F/G if and only if there exists g ∈ G such that ρ1 = gρ2g

−1.
This then gives R(π1Σ, G) ∼= F red/G where F red ⊂ F .

In particular, considering the case of G = PU(n, 1) more closely, a flat PU(n, 1)-
bundle is equivalent to a projective equivalence class of smooth rank n+ 1 bundles.
Moreover, we let

Γ = ⟨Ai, Bi, J | Πg
i=1[Ai, Bi] = J, [Ai, J ] = 1 = [Bi, J ]⟩, (1.10)

to form the universal central extension:

0 → Z → Γ → π1Σ → 0. (1.11)

Note Z is isomorphic to the subgroup generated by J .
For a representation ρ : π1Σ → PU(n, 1), and recalling equation (1.3), Atiyah

and Bott detail in [3, §6] how ρ can be lifted to a (non-unique) representation
ρ̂ : Γ → U(n, 1) such that

0 Z Γ π1Σ 0

0 U(1) U(n, 1) PU(n, 1) 0.

ρ̂ ρ (1.12)

Following [3] and [14], we can identify the space of reductive representations ρ̂
with the moduli space of connections with constant central curvature on a U(n, 1)
bundle over Σ.



18 Chapter 1. Background

1.4.2 Flat Connections and Harmonic Metrics

We next examine the link between connections and harmonic metrics for which we
fix a metric on Σ. Again, we continue to primarily follow [34].

In a principal G-bundle P , we can consider a metric h as a reduction of the
structure group G to a maximal compact subgroup H ⊂ G. This means we can view
h as a section h : Σ → P/H. Fibres of this bundle are isomorphic to the symmetric
space G/H and the Cartan decomposition gives g = h ⊕ p with p = TV (PH), the
vertical tangent bundle of PH .

Given a flat bundle P , we have:

P/H = Σ̃ ×ρ (G/H), (1.13)

which means a metric h corresponds to a map

ĥ : Σ̃ → G/H (1.14)

such that ĥ(γ · x) = γ · ĥ(x) for all γ ∈ π1Σ and x ∈ Σ̃.
This enables us to define the energy of a hermitian metric h as

e(h) =
∫

Σ
∥dĥ∥2 vol. (1.15)

Note this is well-defined as we have equipped Σ with the conjugacy class [c]. Metrics
in a flat G-bundles corresponding to critical points of the energy are called harmonic.

In terms of flat connections, let i : PH ↪→ P be the principal H-bundle obtained
by the reduction of structure group defined by h and D a flat connection on P . The
Cartan decomposition gives i∗D = DH + ϕ where DH is a connection on PH (so
compatible with the metric h) and ϕ = dh ∈ E1(PH , p) is a section of TV (PH).

We can calculate the critical points of the energy by taking a deformation of the
metric h as ht = exp (ts)h where s ∈ E(Σ, PH(p)). We then have

d

dt
e(ht)

∣∣∣∣∣
t=0

= d

dt

∫
Σ

∥dht∥2vol

∣∣∣∣∣
t=0

= ⟨dh, dDH
s⟩. (1.16)

This means h is a harmonic metric if and only if d∗
DH
ϕ = 0 where d∗ is the adjoint

operator of d with respect to the fixed Kähler metric on Σ.
The curvature of i∗D can be expressed in terms of (DH , ϕ) as

Θ(DH) + dDH
ϕ+ 1

2[ϕ, ϕ] = 0. (1.17)
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Considering the h and p parts separately, we get:

dDH
ϕ = 0,

Θ(DH) + 1
2[ϕ, ϕ] = 0, and

d∗
DH
ϕ = 0,

(1.18)

where we have also required h to be harmonic for the third condition. A bundle
(PH , DH , ϕ) which satisfies all three of these conditions is called a harmonic bundle.

Returning to flat connections, we have:

Theorem 1.1 (Corlette-Donaldson Theorem - [34]). A flat bundle P → Σ corre-
sponding to a representation ρ : π1Σ → G admits a harmonic metric if and only if ρ
is reductive.

Let U ⊂ G be the gauge group for PH . As it preserves the metric, U is unitary.
The Corlette-Donaldson theorem gives that for any projectively flat connection D on
P , there exists a gauge transformation g ∈ G such that gD = DH +ϕ and (PH , DH , ϕ)
is a harmonic bundle. Consequently,

{(PH , DH , ϕ) | (PH , DH , ϕ) harmonic} /U ∼= F/G.

In the PU(n, 1) case, we want to consider bundles with constant central curvature
λ(ρ̂) which means the harmonic bundle equations we need consider are:

d∗
DH
ϕ = 0 = dDH

ϕ, and

Θ(DH) + 1
2[ϕ, ϕ] = λ.

(1.19)

1.5 HIGGS BUNDLES AND STABILITY

Still following [34], [14], [61] and [31], we now turn to Higgs bundles.
A Higgs bundle over a compact Riemann surface Σ is a pair (E,Φ) where

E → Σ is a holomorphic vector bundle, and Φ : E → E⊗K is a sheaf homomorphism
known as the Higgs field, where K is the canonical bundle. In particular, we can
view Φ as an element of H0(Σ,End(E) ⊗K).

For general vector bundles, we define the slope as µ(E) := deg(E)/rank(E) where
deg(E) is the degree of E. E is stable if µ(F ) < µ(E) for all proper subbundles F ,
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semistable if this is not a strict inequality and polystable if E is isomorphic to
the direct sum of stable vector bundles of equal slope.

A Higgs bundle (E,Φ) is subsequently stable if µ(F ) < µ(E) for all Φ-invariant
holomorphic subbundles F ⊆ E, where F is Φ-invariant if Φ(F ) ⊆ F ⊗K. Semista-
bility and polystability are defined analogously. Note this is a weaker condition than
vector bundle stability.

Hitchin showed in [43] that a Higgs bundle (E,Φ) is polystable if and only if it
satisfies the (projectively flat) Hitchin Equations:

∂EΦ = 0, and

Θ + [Φ,Φ∗] = −iµIEω,
(1.20)

where µ = µ(E), IE is the identity endomorphism of E and ω is the Kähler form of
Σ equipped with conjugacy class [c] and normalised to have volume 2π. The right
hand side of this second equation is known as the central curvature of E.

There are two descriptions of a PU(n, 1)-Higgs bundles which we will use.
In the first, we follow [34] to set G = PU(n, 1) and recall from §1.2 that

the maximal compact subgroup is H = P (U(n) × U(1)). This gives the Cartan
decomposition g = h + p. We can then take (E ′,Φ) to be a PU(n, 1)-Higgs bundle
where E ′ → Σ is a holomorphic principal HC bundle and Φ ∈ H0(Σ, E(pC) ⊗K).

Note that as HC = P (GL(n) ×GL(1)), we also get an alternative description of
a PU(n, 1)-Higgs bundle as a projective equivalence class of split bundles V ⊕C and
a Higgs field Φ interpreted as a holomorphic one-form with values in Hom(C, V ) ⊕
Hom(V,C).

As discussed in [14, §3.2], a U(n, 1)-Higgs bundle (Ê,Φ) is a holomorphic GL(n)×
GL(1)-bundle Ê = V ′ ⊕ L, where L is a holomorphic line bundle and V ′ a rank n

holomorphic bundle, with an off-diagonal Higgs field Φ of the form Φ =
 0 ϕ1

ϕ2 0


where ϕ1 ∈ H0(Σ,Hom(L, V ) ⊗K) and ϕ2 ∈ H0(Σ,Hom(V, L) ⊗K).

Following on from the end of §1.4.1, any flat PU(n, 1)-bundle lifts to a non-
unique U(n, 1)-bundle V ′ ⊕ L with a projectively flat connection with constant
central curvature λ(ρ̂) in line with [31].

Two such U(n, 1)-bundles will result from a lift of the same PU(n, 1)-bundle if
and only if there exists a line bundle with a unitary connection of constant curvature
such that twisting one U(n, 1)-bundle by the line bundle, gives the second. We
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choose the U(n, 1) bundle twisted by L∗ meaning E = V ⊕ C where V ≃ V ′ ⊗ L∗.
Note that we then have deg(V ) = deg(E).

1.6 NON-ABELIAN HODGE CORRESPONDENCE

We can now consider the rest of the non-abelian Hodge correspondence and detail
the association between the character variety and the moduli space of polystable
Higgs bundles with the aid of [34], [61] and [31].

Let E be the associated flat vector bundle to the principal bundle P . We first
consider holomorphic structures on E. Recall that E is equipped with a complex
structure J for which the bundle projection is holomorphic and there exist local
holomorphic sections which can be locally trivialised.

Let ∂E : E0(E) → E0,1(E) be a linear operator satisfying a Leibniz rule:

∂E(fσ) = (∂f)σ + f∂E(σ) (1.21)

for f ∈ C∞(Σ,C) and σ ∈ E0(E). This extends to ∂
q : Ep,q(E) → Ep,q+1(E) and,

when E is integrable, ∂q+1 ◦ ∂q = 0.
Moreover, giving an alternative proof to a result from Koszul–Malgrange in [47],

Atiyah and Bott show in [3, p. 555] that, over a complex surface, the (0,1) part of
any connection gives a holomorphic structure.

Alternatively, we have

Theorem 1.2 (Newlander-Nirenberg theorem [4]). Given a complex manifold Σ and
a smooth vector bundle E with connection A whose curvature is of type (1,1), then E
has a natural holomorphic structure with a unique (1,0) hermitian connection given
by A.

In particular, holomorphic transition functions can be defined by solving ∂Es = 0
where s ∈ E0(Ui), so ∂E gives E a holomorphic structure.

On the other hand, two holomorphic structures are defined to be equivalent if
the operators which they are given by are gauge equivalent. That is, there exists a
g ∈ G such that ∂′

E = g−1∂Eg. For a given smooth bundle E, the set of holomorphic
structures on E therefore forms a moduli space itself: D(E)/G where D(E) is the
space of ∂E operators on E. Furthermore, an arbitrary holomorphic bundle can be
given by (E, [∂E]), where [∂E] is a class of G-equivalent ∂ operators.
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With respect to a given operator ∂0, an arbitrary ∂E = ∂0 + Ψ where Ψ ∈ E0,1(Σ)
is an endomorphism of E. D(E) is therefore an affine space. The gauge group G
acts on D(E) by conjugation: g · ∂E = g∂Eg

−1. As with representations, this space
is generally non-Hausdorff but by restricting to stable holomorphic bundles, we
overcome this problem.

We finally consider the moduli space of Higgs bundles MHiggs given by (E, ∂E,Φ).
Here, the G action is given by g · (∂E,Φ) 7→ (g∂Eg

−1, gΦg−1). As ∂E represents a
holomorphic structure, to have a Hausdorff quotient space, as before, we require
stable Higgs bundles. For further restriction, we need to understand the action on
the Higgs field.

Bringing these ideas together, the Hitchin-Simpson correspondence [34, Thm
3.8] identifies the moduli space of Higgs bundles with the moduli space of harmonic
metrics. In our case, the Hitchin-Simpson correspondence gives:

Theorem 1.3 (Prop 3.9, [14]). Let (E,Φ) be a U(p, 1)-Higgs bundle with E = V ⊕C

and Φ =
 0 ϕ1

ϕ2 0

 . Then (E,Φ) is polystable if and only if it admits a harmonic

hermitian metric such that E = V ⊕ C is an orthogonal decomposition and Hitchin’s
equations (1.20) are satisfied.

Overall, given an equivariant minimal surface (f, c, ρ), [ρ] ∈ R(π1X,PU(n, 1))
defines a projectively flat PU(n, 1)-Higgs bundle where the Higgs field is Higgs field
given by the (1, 0)-part of the derivative of f . Therefore, for each choice of conjugacy
class [c], the non-abelian Hodge correspondence provides a homeomorphism between
the character variety and the moduli space of polystable PU(n, 1)-Higgs bundles
over Σ equipped with the conjugacy class [c].

To be more explicit: given [ρ], we have a class of projectively equivalent Cn,1

bundles E each equipped with a projectively flat connection ∇. The immersion f

defines a line subbundle L ⊂ E which further defines a splitting E = L⊕ L⊥. This
splitting then defines a bundle automorphism σ such that σ|L⊥ = 1 and σ|L = −1,
which further decomposes the connection ∇ as ∇E + Ψ for ∇E = 1

2(∇ + σ∇σ) and
Ψ = 1

2(∇ − σ∇σ). The harmonic map equations, paired with projective flatness as
in equation (1.19), then gives that ∂EΨ1,0 = 0. So, if we take Ψ1,0 = Φ, we get a
Higgs bundle.

Conversely, given a semistable PU(n, 1)-Higgs bundle (E,Φ) where L ⊂ E is a
line subbundle, we can fix the metric such that the Cn,1 metric is negative definite
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on L. The line L then determines a smooth section of the CHn bundle CH1 ×ρ CHn

equivalent to the ρ-equivariant map f such that Φ = ∂f . Indeed, as f is ρ-equivariant,
so is df and we can decompose df into four maps:

∂f ′ : T 1,0Σ → T ′CHn, ∂f ′′ : T 1,0Σ → T ′′CHn,

∂f ′ : T 0,1Σ → T ′CHn, ∂f ′′ : T 0,1Σ → T ′′CHn,
(1.22)

with ∂f ′ = ∂f ′′ and similarly ∂f ′′ = ∂f ′. We can then think of df as a smooth section
of (T CΣ)∗ ⊗ f−1

(
T CCHn/ρ

)
over Σ. This gives that ∂f ′ ∈ H0(K ⊗ Hom(C, V ))

and ∂f ′′ ∈ H0(K ⊗ Hom(V,C)) so we can equate these with the components (ϕ1, ϕ2)
of a PU(n, 1)-Higgs field.

Moreover, the connection ∇E on E induces a metric connection on f−1TCHn

which agrees with the pullback of the Levi-Civita connection. As (E,Φ) satisfies
the Hitchin equations (1.20), the Hitchin-Simpson correspondence gives that f is
harmonic. Meanwhile the semistability of (E,Φ) ensures that f is linearly full.

1.7 MODULI SPACE OF PU(n, 1)-HIGGS BUNDLES

We finally consider some known facts about the moduli space of PU(n, 1)-Higgs
bundles. Let (E,Φ) be a polystable PU(n, 1)-Higgs bundle.

1.7.1 Toledo Components of MHiggs

Following the original definition of the Toledo invariant in [59], we recall that a
representation ρ defines a flat bundle Eρ over Σ with fibre CHn and a section
equivalent to the equivariant map f . Letting Ω be the Kähler form on CHn, the
form f ∗Ω is fixed under the action of π1(Σ) on CH1 so descends to a form on Σ. We
then define the Toledo invariant as:

τ(ρ) = 2
π

∫
Σ
f ∗Ω. (1.23)

Recall that in §1.2, we fixed the holomorphic sectional curvature to be -4 which
means here we follow the scaling convention in [48] and [14] rather than the original
definition in [59] where the holomorphic sectional curvature is taken to be -1.

We now follow Goldman, Kapovich and Leeb [33] for an equivalent definition
that will be useful.
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Let K be the canonical line bundle over CHn and recall CHn is a Kähler-Einstein
manifold with Einstein coefficient −2(n+ 1) (see [7, §1]). Being a Kähler manifold
means the curvature of the canonical bundle is iR where R is the Ricci curvature,
while being Einstein means R = −2(n+ 1)Ω (see, for example, [52, §13]). Together
this means the curvature of K is Θ(K) = −2i(n+ 1)Ω. Following [6] and [33], the
pullback bundle f ∗K on the universal cover Σ̃ descends to a line bundle Lρ over Σ
with a curvature 2-form αρ. In particular, deg(Lρ) = 1

2πi

∫
Σ αρ ∈ Z (see, for example,

[60, §3]).
Returning to the Toledo invariant, this means:

τ(ρ) = 2
π

∫
Σ
f ∗Ω = −1

πi(n+ 1)

∫
Σ
f ∗Θ(K) = − 2

n+ 1
1

2πi

∫
Σ
αρ = − 2

n+ 1 deg(Lρ).

(1.24)
However, as in [48], we have Lρ

∼= f−1 (TCHn/ρ) ∼= Hom(L, V ) meaning deg(Lρ) =
deg Hom(L, V ) = deg V − n degL.

We’ve then shown:

τ := τ(ρ) = −2deg V − n degL
n+ 1 , (1.25)

which agrees with the definition in [14]. In our case, we take L ≃ C meaning this
can be further simplified to:

τ = − 2
n+ 1 deg V. (1.26)

In particular, this gives that τ(ρ) ∈ 2
n+1Z.

As detailed in [34], we can stratify the character variety by the degree of E and,
as deg(E) = deg(V ), we can now index these components by τ . Indeed, Xia [66]
proves that MHiggs decomposes into connected components indexed by τ .

We now show there is a bound on the values τ can take. Recall that a semistable
PU(n, 1)-Higgs bundle has a Higgs field which splits into two components ϕ1 : C →
V ⊗ K and ϕ2 : V → C ⊗ K. If Φ = 0, then the Higgs bundle must lie in the
component τ = 0 as detailed in [14].

As in Lemma 3.24 in [14], Imϕ2 ⊗K−1 ⊂ C so, assuming ϕ2 ≠ 0, we have that
Imϕ2 generates a subbundle I (see [44]), which has rank 1. Similarly, let N be the
subbundle generated by kerϕ2 with rank n− 1 then, as ϕ2 induces a nonzero section
of (V/N)∗ ⊗ Imϕ2 ⊗K, we have:

deg(N) ≥ deg(V ) − 2(g − 1). (1.27)
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Furthermore, N is a Φ-invariant subbundle so, by stability of E, we also have:

deg(N) ≤ n− 1
n+ 1 deg(V ). (1.28)

Taking these together,

2(g − 1) ≥ 2
n+ 1 deg(V ) = τ. (1.29)

Applying similar reasoning for ϕ1, we get a Milnor-Wood type inequality:

0 ≤ |τ | ≤ 2(g − 1). (1.30)

Milnor and Wood first proved a form of this inequality in [51] and [64] respectively,
while the CHn case was first shown by Domic and Toledo [23].

Xia [66] shows that there is exactly one connected component for each one of
these values τ , with Theorem 6.1 in [14] further giving that these components have
a dimension of 1 + (n+ 1)2(g − 1) unless |τ | = 2(g − 1).

If |τ | = 2(g−1), then [14, Thm 3.32] gives that every such Higgs bundle is strictly
semistable and decomposes into a polystable CH1-Higgs bundle of maximal τ and
degree 2(1−g), and a polystable, rank n−1 vector bundle of degree deg(V )+2(g−1).
The connected component is then of smaller dimension 2 + (n2 − 2n+ 5)(g − 1).

1.7.2 The Hitchin Map and Nilpotent Cone

The Hitchin map on MHiggs (see, for example, [29], [34]) is given by:

χ : MHiggs →
n+1⊕
i=1

H0(Σ, Ki)

[E,Φ] 7→
(
tr(Φ), tr(Φ2), . . . , tr(Φn+1)

) (1.31)

Hitchin [43] shows that this a proper map meaning the fibres are compact and, in
particular, the fibre of the Hitchin map over 0,

χ−1(0) = {[E,Φ]|χ([E,Φ]) = 0}, (1.32)

is called the nilpotent cone.
In our equivariant minimal surfaces case, we can go further: as CHn is a rank

1 symmetric space and we take f to be conformal, then the corresponding Higgs
bundle has Φ2 = 0. This means we have tr(Φi) = 0 for all i ≥ 0 meaning that all
such Higgs bundles are in the nilpotent cone.
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1.7.3 The C∗ Action, Hodge Bundles and Morse Theory

An important property of the Higgs moduli space (see [34] for example) is the C∗

action given by:

C∗ × MHiggs → MHiggs

(z, [(E,Φ)]) 7→ [(E, zΦ)].
(1.33)

With respect to the Kähler form ω on the moduli space MHiggs, [34] details
how the action of the subgroup S1 ⊂ C∗ is Hamiltonian and, for ξ the vector field
generated by the action such that grad g = iξ, there exists a moment map g given
by (up to scaling):

g : MHiggs → R

[(E,Φ)] 7→ ∥Φ∥2 :=
∫

X
|Φ|2vol.

(1.34)

As originally shown in [43], this is a proper, perfect Morse-Bott function, meaning
the Hessian of g is non-degenerate along the normal bundle to the connected critical
submanifolds Nλ ⊂ MHiggs.

Observe that S1 ⊂ C∗ acts on the moduli space of solutions to the Hitchin
equations (1.20) meaning that understanding the C∗-action can be reduced to
understanding the scaling of the Higgs field Φ by z = et where t ∈ R.

We see in [42] how the downward gradient flow Γt(E) (i.e. of -grad g) on the
moduli space from which we have the stable and unstable manifolds respectively:

N+
λ = {(E,Φ)| lim

t→∞
Γt(E) ∈ Nλ}, and

N−
λ = {(E,Φ)| lim

t→−∞
Γt(E) ∈ Nλ}.

(1.35)

This gives a Morse stratification MHiggs = ⋃
λ N

+
λ which Kirwan [45] shows is

equivalent to the Bialynicki-Birula stratification:

MHiggs =
⋃
λ

{
(E,Φ)

∣∣∣∣∣ lim
z→0

(E, zΦ) ∈ Nλ

}
. (1.36)

As g is proper and bounded below, it attains a minimum on each connected
component of MHiggs. |τ |

2 provides a lower bound for g and [14, Prop 4.5] shows
this is obtained if and only if ϕ1 = 0 or ϕ2 = 0. Note in particular, we only have
∥Φ∥2 = 0 when τ = 0.
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We therefore want to better understand these critical submanifolds. It follows
from Frankel’s work [30] that both the critical Higgs bundles (E,Φ) and the adjoint
Higgs bundle (End(E), ad(Φ)) are fixed by the circle action so:

eiθ · [(E,Φ)] = [(E, eiθΦ)] = [(E,Φ)], (1.37)

for all values θ. From this,

d

dθ

∣∣∣∣∣
θ=0

eiθ · (E,Φ) = (0, iΦ) = (dEΨ, [Ψ,Φ]), (1.38)

where Ψ is a unique infinitesimal automorphism of the Lie algebra. As dEΨ = 0, there
is a holomorphic eigenbundle decomposition End(E) = ⊕

Eλ with Eλ = ker(Ψ − λ)
where λ is the eigenvalue. Finally, as [Ψ,Φ] = iΦ, we get that Φ(Eλ) ⊂ Eλ+i ⊗K

and the eigenvalues are integer multiples of i.
A holomorphic decomposition E = ⊕m

i=1Ei such that Φ(Ei) ⊂ Ei+1 ⊗ K and
Em+1 = 0 is called a length m Hodge bundle.

In our PU(n, 1) case, Φ also splits into ϕ1 : C → V ⊗ K and ϕ2 : V → C ⊗ K

which limits the possible lengths of Hodge bundles.

Lemma 1.4. Every semistable PU(n, 1)-Higgs bundle (E = V ⊕ C,Φ) fixed under
the C∗-action is either a length 2 or length 3 Hodge bundle.

Proof. Following [14, Prop 4.10], each eigenbundle of the fixed point must be either
a subbundle of V or C. Moreover, Φ maps the eigenbundle Ei to the consecutive
eigenbundle Ei+1. Together with the definition of PU(n, 1)-Higgs bundles, this
means there must be at least two consecutive eigenbundles which Φ acts non-trivially
between: one a subbundle of V and one a subbundle of C.

If there exists consecutive eigenbundles which are subbundles of either V or C,
for ease we take their direct sum so we have:

0 → E1 Φ−→ E2 Φ−→ E3 → 0, (1.39)

where we are suppressing the direct products with K and Ei are direct sums of
consecutive eigenbundles that are either subbundles of V or C. As Φ2 = 0 and
rank(C) = 1, we necessarily have that there can be at most three of these bundles.

If E1 is a subbundle of C, then E2 is a subbundle of V which lies in the kernel
of Φ meaning E3 = 0 and (E,Φ) = (C ⊕ V, ϕ1) is a length 2 Hodge bundle.
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Similarly, if E3 is a subbundle of C, then we must have E1 = 0 and we get the
length 2 Hodge bundle (V ⊕ C, ϕ2).

However, if E2 is a subbundle of C, then both ϕ1 and ϕ2 are non-zero. We relabel
E1 = V2 and E3 = V2 so we get a length 3 Hodge bundle (V2 ⊕C ⊕ V1, (ϕ1, ϕ2)).

Note that in the length 3 case, Im(ϕ1) ⊆ V1 and V1 ⊆ kerϕ2, so we get ϕ2ϕ1 = 0
or, equivalently, Tr Φ2 = 0. This also trivially holds in the length 2 case. All
PU(n, 1)-Higgs bundles with this property belong to the nilpotent cone (see equation
(1.32)).

1.7.4 Tangent Space to the Moduli Space

In order to understand deformations of Higgs bundles, we now explore the tangent
space to the full Higgs bundle moduli space at a smooth point p = (E,Φ) where
(E,Φ) is a stable Higgs bundle and recall that Ek(U) is the space of k-differential
forms over a local open subset U of a Riemann surface.

Moreover, in §1.6, we saw that the Higgs moduli space is given by:

MHiggs = {(A,Φ) satisfying (1.41)} /C∞(Σ, H) (1.40)

where
FA + [Φ,Φ∗] = 0, d′′

A = 0. (1.41)

and H is the maximal compact group of PU(n, 1).
Adapting [61, Eq. 2.7], the infinitesimal structure of the moduli space is given by

the deformation complex

E0(hC) D1−→ E0,1(hC) ⊕ E1,0(mC) D2−→ E1,1(mC) (1.42)

where the linearisation of the gauge action and d′′
AΦ = 0 gives:

D1B = (d′′
AB, [Φ, B])

D2(α, φ) = d′′
Aφ+ [α ∧ Φ],

and h and m are the Lie algebra splitting of PU(n, 1) as in §1.1. Let Ek(hC) be the
space of smooth k-forms with value in the bundle of endomorphisms

{ψ ∈ End(V ) ⊕ End(C) | Tr(ψ) = 0} ,

and Ek(mC) correspond to endomorphisms ψ ∈ Hom(C, V ) ⊕ Hom(V,C).
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This allows us to model the tangent space space of a smooth point as

TpMHiggs ≃

{
(α, φ) ∈ E1(h) ⊕ E1,0(mC) satisfying (1.44)

}
{(dAB, [Φ, B]) | B ∈ E0(h)} (1.43)

where
d′′

Aφ+ [α ∧ Φ] = 0. (1.44)

Alternatively, following on from the holomorphic principal HC definition of
a Higgs bundle seen in §1.5, we can consider the Dolbeault moduli space as
constructed in [34, p. 13] as

MDol =
{
(∂A,Φ) | (∂A,Φ) polystable, ∂AΦ = 0

}
/C∞(Σ, HC). (1.45)

Here, the gauge action is given by:

g(t) · (∂A,Φ) = (−∂Ag · g−1, gΦg−1). (1.46)

Differentiating this at t = 0 and setting ġ(0) = B, we get:

TpMDol ≃

{
(Ȧ′′, Φ̇) ∈ E0,1(hC) ⊕ E1,0(mC)

}
{(d′′

AB, [Φ, B]) | B ∈ E0(hC)} . (1.47)

As we have a diffeomorphism MDol → MHiggs, for every (Ȧ′′, Φ̇) ∈ TpMDol,
there exists B ∈ E0(hC) such that:

(α′′, ϕ) = (Ȧ′′ + d′′
AB,Φ + [Φ, B]) (1.48)

satisfies (1.44).
We will be mostly interested in the C∗ flow (E, etΦ) for which we can take the

representation at t = 0 to be (Ȧ′′, Φ̇) = (0,Φ). This last expression then simplifies
and we have a B ∈ E0(hC) such that

(α′′, ϕ) = (d′′
AB,Φ + [Φ, B]) (1.49)

satisfies (1.44).
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Harmonic Sequences

In this chapter we define harmonic sequences for our CHn case and explore their
link to PU(n, 1)-Higgs bundles.

2.1 CHn HARMONIC SEQUENCES

Continuing from the previous chapter, we take (E,Φ) to be a polystable PU(n, 1)
Higgs bundle where E = V ⊕C. Let ⟨·, ·⟩ be the Cn,1 metric on E, D : E0(E) → E1(E)
the Chern connection for the holomorphic structure E = C⊕V and ∇ = D+ Φ − Φ∗

the projectively flat PU(n, 1) connection on E. Here Φ∗ is the adjoint operator to Φ
with respect to ⟨·, ·⟩ which has the opposite sign to the usual adjoint (e.g. [60, §2])
since ⟨·, ·⟩ is negative definite on C.

We call a subbundle ℓ ⊂ E definite when ℓ ̸= 0 and ⟨·, ·⟩ is definite on ℓ. In this
case, we can then take the orthogonal projections π : E → ℓ and π⊥ : E → ℓ⊥ such
that π + π⊥ = IdE. For a definite line subbundle ℓ ⊂ E we follow [10, 18, 63] to
define:

A′ : ℓ → ℓ⊥ ⊗K

A′′ : ℓ → ℓ⊥ ⊗K
(2.1)

by:

A′σ = π⊥∇Zσdz

A′′σ = π⊥∇Zσdz
(2.2)

where z is a local holomorphic coordinate on Σ, Z = ∂/∂z and σ is any local smooth
section. Note A′ and A′′ are both independent of the choice of z and σ so are global
definitions.

30
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Given ℓ and ℓ⊥, we endow them with the holomorphic structures:

∂ℓ = π∇′′ : ℓ → ℓ⊗K

∂ℓ⊥ = π⊥∇′′ : ℓ⊥ → ℓ⊥ ⊗K.
(2.3)

As stated in [62, Thm 2.1], we prove following:

Lemma 2.1. A′ is holomorphic if and only if A′′ is antiholomorphic with respect to
the ∂ℓ and ∂ℓ⊥ holomorphic structures

Proof. For A′ to be holomorphic, we require, for each local smooth section σ of ℓ
and local holomorphic vector field Z,

π⊥∇ZA
′(Z)σ − A′(Z)π∇Zσ = 0 (2.4)

where A′(Z) = π⊥∇Z .
Since ∇ is projectively flat, we can simplify this using A′(Z) = π⊥∇Z to get:

π⊥∇Z(π⊥∇Zσ) − π⊥∇Zπ∇Zσ = π⊥((∇Z∇Z − ∇Zπ∇Z)σ) − π⊥(∇Z∇Zσ − ∇Zπ
⊥∇Zσ)

= π⊥((∇Z∇Z − ∇Z∇Z)σ) − A′′(Z)π∇Zσ − π⊥∇ZA
′′(Z)σ

= π⊥∇ZA
′′(Z)σ − A′′(Z)π∇Zσ

Hence A′ is holomorphic if and only if this is 0, from which we get that A′′ is
antiholomorphic.

Returning to our PU(n, 1) Higgs bundle (V ⊕ C,Φ), let ℓ0 = C, hence ℓ⊥ = V

meaning
A′

0 : ℓ0 → V ⊗K and A′′
0 : ℓ0 → V ⊗K. (2.5)

Taking a global trivialising section σ of ℓ0 we have

A′
0σ : π⊥

0 (D′σ + ϕ1σ) = ϕ1σ

A′′
0σ : π⊥

0 (D′′σ − ϕ∗
2σ) = −ϕ∗

2σ
(2.6)

for π0 : E → C and π⊥
0 : E → V .

Hence we have A′
0 = ϕ1 and A′′

0 = −ϕ∗
2. Since ϕ1 is holomorphic and ϕ∗

2 is
antiholomorphic, we get well-defined line subbundles ℓ1, ℓ−1 ⊂ V such that:

Im(A′
0) = Im(ϕ1) = ℓ1 ⊗K,

Im(A′′
0) = Im(ϕ∗

2) = ℓ−1 ⊗K.
(2.7)
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Here Im denotes the saturation of the image sheaf: the smallest sheaf containing the
image (complete definition can be found in [26]).

We can continue this process as the next result, similar to that stated in [62,
Thm 2.2], shows:

Lemma 2.2. Let ℓj ⊂ E be a definite line subbundle for which A′
j : ℓj → ℓ⊥

j ⊗ K

is holomorphic so that ℓj+1 = ImA′
j ⊗K is well-defined and assume ℓj+1 is definite.

Then
A′′

j+1 : ℓj+1 → ℓ⊥
j+1 ⊗K (2.8)

equals −(A′
j)∗.

Note by Lemma 2.1, an immediate consequence of this is that

A′
j+1 : ℓj+1 → ℓ⊥

j+1 ⊗K (2.9)

is holomorphic.

Proof. Let σ, τ be local sections of ℓj, ℓj+1 respectively. Then:

⟨A′
j(Z)σ, τ⟩ = ⟨∇Zσ, τ⟩

= −⟨σ,∇Zτ⟩

= −⟨σ,A′′
j+1(Z)τ⟩

where we have used that ⟨σ, τ⟩ = 0 and ∇ is a metric connection.

Since A′
0 is holomorphic with definite image ℓ1, there is a line subbundle ℓ2 for

which A′
1 : ℓ1 → ℓ2 ⊗ K is holomorphic. Whenever the iteration continues, we

produce A′
j : ℓj → ℓj+1 ⊗K until ℓj+1 fails to be definite.

Similarly, Lemma 2.2 gives that when ℓj is definite and A′′
j is antiholomorphic,

we obtain ℓj−1 ⊂ E for which A′′
j : ℓj → ℓj−1 ⊗K. This leads us to the definition of

the harmonic sequence.

Definition 2.3. If ℓj is definite and comes from ℓ0 by iteration of one of the above
operations, then let I ⊂ Z be a subset such that j ∈ I and 0 ∈ I. We call the set
{ℓj : j ∈ I} the harmonic sequence for the Higgs bundle (E,Φ).

This is called a harmonic sequence because every ℓj in the sequence determines
an equivariant harmonic map into either CHn or the pseudo-Hermitian symmetric
space CdSn, known as complex de Sitter space, as follows.
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Let E± ⊂ E be the fibre subbundle consisting of v ∈ E such that ⟨v, v⟩ = ±1.
Then using the metric ⟨·, ·⟩, the fibres of PE± are isometric to either CHn or CdSn

for E− and E+ respectively. It is well-known (e.g. [27, 25, 48]) that ℓj determines
a harmonic section of PE± precisely when A′

j is holomorphic. Equally, ℓj gives an
equivariant harmonic map into CHn or CdSn.

Note that, for ℓ0 = C and ℓ⊥
0 = V , the equivariant harmonic map is f : CH1 →

CHn as seen in §1.3.
For this equivariant harmonic map f , we then define the k-th order Z osculating

subbundle Fk ⊂ V as:

Fk = span{∇i
Zσ : 0 < i ≤ k} =

k⊕
i=1

ℓi, (2.10)

and k-th order Z osculating subbundle as:

F k = span{∇i
Z
σ : 0 < i ≤ k} =

k⊕
i=1

ℓ−i, (2.11)

for σ a section of C. As f is harmonic, then Lemma 2.2 shows that ∇Z∇i
Zσ ∈ Fi−1

and similar for the complex conjugate. In particular, Fk is always a holomorphic
bundle while F k is antiholomorphic.

These osculating spaces form two flags:

F1 ⊂ · · · ⊂ Fr = Fr+1 ⊂ V, and

F 1 ⊂ · · · ⊂ F s = F s+1 ⊂ V,
(2.12)

where we take r, s ∈ Z to be smallest possible integers such that Fr = Fr+1 and
F̄s = F̄s+1.

2.2 ISOTROPY ORDER

Now let us restrict our attention to PU(n, 1)-Higgs bundles (E,Φ) in the nilpotent
cone which are characterised by ϕ2ϕ1 = 0. For a global unitary section σ of C = ℓ0,

Tr(ϕ2ϕ1) = ⟨ϕ2ϕ1σ, σ⟩ = ⟨ϕ1σ, ϕ
∗
2σ⟩. (2.13)

We therefore see that ℓ1 is perpendicular to ℓ−1 meaning ℓ1, ℓ0 and ℓ−1 are mutually
orthogonal by construction. This is a consequence of requiring f in our equivariant
minimal surface to be conformal.
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Lemma 2.4 (Prop. 2.4, [10]). If there exists a subsequence ℓp, · · · , ℓp+k of k + 1
consecutive mutually orthogonal subbundles of the harmonic sequence, then every
k + 1 consecutive bundles of the harmonic sequence are mutually orthogonal.

Proof. Assume ℓp, ℓp+1, ..., ℓp+k are mutually orthogonal for p, . . . , p + k ⊆ I, we
then show that if p − 1 ∈ I, then ℓp−1 is orthogonal to ℓp, ℓp+1, ..., ℓp+k−1, and if
p+ k + 1 ∈ I, then ℓp+k+1 is orthogonal to ℓp+1, ℓp+1, ..., ℓp+k.

We first consider p − 1 ∈ I and let σ and τ be local sections of ℓp and ℓr for
r ∈ {p + 1, · · · , p + k − 1} respectively. Then we know ⟨σ, τ⟩ = 0 by assumption.
Therefore:

⟨∇Zσ, τ⟩ = −⟨σ,∇Zτ⟩

⟨A′′
p(Z)σ, τ⟩ = −⟨σ,A′

r(Z)τ⟩

This last term is 0 because ℓp is orthogonal to ℓr+1 by assumption. Furthermore, as
A′′

p(Z)σ is a local section of ℓp−1, we necessarily have that ℓp−1 is perpendicular to ℓr

for r ∈ p+ 1, · · · , p+ k − 1. By construction, we also have that ℓp−1 is perpendicular
to ℓp meaning we have shown that ℓp−1 is orthogonal to ℓp, ℓp+1, ..., ℓp+k−1 as required.

On the other hand, we assume p + k + 1 ∈ I and now take σ and τ be local
sections of ℓp+k and ℓr for r ∈ {p+ 1, · · · , p+ k} respectively. Again, ⟨σ, τ⟩ = 0 and
we have:

⟨∇Zσ, τ⟩ = −⟨σ,∇Zτ⟩

⟨A′
j+k(Z)σ, τ⟩ = −⟨σ,A′′

r(Z)τ⟩ = 0.

This last equality follows from ℓp+k being orthogonal to ℓr−1 and, as before, this
gives that ℓp+k+1 is orthogonal to ℓp+1, ℓp+1, ..., ℓp+k as required. Inductively, we have
that any k consecutive bundles are mutually orthogonal.

Definition 2.5. Let m + 1 be the maximum length of a consecutive sequence of
mutually orthogonal subbundles in the harmonic sequence. We call m the isotropy
order of the harmonic sequence and of its corresponding Higgs bundle (E,Φ).

Note that clearly 1 ≤ m ≤ n and, by restricting ourselves to Higgs bundles in
the nilpotent cone where Φ ̸= 0, then we also have m ≥ 2.

Following from the previous lemma, we also have:

Corollary 2.6. If (E,Φ) is a Higgs bundle with isotropy order m then there exists a
subsequence ℓp, · · · , ℓp+m of the harmonic sequence consisting of mutually orthogonal
subbundles containing ℓ0. Hence ℓj ⊂ V = ℓ⊥

0 for −m ≤ j ≤ m, j ̸= 0 and j ∈ I.
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2.3 SUPERMINIMAL HARMONIC SEQUENCES

We now want to consider the case of maximal mutual orthogonality. We prove the
following as stated in [10, p. 368]:

Proposition 2.7. Consider a harmonic sequence of isotropy order m ≥ 2. If A′
p = 0

for some p ∈ I, then 0 ≤ p ≤ m and the harmonic sequence is finite, consisting
of mutually orthogonal ℓj for p − m ≤ j ≤ p. Moreover, this holds if and only if
A′′

p−m = 0.

Proof. We assume A′
p = 0. Consider any subbundle ℓj of the harmonic sequence

with j < p. Let σ and τ be local sections of ℓp and ℓj+1 respectively. By assumption,
we then have:

0 = ⟨A′
p(Z)σ, τ⟩ = ⟨σ,A′′

j (Z)τ⟩. (2.14)

Therefore, for all j ∈ I, we have ℓj is perpendicular to ℓp.
By construction ℓp−1 is orthogonal to ℓp and ℓp−2 and the previous paragraph

gives that ℓp−2 is perpendicular to ℓp. Therefore ℓp−2, ℓp−1, ℓp are mutually orthogonal.
By Lemma 2.4, we therefore have that ℓp−3, ℓp−2, ℓp−1 are mutually orthogonal. The
previous paragraph also gives that ℓp−3 is perpendicular to ℓp. Working iteratively
like this, we get that ℓp−j, · · · , ℓp are mutually orthogonal for all j ∈ I.

By definition of the isotropy order, the harmonic sequence must therefore contain
ℓp−m, · · · , ℓp and, by construction, we have p ≤ m.

To show this is the entire harmonic sequence, we need to show that A′
p = 0 if and

only if A′′
p−m = 0. We let σ and τ be local sections of ℓp−m and ℓp respectively, then

⟨A′′
p−m(Z)σ, τ⟩ = −⟨σ,A′

p(Z)τ⟩.

Assuming A′
p = 0, then A′′

p−m = 0 or else ℓp−m−1 is in the harmonic sequence
contradicting the definition of the isotropy order. Conversely, if A′′

p−m = 0, then we
have A′

p = 0 or else p+ 1 ∈ I.

There are two special classes of harmonic sequence which have particular sig-
nificance in the rest of this thesis. The terms defined below follow from those in
[12]:

Definition 2.8. The map corresponding to ℓ0 is superminimal if its corresponding
harmonic sequence terminates. Equivalently, there exists a p ∈ I such that A′

p = 0.
We will also call the corresponding Higgs bundle (E,Φ) superminimal.
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If the harmonic sequence is periodic, then both the corresponding map and the
Higgs bundle are called superconformal.

If we required linearly full PU(n, 1)-Higgs bundles, then their harmonic se-
quences span the bundle. In this case, Proposition 2.7 shows that superminimal
harmonic sequence have isotropy order n+ 1. Meanwhile linearly full superconformal
Higgs bundles have isotropy order n.

Following our discussion after Definition 2.3, we also have that:

Corollary 2.9. Every equivariant superminimal map into CHn is either holomorphic,
antiholomorphic or its harmonic sequence contains a holomorphic map into CdSn.

We now can link Hodge bundles to harmonic sequences by showing that a
superminimal harmonic sequence corresponds to a Hodge bundle.

Theorem 2.10. For f linearly full, the harmonic sequence given by an equivariant
minimal surface [f, c, ρ], is superminimal if and only if the PU(n, 1)-Higgs bundle
(E,Φ) corresponding to [f, c, ρ] is a Hodge bundle.

Proof. Suppose the Higgs bundle is a Hodge bundle. In the case of length 3 Hodge
bundles, V1 and V2 are holomorphic subbundles and, by definition of Φ, ℓ1 ⊆ V1 and
ℓ−1 ⊆ V2. As holomorphic bundles, they are both invariant under ∂V . Moreover,
π⊥

−1∇Zσ−1 = σ−2 must be contained in V2. Inductively, we have ℓi ⊂ V2 for all i < 0
and, as V1 and V2 have finite rank, there must exist some p ∈ I such that A′

p = 0
as V1 and V2 are holomorphic subbundles. As V is orthogonal to C, ⟨σ, σ⟩ > 0 for
any σ ∈ ℓ⊥

0 and the isotropy order must be maximal. By definition 2.8, we therefore
have a superminimal harmonic sequence.

In the length 2 case, either ϕ1 = 0 or ϕ2 = 0. Note this means that f is either
holomorphic or antiholomorphic as seen in the CH2 case, and the harmonic sequence
either has ℓ1 = 0 and ℓi ⊂ V for i < 0 or ℓ−1 = 0 and ℓi ⊂ V for i > 0.

Conversely, suppose we have a superminimal harmonic sequence then we have
maps given by A′

i : Fi → Fi+1 ⊗ K, with Fi = F−i for i < 0, as in the previous
chapter. Then ℓ0, Fp and Fp−n are three orthogonal holomorphic subbundles for
0 ≤ p ≤ n. Moreover, identifying ϕ1 = A′

0 and ϕ2 = A′
−1, then Φ(σ0) = π0Z(σ0) ⊂ Fp

and π0Z(σi) = 0 for all i ̸= −1, which together gives Φ(Fp−n) ⊂ ℓ0, Φ(ℓ0) ⊂ Fp and
Φ(Fp) = 0. This therefore defines a Hodge bundle decomposition: E ∼= Fp−n ⊕ℓ0 ⊕Fp.
Moreover, as we have a superminimal sequence, the {ℓi} form a PU(n, 1)-frame and
we get that E is a PU(n, 1)-Higgs bundle.
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2.4 TOLEDO INVARIANT AND STABILITY

We continue this chapter by using previous results for Higgs bundles to bound the
degree of line bundles within the context of the harmonic sequence. Let di = deg(ℓi).

From the previous lemma, we have:

deg(V1) = deg(Fp) =
∑
i≥1

di, and deg(V2) = deg(Fp−n) =
∑

i≤−1
di. (2.15)

Relating this back to the Toledo invariant τ in equation (1.25):

∑
i∈I

di = n+ 1
2 τ. (2.16)

Recall the Milnor-Wood inequality (1.30):

0 ≤
∣∣∣∣∣∑
i∈I

di

∣∣∣∣∣ ≤ (n+ 1)(g − 1). (2.17)

As in [48], we also consider the points q = f(z) where ∂f ′′ or ∂f ′ vanishes. If f
is not holomorphic or anti-holomorphic, then these points are isolated. Moreover,
with the prior identifications of ϕ1 = ∂f ′ and ϕ2 = ∂f ′′, then we have that ϕ1 = 0 or
ϕ2 = 0 on these points. Let D1 and D2 be the divisors defined by the zeroes of ϕ1

and ϕ2 respectively. Viewing ϕ1 and ϕ2 as non-zero global sections of the associated
line bundles, we see that these are effective divisors.

Moreover, as (E,Φ) satisfies ϕ2ϕ1 = 0, we have:

0 K−1(D1) V K(−D2) 0.ϕ1 ϕ2 (2.18)

Relating this back to the harmonic sequence, ϕ1 : ℓ0 → ℓ1⊗K and ϕ2 : ℓ−1⊗K−1 → ℓ0

so, as Di are effective divisors,

d1 ≥ −2(g − 1), and

d−1 ≤ 2(g − 1).
(2.19)

This reflects Gothen’s result in Proposition 3.2 in [35].
Recalling that our Higgs bundles are polystable by the non-abelian Hodge corre-

spondence, then we can explore how the ensuing stability conditions impose further
bounds on the degree of V and hence on the degrees of the line bundles in the bundle
sequence. Recall too that we take ℓ0 = C so d0 = 0.
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We already know (E,Φ) is a stable Higgs bundle if every holomorphic Φ-invariant
subbundle F satisfies µ(F ) ≤ µ(E) as seen in §1.5.

For a length 2 Hodge bundle, either ϕ1 = 0 or ϕ2 = 0. In the case ϕ1 = 0 then
ℓ0 is a Φ-invariant bundle. Alternatively, ϕ2 = 0 and V is Φ-invariant. We get the
stability conditions:

0 ≤ deg(E) if ϕ1 = 0 or

0 ≥ deg(E) if ϕ2 = 0.
(2.20)

In particular, as deg(E) depends on the Toledo invariant, we immediately get:

Lemma 2.11. Let (E,Φ) be a stable length 2 Hodge bundle, then ϕ1 = 0 if and only
if τ ≤ 0 while ϕ2 = 0 if and only if τ ≥ 0.

If Φ = 0, then (V ⊕ L, 0) is a global minimum of ∥Φ∥2 and both of these must
hold. This can only occur in the τ = 0 component and the point (V ⊕ L, 0) is
polystable.

More generally, as the definition of a stable Higgs bundle only regards holomorphic
Φ-invariant subbundle F ⊆ E, we now further explore the properties of such
subbundles F in the superminimal case.

We cannot find all Φ-subbundles for n ≥ 3 but we can find some to impose some
necessary but not sufficient stability conditions.

Let (E,Φ) be a length 3 Hodge bundle then, by the Newlander-Nirenberg theorem,
given a ∂ operator, there is a unique holomorphic structure on the bundle. The
harmonic sequence gives an orthogonal frame for E and, with regards to the wider
splitting E = V1 ⊕ V2 ⊕ C ∼= Fp−n ⊕ Fp ⊕ ℓ0 from the proof of Theorem 2.10, we
can form a representation of ∂E with the only non-zero entries on the diagonal and
superdiagonal:

∂V =



∂1 α1

∂2
. . .
. . . αp−1

∂p 0
∂p−n αp−n

. . . . . .
∂−2 α−2

∂−1 0
∂C



, (2.21)
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where ∂i is the ∂ operator on ℓi as generalised from (2.3) and αi ∈ E0,1(Σ,Hom(ℓi+1, ℓi)).
With relation to this holomorphic structure, one way of constructing a holomor-

phic subbundle F is to consider flags of sums of consecutive line bundles of the
harmonic sequence starting from either ℓp−n, ℓ0 or ℓ1 where p = rank(V1).

Secondly, note that Φ only acts on ℓ−1 and ℓ0 meaning that any Φ-invariant
subbundle F ⊆ E must necessarily either not contain ℓi, or contain both ℓi and ℓi+1

for i = −1, 0. Note that as (E,Φ) satisfies ϕ2ϕ1 = 0, we get Φ(ℓ1) = 0.
We can now put these two ideas together to derive some necessary conditions for

stability.
When n = 2, we can consider the Φ-invariant bundles ℓ1 and ℓ0 ⊕ ℓ1, which

together give the stability conditions found in both [48] and [35], noting the difference
in notation:

2d1 < d−1, and d1 < 2d−1. (2.22)

Taken with equation (2.19), we have that:

−2(g − 1) < d1 < g − 1, and

−(g − 1) < d−1 < 2(g − 1).
(2.23)

For n = 3, we first note that ℓ−1 ⊕ ℓ0 ⊕ ℓ1 is a proper subbundle. Moreover, it is
holomorphic when p = 2 so:

d1 + d−1 < d2. (2.24)

As in the n = 2 case, we still have ℓ1 and ℓ0 ⊕ ℓ1 as Φ-invariant bundles provided
p ≥ 1 and thus:

3d1 <
∑
i ̸=1

di and d1 <
∑
i ̸=1

di. (2.25)

We can also consider these bundles with the direct sum of ℓ±2 to give ℓ1 ⊕ ℓ±2 and
ℓ0 ⊕ ℓ1 ⊕ ℓ±2 giving: ∑

i ̸=−1
di < d−1. (2.26)

Finally, we can consider ℓ±2 itself. If p = 1, then ℓ−2 is holomorphic and

3d−2 < d1 + d−1. (2.27)

However, if p = 2, then ℓ2 is instead an antiholomorphic bundle so does not give us
any further stability condition.

Continuing inductively on n, we get the following necessary conditions for stability:
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Lemma 2.12. If (E,Φ) is a stable Higgs bundle with p = deg(V1), then the following
inequalities hold for all 1 ≤ j ≤ p and k ̸= 0,±1:

j∑
i=1

di <
j

2τ, (2.28a)

j∑
i=1

di <
j + 1

2 τ, and (2.28b)

k∑
i=p−n

di <
n− p+ k + 1

2 τ. (2.28c)

Proof. We first consider Φ-invariant subbundles containing ℓ0 ⊕ ℓ1.
Letting p ≥ 1, we can take the direct sum of consecutive line bundles ℓi to get

successively larger subbundles. Starting from ℓ1 and ℓ0 respectively, we get:

(n+ 1)
j∑

i=1
di < j

∑
i∈I

di, and

(n+ 1)
j∑

i=1
di < (j + 1)

∑
i∈I

di

(2.29)

for 1 ≤ j ≤ p.
Alternatively, for p ≤ n−2, we consider the flag Gk = Fp−n ∩F⊥

k for some integer
p− n < k < −1. These flags are contained within kerϕ2 and their stability gives:

(n+ 1)
k∑

i=p−n

di < (n− p+ k + 1)
∑
i∈I

di. (2.30)

We can combine these two constructions, building a holomorphic subbundle as
the direct sum of line bundles from the holomorphic end of the harmonic sequence
and from ℓ1. However, the constraint we get in this case is implied by the previous
conditions.

We next consider subbundles which include ℓ−1 ⊕ ℓ0 ⊕ ℓ1. The simplest of these
is the bundle ℓ−1 ⊕ ℓ0 ⊕ ℓ1 itself, however this is only holomorphic if p = n− 1. In
general, we wish to consider the flag ⊕1

i=p−n ℓi (recalling that p ≤ n by definition).
In this case,

(n+ 1)
1∑

i=p−n

di < (n− p+ 2)
∑
i∈I

di. (2.31)

We can further generalise this by considering ⊕j
i=p−n ℓi for 1 ≤ j < p to get:

(n+ 1)
j∑

i=p−n

di < (n− p+ j + 1)
∑
i∈I

di. (2.32)
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Recalling that ∑i∈I di is the degree of the total bundle which can be written in
terms of the Toledo invariant, we get the above result, where we have combined
equations (2.30) and (2.32).

In this discussion, we have only considered holomorphic Φ-invariant subbundles
as flags formed from the harmonic sequence. When n = 2, this is the only source of
such subbundles and hence the subsequent stability conditions are both necessary
and sufficient. However, for n > 2, there are different sources of holomorphic
subbundles of ker Φ whose stability we cannot currently address. In this case, the
above conditions are only necessary.

Nonetheless, we can still use this result to bound the degrees of V1 and V2 in a
length 3 Hodge bundle. Using equation (2.28a) and knowing that V1 ⊕ V2 = V , if we
set j = p, we get:

deg(V1) <
p

2τ,

deg(V2) > −n+ p+ 1
2 τ.

(2.33)

We also know V2 = F−2 ⊕ ℓ−1 so using equations (2.28c) and (2.23), we also have:

deg(V1) >
p− 2n

2 τ − 2(g − 1),

deg(V2) <
n− p− 1

2 τ + 2(g − 1).
(2.34)

Note that, if τ ̸= 0, and by the additivity of the degree, both V1 and V2 are
unstable as vector bundles as vector bundle stability requires all subbundles to have
smaller slope, and not just the Φ-invariant ones.

2.5 DETERMINING THE ISOTROPY ORDER

We now return to considering the case where (E,Φ) is not superminimal and has
isotropy order m < n+ 1. From Lemma 2.4, we then have that:

ℓ−1
A′

−1−−→ ℓ0
A′

0−→ ℓ1
A′

1−→ · · ·
A′

m−2−−−→ ℓm−1
A′

m−1−−−→ · · · (2.35)

consist of mutually orthogonal subbundles where we are suppressing the tensor
product with the cannonical bundle K at each step. In particular, ℓj ⊂ ℓ⊥

0 = V for
j = −1, 1, . . . ,m so ℓm is in our harmonic sequence.
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For any σ ∈ Γ(ℓ0) such that ⟨σ, σ⟩ = −1, we can then define

Qm = −⟨A′
m−1 · · ·A′

0σ,A
′′
0σ⟩ (2.36)

as a global smooth section of Km+1.
Note this agrees, up to the sign, with the definition of the differential Um,−1 given

in Bolton-Woodward [10]:

Ui,j = ui,jdz
i−j, where ui,j =


⟨σi,σj⟩
⟨σj ,σj⟩ if i, j ∈ I,

0 else.
(2.37)

where σi ∈ Γ(ℓi). These U -invariants let us conclude more about orthogonality of
the harmonic sequence as, if σi is orthogonal to σj, then Ui,j = 0. In particular, if
the harmonic sequence is superminimal, then Ui,j = 0 for all i, j ∈ I. We therefore
have:

Proposition 2.13. When the isotropy order is at least m, Qm+1 = 0 if and only if
the isotropy order is at least m+ 1.

Proof. As seen above, we have A′
m−1 · · ·A′

0σ = σm ∈ ℓm and, from Lemma 2.2,
A′′

0σ = ϕ∗
2σ = σ−1 ∈ ℓ−1 meaning

Qm = −⟨σm, σ−1⟩. (2.38)

This is then 0 if and only if ℓm is orthogonal to ℓ−1 which, by definition of the
isotropy order and under the assumption that the isotropy order is at least m, means
the isotropy order is at least m+ 1.

We can also consider a further equivalent definition which does not explicitly use
the metric on E:

Qm+1 = Tr
(
ϕ2A

′
m−1 · · ·A′

1ϕ1
)
. (2.39)

This follows since ℓm ⊂ V , A′
0 = ϕ1 and (A′′

0)∗ = ϕ2, as we’ve already seen.
For CH3, we can now recover the isotropy order m of a Higgs bundle. If

A′
1ϕ1 ⊆ ker Φ, then m ≥ 3 and if the Higgs bundle is a Hodge bundle, we have m = 4.

If A′
1ϕ1 ⊈ ker Φ, we necessarily have m = 2.
More generally, we get the following:
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Corollary 2.14. We have A′
k−2 · · ·A′

1ϕ1σ0 ⊆ kerϕ2 if and only if k < m, where m
is the isotropy order of the corresponding harmonic sequence. In other words, the
isotropy order m is determined by the maximum length complete holomorphic flag
F1 ⊂ ... ⊂ Fm−1 which lies entirely in kerϕ2.

Note that if a sequence is superconformal, then this gives Fn−1 = kerϕ2 because
ϕ2 ̸= 0 so the nullity of ϕ2 is n− 1.

Provided, ℓ0, . . . , ℓm are defined for the harmonic sequence, then we already know
that A′

m−1 · · ·A′
1ϕ1 : ℓ0 → ℓm ⊗Km is holomorphic regardless of the isotropy order.

However, since ℓm−1 is non-trivial, ℓm itself is not a holomorphic subbundle meaning
we cannot show that Qm+1 is holomorphic this way.

To show that Qm+1 is a holomorphic differential, we want to be able to express
it using higher order derivatives.

With an abuse of notation, we let

D : E0(Hom(C, V )) → E1(Hom(C, V )) (2.40)

denote the metric connection induced by D on E which preserves C and V . Let δ
be the connection on Kj induced by the Levi-Civita connection for the Käher metric
fixed on Σ. Together, these give the connection:

Dj : E0(Hom(C, V ) ⊗Kj) → E1(Hom(C, V ) ⊗Kj), (2.41)

whose (1, 0) component defines:

D′
j : E0(Hom(C, V ) ⊗Kj) → E0(Hom(C, V ) ⊗Kj+1). (2.42)

Lemma 2.15. For 1 ≤ j ≤ m− 1,

D′
j(D′

j−1 · · · (D′
1ϕ1) · · · )) ∈ E0(Hom(C, V ) ⊗Kj+1),

and, for a global unitary section of C,

D′
j(D′

j−1 · · · (D′
1ϕ1) · · · ))σ ≡ A′

j · · ·A′
1ϕ1σ mod Fj ⊗Kj+1. (2.43)

For notational simplicity, we write:

(D′)jϕ1 = D′
j(D′

j−1 · · · (D′
1ϕ1) · · · )). (2.44)
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Proof. It is enough to prove the congruence which we will do by induction.
For a local coordinate z, we write ϕ1 = ϕ1(z)dz. Then:

(D′
1ϕ1)σ = (D′ϕ1(z))σdz + ϕ1(z)δ′dz

= (D′(ϕ1(z)σ) − ϕ1(z)D′σ) dz + ϕ1(z)δ′dz

≡ π⊥D′ (ϕ1(z)σ) mod F1 ⊗K2

≡ A′
1ϕ1σ mod F1 ⊗K2

where we have used orthogonality properties.
Now assume:

(D′)rϕ1σ ≡ A′
r · · ·A′

1ϕ1 mod Fr ⊗Kr+1, (2.45)

which can be expressed locally as:

A′
r(z) · · ·A′

1(z)ϕ1(z)dzr+1 ⊂ Fr+1 ⊗Kr+1.

For simplicity, we let βr = A′
r · · ·A′

1ϕ1, then we have:

(D′)r+1ϕ1σ =
(
D′

r+1βr(z)dzr+1
)
σ

= (D′ (βr(z)σ) − βr(z)D′σ) dzr+1 + βr(z)σδdzr+1

≡ π⊥
r+1D

′(βrσ) mod Fr+1 ⊗Kr+2

since D′ : E0(Fj) → E0(Fj+1 ⊗K).
Overall, we therefore have that:

(D′)r+1ϕ1σ ≡ A′
r+1 · · ·A′

1ϕ1σ mod Fr+1 ⊗Kr+2

for all 1 ≤ j ≤ m− 1.

Corollary 2.16. For isotropy order m,

Qm+1 = Tr
(
ϕ2(D′)m−1ϕ1

)
∈ H0(Km+1) (2.46)

Proof. As we know Fm−1 ⊂ kerϕ2, then by Lemma 2.15 and equation (2.39), we
have:

Qm+1 = Tr
(
Φ2A

′
m−1 · · ·A′

1Φ1
)

= Tr
(
Φ2(D′)m−1Φ1

)
.
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Note that the original definition of Qm+1 given in (2.36) required that the
harmonic sequence has length at least m+ 1 but this last definition holds for any
Higgs bundle. In particular, for each r ≥ 0, this definition gives functions on the
nilpotent cone N so:

Qr+1 : N → E0(Kr+1). (2.47)

It will later be useful to have defined:

Um = {(E,Φ) ∈ N | Qj((E,Φ)) = 0 for j ≤ m} . (2.48)

This is the set of all Higgs bundles of isotropy order at least m. Recalling that
any Higgs bundles in the nilpotent cone has isotropy order at least 2 meaning
Q1 = Q2 = 0, we can work iteratively with the maps:

Qi+1 : Ui → H0(Ki+1)

(E,Φ) 7→ Tr
(
ϕ2(D′)i−1ϕ1

)
.

(2.49)

2.6 METRICS, CURVATURE AND KÄHLER ANGLES

Harmonic sequences can also be described locally as in [10] for CPn; in this section,
we use this local description to link to other common geometric quantities.

Recalling that σ0 is a nonzero local holomorphic section of ℓ0, we then define:

σi+1 = A′
i(σi) = π⊥

i (∇Zσi) , i ∈ I, (2.50)

where π⊥
i is projection onto ℓ⊥

i . This gives a holomorphic section of ℓi+1 since Ai is
a holomorphic map.

By considering projection onto ℓ⊥
i and ℓi and recalling σi is holomorphic, we

obtain:

Zσi = σi+1 + ⟨Zσi, σi⟩
⟨σi, σi⟩

σi = σi+1 + Z log
∣∣∣⟨σi, σi⟩

∣∣∣σi. (2.51)

Before considering the complex conjugate, we first define the R-valued quadratic
differentials:

Γi = γi|dz|2, where γi =


⟨σi+1, σi+1⟩

⟨σi, σi⟩ if i ∈ I,

0 else.
(2.52)



46 Chapter 2. Harmonic Sequences

This is invariant under the choice of σi ∈ Γ(ℓi) as indicated by Bolton and Woodward
[10], and hence globally defined.

By definition of A′
i, π⊥

i−1∇Z = σi and, as −A′′
i is the adjoint of A′

i−1, we have
that Zσi ⊂ ℓi ⊕ ℓi−1. However, by the definition of A′′, Zσi ⊂ ℓ⊥

i and therefore:

Zσi =

〈
Zσi, σi−1

〉
⟨σi−1, σi−1⟩

σi−1

= − ⟨σi, Zσi−1⟩
⟨σi−1, σi−1⟩

σi−1

= − ⟨σi, σi⟩
⟨σi−1, σi−1⟩

σi−1

= −γi−1σi−1.

(2.53)

We therefore have that, for i ∈ I, ℓi is holomorphic if and only if Γi−1 = 0, and
is antiholomorphic if and only if Γi = 0.

As ∇ is projectively flat in the CHn case, [Z,Z] = Λ(Z,Z)In+1 where Λ(Z,Z) is
a scalar 2-form and In+1 is the identity. Therefore:

ZZ log |σi|2 = γi − γi−1 − Λ(Z,Z). (2.54)

By considering the case i = 0 with ℓ0 = C then ⟨σ0, σ0⟩2 = 1 and we get:

Λ = γ−1 − γ0. (2.55)

Analogously to Bolton and Woodward’s unintegrated Plucker formula, equa-
tion (2.54) also gives:

ZZ log |γi| = γi+1 − 2γi + γi−1. (2.56)

This last formula means that given any two consecutive Γ-invariants, Γi can be
determined for all i ∈ I. Moreover, recalling from [60] and [37], we can find the first
Chern class as:

c1(ℓi) = − 1
2πi

∫
Σ
ZZ log |σi|2 dz ∧ dz. (2.57)

We therefore see that the Γ-invariants determine the degrees of the line bundle of
the harmonic sequence.

As detailed in [10], given a line bundle L over Σ, there exists a function fL : Σ →
CHn such that L = f ∗

L(ℓT aut). This function fL then induces a metric gL on Σ such
that:

gL(X, Y ) = Re⟨dfL(X), dfL(Y )⟩,
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where X, Y are tangent vectors to Σ.
For the harmonic sequence, we let fi be the map corresponding to the line ℓi and

can then calculate, for i ∈ I and by equation (2.52) and (2.37),

|dfi(Z)|2 = |Ai(σi)|2
|σi|2

= γi,

|dfi(Z)|2 = |Ai(σi)|2
|σi|2

= γi−1,

⟨dfi(Z), dfi(Z)⟩ = ⟨σi+1,−γi−1σi−1⟩
⟨σi, σi⟩

= −ui+1,i−1.

We’ve already seen that this last equation is 0 when f is conformal.
Returning to the metric gi, if we take X = Z + Z and Y = Z − Z, then:

gi(X,X) = γi−1 + γi − 2 Re ui+1,i−1, (2.58)

gi(Y, Y ) = γi−1 + γi + 2 Re ui+1,i−1, (2.59)

gi(X, Y ) = 2 Im ui+1,i−1. (2.60)

When f is conformal, this then simplifies to give:

gi = (γi−1 + γi) |dz|2 = Γi−1 + Γi. (2.61)

Given this and following Wells [60] together with the scaling used in [11], we can
consider the curvature of ℓi as:

κi = −2
γi−1 + γi

ZZ log(γi−1 + γi). (2.62)

In particular, if fi is holomorphic, then by equation (2.56), we have κi = 4γi−2γi+1
γi

.
Similarly, κi = 4γi−1−2γi−2

γi−1
if fi is antiholomorphic.

The Kähler angle θi ∈ [0, π] of fi is a function on the complement of the singular
set of fi in Σ with:

f ∗ω = cos (θi)vg, (2.63)

where ω is the Kähler form on CHn and vg is the volume form with respect to the
above metric gi. Chern and Wolfson [21] show this is a measure of the failure of fi

to be holomorphic. If we take the local coordinate z = x+ iy and recall that J is
the complex structure on CHn, then θi is the angle between Jdfi(X) and dfi(Y ). In
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particular,

cos(θi) = gi(JX, Y )√
gi(X,X)gi(Y, Y ) − gi(X, Y )2

= γi − γi−1√
(γi + γi−1)2 − 4|ui+1,i−1|2

.

(2.64)

When f is conformal, we get that θi = 0 if fi is holomorphic and similarly, θi = π

when fi is antiholomorphic. In both of these cases, ℓi is a complex submanifold
corresponding to either the complex or anti-complex points respectively as in [67].

In the conformal case, we can also rearrange equation (2.64) to get:

tan2
(
θi

2

)
= γi−1

γi

= Γi−1

Γi

. (2.65)

Note here that Γi and Γi−1 now determine and are determined by the metric gi

and Kähler angle θi. In particular, if we consider f = f0,

g0 = (γ−1 − γ0) |dz|2 = Λ(Z,Z)|dz|2, and

tan2
(
θ0

2

)
= γ−1

γ0
,

(2.66)

where this second equation is analogous to that seen in the CH2 case in [48, p.16].
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Superminimal Equivariant Minimal
Surfaces

Recall that the function g given in equation (1.34) is a Morse-Bott function whose
critical points form critical submanifolds consisting of Hodge bundles. We now classify
the corresponding superminimal equivariant surfaces and study their properties.

Throughout this chapter, we consider sets of critical points:

Np,d = {(E,Φ) : (E,Φ) stable Hodge, rank(V1) = p and deg(V1) = d} . (3.1)

3.1 HOLOMORPHIC CHAINS

Before continuing to look at the critical submanifolds, we briefly develop the theory
of holomorphic chains as in [1] in order to understand the connected components of
Hodge bundles.

A holomorphic chain C of length m consists of m holomorphic vector bundles
Ej with homomorphisms ϕi : Ei+1 → Ei. These can be parametrised by their type
t = (r1, . . . , rm, δ1, . . . , δm) where ri = rank(Ei) and δi = deg(Ei). A subchain
C ′ ⊆ C consists of subsheaves Fj ⊆ Ej such that ϕi(Fi+1) ⊆ Fi.

We will be considering the case of length 3 chains which have the form:

C : E3
ϕ2−→ E2

ϕ1−→ E1. (3.2)

The α-degree of a chain with α = (αm, . . . , α1) is:

degα(C) =
m∑

j=1
(δj + αjrj). (3.3)

49
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This gives a corresponding definition of α-slope µα as µα(C) = degα(C)
r

where
r is the total rank r = ∑

ri. Following the definitions from vector bundles, a
holomorphic chain C is α-stable if µα(C ′) < µα(C) for all non-trivial subchains C ′.
α-semistablity and α-polystablity follow as in the vector bundle case.

Lemma 3.1. Let E = V1 ⊕ C ⊕ V2 with Higgs field Φ = (ϕ1, ϕ2) be a length 3
PU(n, 1)-Hodge bundle and let C : V2 ⊗ K−1 ϕ2−→ C ϕ1−→ V1 ⊗ K be a holomorphic
chain. The Higgs bundle (E,Φ) is stable if and only if C is a α-stable holomorphic
chain for α = (−2(g − 1), 0, 2(g − 1)).

The first implication of this proof is adapted from [15] and the whole proof is
similar to that of Proposition 3.5 in [2].

Proof. Let C be an α-stable chain, then we show the corresponding Higgs bundle
E is stable. Indeed if we first consider the α-slope of C with α = (α1, α2, α3) and
noting that r2 = rank(C) = 1, we get:

µα(C) = µ
(
(V2 ⊗K−1) ⊕ C ⊕ (V1 ⊗K)

)
+ r1α1 + α2 + r3α3

n+ 1

= µ(E) + r1(2g − 2 + α1) + α2 + r3(−2g + 2 + α3)
n+ 1 .

(3.4)

Let C ′ : F3 ⊗K−1 ϕ2−→ F2
ϕ1−→ F1 ⊗K be a subchain of C. We first want to show

that the subbundle F = F1 ⊕ F2 ⊕ F3 is Φ-invariant. Noting that F1 ⊆ V1 and
Φ(V1) = 0, then, by definition of a holomorphic subchain, we require the image of ϕi

to be included in Fi, meaning in particular that:

Φ(F ) = Φ(F3) ⊕ Φ(F2) ⊕ Φ(F1) ⊆ (F2 ⊗K) ⊕ (F1 ⊗K) ⊕ 0 ⊆ F ⊗K (3.5)

as required.
We next want to consider the stability of F . As C is α-stable, µα(C ′) ≤ µα(C).

Setting si = rank(Fi) ≤ ri, then by equation (3.4), we obtain:

µ(F ) + s1(2g − 2 + α1) + s2α2 + s3(−2g + 2 + α3)
s1 + s2 + s3

≤ µ(E) + r1(2g − 2 + α1) + α2 + r3(−2g + 2 + α3)
n+ 1 .

(3.6)

For α = (−2(g − 1), 0, 2(g − 1)), F is a subbundle of E such that µ(F ) ≤ µ(E) as
this simplifies to:

µ(F ) ≤ µ(E). (3.7)
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On the other hand, given a stable bundle E with corresponding chain C and a
Φ-invariant subbundle F ⊂ E, we consider the projection p1 : F → V1. If we set
Im(p1) = F1 and ker(p1) = G1, then we get a short exact sequence:

0 G1 F F1 0. (3.8)

From this, we have deg(F ) = deg(F1)+deg(G1) and rank(F ) = rank(F1)+ rank(G1).
Moreover, we note G ⊆ C ⊕ V2. Similarly, we have the projection p2 : G1 → L to
give Im(p2) = F2 ⊆ C, F3 = ker(p2|G1) ⊆ V2 and the short exact sequence:

0 F3 G1 F2 0. (3.9)

Using the same reasoning as above, we then have that:

deg(F ) = deg(F1) + deg(F2) + deg(F3) and

rank(F ) = rank(F1) + rank(F2) + rank(F3).
(3.10)

F3 is necessarily a subbundle of V2 and, as F is Φ-invariant, Φ(F3) ⊆ Φ(V2) ⊆ L

so it follows that Φ(F3) ⊆ F2. This similarly holds for F2 and F1, meaning we can
define a subchain C ′ : F3 ⊗K−1 → F2 → F1 ⊗K.

For stability, F is a stable subbundle and again taking α = (−2(g−1), 0, 2(g−1)),
we have bundle stability which implies chain stability as above.

Note the previous proof also holds if either V1 or V2 are zero such as in the case
of length 2 Hodge bundles. There is therefore a bijection between PU(n, 1)-Hodge
bundles V2 ⊕ C ⊕ V1 and holomorphic chains of type;

t = (p, 1, n− p, deg(V1) − 2p(g − 1), 0, deg(V2) + 2(g − 1)). (3.11)

As deg(V2) = n+1
2 τ − deg(V1), within a given Toledo component, this type t

therefore only depends on p = rank(V1) and d = deg(V1):

t(p, d) =
(
p, 1, n− p, d− 2p(g − 1), 0, n+ 1

2 τ − d
)
. (3.12)

Given a α-semistable holomorphic chain, then [15] proves that there exists a
Jordan-Hölder filtration:

0 ⊊ C1 ⊊ · · · ⊊ Cq = C

of holomorphic subchains such that µα(Ci) = µα(C) and Ci/Ci−1 is α-stable for all
i ≥ 1. This gives a gradation:

Gr(C) = ⊕q
i=1Ci/Ci−1. (3.13)
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Proposition 2.2 in [1] gives that this gradation does not depend on the Jordan-
Hölder filtration. Two holomorphic chains are S-equivalent if their gradations are
equivalent. Wentworth [61] shows that Higgs bundles have a similar filtration with
equal slope and stable quotients. Moreover, the moduli space of semistable Higgs
bundles identifies the orbits of a given Higgs bundle with its associated gradation.
In particular, we can consider the moduli space of α-semistable holomorphic chains
of a given type as connected subsets of the Higgs moduli space.

Proposition 3.8 in [1] then gives that the moduli spaces of α-stable holomorphic
chains of a given type with α fixed has dimension:

(g − 1)(2p2 + n2 − 2np+ n+ 1) + 2d− n+ 1
2 τ + 1. (3.14)

Note that all of the Hodge bundles within Np,d correspond to holomorphic chains
of the same type. In particular, these results show that Np,d is connected and of the
dimension given in equation (3.14).

3.2 INVARIANTS OF THE CRITICAL SUBMANIFOLDS

We next wish to calculate the Morse indices of Np,d. In order to do this, we consider
the infinitesimal deformations of its elements. Biswas and Ramanan [8] show that
these deformations are given by the hypercohomology groups of an associated complex,
which we now develop. More on this and hypercohomology in general can be found
in Appendix A.

In the case of Hodge bundles, we let (E = V ⊕L,Φ) ∈ Np,d, then its adjoint Higgs
bundle (E(gC), adΦ) is also fixed under the S1 action. Considering the complexified
Cartan decomposition gC = hC ⊕ pC, we can make the following identifications
E(gC) = End(E), E(hC) = End(V ) ⊕ End(L) and E(pC) = Hom(V, L) ⊕ Hom(L, V ),
in order to then consider the deformation complex:

C∗ : E(hC) ad(Φ)−−−→ E(pC) ⊗K −→ 0. (3.15)

As further explained in the appendix and in [14], this has a corresponding long
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exact sequence:

0 H0(C∗) H0
(
E(hC)

)
H0
(
E(pC) ⊗K

)

H1(C∗) H1
(
E(hC)

)
H1
(
E(pC) ⊗K

)

H2(C∗) 0

adΦ

−adΦ

(3.16)
where H1(C∗) is the space of infinitesimal deformations of (E,Φ).
As seen in [14], there are natural ad-invariant isomorphisms

(
E(hC)

)∗ ∼= E
(
hC
)

and
(
E(pC)

)∗ ∼= E
(
pC
)
. Taking the Serre dual to

ad(Φ) : H1
(
E(hC)

)
→ H1

(
E(pC) ⊗K

)
(3.17)

therefore gives:
ad(Φ) : H0

(
E(pC)

)
→ H0

(
E(hC) ⊗K

)
. (3.18)

A Higgs bundle is called simple when all endomorphisms are invertible scalars and
so the kernel of ad(Φ) in equation (3.18) is 0. If (E,Φ) is stable, then it is simple
[53, Prop 4.3]. With equation (3.16), this shows that H2(C∗) = 0. Theorem 3.1 in
[8] then shows that (E,Φ) is a smooth point of MHiggs.

Recall from equation (1.38) that fixed points of the S1-action satisfy:

d

dθ

∣∣∣∣∣
θ=0

eiθ · (E,Φ) = (0, iΦ) = (dEΨ, [Ψ,Φ]), (3.19)

where Ψ is a unique infinitesimal automorphism of the Lie algebra. As Ψ ∈ E(h), the
eigenbundle decomposition E(gC) = ⊕

E(gC)k induced by the circle action is com-
patible with the complexified Cartan decomposition. Thus E(hC) = ⊕

E(hC)k and
E(pC) = ⊕

E(pC)k with ad(Φ) : E(hC)k → E(pC)k+1 ⊗K and we have deformation
complexes:

C∗
k : E(hC)k

ad(Φ)−−−→ E(pC)k+1 ⊗K −→ 0. (3.20)

Following [14], the decomposition of stable Hodge bundle into V2 ⊕C⊕V1 =: G1 ⊕
G2⊕G3, induces a corresponding decomposition of End(E) into Uk = ⊕

i−j=k Hom(Gj, Gi)
with eigenvalues ik which is compatible with the Cartan decomposition of End(E)
into ⊕E(hC)k and ⊕E(mC)k.
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In the length 2 case with ϕ2 = 0 so V1 = V , we have:

E(gC) =
0 Hom(C, V )

0 0


1

⊕

End(V ) 0
0 End(C)


0

⊕

 0 0
Hom(V,C) 0


−1

, (3.21)

with eigenvalues i, 0 and −i respectively. The alternative length 2 Hodge case with
V2 = V defines eigenbundles in the same way but with eigenvalues −i, 0 and i

respectively.
Similarly, in the length 3 case with E = V1⊕V2⊕L we have an eigendecomposition:

E(gC) =


0 0 0

Hom(V1, V2) 0 0
0 0 0


−2

⊕


0 0 0
0 0 Hom(L, V2)

Hom(V1, L) 0 0


−1

⊕


End(V1) 0 0

0 End(V2) 0
0 0 End(L)


0

⊕


0 Hom(V2, V1) 0
0 0 0
0 0 0


2

⊕


0 0 Hom(L, V1)
0 0 0
0 Hom(V2, L) 0


1

,

(3.22)

with eigenvalues ±2i,±i and 0. Note both of these alternate between E(pC) and
E(hC) as expected.

The bundle (E,Φ) is a local minimum if and only if H1(C∗
k) = 0 for all k > 0

which, we see from equation (3.16), occurs if and only if, for all k > 0, the adjoint
map ad(Φ) : E(hC)k → E(pC)k+1 ⊗ K is an isomorphism. For length 3 Hodge
bundles, ad(Φ) : E(hC)2 → E(pC)3 ⊗K = 0 is not an isomorphism so Np,d cannot be
local minimum for 0 < p < n. However, in the length 2 case, we only need consider
C∗

>0 : E(hC)1 = 0 → E(pC)2 ⊗K = 0. Equation (2.20) therefore gives that (E,Φ) is
a local minimum for Φ ̸= 0 if and only if (E,Φ) ∈ N0,d and τ > 0 or (E,Φ) ∈ Nn,d

and τ < 0.
Otherwise, as (E,Φ) is a smooth critical point of MHiggs, then the first hyperco-

homology group of the complex is isomorphic to the −k eigenspace of the Hessian of
g as given in [14, Prop 4.11], and so has dimension:

dimH1(C∗
k) = (g − 1)

(
rank

(
E(hC)k

)
+ rank

(
E(pC)k+1 ⊗K

))
+ deg

(
E(pC)k+1 ⊗K

)
− deg

(
E(hC)k

)
.

(3.23)
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To explicitly calculate all other Morse indices, we recall that such indices are
real dimensional, so index(Np,d) = 2 dimH1(C∗

i ) for i > 0. Moreover, as E(pC)j = 0
for j even and E(hC)j = 0 for j odd then, as our maximum eigenvalue is 2, the
only subcomplex we need consider is C∗

2 . It follows from (3.18) and(3.20) that
H1(C∗

2) ≃ H1(Hom(V2, V1)). Overall, we have:

index(Np,d) = 2
∑
k>0

dimH1(C∗
k)

= 2
(
(g − 1) · rank

(
E(hC)2

)
+ 0 + 0 − deg

(
E(hC)2

))
= 2

(
(g − 1)p(n− p) + (n− p)d− p

(
n+ 1

2 τ − d
))

= 2
(

(g − 1)p(n− p) + nd− n+ 1
2 pτ

)
,

(3.24)

where the penultimate line applies well-known vector bundle identities as found in,
for example, [13].

Note we also have H0(C∗
2) ≃ H0(Hom(V2, V1)) so, as described in [8], for stable

bundles H0(Hom(V2, V1)) = 0.
This method can also be used to calculate the dimension of the critical submanifold

as the fixed points of the C∗-action corresponding to the nullity of the Hessian of
g, or dimH1(C∗

0). This then agrees with the dimension count we found in equation
(3.14).

We can also calculate the critical values of ∥Φ∥2 associated to Np,d. Following
[31], we consider the short exact sequences:

0 V1 E C ⊕ V2 0,

0 C C ⊕ V2 V2 0.

(3.25)

We’ve already seen that in the superminimal case, both of these are trivial extensions,
meaning we have block decompositions of both the connection and the Higgs field:

∇ =


∇V1 0 0

0 ∇C 0
0 0 ∇V2

 , and Φ =


0 ϕ1 0
0 0 ϕ2

0 0 0

 . (3.26)

We can consider Hitchin’s equations (1.20) for this splitting to give:

Θ(∇V1) + ϕ1 ∧ ϕ∗
1 = −iµIpω, and

Θ(∇V1) + Θ(∇C) + ϕ2 ∧ ϕ∗
2 = −iµIp+1ω,

(3.27)
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where Θ denotes curvature. Taking the trace of this and integrating over Σ with a
factor of i

2π
, we obtain:

d+ ∥ϕ1∥2 = p

2τ, and

d+ ∥ϕ2∥2 = p+ 1
2 τ.

(3.28)

We then find that for any (E,Φ) within a given Np,d:

∥Φ∥2 = 2p+ 1
2 τ − 2d. (3.29)

Note that if we consider length 2 bundles, then we have either (p, d) = (0, 0) or
(p, d) =

(
n, n+1

2 τ
)
, so the corresponding critical values are either 1

2τ or −1
2τ . These

are both positive quantities as τ < 0 if p = n while τ > 0 if p = 0 as seen in Lemma
2.11.

Finally, we can bound this function so, within a given τ component:

1
2τ ≤ ∥Φ∥2 ≤ 2n+ 1

2 τ. (3.30)

3.3 THE DOWNWARD MORSE FLOW IN THE NILPOTENT
CONE

Having examined the critical submanifolds, we now consider the rest of the moduli
space of CHn equivariant minimal surfaces.

We recall that as CHn is a rank 1 symmetric space, all CHn equivariant minimal
surfaces correspond to Higgs bundles in the nilpotent cone. Moreover, we have a
Morse function given in equation (1.34) that corresponds to the C∗-scaling of the
Higgs field. As explained in [36], the nilpotent cone is stratified by the unstable
manifolds N−

p,d of this downward Morse flow. Now, given a Hodge bundle q = (E,Φ)
in Np,d, we define:

N−
p,d(q) = {(E ′,Φ′) : lim

t→∞
(E ′, etΦ′) = q} (3.31)

for Np,d the critical submanifold indexed by the rank p and degree d of V1 in q.
By the Bialynicki-Birula theory [28], this is an affine subvariety isomorphic to the
tangent space to the downward flow at q.
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Furthermore, given a stable length 3 Hodge bundle q = (V1 ⊕ V2 ⊕ C,Φ), we can
consider the short exact sequence:

0 V1 V V2 0. (3.32)

From the Hitchin equations (1.20), we can find several hermitian metrics on V

which defines both a smooth splitting of this sequence, and an extension class [α]
as in [31, §2.2], with:

∂V =
∂V1 α

0 ∂V2

 , (3.33)

where [α] ∈ H1(Σ,Hom(V2, V1)). In particular, [α] = 0 corresponds to the trivial
holomorphic extension V = V1 ⊕ V2 of the Hodge bundle q itself.

Proposition 3.2. Let q = (E,Φ) be a stable Hodge bundle of the form E =
C ⊕ V1 ⊕ V2, with ϕ1 : C → V1 ⊗K and ϕ2 : V2 → K.

For each extension class [α] ∈ H1(Σ,Hom(V2, V1)), there is a unique stable Higgs
bundle (E(α),Φ) given by E(α) = C ⊕ V (α) where V (α) is the extension:

0 V1 V (α) V2 0. (3.34)

defined by α and Φ is as for E = E(0). This gives a complex algebraic embedding of
H1(Σ,Hom(V1, V2)) into N which agrees with N−

p,d(q).

Proof. Stability is a Zarikski open condition (see [9], [57]) so, for some open
neighbourhood of α = 0, we know (E(α),Φ) is stable. Moreover, for any α ∈
H1(Σ,Hom(V2, V1)), there is a value t ∈ C∗ such that t−2α lies in this open neigh-
bourhood.

As in [48], there exists a constant gauge transformation g(t) such that:

g(t) ·
(
E
(
t−2α

)
,Φ
)

= (E (α) , tΦ) (3.35)

where, for p = rank(V1) and relative to the splitting V1 ⊕ V2 ⊕ C,

g(t) =


tIp 0 0
0 t−1In−p 0
0 0 1

 . (3.36)

As this C∗ action does not change the Φ-invariant subbundles, it preserves the
Higgs stability and therefore (E(α), tΦ) is stable for all α ∈ H1(Σ,Hom(V2, V1)) and
t ∈ R.
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Furthermore, (E(α),Φ) = (E(α′),Φ) if and only if there exists an isomorphism
f such that f(E(α)) = E(α′) and f commutes with Φ. However, as α determines
E(α) up to common scaling of the extension map (3.34) and, by above, any scaling
of this extensions acts non-trivially on Φ, then we must have α = α′.

On the other hand, let (E ′ = V ′ ⊕ C,Φ′) ∈ N−
p,d(q), i.e.

lim
t→∞

(E ′, tΦ′) = (E,Φ), (3.37)

for the Hodge bundle q.
As we saw just before (3.24), the downward Morse flow is given by the subcomplex

C∗
2 and H1(C∗

2) ≃ H1(Hom(V2, V1)). The image of H1(Hom(V2, V1)) under the map
to the extension bundles is open because it identifies with the tangent space as seen
in §3.2. Moreover, this image covers N−

p,d(q) because C∗ orbits of the latter intersect
the open neighbourhood of q, and we saw above that this neighbourhood contains
the entirety of any C∗ orbit which intersects it.

We’ve therefore shown that any extension V (α) gives a stable Higgs bundle in
N−

p,d(q) and all such elements of N−
p,d(q) arise in this manner as required.

Note this proof just show existence and does not give an easy method for
computing the corresponding Hodge bundle and extension class for an arbitrary
stable Higgs bundle.

We can use this to calculate the critical values of ∥Φ∥2 given in the previous section.
As in the superminimal case, we have a block decomposition of the connection:

∇ =


∇V1 0 α

0 ∇C 0
−α∗ 0 ∇V2

 . (3.38)

Using this splitting as we did in equation (3.25), we have:

0 V1 E C ⊕ V2 0,

0 C C ⊕ V2 V2 0.

(3.39)

The Hitchin equations (1.20) now incorporate the extension α:

Θ(∇V1) − α ∧ α∗ + ϕ1 ∧ ϕ∗
1 = −iµIpω and

Θ(∇V1) + Θ(∇C) − α ∧ α∗ + ϕ2 ∧ ϕ∗
2 = −iµIp+1ω.

(3.40)
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As in the superminimal case, we can take the trace, integrate over Σ and scale to
obtain:

d+ ∥α∥2 + ∥ϕ1∥2 = p

2τ, and

d+ ∥α∥2 + ∥ϕ2∥2 = p+ 1
2 τ.

(3.41)

Therefore, for any Higgs bundle (E,Φ) in the nilpotent cone:

∥Φ∥2 = 2p+ 1
2 τ − 2d− 2∥α∥2. (3.42)

In particular, the trivial extension has the greatest energy within any given unstable
manifold and the energy decreases along the downward Morse flow, as expected by
[43].

3.4 TANGENT TO THE DOWNWARD MORSE FLOW

From now on, we fix a stable Hodge bundle q = (V1 ⊕ V2 ⊕ C,Φ) of length 3. For
simplicity, we set U = N−

p,d(q). By the previous proposition:

U ≃
{

(Ê, Φ̂) ∈ N | lim
t→∞

(Ê, etΦ̂) = q
}

≃ H1(Hom(V2, V1)). (3.43)

Our aim in this section is to give another interpretation of the tangent space TqU
in terms of deformations of the metric connection.

From §1.7.4, recall the complex given in 1.42:

E0(hC) D1−→ E0,1(hC) ⊕ E1,0(mC) D2−→ E1,1(mC), (3.44)

where:

D1B = (d′′
AB, [Φ, B])

D2(α, φ) = d′′
Aφ+ [α ∧ Φ]

If we equip this complex with the hermitian metrics:

g0(B,B) =
∫

Σ
Tr(BB∗)ω

g1((β, φ), (β, φ)) = i

2

∫
Σ

Tr(β∗ ∧ β) + Tr(φ ∧ φ∗),
(3.45)

then we have an elliptic complex as this complex is exact [60].
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The Hodge theorem for elliptic complexes (see [60, §4.5]) then gives that for a
point q in the Higgs moduli space M:

TqM ≃ ker(D∗
1) ∩ ker(D2), (3.46)

where D∗
1 is the adjoint of D1 so:

g1(D1B, (α, φ)) = g0(B,D∗
1(α, φ)). (3.47)

This means that every coset in kerD2/ImD1 has a unique representation in kerD∗
1.

Lemma 3.3. Let β ∈ E0,1(hC) such that d′′
Aβ

∗ = 0 and [Φ ∧ β] = 0, then (β, 0) ∈
kerD∗

1 ∩ kerD2.

Proof. By assumption (β, 0) satisfies d′′
Aφ + [β ∧ Φ] = 0 as seen in (1.44), then

(β, 0) ∈ kerD2.
We therefore just have to show that D∗

1(β, 0) = 0. Let B ∈ E0(hC), then:

g0(B,D∗
1(β, 0)) = g1(D1B, (β, 0))

= i

2

∫
Σ

Tr(d′′
AB ∧ β)

= i

2

∫
Σ
dTr(Bβ∗) − Tr(Bd′′

Aβ
∗)

= 0

where we have used the definitions of the adjoint and g1. As this holds for any B,
we have that D∗

1(β, 0) = 0 as required.

We now let [β, 0] ∈ TqM denote the equivalence class of such (β, 0).

Lemma 3.4. Let (∂t,Φt) be any curve of solutions to ∂tΦt = 0 with tangent (β, 0)
at t = 0. Then the corresponding curve of Chern connections At has Ȧ0 = −β∗ + β.

Proof. The pair (At,Φt) has a derivative (α, φ) which satisfies the linearisation of
the Hitchin equation (1.20):

dAα + [Φ ∧ φ∗] + [φ∗ ∧ Φ] = 0

d′′
Aφ+ [α′′ ∧ Φ] = 0.

(3.48)

Since ∂A = A′′
t , and (β, 0) is the tangent at t = 0, we have that α′′ = β and

Φ̇0 = 0. Therefore α = β − β∗ = Ȧt.
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As d′′
Aβ

∗ = 0 and d′′
A = −(d′

A)∗ by definition, we have that d′
Aβ = 0 so dA(−β∗ +

β) = 0.
Overall, this means dAα = 0 and the vector (α, 0) is tangent to the space of

solutions to the Hitchin equations with α′′ = β.

Returning to the tangent space, we have the following result:

Lemma 3.5. At the length 3 Hodge bundle q = (E,Φ),

TqU ≃ {(β, 0) | β ∈ E0,1(Hom(V2, V1))}
{(d′′

∇B, 0) |B ∈ E0(Hom(V2, V1))}
Proof. By Proposition 3.2 and the Dolbeault isomorphism we have:

TqU ≃ H1(Hom(V2, V1)) ≃ H0,1(Hom(V2, V1)).

As we are on a Riemann surface, [38] gives that:

H0,1(Hom(V2, V1)) = E0,1(Hom(V2, V1))
d′′

AE0(Hom(V2, V1))
.

If β ∈ E0,1(Hom(V2, V1)), we can write it in End(E) as

β =


0 β 0
0 0 0
0 0 0

 , with Φ =


0 0 ϕ1

0 0 0
0 ϕ2 0

 . (3.49)

We then have that [Φ ∧ β] = 0 so we have an embedding:

H0,1(Hom(V1, V2)) → TqM

whose image is TqU .

3.5 LIMITS OF C∗-SCALING AS t → 0

Continuing to look at the C∗ action given by t · (E,Φ) = (E, tΦ), we now consider
the limit as t → 0 and compare our results with the n = 2 case in [50, Prop 4.3].

We take (E = V ⊕ C,Φ) to be a stable Higgs bundle and, in the first instance,
consider E to be stable as a vector bundle. This is a stronger condition than Higgs
bundle stability as we now require the slope µ of all subbundles F of E, and not
just Φ-invariant subbundles, to satisfy:

µ(F ) ≤ µ(E). (3.50)
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Lemma 3.6. Let (E = V ⊕ C,Φ) be a PU(n, 1)-Higgs bundle that is not a Hodge
bundle with E stable as a vector bundle. Then limt→0(E, tΦ) is a length 2 Hodge
bundle in either Nn, n+1

2 τ if τ > 0 or N0,0 if τ < 0.

This is similar to the proof of Proposition 4.3 (ii) in [50].

Proof. We begin with the block decompositions

∂E =
∂V 0

0 ∂C

 and Φ =
 0 ϕ1

ϕ2 0

 , (3.51)

along with the transformation

gt =
tIn 0

0 1

 . (3.52)

This then gives:

lim
t→0

g−1
t ∂Egt = lim

t→0

∂V 0
0 ∂C

 = ∂E, (3.53)

and

lim
t→0

g−1
t (tΦ)gt = lim

t→0

 0 ϕ1

t2ϕ2 0

 =
0 ϕ1

0 0

 . (3.54)

For this to be the limit, we need (E, ϕ1) to be a stable length 2 Hodge bundle.
As Φ(V ) = 0 in this case, the limit is a length 2 Hodge bundle (see [14, Prop 4.20]).
Moreover, by equation (2.20), we have Higgs bundle stability if and only if τ > 0, in
which case (E, ϕ1) ∈ Nn, n+1

2 τ .
If τ < 0, we can alternatively take:

gt =
t−1In 0

0 1

 , (3.55)

where similar calculations give the limit as (E, ϕ2) ∈ N0,0.

In terms of the equivariant minimal surface (f, c, ρ), this means the limit is either
holomorphic or antiholomorphic.

This result only considers τ ̸= 0 and we cover this remaining case in the next
lemma. However, before that, we have a definition:
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Definition 3.7. For a semistable holomorphic bundle E, the Jordan-Hölder
filtration:

0 = E0 ⊊ E1 ⊊ · · · ⊊ Ek = E (3.56)

requires, for all i > 0, both that:
1. Ei/Ei−1 is stable and

2. µ(Ei/Ei−1) = µ(E).

This is not a unique filtration. However, given a filtration, we can form the
unique associated graded bundle Gr(E) = ⊕ Ei/Ei−1. In particular, the length
k of the filtration is fixed. Two bundles E and F with the same graded bundle
Gr(E) = Gr(F) are called S-equivalent. More on this can be found in [55, 56].

The following useful result in [40] follows from the additivity of both degree and
rank in exact sequences of vector bundles:

Lemma 3.8. Given a short exact sequence of vector bundles:

0 → A → B → C → 0, (3.57)

we have µ(A) < µ(B) (resp. =, >) if and only if µ(A) < µ(C) (resp. =, >) if and
only if µ(B) < µ(C) (resp. =, >).

We now consider the t → 0 limits in the case τ = 0:

Lemma 3.9. If τ = 0 and E is semistable as a vector bundle, then

lim
t→0

(E, tΦ) = (Gr(E), 0). (3.58)

This develops the proof of Proposition 4.3 (i) in [50].

Proof. Taking gt = In+1, we get that limt→0(E, tΦ) = (E, 0). Moreover, E is, by
definition, S-equivalent to Gr(E).

Note that when τ = 0, as E = V ⊕ C and deg(C) = 0, the Jordan-Hölder
filtration has length k ≥ 2.

If k = 2, we have one filtration of the form C ⊊ V ⊕ C = E. V is then stable
and has slope 0. Hence the limit is a polystable PU(n, 1)-Higgs bundle of the form
(V, 0) ⊕ (C, 0).

Alternatively, if k ≥ 3, there exists a filtration of the form:

W1 ⊊ W2 ⊊ · · · ⊊ Wk−1 = V ⊊ E (3.59)
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where Wi/Wi−1 is a stable bundle with slope 0 for all 2 ≤ i ≤ k − 1. V is therefore
strictly semistable and the limit is a (potentially polystable) semistable Higgs
bundle.

Note that if E is a semistable vector bundle, then we necessarily have
0 = deg(C) ≤ 1

n+1 deg(E) but deg(E) = − 2
n+1τ so E cannot be a semistable vector

bundle if τ > 0.
For τ < 0, finding the limit in general is hindered by not understanding stability

conditions for higher rank vector bundles as seen in the previous chapter’s stability
results (see §2.4).

We finally turn to the possibility where (E = V ⊕ C,Φ) is a semistable Higgs
bundle such that V is not semistable as a vector bundle. This means there exists a
proper subbundle W ⊂ V such that µ(W ) > µ(V ). It follows that taking the sum of
all subbundles with maximal slope gives the maximal destabilising bundle of the
same slope.

We now return to the t → 0 limit. Again, the higher rank of the Φ-invariant
subbundles means only a partial result can currently be obtained.

Proposition 3.10. Let (E = V ⊕ C,Φ) be a stable Higgs bundle which is not
a Hodge bundle, such that τ ≥ 0 and V is unstable as a vector bundle, whose
maximal destabilising bundle is a line bundle W , such that V/W is semistable. Then
limt→0(E, tΦ) is a length 3 Hodge bundle contained in Nn−1, n+1

2 −δ with δ = deg(W ).

This proof is similar to part (iv) of the proof of Proposition 4.3 in [50].

Proof. Given the maximal destabilising line bundle W ⊂ V , we can form the short
exact sequence:

0 → W → V → V/W → 0, (3.60)

and express V as an extension of W and V/W :

∂E =


∂V/W 0 0
β ∂W 0
0 0 ∂C

 and Φ =


0 0 Φ13

0 0 Φ23

Φ31 Φ32 0

 , (3.61)
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for β ∈ E0,1(X,Hom(V/W,W )). Note, both W and V/W are semistable as vector
bundles and, by Lemma 3.8, µ(V/W1) < µ(V ). By considering

gt =


tIn−1 0 0

0 1 0
0 0 1

 (3.62)

as before, we get:

lim
t→0

g−1
t ∂Egt = lim

t→0


∂V/W 0 0
tβ ∂W 0
0 0 ∂C

 = ∂E, (3.63)

and

lim
t→0

g−1
t (tΦ)gt = lim

t→0


0 0 Φ13

0 0 tΦ23

tΦ31 Φ32 0

 =


0 0 Φ13

0 0 0
0 Φ32 0

 . (3.64)

We therefore just need to show that (W ⊕V/W ⊕C, (Φ13,Φ32)) is a stable Hodge
bundle.

As W is a line bundle, the only non-trivial Φ-invariant subbundles are subbundles
of V/W and V/W ⊕ C. We’ve seen that both of these are semistable bundles
such that µ(V/W ) < µ(V ) meaning any subbundle U of V/W also necessarily has
µ(U) < µ(V ). The limit as t tends to 0 therefore lies in Nn−1, n+1

2 τ−δ.



4

Non-superminimal Equivariant Minimal
Surfaces

In chapter 2 we defined the isotropy order m as the maximal index such that
ℓ0, ℓ1, . . . , ℓm are mutually orthogonal. Equivalently, we can obtain m as the maximal
length complete holomorphic flag F1 ⊂ F2 ⊂ ... ⊂ Fm where Fk denotes the k-th
order Z osculating space as seen in §2.5. Recall too that 2 ≤ m ≤ n+ 1. We also
defined a function Qm in (2.49) which can be used to determine the isotropy order,
and saw in §3.3 how all non-Hodge Higgs bundles lie in the downward Morse flow U
of a critical submanifold Np,d consisting of Hodge bundles with p = rank(V1) and
d = deg(V1).

4.1 THE DIFFERENTIAL Q3

We now restrict our attention to Q3. We use the implicit function theorem at a
Hodge bundle q ∈ U to prove the existence of Higgs bundles of isotropy order 3.

As we saw in 3.2, any Higgs bundle in the nilpotent cone can be considered as
an extension (E(α),Φ) where q = (E(0),Φ) is a stable length 3 Hodge bundle.

Moreover, in Lemma 3.5, we identified the tangent space TqU with the space of
extensions H1(Hom(V2, V1)). By the Dolbeault isomorphism [37], H1(Hom(V2, V1))
is isomorphic to the space of harmonic (0, 1) forms H0,1(Hom(V2, V1)). Using Serre
duality and this last identification again, we have:

TqU ≃ H0,1(Hom(V2, V1)) ≃ H1,0(Hom(V1, V2)) ≃ H0(Hom(V1, V2) ⊗K)

β 7→ β∗.
(4.1)

66
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Lemma 4.1. At a Hodge bundle q = (E,Φ), the differential of Q3 : U → H0(K3) is

dQ3 : TqU → H0(K3)

α 7→ −Tr(ϕ2β
∗ϕ1)

where β is the unique harmonic representative of its cohomology class [α] and hence,
β∗ ∈ H0(Hom(V1, V2) ⊗K).

Proof. Since Q3 is independent of the gauge used for (D′′,Φ), we let (D′′
t ,Φ) be a

curve tangent to (β, 0) where d′′
Aβ

∗ = 0. Now, by Lemma 3.4 we have:

Ḋt = −β∗ + β and Φ̇ = 0. (4.2)

Hence:

dQ3

dt
= Tr

(
ϕ̇2D

′ϕ1
)

+ Tr
(
ϕ2Ḋ

′ϕ1
)

+ Tr
(
ϕ2D

′ϕ̇1
)

= −Tr(ϕ2β
∗ϕ1).

(4.3)

We needed the harmonic representative in order to ensure that (α, φ) = (−β∗ +
β, 0) is the tangent in the self-dual Yang Mills description of the tangent space as
seen in Lemma 3.4:

dAα + [Φ ∧ φ∗] + [Φ∗ ∧ φ] = 0

d′′
Aφ+ [β ∧ Φ] = 0.

(4.4)

Finally, we show that there is a collection of Hodge bundles at which dQ3 is onto.
Before returning to our first definition of Q3 in 2.39, we recall from §2.4 and [48],
the divisors D1 and D2 given by:

ℓ−1 = K(−D2) and ℓ∗
1 = K−1(D1). (4.5)

Lemma 4.2. Along U , Q3 : U → H0(K3(−D1 − D2)) where D1 and D2 are as
defined in (4.5).

Proof. For (E,Φ) ∈ U , we have Q3(E,Φ) = Tr(ϕ2A
′
1ϕ1).

By definition of the harmonic sequence, ϕ2A
′
1ϕ1 is a holomorphic section of

Hom(ℓ0, ℓ0) ⊗ K3 with divisors of zeroes at least D1 + D2 meaning Q3(E,Φ) ∈
H0(K3(−D1 −D2)).
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As we have:

0 −→ K−1(D1)
ϕ1−→V1

0 −→ W −→V2
ϕ2−→ K(−D2) −→ 0,

(4.6)

for η ∈ H0(Hom(V1, V2) ⊗K), we can define:

γ : H0(Hom(V1, V2) ⊗K) → H0(K3(−D1 −D2))

η 7→ Tr(ϕ2ηϕ1).
(4.7)

Note that Tr(ϕ2ηϕ1) ∈ H0(Hom(K−1(D1)), K(D2))⊗K) = H0(Hom(K3(−D1−D2)).
We therefore have that dQ3 is surjective if and only if γ is surjective.

To establish when γ is surjective, we consider two short exact sequences.

0 −→ W2 −→V2
ϕ2−→ ℓ−1 −→ 0,

0 −→ W ∗
1 −→V ∗

1
ϕ∗

1−→ ℓ∗
1 −→ 0.

(4.8)

Together, these allow us to define a double complex of vector bundles:
0 0 0

0 Hom(W1,W2) Hom(V1,W2) Hom(ℓ1,W2) 0

0 Hom(W1, V2) Hom(V1, V2) Hom(ℓ1, V2) 0

0 Hom(W1, ℓ−1) Hom(V1, ℓ−1) Hom(ℓ1, ℓ−1) 0

0 0 0

γ2

γ1

γ2

γ1

δ2

δ1

δ
δ2

δ1

(4.9)

As all squares commute, we have δ = δ2δ1 and we define:

F := ker δ ≃ ker δ1 ⊕ ker δ2

ker δ1 ∩ ker δ2
≃ Hom(V1,W2) ⊕ Hom(W1, V2)

Hom(W1,W2)
. (4.10)

From δ, we get a further exact sequence:

0 → F ⊗K → Hom(V1, V2) ⊗K → Hom(ℓ1, ℓ−1) ⊗K → 0, (4.11)

which implies:

H0(Hom(V1, V2) ⊗K) γ−→ H0(Hom(ℓ1, ℓ−1) ⊗K) → H1(F ⊗K). (4.12)
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Therefore, γ is surjective if and only if H1(F ⊗K) = 0.
We now consider some special cases where this condition can be easily checked.
Case 1: rank(V2) = 1
In this case, V2 ≃ K(−D2) and W2 = 0 so F ≃ Hom(W1, K(−D2)) ≃ ker(δ1).
By Serre duality, we have:

H1(F ⊗K) ≃ H1(W ∗
1 ⊗K2(−D2))

≃ H0(W1 ⊗K−1(D2))
(4.13)

Therefore h1(F ⊗K) = h0(W1 ⊗K−1(D2)) = 0 provided:

deg(W1) < deg(K) − deg(D2). (4.14)

Case 2: rank(V1) = 1
In this case, V1 ≃ K−1(D1) and W1 = 0 so F ≃ Hom(K−1(D1),W2) ≃ ker(δ2).
Similarly to above, we get:

H1(F ⊗K) ≃ H0(K(−D1) ⊗W ∗
2 ) (4.15)

and h1((F ⊗K) = 0 if and only if

deg(W2) > deg(K) − deg(D1). (4.16)

Note these two cases together complete the picture for CH3 Higgs bundles where
W1 and W2 are necessarily line bundles.

Lemma 4.3. Let n = 3 and U3 be the subset of U consisting of Higgs bundles of
isotropy order at least 3. If H1(F ⊗ K) = 0, then U3 is a smooth manifold with
dimension:

h1(Hom(V2, V1)) − h0(K3(−D1 −D2)) > 0. (4.17)

Proof. By assumption dQ3 is surjective so, by the implicit function theorem (e.g. in
[37]), locally around the point q, U3 is a smooth submanifold and

dim U3 = dim U − h0(K3(−D1 −D2)). (4.18)

Moreover, we’ve seen that dim U = h1(Hom(V2, V1)) in Lemma 3.2.
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We now calculate this dimension more explicitly in case 1 above, i.e. where
rank(V2) = 1. Then, for d−1 = deg(ℓ−1) = deg(V2),

h1(Hom(V2, V1)) = (n− 1)(g − 1) − deg(V1) + (n− 1) deg(V2)

= (n− 1)(g − 1) + n+ 1
2 τ + nd−1,

(4.19)

where we have used identities given in [39] and (1.26). We also have:

h0(K3(−D1 −D2)) = 5(g − 1) − d̂1 − d̂2

= (g − 1) + d1 + d−1,
(4.20)

where d̂i = deg(Di) and, in the last line, we use an identification rising from (2.18).
Overall, we therefore have:

dim(U3) = (n− 1)(g − 1) + n+ 1
2 τ + nd−1 − (g − 1) − d1 − d−1

= (n− 2)(g − 1) + n+ 1
2 τ + (n− 1)d−1 − d1.

(4.21)

Restricting this result to the CH3 case, we get the following:

Theorem 4.4. There exist superconformal CH3 Higgs bundles.

Proof. In (3.14), we found the dimension of the critical submanifold in which a given
length 3 Hodge bundle q belongs, while we also calculated the Morse index in (3.24).
In CH3, the maximal isotropy order is 4 so we therefore have:

dim(U4) = (g − 1)(2p2 − 6p+ 13) + 2d− 2τ + 1

dim(U3) = (g − 1) + 2τ + 2d−1 − d1

dim(U2) = 2 ((g − 1)p(3 − p) + 3d− 2pτ) .

(4.22)

This means the dimension of the subspace of Higgs bundles with strictly isotropy
order 3, U3 is:

dim(U3) = (g − 1)(2p2 − 6p+ 12) + 2d− 4τ + 1 − 2d−1 − d1. (4.23)

From (2.19) and Lemma 2.12, we can bound d−1 d1 respectively while (2.34)
bounds d so we have:

dim(U3) > 2(g − 1)(p2 − 3p+ 2) + 2p− 21
2 τ + 1. (4.24)
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For CH3, a length 3 Hodge bundle can have either p = 1 or p = 2. In this former
case, we have:

dim(U3) > −19
2 τ + 1, (4.25)

while the latter gives:

dim(U3) > −17
2 τ + 1. (4.26)

Recalling that the Toledo invariant for CH3 belongs in 1
2Z, then in either case, we

have that Higgs bundles of isotropy order 3 exist in every Toledo invariant such that
−2(g − 1) ≤ τ ≤ 0.

4.2 HIGHER ISOTROPY ORDER

We now consider the case of general isotropy order. For ease, we begin by recalling a
number of pertinent results. Recall that q = (E,Φ) is a length 3 Hodge bundle with
E = V1 ⊕ V2 ⊕ C where d = deg(V1) and p = rank(V1).

1. In §2.1, we defined the holomorphic flag:

F1 ⊂ · · · ⊂ Fn−1 = V1

where Fk = ⊕k
j=1 ℓj. This enables us to consider the harmonic sequence as:

ℓ−1
ϕ2−→ ℓ0

ϕ1−→ Fn−1,

where we have once again suppressed the tensor products with the canonical
bundle K.

2. In equation (3.43), for a stable Hodge bundle q = (E,Φ), we defined the space
of extension as:

U =
{

(Ê, Φ̂) ∈ N | lim
t→∞

(Ê, etΦ̂) = (E,Φ)
}
.

3. In Lemma 3.5, we showed that TqU ≃ H1(Hom(V2, V1)).

4. In Lemma 3.2, we found that the map H1(Hom(V2, V1)) → U is an isomorphism
of affine varieties.
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5. From Lemma 4.1, we get that dQ3(η) = Tr(ϕ2η
∗ϕ1) where η ∈ E0,1(Hom(V2, V1))

is the unique harmonic representative corresponding to α under the Dolbeault
isomorphism.

We now generalise Lemma 4.1 before addressing the existence of Higgs bundles
of higher isotropy order.

Lemma 4.5. Let η ∈ H0,1(Hom(V2, V1)) ≃ TqU . If dQj(η) = 0 for all 3 ≤ j ≤ k,
then

dQk+1(η) = −Tr(ϕ2η
∗A′

k−2 . . . A
′
1ϕ1). (4.27)

Proof. We prove this via an inductive argument.
From Corollary 2.14,

Q4 = Tr(ϕ2D
′
2D

′
1ϕ1). (4.28)

Let D′(t) be the connection on the smooth bundle C ⊕ V1 ⊕ V2 which is the Chern
connection for the metric on V (tη). We then have Φ̇ = 0 and A(t) = D′(t) −D′(0) ∈
E1(End(V, V )) where Ȧ(0) = −η∗ as seen in Lemma 3.4.

Hence, using Hom(C, V ) = V , we have D′
j(t) = D′(t) ⊗ δ = (D′(0) + A) ⊗ δ

where δ is the connection on Kj induced by the Levi-Civita connection for the Käher
metric fixed on Σ. We then have:

(D′
j(t) −D′

j(0))(v ⊗ σ) = (D′(0) + A)v ⊗ σ + v ⊗ δσ −D′(0)v ⊗ σ − v ⊗ δσ

= Av ⊗ σ.

(4.29)

Therefore D′
j(t) −D′

j(0) = A acting on V ⊗Kj and:

d

dt
Q4([tη])

∣∣∣∣∣
0

= Tr(ϕ2Ȧ(0)D′
1ϕ1) + Tr(ϕ2D

′
2Ȧ(0)ϕ1)

= −Tr(ϕ2η
∗D′

1ϕ1) − Tr(ϕ2D
′
2η

∗ϕ1)
(4.30)

By assumption dQ3([η]) = −Tr(ϕ2η
∗A′

1ϕ1) = 0 which implies η∗ : F1 → kerϕ2 =
V1. Since η∗ : V1 → V2 ⊗ K by definition, it follows that η∗ϕ1 = 0. In that case,
D′

2η
∗ϕ1 = 0 and η∗D′

1ϕ1 = η∗A′
1ϕ1. Therefore, as required,

dQ4([η]) = −Tr(ϕ2η
∗A′

1ϕ1).

Now assume:
dQj([η]) = −Tr(ϕ2η

∗A′
j−3 . . . A

′
1ϕ1) = 0
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for all 4 ≤ j ≤ k, then we have:

η∗ : Fk−2 → kerϕ2 = V1

meaning, in particular, that Fk−2 ⊂ ker η∗.
Finally, we consider:

dQk+1([η]) = −
k−1∑
j=1

Tr(ϕ2D
′
k−1 · · ·D′

j+1η
∗D′

j−1 · · ·D′
1ϕ1) (4.31)

However, we know ImD′
j · · ·D′

1ϕ1 ⊂ Fj ⊗ Kj+1 which means, by the inductive
assumption:

dQk+1([η]) = −Tr(ϕ2η
∗D′

k−1 · · ·D′
1ϕ1)

= −Tr(ϕ2η
∗A′

k−2 · · ·A′
1ϕ1)

where in the last line, we have used Lemma 2.15.

In the previous section, we restricted the domain of Q3 to U which consists of
Higgs bundles with isotropy order at least 2. To generalise this argument, we first
introduce some new notation.

Let
Uk = {r ∈ U |Qj(r) = 0 for all 2 ≤ j ≤ k} . (4.32)

We know U2 = U is a smooth submanifold containing the Hodge bundle q and we
have:

U = U2 ⊃ U3 ⊃ U4 ⊃ · · · . (4.33)

To prove the existence of Higgs bundles of an isotropy order at least m, we need
to show that dim Um > 0. This can be found using an inductive argument that
follows from the previous section. When dQ3(q) is surjective the implicit function
theorem says U3 is locally smooth about q and of dim ker(dQ3(q)). If this dimension
is positive, we restrict Q4 to U3 to consider dQ4(q) : TqU3 → H0(K4). By repeating
the argument until the surjectivity of dQm+1(q) fails, we determine the existence of
Higgs bundles of a given isotropy order. We therefore have the following theorem:

Theorem 4.6. Let k ≥ 1 and q = (E,Φ) be a Hodge bundle with τ ≥ 0 and
rank(V2) = 1 such that, for k ≥ 2,

1. h0(Hom(V2, V1/Fk)) = 0 and h1(Hom(V2, V1/Fk)) > 0
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2. A′
1, · · · , A′

k−1 have no zeroes.

Then locally about q and for 1 ≤ j ≤ k, we have U ⊇ U3 ⊇ · · · ⊇ Uk+2 with

TqUj+2 ≃ H1(Hom(V2, V1/Fj)).

As in the previous section, we wish to find an isomorphism γ which is surjective
if and only of dQk is. This requires three technical lemmas before we prove Theorem
4.6.

Lemma 4.7. If A′
1, . . . , A

′
k−1 have no zeroes then H0(Hom(V2, V1/Fk)) = 0 implies

that H0(Hom(V2, V1/Fj)) = 0 for 1 ≤ j ≤ k and rank(V2) = 1.

Proof. From the short exact sequence:

0 → Fj/Fj−1 → V1/Fj−1 → V1/Fj → 0, (4.34)

we get the long exact sequence:

0 → H0(Hom(V2, Fj/Fj−1)) → H0(Hom(V2, V1/Fj−1)) → H0(Hom(V2, V1/Fj)) → · · · .
(4.35)

If H0(Hom(V2, V1/Fk)) = 0, then we have H0(Hom(V2, V1/Fk−1)) = 0 if and only
if H0(Hom(V2, Fk/Fk−1)) = 0 which we now show with induction.

By construction of Fj , Fj/Fj−1 ≃ ℓj and, provided A′
j has no zeroes for 1 ≤ j ≤ k,

then the harmonic sequence gives that ℓj ≃ K−j(D1). Moreover, as rank(V2) = 1,
then V2 = K(−D2). Therefore:

deg(Hom(V2, Fj/Fj−1)) = deg(K−j−1(D1 +D2)) < deg(K−j(D1 +D2)). (4.36)

However, as 0 ̸= ϕj ∈ H0(K(−Dj)), then deg(K(−Dj)) ≥ 0 with equality if and
only if K(−Dj) ≃ C which cannot happen as stability gives that H0(Hom(V2, V1)) =
0 as we saw in §3.2. Therefore, in the case j = 1, H0(Hom(V2, ℓ1)) = 0 since
Hom(V2, ℓ1) ⊆ Hom(V2, V1) is a holomorphic subbundle, so H0(K−2(D1 +D2)) = 0.

Overall this means, for 1 ≤ j ≤ k,

deg(K−j−1(D1 +D2)) < deg(K−2(D1 +D2)) < 0 (4.37)

and, by [39], we have H0(Hom(V2, Fj/Fj−1)) = 0. As this holds for all 1 ≤ j ≤ k,
induction then gives the desired results.



4.2. Higher Isotropy Order 75

Note that under the assumptions of the previous result, equation (4.35) gives
that H0(Hom(V2, Fj/Fj−1)) ≃ H0(Hom(V2, V1/Fj−1)).

Lemma 4.8. If A′
1, . . . , A

′
k−1 have no zeroes and h0(Hom(V2, V1/Fk)) = 0, then

h1(Hom(V2, V1/Fk)) > 0 implies h1(Hom(V2, V1/Fj)) > 0 for 1 ≤ j ≤ k.

Proof. We can calculate:

h1(Hom(V2, V1/Fj)) − h1(Hom(V2, V1/Fk))

= (n− 1 − j)(g − 1) − deg(V1) + deg(Fj) + (n− 1 − j) deg(V2)

− (n− 1 − k)(g − 1) + deg(V1) − deg(Fk) − (n− 1 − k) deg(V2)

= (k − j) ((g − 1) + deg(V2)) +
j∑

i=k+1
deg(Ki(−D1)).

(4.38)

By stability, deg(Ki(−D1)) > 0 for i ≥ 1 and for τ > 0, deg(V2) > 0 so this
difference is positive as required.

Lemma 4.9. Using the identification TqU ≃ H1(Hom(V2, V1)) and assuming both
that TqUj+2 = ker(dQj+2)q and rank(V2) = 1, then [η] ∈ TqUj+2 if and only if
Fj ⊂ ker η∗.

Proof. We saw in Lemma 4.5, that [η] ∈ ker(dQi+2)q for all 1 ≤ i ≤ j which means
that η∗ ∈ H0(Hom(V1, V2) ⊗ K) satisfies Tr(ϕ2η

∗A′
i . . . A

′
1) = 0 for 1 ≤ i ≤ j. By

definition, this is equivalent to Fj ⊂ ker η∗ as required.
On the other hand, if Fj ⊂ ker η∗, then rank(V2) = 1 implies η∗A′

i . . . A
′
1 = 0 for

all 1 ≤ i ≤ j. But this is equivalent to [η] ∈ ker(dQi+2) for all 1 ≤ i ≤ j as above
and as required.

We are now in a position to prove Theorem 4.6.

Proof. For k = 1, this is Q3 and addressed in the previous section. This provides
the base case for our induction.

We suppose it is true for k = j and assume the conditions of the theorem hold of
k = j + 1. From Lemma 4.9, we consider

(dQj+3)q : TqUj+2 → H0(Kj+3(−D1 −D2))

[η] 7→ Tr(ϕ2η
∗A′

j · · ·A′
1ϕ1)

(4.39)
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where Fj ⊂ ker η∗. Note Fj ⊂ ker η∗ happens if and only if η∗ lies in the kernel of
the restriction map:

H0(Hom(V1, V2) ⊗K) → H0(Hom(Fj, V2) ⊗K). (4.40)

This kernel equals the image of

0 → H0(Hom(V1/Fj, V2) ⊗K) → H0(Hom(V1, V2) ⊗K), (4.41)

derived from the short exact sequence:

0 → (V1/Fj)∗ → V ∗
1 → F ∗

j → 0. (4.42)

Using the inductive assumption TqUj+2 ≃ H1(Hom(V2, V1/Fj)), which is in turn
isomorphic to H0(Hom(V1/Fj, V2) ⊗K) by Serre duality and as seen in (4.1). This
total derivative is equivalent to the linear map

γ : H0(Hom(V1/Fj, V2) ⊗K) → H0(Hom(F1, V2) ⊗Kj+1)

ψ 7→ ψA′
j · · ·A′

1

(4.43)

using A′
j · · ·A′

1 : F1 → Fj+1/Fj ⊗Kj.
From the short exact sequence dual to (4.34),

0 → (V1/Fj+1)∗ → (V1/Fj)∗ → (Fj+1/Fj)∗ → 0, (4.44)

we get the long exact sequence:
0 H0(Hom(V1/Fj+1, V2)) H0(Hom(V1/Fj, V2))) H0(Hom(Fj+1/Fj, V2))

H1(Hom(V1/Fj+1, V2)) · · ·
(4.45)

By assumption A′
j · · ·A′

1 : F1 → Fj+1/Fj ⊗Kj is an isomorphism so γ is equivalent
to

γ̂ : H0(Hom(V1/Fj, V2) ⊗K) → H0(Hom(Fj+1/Fj, V2) ⊗K) (4.46)

and this is the map induced by the long exact sequence given in 4.35.
Hence γ̂ is surjective as, by the inductive assumption 0 = H0(Hom(V2, V1/Fj+1)) ≃

H1(Hom(V1/Fj+1, V2) ⊗K)∗.
Also

TqUj+3 ≃ ker γ̂ ≃ H0(Hom(V2, V1/Fj+1) ⊗K) ≃ H1(Hom(V1/Fj+1, V2)), (4.47)

which concludes the induction as required.
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Provided A′
1, . . . , A

′
k−1 have no zeroes, then we can take:

deg(Fk) =
k∑

i=1
deg(Ki(−D1))

=
k∑

i=1
(2i(g − 1) − d̂1)

= k(k + 1)(g − 1) − kd̂1.

(4.48)

A sufficient condition for the first assumption of Theorem 4.6 is that the degree of
Hom(V2, V1/Fk)) is negative. Therefore, we calculate:

deg(Hom(V2, V1/Fk)) = (p− k)(d̂−1 − 2(g − 1)) + (p(p+ 1) − k(k + 1))(g − 1) + (k − p)d̂1

= (p− k)(d̂−1 − d̂1) + (p2 − p− k2 + k)(g − 1).
(4.49)

For this to be negative, we therefore require:

(p2 − p− k2 + k)(g − 1) < (p− k)(d̂1 − d̂−1). (4.50)

The second assumption of Theorem 4.6, that each A′
k−1 has no zeroes, is therefore

the main problem as everything else can be reduced to ensuring certain conditions
involving topological quantities (such as d̂1 and d̂−1) can be found.

Alternatively, we could show that Qk+2 has the same zeroes on Uk+1. However,
understanding the zeroes of A′

1 is already a challenge.
While Theorem 4.6 gives a method for calculating a dimension of Uk and hence

determining the existence of Higgs bundles of a given isotropy, it predicts dimension
0 for high isotropy order relative to n except for small n.

Under the assumptions of Theorem 4.6, we can find the codimension of Um+2 in
U as:

m+2∑
j=3

h0(Kj(−D1 −D2)) =
m+2∑
j=3

(j deg(K) − d̂1 − d̂2 + 1 − g)

=
(

(m+ 2)(m+ 3)
2 − 3

)
deg(K) +m(g − 1 − d̂1 − d̂2)

= m
(
(m+ 6)(g − 1) − d̂1 − d̂2

)
,

(4.51)
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which grows quadratically with m whereas:

dim U = h1(Hom(V2, V1))

= (n− 1)(g − 1) − deg(V1) + (n− 1) deg(V2)

= (n− 1)(g − 1) + n+ 1
2 τ + n deg(V2)

(4.52)

grows linearly with n.
Moreover, for A′

1, . . . , A
′
m−1 to be invertible, ℓj ≃ K−j(D1) for all j ≤ m so

deg(V1) = m
(
−(m+ 1)(g − 1) + d̂1

)
but we also know n+1

2 τ + deg(V2) = − deg(V1)
and τ < 2(g − 1). So again, the quadratic growth of m exceeds the linear growth n.



A

Spectral sequences and Hypercohomology

We here explore the deformation theory of general Higgs bundles from [37], [34] and
[8] and as used in both §3.2 and §3.3.

From a given complex, we can also derive a cohomology complex Hq(K∗) which
has an associated filtration F pHq(K∗) induced by the filtration F pK∗. From this we
get the associated graded cohomology

GH∗(K∗) =
⊕
p,q

GpHq(K∗) where GpHq(K∗) = F pHq(K∗)
F p+1Hq(K∗) . (A.1)

Consider a double complex (K∗,∗, d, δ) with differentials d : Kp,q → Kp+1,q and
δ : Kp,q → Kp,q+1 such that d2 = δ2 = 0 and dδ = δd. The associated single
complex (K∗, D) is given by Kn = ⊕

p+q=n K
p,q and D = (−1)nd+ δ.

There are two possible filtrations on (K∗, D). The first is (F pK∗, D) where
F pKn = ⊕

j≥p K
j,n−j which has the associated graded complex GK∗ where

GKn =
⊕

p

F pKn

F p+1Kn
≃
⊕

p

Kp,n−p = Kn, (A.2)

and the induced differential agrees with δ on Kn:

GK0 ≃ K0 = F 0K0 = K0,0 ⊃ 0

GK1 ≃ K1 = F 0K1 = K0,1 ⊕K1,0 ⊃ F 1K1 = K1,0 ⊃ 0

GK2 ≃ K2 = F 0K2 = K0,2 ⊕K1,1 ⊕K2,0 ⊃ F 1K2 = K1,1 ⊕K2,0 ⊃ F 2,2 = K2,0 ⊃ 0

· · · · · · · · · · · · · · · · · ·

≃δ D

≃δ D D

≃δ D D D

(A.3)

79
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Alternatively, the second filtration (F̂ qK∗, D) is given by F̂ qKn = ⊕
j≥q K

n−j,j

with both associated graded complex ĜK∗ such that

ĜKn =
⊕

q

F̂ qKn

F̂ q+1Kn
≃
⊕

q

Kn−q,n = Kn, (A.4)

and an induced differential equivalent to (−1)nd on Kn:

ĜK0 ≃ K0 = F̂ 0K0 = K0,0 ⊃ 0

ĜK1 ≃ K1 = F̂ 0K1 = K1,0 ⊕K0,1 ⊃ F̂ 1K1 = K0,1 ⊃ 0

ĜK2 ≃ K2 = F̂ 0K2 = K2,0 ⊕K1,1 ⊕K0,2 ⊃ F̂ 1K2 = K1,1 ⊕K0,2 ⊃ F̂ 2,2 = K0,2 ⊃ 0

· · · · · · · · · · · · · · · · · ·

≃d D

≃−d D D

≃d D D D

(A.5)
Both filtrations also induce a filtration on the cohomology to give F pHn(K∗, D)

and F̂ qHn(K∗, D). These in turn have associated graded cohomology

GHn(K∗, D) =
⊕

p

GpHn(K∗, D) = ⊕p
F pHn(K∗, D)
F p+1Hn(K∗, D) , (A.6)

and
ĜHn(K∗, D) =

⊕
q

ĜqHn(K∗, D) = ⊕q
F̂ qHn(K∗, D)
F̂ q+1Hn(K∗, D)

. (A.7)

These can by computed by using the spectral sequences of the two filtrations. A
spectral sequence is a sequence {Er, dr} for r ≥ 0 of double graded groups
Er = ⊕

p,q≥0 E
p,q
r together with the differentials dr : Ep,q

r → Ep+r,q−r+1
r such that

d2
r = 0 and H∗(Er) = Er+1. In many cases, Er = Er+1 for all r ≥ R which is called

the limit group E∞; we say the spectral sequence {Er} converges to E∞.
For the first filtration, we have Ep,q

0 = F pKp+q

F p+1Kp+q ≃ Kp,q and d0 : Ep,q
0 → Ep,q+1

0

induced by D meaning d0 ≃ δ. As Er+1 = H∗(Er), Ep,q
1 = Hq(Kp,∗, δ) and the

differential d1 agrees with (−1)p+qd : Hq(Kp,∗, δ) → Hq(Kp+1,∗, δ). As D = (−1)nd+
δ and δ = 0 on E1, then Ep,q

2 = Hp(Hq(Kp,∗, δ), d). The spectral sequence stabilizes
at this term so Er = E2 for all r ≥ 2. Overall, we therefore have

Ep,q : (Kp,q, δ) (Hq(Kp,∗, δ), (−1)p+qd) (Hp(Hq(Kp,∗, δ), d), d2) · · ·
(A.8)

By symmetry, Êp,q
0 ≃ Kp,q, Êp,q

1 = Hp(K∗,q, d) and Êp,q
2 = Hq(Hp(K∗,q, d), δ).
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This relates back to the associated grade cohomology complex as [37] shows that

⊕
p+q=n

Ep,q
2 ≃ GHn(K∗, D) ≃ Hn(A∗), (A.9)

where Hn(A∗) is the hypercohomology of a complex A∗ as follows.
Consider a complex of sheaves (A∗, d) given by A0 A1 A2 · · ·d d d and

set Kp,q = Cq(Ap) to be the vector space of Cêch q-cochains of Ap. This gives a
double complex

C0(A0) C0(A1) C0(A2) · · ·

C1(A0) C1(A1) C1(A2) · · ·

· · · · · · · · · · · ·

δ

d

δ

d

δ

δ

d

δ

d

δ

d d

(A.10)

from which a single complex (K∗, D) can then be defined as above: Kn = ⊕
p+q=n K

p,q

and D = δ + (−1)nd.
The nth hypercohomology group of the complex (A∗, d) is then defined as

Hn(A∗) = Hn(K∗, D) = lim
U

kerD|Kn

DKn−1 , (A.11)

where the limit is taken over refinements of open covers.
Applying this to the moduli space of Higgs bundles with [34] and [8] as in §3.2,

for a given G-Higgs bundle (E,Φ), its deformation complex C∗(E,Φ) is

E(hC) E(pC) ⊗K 0,adΦ (A.12)

where g = h ⊕ p is the Cartan decomposition.
Letting equation (A.12) be the complex of sheaves (A∗, d) with a double complex

as given in equation (A.10), then, using the fact that Ap = 0 for all p ≥ 2, the
corresponding single complex (K∗, D) is given by:

C0(A0) C1(A0) ⊕ C0(A1) C2(A0) ⊕ C1(A1) · · ·D D D (A.13)

This gives a short exact sequence of complexes

0 C∗(A1)[1] K∗ C∗(A0) 0, (A.14)
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where C∗(A1)[1] is the C∗(A1) complex shifted by one step: 0 → C0(A1) → C2(A1) →
· · · . Applying the Snake lemma and recalling that in this case d = adΦ, this gives a
long exact sequence of cohomology groups as we saw in equation (3.16)

0 H0(A∗) H0(A0) H0(A1) H1(A∗)

H1(A0) H1(A1) H2(A∗) · · ·

adΦ

−adΦ

(A.15)
From this we get that H0(A∗) ≃ ker adΦ(H0(A0)), which agrees with the spectral

sequence identity given in equation (A.9) as we also have

E0,0
2 = H0

adΦ(H0(C0(A∗), δ)) = H0
adΦ(H0(A0)) = ker adΦ(H0(A0)). (A.16)

Similarly, we can use this to find an expression for H1(A∗) = E1,0
2 ⊕ E0,1

2 . We
have

E0,1
2 = H0

adΦ(H1(C0(A∗), δ)) = H0
adΦ(H1(A0)) = ker adΦ(H1(A0)), (A.17)

and

E1,0
2 = H1

adΦ(H0(C1(A∗), δ)) = H1
adΦ(H0(A1)) = H0(A1))

Im adΦ(H0(A0)) . (A.18)

This is the same as that given by equation (A.13). More explicitly

H1(A∗) = {(s, t) ∈ C1(A0) ⊕ C0(A1)|δs = 0, δt = [ϕ, s]}
{(δu, [ϕ, u])|u ∈ C0(A0)} =: Z

1
D

B1
D

. (A.19)

We can show this is equivalent to the space of infinitesimal deformations of (E,Φ).
Let (E,Φ) be an infinitesimal deformation of (E,Φ) for E a principal HC bundle
over Σc[ε] = Σc × Spec C[ε] where C[ε] = {a+ bε|a, b ∈ C, ε2 = 0} is the algebra of
dual numbers and Φ ∈ H0(E(mC) ⊗K). Note Spec C[ε] ∼= T0C.

If E[ε] = E × Spec C[ε] is taken to be the trivial deformation, then it has a
automorphism 1 + sε where s is a section of E(hC). Moreover, if u+ vε is a section
of E(mC)[ε] then

Ad(1 + sε) · (u+ vε) = u+ (v + Ads · u)ε. (A.20)

Let {Ui} be a Leray cover of Σc, that is a covering such that the Cech cohomology
Hk(|τ |,S) = 0 for all k > 0 and all intersections of open sets |τ | (see [60]). We then
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have a projection Ui[ε] → Ui where Ui[ε] = Ui × Spec C[ε]. The pullback of E along
this map gives Ei[ε]. An infinitesimal deformation E can then be constructed by
gluing Ej[ε] to Ei[ε] over Uij with (1 + sijε) where (s, t) ∈ Z1

D. As δs = 0, this is a
1-cycle.

We can also construct a global section Φ by taking Φi = Φi + tiε. By equation
(A.20),

Ad(1 + sijε) · (Φi + tiε) = Φi + ([sij,Φ] + ti)ε, (A.21)

and as Φi = Φj and ti − tj = (δt)ij = [Φ, sij], then Φj = Ad(1 + sijε) · Φi.
On the other hand, given (E,Φ) then over Ui[ε], the bundle E has transition

relations rij(ε) and we can assume rij(0) = 1 meaning locally Ei
∼= Ei[ε] and this

construction can be reversed. Therefore every element of Z1
D corresponds to an

infinitesimal deformation.
To finish, we still need to show that elements corresponding to the trivial deforma-

tion (E,Φ) ∼= (E[ε],Φ) lie in B1
D. In this case, we require s = δu for some u ∈ C0(A0)

but we have, Ad(1 − uiε)Φi = Φi + tiε, so t = [Φ, u] and (s, t) = (δu, [Φ, u]) ∈ B1
D.
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