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Abstract

The understanding of irradiation damage within nuclear materials, especially cladding material,
is paramount to prolonging the lifespan of these materials or even preventing the potential
failure mechanism they undergo. Therefore, a reliable, accessible and cost effective method of
determining damage is key to stepping in the right direction.

In this work Convolutional Multiple Whole Profile (CMWP), an XRD analytical technique,
is investigated to determine its validity and viability, by using a zirconium sample of varying
deformation (as-received, heat treated, 30% cold worked, 48% cold worked and 60% cold worked)
as well as different XRD radiation sources. As expected from an increase in deformation, the
dislocation density increased and the crystallite size decreased. This was the same for both
the Cu and Co source diffraction, with some slight quantitative differences. The discrepancy
between between the Cu and Co data was determined to be due to the difference in resolution
and penetration depth. The Co lab XRD was still deemed a viable option to use in conjunction
with CMWP.

Current research into predicting deformation and failure mechanisms in nuclear materials pri-
marily come from analogue, non-actively damaged samples (i.e proton or heavy ion implanted).
The damage depth profile for these samples are much shallower than neutron irradiation. The
grazing incident geometry was used with a NIST standard, Si, as there is known crystallite size
and strain profile, to explore CMWP’s capabilities at determining these physical parameters at
these shallower damage depth profiles. The strain profile/dislocation density for both grazing
incident (GI) and gonio geometry were refined to zero, matching with the NIST standard docu-
mentation. The crystallite size for GI’s CMWP and TOPAS analysis and gonio’s TOPAS analysis
were fairly similar at approximately 240 nm, which was roughly two thirds of the NIST standard
documentation (400 nm). The discrepancy was believed to be mainly due to the post-processing
of the data to reduce noise, which inherently affected peak shape and height.

It is important to look into the thermal stability of dislocations which can be investigated through
a thermal gradient - this provides a way to examine the accuracy of CMWP for a range of
temperatures. A previous study, using high temperature synchrotron XRD (HT-SXRD), has
investigated the effects of temperature on dislocation density as well as the effects of hydro-
gen and temperature on zirconium lattice parameters. The benefits of using a laboratory high
temperature XRD (HT-XRD), would provide a cost effective and easily accessible method of
investigating active materials in a hot cell. HT-SXRD provided an accurate representation of
the increase in a lattice parameter but a less accurate determination of the relation between c
lattice parameter and hydrogen dissolution. Where as HT-XRD had the inverse relation; the c
lattice parameter had a continual increase and the a lattice parameter had no correlation with
hydrogen dissolution. This was determined to be due to the texture of the sample relative to the
geometry of the experimental setup (i.e. transmission or reflection) and the scattering vector.





Contents

1 Introduction 1

2 Background and Literature Review 4
2.1 Defects Formation and Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Point Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Line Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.3 Planar Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.4 Volumetric Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.4.1 Cavities/Voids . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.4.2 Precipitates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Overview of Zirconium Metallurgy . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Texture in Zirconium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Recovery and Recrystallisation . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Crystallite Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.4 Dislocations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.5 Comparison between Cold Worked and Irradiated Dislocations . . . . . . 14
2.2.6 Effects of Hydrides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.7 Terminal Solid Solubility for Dissolution (TSSD) of Hydrogen . . . . . . . 17
2.2.8 Ion Implantation Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3 Line Broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Overview of Line Broadening . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Strain Broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.3 Size Broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.4 Current Methods of Determining Dislocation Density . . . . . . . . . . . . . . . . 23
2.4.1 TEM Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 XRD Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Convolutional Multiple Whole Profile (CMWP) . . . . . . . . . . . . . . . . . . . 27
2.5.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5.3 Research Opportunity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3 Material Characterisation Techniques 34
3.1 X-Ray Diffraction (XRD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2 XRD Geometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.3 Monochromators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.4 Types of Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Scanning Electron Microscope (SEM) . . . . . . . . . . . . . . . . . . . . . . . . 39

x



xi

3.3 Transmission Electron Microscope (TEM) . . . . . . . . . . . . . . . . . . . . . . 41
3.4 X-ray Fluorescence (XRF) Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 43

4 Experimental Procedure 44
4.1 Heat Treatment of Zirconium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Cold Rolling/Working of Zirconium . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Sample Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.3.1 Scanning Electron Microscopy (SEM)/X-ray Diffraction (XRD) Samples . 46
4.3.2 Electron Backscatter Diffraction (EBSD) Samples . . . . . . . . . . . . . 47
4.3.3 Transmission Electron Microscopy (TEM) Samples . . . . . . . . . . . . . 48

4.4 X-ray Diffraction Scan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4.1 Instrumental Standard - Lanthanum Hexaboride/Silicon . . . . . . . . . . 51
4.4.2 Zirconium Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4.3 High Temperature Zr-4 Scans . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.5 Data Processing for CMWP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5.1 Peak Index File . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5.2 Instrumental Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.5.3 Sample, Refining and Physical Parameters . . . . . . . . . . . . . . . . . . 57
4.5.4 Background Spline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.6 Data Processing for TOPAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.6.1 Instrumental Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.6.2 Sample Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5 Accuracy and Sensitivity of CMWP 61
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3.1 Sample Confirmation/Verification . . . . . . . . . . . . . . . . . . . . . . 65
5.3.2 Qualitative Comparison of Different XRD Radiation Sources . . . . . . . 77

5.3.2.1 Cu Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3.2.2 Co Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.2.3 Ag Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.3.3 Crystallite Size and Dislocation Density Analysis . . . . . . . . . . . . . . 82
5.3.3.1 Crystallite Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3.3.2 Dislocation Density . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6 Grazing Incident X-Ray Diffraction for CMWP 93
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.3.1 Minimum Grazing Incident Angle . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.2 Post-Processing of Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.3.2.1 Smoothing Function . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.3.2.2 Region of Diffuse Scattering . . . . . . . . . . . . . . . . . . . . 99
6.3.2.3 Absorption Edges . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.3.3 Crystallite Size Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3.4 Viability of Heavy Ion Implantation Study . . . . . . . . . . . . . . . . . 106



6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

7 The Application of Lab HT-XRD on Hydrogen Charged Zr-4 110
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2 Overview of Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

7.4.1 Qualitative Diffraction Pattern Analysis . . . . . . . . . . . . . . . . . . . 115
7.4.2 Hydrogen Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.4.3 Lattice Parameter Expansion . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.4.4 CMWP - Line Dislocation Density . . . . . . . . . . . . . . . . . . . . . . 129

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

8 Conclusions 135

9 Future Work 137

Bibliography 139

Appendices 160





Nomenclature

β FWHM

λ Wavelength

µ Attenuation Coefficient

ω Grazing Incident Angle

ρ, d Dislocation Density

σ, c Crystallite Size Distribution

g Diffraction Vector

m, b Average Crystallite Size

εa Total a Lattice Parameter Expansion

εc Total c Lattice Parameter Expansion

a1 HCP Contrast Factor 1

a2 HCP Contrast Factor 2

Re Outer Cut-off Radius

a a Lattice Parameter

c c Lattice Parameter

x Penetration Depth

b Burgers Vector

Ch00 Average Contrast Factor

D Crystallite Diameter

Ek Kinetic Energy

K Scherrer Constant

k Reciprocal Space

l Total Length of the Line

xiv



mx Mass of Species

M, e Dislocation Arrangement

t Number of Intersection with Dislocations

vx Velocity of Species



List of Figures

2.1 A visual representation of the three categories of point defects: vacancies, SIA and
impurities (substitutional and interstitial impurity atom). Image recreated from
Tanzi et al. [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Brightfield TEM images showing a) dislocation loops in annealed zirconium that
have been neutron irradiated with a fluence of 1.5 x 1026 n.m-2 [14] and b) line
dislocations in Zirc- 4 that has undergone conventional tensile testing [15]. The
diffraction vector in each image was g = 112̄0 and g = 0002 respectively. . . . . . 5

2.3 A schematic of the formation of a Frank loop dislocation, where the stress imparted
onto the system is in the direction of the blue and red arrows. Recreated from
Monavari et al. [19]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.4 A micrograph of etched interstitial-free steel to show a clear example of grain
boundaries [21]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.5 Example of a diffraction pattern containing α-Zr and zirconium hydride taken on
a beta-filtered Cu source lab diffractometer (Bruker D2 Phaser) [26]. . . . . . . . 7

2.6 An example of an EBSD map showing a reconstructed α-zirconium microstructure
[47]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.7 A Zr-H phase diagram [48]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.8 EBSD maps showing grain elongation, deformation and texture of cold worked

pure zirconium sheets of three different levels of deformation: a) 10%, b) 20% and
c) 30%. The maps were taken in the RD-ND direction of the sample with a step
size of 1 µm [53]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.9 A TEM micrograph showing <a> dislocations loops in annealed Zr at 700 K, a)
fluence of 1.1 x 1025 n.m-2, b) 1.5 x 1025 n.m-2. The image was taken with a
diffraction vector = 101̄1 indicated by the black arrow [73]. . . . . . . . . . . . . 12

2.10 A TEM micrograph showing <c> dislocations loops in annealed zircaloy at 550-
580 K, a) non-irradiated zircaloy, b) 4 x 1025 n.m-2. The image was taken with a
diffraction vector = 0002 indicated by the black arrow [74]. . . . . . . . . . . . . 12

2.11 A TEM micrograph showing <a> and <c> type dislocations formed in annealed
zircaloy pressure tubing, by deformation, a) <a> dislocation, b) <c> dislocation.
The image was taken with a diffraction vector = 0002 indicated by the black arrow
[75]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.12 An example of zirconium hydrides in both circumferential and radial directions.
Examples of each are highlighted in red and blue respectively [100]. . . . . . . . . 16

2.13 A graph showing the TSSD of Zr-2 and Zr-4 alloys, obtained by multiple mea-
surement techniques, that are below 550°C [101]. . . . . . . . . . . . . . . . . . . 18

2.14 A graph showing the TSSD and TSSP of Zr-2 and Zr-4 alloys, obtained by DSC
and other multiple measurement techniques [23]. . . . . . . . . . . . . . . . . . . 18

xvi



2.15 Two diffractions patterns of LaB6 showing the effects of line broadening: a) ideal
environment with no line broadening and b) line broadening caused by sample
and instrumental effects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.16 The effects of uniform and non-uniform microstrain on the lattice structure and the
interplanar spacing (d) with the correlating effects on the diffraction pattern: a)
A non strained material, b) a uniformly strained material and c) a non-uniformly
strained material. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.17 An example of the dislocation density intercept method on a GH2036 alloy. The
number of intersections between the dislocations and drawn lines (yellow lines) is
counted and divided by the total length of the line and thickness of the sample
[142]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.18 An example of a Williamson-Hall plot, showing a strained system, from a 60%
cold worked ferritic steel [154]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.19 The graphical representation of the linear relationship between Y
L2

and lnL and
how to get the dislocation density from the modified Warren-Averbach method
[160]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.20 An overview of the CMWP process demonstrated as a flowchart. . . . . . . . . . 28
2.21 The effects of a) the change in the mean crystallite size (σ) and b) the change in

variance (m), on XRD peaks. The increase in m shows an increase mainly in tail
breadth, whereas an increase in σ shows an increase mainly in FWHM [3]. . . . . 28

2.22 The effects of the dislocation arrangement parameter on XRD peaks: a) ordered
dislocations with M << 1 and b) disordered dislocations with M >> 1 [3]. . . . 29

2.23 A graphical representation of the convolution operation on two functions [170]. . 30
2.24 The CMWP software user interface. . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.25 A comparison of line dislocation density values, from TEM and sXRD, from

zircaloy-2 at different proton fluences [169]. . . . . . . . . . . . . . . . . . . . . . 32
2.26 A figure comparing the dislocation density determined from CMWP analysis of

sXRD and XRD data from two different temperature and dpa points: a) 450 °C
and 2 dpa and b) 350 °C and 4 dpa [174]. . . . . . . . . . . . . . . . . . . . . . . 32

3.1 A schematic diagram of a laboratory sealed tube [177]. . . . . . . . . . . . . . . . 34
3.2 Two graphs showing a) The range of X-rays produced in a sealed tube, indicating

the continuous and characteristic wavelength regions [181] and b) A representation
of how a beta filter removes the beta characteristic wavelengths. . . . . . . . . . 35

3.3 A schematic diagram of the XRD geometries: a) Gonio geometry and b) Grazing
incidence geometry [183]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.4 A schematic diagram of transmission XRD, applying to both lab XRD and sXRD
[185]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.5 A schematic diagram comparing sXRD/tXRD and lab XRD with regards to their
sensitivity towards surface contamination/defects. . . . . . . . . . . . . . . . . . 37

3.6 The principle of a 0D detector via a schematic drawing. . . . . . . . . . . . . . . 38
3.7 The principle of a 1D detector via a schematic drawing. . . . . . . . . . . . . . . 39
3.8 The principle of a 2D detector via a schematic drawing. . . . . . . . . . . . . . . 39
3.9 A schematic diagram of the key features of an SEM [181]. . . . . . . . . . . . . . 40
3.10 Radiation produced from an electron beam’s interaction with a sample [194]. . . 41
3.11 A schematic diagram of a conventional TEM in imaging mode [200]. . . . . . . . 42



3.12 The principle of characteristic X-ray emissions showing the energy levels of a
material and the corresponding characteristic emission lines. An interpretation
from Margui et al. [208]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1 A schematic drawing showing the sectioned Zr foil. . . . . . . . . . . . . . . . . . 44
4.2 Heat treatment temperature profile in the furnace. . . . . . . . . . . . . . . . . . 45
4.3 Edge cracking on zirconium foil due to cold rolling. The initial edge cracking is

highlighted in blue and the final extent after 60% is shown in red. . . . . . . . . 45
4.4 The donut rig used to manually grind and polish a sample. . . . . . . . . . . . . 47
4.5 The Struers bulk electropolisher setup. . . . . . . . . . . . . . . . . . . . . . . . . 48
4.6 The grinding machine to remove surface impurities and residues from TEM sam-

ples before electropolishing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.7 A vessel used for methanol and electropolishing solution to clean the machine and

electropolish TEM sample respectively. . . . . . . . . . . . . . . . . . . . . . . . . 50
4.8 The electropolisher TEM sample holder. . . . . . . . . . . . . . . . . . . . . . . . 50
4.9 The sample holder used for powders such as the LaB6 and Si standards. . . . . . 51
4.10 Powder XRD standard samples, LaB6 and Si: a) LaB6 standard used to determine

instrumental broadening and b) Si standard used as a reference because of its
known crystallite size and strain. . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.11 Bulk sample holder used in the Panalytical Powder X’Pert and Malvern Panalyt-
ical Empyrean. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.12 The absorption edge produced by a nickel beta-filter on an eight hour long XRD
scan. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.13 The crucible and XYZ stage used in HT-XRD: a) alumina (Al2O3) crucible and
b) XYZ stage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.14 The high temperature XRD (HTXRD) setup for the X’Pert. . . . . . . . . . . . . 54
4.15 The recorded temperature profile furnace against the theoretical temperature profile. 55
4.16 The method of identifying peaks and their intensities as well as the formatting for

the peak index file. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.17 An example of peak separation and background intensity removal and centring of

Kα1 for the instrumental data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.18 An example of how the background spline can be adjusted whilst observing those

effects of the calculate diffraction pattern. . . . . . . . . . . . . . . . . . . . . . . 58
4.19 TOPAS interface showing the LaB6 microstructural parameters. . . . . . . . . . 59

5.1 The grid placed on TEM images of Zr-HT (from three different locations) to obtain
the number of interception points to calculate line dislocation density. The images
were taken on a JOEL JEM F200 with a 200 keV electron beam. . . . . . . . . . 65

5.2 The identification of the peak positions of α-zirconium phase and unknown phases. 66
5.3 A BSE image and the resultant EDX results for Zr-HT show the even distribution

of all elements that were determined by the instrumentation. . . . . . . . . . . . 67
5.4 An overlay of Zr-HT-M and diffraction patterns of possible secondary phases. . . 69
5.5 An overlay of Zr-HT-M and diffraction patterns of possible secondary phases. . . 69
5.6 An SE image of a Zr-HT sample, after electropolishing, which revealed needle-like

structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.7 A comparison of diffraction patterns between Zr-AR-M and Zr80CW-RT, a sample

with known hydrogen content, to gauge the significance of the hydrogen content
within Zr-AR-M. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71



5.8 A Le Bail TOPAS fit of Zr-HT-Cu (Manchester), using α-Zr and ZrH2, showing
qualitatively the goodness of fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.9 A high magnification EBSD map of Zr-48 showing the difficulties with indexing
due to the high deformation and strain within the material. EBSD map taken in
the ND-TD direction. The upper and lower misorientation angle thresholds were
set to 10° and 3° respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.10 EBSD Map of Zr-HT to show alpha zirconium and grain orientation. EBSD
map taken in the ND-TD direction. The upper and lower misorientation angle
thresholds were set to 10° and 3° respectively. . . . . . . . . . . . . . . . . . . . . 74

5.11 EBSD Map of Zr-30 to show grain misorientation and preferential grain orienta-
tion. EBSD map taken in the ND-TD direction. The upper and lower misorien-
tation angle thresholds were set to 10° and 3° respectively. . . . . . . . . . . . . . 75

5.12 The misorientation in the material represented by KAM maps for: a) Zr-HT and
b) Zr-30. The misorientation angle threshold was set to 2.5°. . . . . . . . . . . . 76

5.13 A diffraction pattern of Zr-AR taken from the Manchester Cu source XRD ma-
chine, with its peak indexing of α-zirconium phase and delta zirconium hydride. . 77

5.14 A comparison of monochromated Cu source (Manchester) XRD results for Zr
samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.15 A magnification of peaks at approximately 45° and 64° to show the peak broad-
ening effect caused by the increase in mechanical deformation from heat treated
to 60% cold worked samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.16 A comparison of monochromated Co source XRD results for Zr samples. . . . . . 80
5.17 A comparison of Ag source XRD results for Zr samples. . . . . . . . . . . . . . . 81
5.18 The initial modified Zr-HT Ag source diffraction pattern used to overcome the

step change present around 15 - 16° and around 21 - 22°. . . . . . . . . . . . . . . 81
5.19 The final modified Zr-HT Ag source diffraction pattern used to overcome the step

change present around 15 - 16°. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.20 The crystallite size distributions calculated from EBSD maps from a) Zr-HT and

b) Zr-30. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.21 A graph showing the comparison of crystallite size trend, determined by CMWP,

for the Cu and Co X-ray source experiments. . . . . . . . . . . . . . . . . . . . . 85
5.22 An example of the quality of fit for CMWP Zr-HT-Cu. The measured pattern

was taken on a Cu source XRD machine with an approximate 24 hour scan time.
The blue line is the measured pattern, the red line is the calculated pattern and
the black dotted line is the difference. . . . . . . . . . . . . . . . . . . . . . . . . 86

5.23 An example of the quality of fit for CMWP Zr-HT-Co. The measured pattern
was taken on a Co source XRD machine with an approximate 6.5 hour scan time.
The blue line is the measured pattern, the red line is the calculated pattern and
the black dotted line is the difference. . . . . . . . . . . . . . . . . . . . . . . . . 86

5.24 A graph showing the increase in strain, calculated from TOPAS using a Gaussian
function, with an increase in deformation (Zr-AR to Zr-60) for both Cu and Co
diffraction data. The blue line represents Cu data obtained from UoM and the
red line represents Co data from MRF. . . . . . . . . . . . . . . . . . . . . . . . . 90

5.25 A graph showing the correlation between FWHM and deformation from four dis-
tinct Zr peaks: 002, 102, 004 and 104. The blue, red and yellow lines represent
the FWHM from Cu, Co and Ag diffraction data respectively. . . . . . . . . . . . 91



6.1 The interface of the SRIM software that was used to predict the damage depth
profile of a self-interstitial zirconium ion, with an energy of 86.5 keV, within the
target zirconium layer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.2 Two visual representations of the damage depth profile of an 86.5 keV Zr ion
implanted into a target Zr interface at a perpendicular angle. a) The damage
cascade produced and b) The frequency of ions at various target depths. . . . . . 96

6.3 A comparison of diffraction patterns for the different grazing incident angle (ω
angle) used on Si to determine viability of CMWP on lab XRD. The ω angles
tested are: 0.32° , 1.00° , 1.30° , 1.50° , 1.75° and 2.00° . . . . . . . . . . . . . . . 97

6.4 A comparison of a 5, 10 and 15 point moving average processing on the instru-
mental data, Si, to demonstrate the optimal number for the smoothing function. 99

6.5 A magnified image of a peak at approximately 88°, showing the comparison of the
range of point moving averages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.6 The Le Bail TOPAS refinement of the original GIXRD LaB6, showing the effects
of the region of diffuse scattering on the fitting. . . . . . . . . . . . . . . . . . . . 100

6.7 The Le Bail TOPAS refinement of the modified GIXRD LaB6, showing the im-
provement of the fitting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.8 The removal of the diffuse scattering for TOPAS analysis. The blue line is the
original diffraction data and the orange line is the modified diffraction data. . . . 101

6.9 The background spline in CMWP that minimises the effects of the region of diffuse
scattering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.10 The removal of the absorption edge on the Gonio Si diffraction data. The blue
line is the original diffraction data and the orange line is the modified diffraction
data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.11 The Le Bail TOPAS refinement of the modified GIXRD Si. . . . . . . . . . . . . 104
6.12 The Le Bail TOPAS refinement of the Gonio Si. . . . . . . . . . . . . . . . . . . 104
6.13 The CMWP fitting of the GIXRD Si diffraction data. . . . . . . . . . . . . . . . 105
6.14 The CMWP fitting of the Gonio Si diffraction data. . . . . . . . . . . . . . . . . 106

7.1 A heating profile, during HT-XRD, for Zr80CWH. . . . . . . . . . . . . . . . . . 113
7.2 An example of a peak indexed sample, with the unknown tertiary phase. . . . . . 115
7.3 Phase identification of the tertiary phase in the HTXRD experiments, resulting

in the identification of Al2O3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.4 A comparison of the diffraction patterns, from room temperature to 600°C (blue to

red colour gradient), for Zr80CWA. The temperature at which the hydride peaks
disappear is indicated by the black line - which is at 200 °C. . . . . . . . . . . . . 117

7.5 The formation of a shoulder at the left of (002), (102) and (103) peaks, above
460 °C. These hkl peaks are indicated by green, blue and yellow circles respectively.118

7.6 A comparison of the diffraction patterns, from room temperature to 600°C (blue
to red colour gradient), for Zr80CWH. The temperature at which the hydride
peaks disappear is indicated by the black line - which is at 260 °C. . . . . . . . . 118

7.7 A comparison of the diffraction patterns, from room temperature to 600 °C (blue
to red colour gradient), for Zr80CWB. The temperature at which the hydride
peaks disappear is indicated by the black line - which is at 280 °C. . . . . . . . . 119

7.8 A graph showing the comparison of ‘expected’ hydrogen content values, deter-
mined through HVE measurements or nominal state, and the ‘actual’ hydrogen
content values, determined through interpolations of TSSD curves found in liter-
ature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120



7.9 An example of the trend of both a and c lattice parameter expansion, from HT-
XRD, for Zr80CWA from room temperature to 600 °C. . . . . . . . . . . . . . . . 121

7.10 A comparison of the goodness of fit (GOF) values, from the TOPAS analysis, for
Zr80CWA, Zr80CWB and Zr80CWH. . . . . . . . . . . . . . . . . . . . . . . . . 122

7.11 An example of a Le Bail TOPAS fitting of Zr80CWA, at 340 °C, to show the
contribution of the hydride phase once the hydride peaks have disappeared. . . . 122

7.12 A schematic diagram of a) lab and b) synchrotron XRD with the alignment of
grains, due to cold rolling, to demonstrate the effects on the diffraction pattern. . 123

7.13 A diffraction pattern of Zr80CWA via sXRD, showing the faint signal from the
basal plane (0002) [233]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

7.14 A comparison of the a lattice parameters, from HT-sXRD, for Zr80CWA and
Zr80CWH from room temperature to 800 °C [233] . . . . . . . . . . . . . . . . . 124

7.15 A comparison of the a lattice parameters, from HT-XRD Le Bail TOPAS analysis,
for Zr80CWA, Zr80CWB and Zr80CWH from room temperature to 600 °C. The
vertical lines indicate the temperature at which the hydride peaks disappear for
their respective samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7.16 A comparison of the two diffraction patterns of Zr80CWH, from HT-sXRD, at
60 °C (left) and 670 °C (right), to show the difference in intensities [233]. . . . . 125

7.17 A comparison of the c lattice parameters, from HT-sXRD, for Zr80CWA and
Zr80CWH from room temperature to 800 °C [233]. . . . . . . . . . . . . . . . . . 126

7.18 A comparison of the c lattice parameters, from HT-XRD Le Bail TOPAS analysis,
for Zr80CWA, Zr80CWB and Zr80CWH from room temperature to 600 °C. The
vertical lines indicate the temperature at which the hydride peaks disappear for
their respective samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.19 The trend determined for the total lattice parameter expansion of both a and c
lattice parameter from HT-XRD data. The analysis was conducted on Zr80CWA,
from room temperature to 600 °C, specifically on two separate peaks - 004 peak
for c lattice parameter and 104 Zr peak for a lattice parameter. . . . . . . . . . . 128

7.20 A graphical representation of the difference in total lattice parameter expansion
to determine the effects of hydrogen dissolution on said expansion. The difference
between Zr80CWA-Zr80CWH (∆ 23.7 wt.ppm) and Zr80CWA-Zr80CWH (∆ 41
wt.ppm) for both a and c total lattice parameter expansion is shown in red/green
and blue/yellow respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

7.21 A graph showing the dislocation density, determined from CMWP, on the HT-
sXRD data. Graph taken from Swan et al. paper [233]. . . . . . . . . . . . . . . 129

7.22 A graph showing the dislocation density, determined from CMWP, on the HT-
XRD data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

7.23 A close-up of the CMWP fitting, of Zr80CW-400C, on a Al2O3 double peak found
around 43°. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

7.24 A graph showing the TOPAS calculated Gaussian strain, using Le Bail analysis, on
Zr80CWA, Zr80CWH and Zr80CWB. The black line represents the temperature
at which the artefacts began appearing on the peak. . . . . . . . . . . . . . . . . 132

7.25 A graph showing the TOPAS calculated Lorentzian crystallite size, using Le Bail
analysis, on Zr80CWA, Zr80CWH and Zr80CWB. The black line represents the
temperature at which the artefacts began appearing on the peak. . . . . . . . . . 132

A1 An example of file formatting for instrumental peak profile. . . . . . . . . . . . . 161



A2 The TOPAS interface in which the relevant instrumental parameters can be fixed
or refined. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

A3 An image demonstrating the refinement of the Peak Type - PVII parameter. . . 161
A4 An example of the sample parameters that refined/fixed when performing Le Bail

analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
B1 The qualitative fit for the CMWP analysis of Zr-AR-M. . . . . . . . . . . . . . . 163
B2 The qualitative fit for the CMWP analysis of Zr-30-M. . . . . . . . . . . . . . . . 163
B3 The qualitative fit for the CMWP analysis of Zr-48-M. . . . . . . . . . . . . . . . 164
B4 The qualitative fit for the CMWP analysis of Zr-60-M. . . . . . . . . . . . . . . . 164
B5 The qualitative fit for the CMWP analysis of Zr-AR-Co. . . . . . . . . . . . . . . 165
B6 The qualitative fit for the CMWP analysis of Zr-30-Co . . . . . . . . . . . . . . . 165
B7 The qualitative fit for the CMWP analysis of Zr-48-Co . . . . . . . . . . . . . . . 166
B8 The qualitative fit for the CMWP analysis of Zr-60-Co . . . . . . . . . . . . . . . 166
B9 A graph showing the decrease in crystallite size, calculated from TOPAS using a

Lorentzian function, with an increase in deformation (Zr-AR to Zr-60) for both
Cu and Co diffraction data. The blue line represents Cu data obtained from UoM
and the red line represents Co data from MRF. . . . . . . . . . . . . . . . . . . . 168

C1 A comparison of the diffraction patterns for the ω angles 0.11° and 1.30°. . . . . 169
C2 The goodness of fit of the CMWP fitting of Si when ω 1.30° and a smoothing

function of 10 MPA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
C3 The goodness of fit of the CMWP fitting of Si when ω 1.30° and a smoothing

function of 15 MPA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
C1 An example CMWP fitting on Zr80CW at 400 °C. . . . . . . . . . . . . . . . . . 172





List of Tables

2.1 A table surmising the dislocation density, from relevant Zr systems, found in
literature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 A table showing the identified slip planes and directions in an α-zirconium system
[53] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 A table showing the irradiation parameters (i.e. implantation energy and fluences),
for desired damage depth and displacement per atom (dpa), to simulate neutron
irradiation damage within zircaloys. . . . . . . . . . . . . . . . . . . . . . . . . . 19

4.1 The rolling procedure runs on the zirconium strips. Highlighted regions are where
the samples were taken out for their chosen deformation profile. . . . . . . . . . . 46

4.2 The final proposed grinding and polishing method of zirconium for XRD and SEM. 47
4.3 The final proposed grinding and polishing method of zirconium for EBSD. . . . . 47
4.4 Scanning parameters for the high temperature X’Pert mode. . . . . . . . . . . . . 54
4.5 Initial parameter values for CMWP that are not refined. . . . . . . . . . . . . . . 57
4.6 Initial physical parameters values. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.7 A table of relevant instrumental parameters that were set when undergoing Le

Bail refinement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.8 A table of the sample parameters that were either refined or fixed during the

sample Le Bail analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.1 The scanning parameters of the XRD machines used. . . . . . . . . . . . . . . . . 62
5.2 A table showing the Smith-Guttman line intercept values obtained from analysing

the TEM micrographs of Zr-HT and literature. . . . . . . . . . . . . . . . . . . . 65
5.3 XRF results from Goodfellows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 XRF results from University of Manchester. . . . . . . . . . . . . . . . . . . . . . 67
5.5 ICP-OES and HVE composition results via the Sheffield Assay Office. . . . . . . 68
5.6 The peak index for both alpha zirconium and delta zirconium hydride for a Cu

radiation source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.7 Crystallite size results from different radiation sources using multiple analysis

techniques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.8 The normalised weighted sum of square residual (WSSR) between the measure

and CMWP fitted patterns for Cu and Co source XRD data. . . . . . . . . . . . 87
5.9 A table showing the line dislocation densities, and the average, calculated by

employing the Smith-Guttman line interception method on TEM micrographs.
Images A, B and C refer to three different sites on one sample of Zr-HT. . . . . . 87

5.10 CMWP dislocations density results from different radiation sources. . . . . . . . 89
5.11 The comparison of the main physical parameters, for Zr-30-Cu, Zr-48-Cu and

Zr-60-Cu, that are believed to be the main contributors to the outlier data of
Zr-48-Cu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

xxiv



6.1 Scanning parameters for the Panalytical X’Pert Powder in grazing incident geometry. 94
6.2 The mass, initial energy and final energy of a projectile (i.e. neutron) and target

(i.e. Zr ion) in ballistic/elastic collision for the calculation of the transfer energy
to a Zr ion if momentum and kinetic energy are conserved. . . . . . . . . . . . . 95

6.3 The comparison of crystallite size from NIST standard documentation, GIXRD
CMWP analysis, Gonio CMWP analysis and TOPAS for Si. . . . . . . . . . . . . 103

6.4 A table showing the grazing incident angles (omega angles) required to investigate
ion irradiated zircaloys found in the literature. . . . . . . . . . . . . . . . . . . . 107

7.1 The sXRD scanning and temperature parameters used in the diffraction experiments.111

B1 The weighted sum of square residual (WSSR) between the measure and CMWP
fitted patterns for Cu and Co source XRD data. . . . . . . . . . . . . . . . . . . 167

B2 The crystallite size distribution parameter from CMWP fitted patterns for Cu,
Co and Ag source XRD data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

B3 The Goodness of Fit (GoF) between the measure and CMWP fitted patterns for
Cu, Co and Ag source XRD data. . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

B4 The dislocation arrangement parameter from CMWP fitted patterns for Cu, Co
and Ag source XRD data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

C1 Physical parameters for the fitting of Si at 1.30° with a smoothing function of 0
(unsmoothed), 10 MPA and 15 MPA. . . . . . . . . . . . . . . . . . . . . . . . . 171



Chapter 1

Introduction

A major concern in the nuclear industry is the failure of active components, especially the
cladding material that encapsulates nuclear fuel, during the post-discharge and storage process
of spent nuclear fuel [1]. The cladding material used predominantly in UK nuclear reactors
is zirconium alloys, Zircaloy-4 (Zr-4) and Zircaloy-2 (Zr-2), due to their low neutron cross-
sectional area and relatively high corrosion resistance at high temperatures [1, 2]. Due to the
harsh conditions experienced during operational nuclear reactors, such as high temperatures and
neutron fluence, significant irradiation damage is introduced into these materials. Considerable
research has focused on characterising, quantifying and understanding the effects of neutron
irradiation damage, especially dislocations and zirconium hydride effects, on cladding material.
Dislocation density is of primary interest due to the adverse effects of dislocations on the material
properties; irradiation induced dislocations can cause effects such as radiation induced hardening
(RIH), irradiation induced growth (IIG) and radiation induced embrittlement, which is likely to
lead to mechanical failure and severe fallout. Investigating dislocation density could better help
understand the mechanism by which they form and distribute, potentially providing a better
and earlier indication of when parts could fail, and reducing the margin of error.

Owing to the limited access to research labs - such characterisation on active samples is diffi-
cult. Further issues arise from the time and operational costs associated with preparing and
analysing samples using current conventional analytical techniques such as Transmission Elec-
tron Microscopy (TEM) and Synchrotron XRD (sXRD). The key advantages of using sXRD are
the high resolution and short experimental time, whereas for lab XRD, the key advantages are
their ability to investigate bulk material (i.e. more representative of the material) and the short
sample preparation and experimental setup. The research community have overcome the active
sample hurdle by using analogues for neutron irradiation damage: proton irradiation, heavy
ion implantation and cold working. All of these methods have the ability to simulate neutron
irradiated damage to varying degrees, with different damage depth profiles, without activating
the material to the same degree. Although proton irradiation and heavy ion implantation have
the closest approximation to neutron irradiation damage due to similar interaction and stopping
mechanisms present, the accessibility to the technique is low and operational costs are high for
such experiments. Therefore, cold working has been deemed a viable solution to replicate the
magnitude of damage produced; the main difference in the damage between cold working and
neutron irradiation is the type of dislocation loops present, where cold working presents pre-
dominantly <a> line dislocations, whereas irradiation damage at lower dpa/fluences starts with
<a> loops and with the increasing dpa/fluences evolves into <c> loops.

Past research characterising and quantifying radiation and analogous damage from diffraction
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data are very indirect. The line broadening analysis methods rely on the examination of indi-
vidual peaks followed by the deconvolution of the profiles that contribute to the line broadening
(i.e. instrumental, crystallite size and strain profiles). However, an up-and-coming diffraction
pattern analysis technique, Convolutional Multiple Whole Profile (CMWP), has been developed
to analyse phases as a whole using a more in-depth understanding of the line broadening pa-
rameters (i.e physical parameters that constitute the instrumental, crystallite size and strain
profiles) [3]. Current investigations using CMWP research have been conducted primarily on
sXRD and neutron diffraction data [4, 5]. The materials used for these experiments were Zr-4,
Zr-2, aluminium-magnesium (Al-Mg) alloys, and a few stainless steel (SS) alloys, with damage
primarily caused by proton irradiation. Studies using lab sources XRD machines and CMWP
are uncommon.

To enable the expansion of CMWP, further validation and technique development of CMWP on
multiple lab XRD geometries and radiation sources was deemed necessary. To increase the via-
bility and reach of the technique, an understanding of whether the analytical technique is valid
on different radiation sources, such as copper (Cu), cobalt (Co) or silver (Ag), is paramount.
Furthermore, a concern with lab diffraction experiments, due to the standard gonio geometry, is
the penetration depth of the X-rays, and as a result the volume of investigation. With proton ir-
radiation or heavy ion implantation, the penetration depth of the damage profile is fairly shallow,
especially in comparison to prolonged neutron irradiation or cold working. Therefore, the strain
profile/dislocation density analysis of proton/heavy ion implantation would be less representa-
tive. The exploration into using grazing incident XRD (GIXRD) geometry in conjunction with
CMWP is then key to investigate deformation closer to the surface of the sample. Additionally,
the investigation of high temperature proton irradiated or heavy ion implanted samples has typ-
ically been conducted with high temperature sXRD (HT-sXRD). The direct comparison of high
temperature XRD (HT-XRD) and HT-sXRD will provide useful insight into whether a more
physically and financially accessible experimental setup is feasible in achieving viable diffraction
in a pseudo-active material state. The pseudo-active material state is defined as re-reaching
operational temperatures in an active material once they have been discharged and cooled to
simulate an in-situ experiment.

The research presented in this following thesis will be sectioned into three experimental chapters:

- Chapter 5 - Accuracy and Sensitivity of CMWP
- Chapter 6 - Grazing Incident X-Ray Diffraction for CMWP
- Chapter 7 - The Application of Lab HT-XRD on Hydrogen Charged Zr-4

The aims of Chapter 5 is to validate CMWP by investigating the dislocation density and crys-
tallite size of zirconium in five different deformed states: as-received from supplier, heat treated,
30% cold worked, 48% cold worked and 60% cold worked (where the % indicates sample thickness
reduction). These results from CMWP are then compared to other analytical techniques such
as Electron BackScatter Diffraction (EBSD) and TOtal Pattern Analysis Solution (TOPAS) as
well as results obtained from different radiation sources (i.e. Co and Ag source diffractometers).

Chapter 6 will explore the validity of the GIXRD geometry for CMWP. The investigation of an
XRD standard powder specimen, silicon (Si), due to its known crystallite size profile and strain
profile, will determine the accuracy of GIXRD in conjunction with CMWP. The GI CMWP
results are then compared to National Institute of Standards and Technology (NIST) documen-
tation (i.e. NIST 640f standard), CMWP analysis in Gonio mode as well as TOPAS analysis in
both GI and Gonio geometry.
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The final experimental chapter, Chapter 7, aims are split into two: 1) investigating the validity
of using HT-XRD for analogous pseudo active samples by comparing to HT-sXRD and 2) further
technique development of HT-XRD CMWP by testing the accuracy against results obtained by
HT-sXRD. Additionally, to further validate the accuracy of the CMWP, the trend in a heavily
deformed (80% cold worked) material undergoing a temperature change (room temperature to
either 600 °C or 800 °C for HT-XRD and HT-sXRD respectively) was determined.
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Chapter 2

Background and Literature Review

2.1 Defects Formation and Effects

Neutron irradiation causes defects within metals such as dislocations, point defects (self-interstitial
atoms (SIA) and vacancies), precipitates, He bubbles and voids that affect the materials’ me-
chanical properties [6]. The lattice defects can be categorised into four groups: point defects,
line defects, planar defects and volume defects [7].

2.1.1 Point Defects

Point defects can be divided into three further groups: SIAs, vacancies and impurities, and they
are all comparable in size to a lattice atom, as shown in Figure 2.1. A SIA is classified as an
atom, of the same species as to one of the constituents of the bulk material, located outside of
a lattice site. A vacancy is defined as a space within a lattice site, where an atom should be.
Incident radiation on a material causes the displacement of a primary knock-on atom (PKA)
which in turn leads to the further displacement of atoms from their lattice site, due to its energy
being above the displacement threshold, producing an SIA and vacancy, which is known as a
Frenkel pair. This process is called a collision cascade [8]. An impurity defect can either be
interstitial or substitutional (replaces a lattice atom) and is defined as an atom foreign to the
composition of the material. A combination of two or more point defects can be formed, known
as complex point defects, such as point defect clusters or compound clusters.

Figure 2.1: A visual representation of the three categories of point defects: vacancies, SIA
and impurities (substitutional and interstitial impurity atom). Image recreated from Tanzi

et al. [9].
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2.1.2 Line Defects

With regards to the remaining three categories of lattice defects, their dimensions/sizes are much
larger than the crystal atoms [7]. Line defects are produced when atoms are added or removed,
introducing localised strain in the lattice surrounding the defects. Line defects form when it is
energetically favourable for the point defects to cluster or the vacancy cluster to collapse, forming
an extra half-plane or missing half-place respectively, in the crystal lattice [10]. These defects are
also referred to as dislocations. In a crystal, a dislocation can not end abruptly, it must end on
either a free surface, grain boundary, another dislocation (forming a node) or itself (dislocation
loop) [11]. An example of line dislocations and dislocation loops is shown in Figure 2.2, where
the dislocations are marked with red and green arrows. The diffraction vector for the TEM
micrographs containing loops and lines was g = 112̄0 and g = 0002 respectively.

For a HCP crystal structure (i.e. zirconium system), dislocation loops can be further categorised
into three groups: <a> dislocation loops, <c> dislocation loops and <c + a> dislocation loops
[12]. These categories refer to which plane these dislocation loops reside on. When discussing
irradiated materials, at low neutron fluences dislocations are dominated by <a> dislocation
loops, however, at the higher neutron fluences <c> and <c + a> dislocation loops start to
become more predominant [13].

Figure 2.2: Brightfield TEM images showing a) dislocation loops in annealed zirconium
that have been neutron irradiated with a fluence of 1.5 x 1026 n.m-2 [14] and b) line

dislocations in Zirc- 4 that has undergone conventional tensile testing [15]. The diffraction
vector in each image was g = 112̄0 and g = 0002 respectively.

A step further than a dislocation loop is, when it is energetically favourable, for a group of
dislocation loop to collapse and form a dislocation network or for line dislocations to cluster
together [16, 17]. A dislocation can also form a Frank loop, which is where a dislocation is
pinned by point defects and shear stress deforms the dislocation, where once it passes the critical
point a Frank loop dislocation is formed [18]. Figure 2.3 shows the formation of the Frank loop,
where the dislocation starts as the thick black line, and with increasing stress inputted in the
direction of the blue arrow, the dislocation is deformed outwards following steps 1 - 3. At step
3, a nearly formed Frankel loop is created (blue line) and a new dislocation begins forming (red
line). With the continued stress inputted, step 4 is where a complete Frankel loop and a new
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dislocation line is formed.

Figure 2.3: A schematic of the formation of a Frank loop dislocation, where the stress
imparted onto the system is in the direction of the blue and red arrows. Recreated from

Monavari et al. [19].

2.1.3 Planar Defects

Planar defects are discontinuities within a plane such as grain boundaries, twin boundaries and
stacking faults [7]. Grain boundaries are planar defects, present in all crystals, which are bound-
aries between two misaligned grains (crystalline grains of different orientations), as shown in
Figure 2.4 [20]. The other two planar defects, twin boundaries and stacking faults, are intro-
duced into the system through crystal growth and plastic deformation.

Figure 2.4: A micrograph of etched interstitial-free steel to show a clear example of grain
boundaries [21].

2.1.4 Volumetric Defects

Volumetric defects are three-dimensional defects and can be split into two categories: cavi-
ties/voids and precipitates [7].
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2.1.4.1 Cavities/Voids

Cavities are the clustering of vacancies via diffusion due to either residual stress gradients or
because it is more energetically favourable than numerous smaller vacancy clusters [22]. A
cavity/void, as it is more energetically favourable, can contain gas and form bubbles such as
helium (He) bubbles.

2.1.4.2 Precipitates

Precipitates are the final defects that need to be discussed and can be described as secondary
phases within the bulk material. A typical precipitation that occurs during zirconium alloy ir-
radiation is the formation of zirconium hydrides [23]. This occurs via two methods: 1) when the
system cools down during post-discharge and storage, therefore the hydrogen produced from the
reaction stated in Equation 2.1, becomes less mobile and reacts with the zirconium [24] and 2)
when zirconium reaches its terminal hydrogen solubility limit - the maximum concentration hy-
drogen can be in the matrix before it is readily reacting with zirconium, producing zirconium hy-
dride precipitates [23, 25]. An example of the zirconium hydride phase in a zirconium-zirconium
hydride diffraction pattern is shown in Figure 2.5 [26].

Figure 2.5: Example of a diffraction pattern containing α-Zr and zirconium hydride taken
on a beta-filtered Cu source lab diffractometer (Bruker D2 Phaser) [26].

Hydrogen is a common by-product of neutron irradiation via an oxidation reaction or the radiol-
ysis of water and though it diffuses rapidly into the environment, it may still have adverse effects
on damage at low concentration due to it being highly chemically active [27]. The half equations
for the oxidation reaction are shown in Equation 2.1 [28]. Radiolysis is the phenomenon that
occurs when a molecule, in this case, water, is destabilised by ionising irradiation particles such
as phonons, electrons or heavy ions.

H2O → O2- + 2H+

Zr + 2O2- → ZrO2 + 4e-
(2.1)

Another important precipitate mechanism is the formation of secondary phase precipitates
(SPPs) from alloying elements in order to control the mechanical and chemical performance
of the material (i.e. increase the service life of fuel components). The size of the SPPs varies
and is determined by thermo-mechanical processing parameters.
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In zirconium and its alloys, the addition of elements such as silicon (Si), between 0.01 - 0.1
wt%, can improve corrosion resistance and ultimate tensile strength as well as decrease hydrogen
uptake within the component [29]. The more common alloying elements are tin (Sn), iron (Fe),
chromium (Cr), nickel (Ni) and niobium (Nb), which when precipitate out and are greatly and
evenly distributed, highly affect the corrosion kinetics and hydrogen pick-up [30]. The alloying
of Sn (low concentration of 0.01 - 0.93 wt%) mainly remains in solid solution with Zr, however,
SPPs can form in the oxide layer, improving its stability and therefore improving corrosion
resistance [31–33]. Fe, Cr and Ni precipitates in zirconium alloys (as two structures - Zr2(Fe,Ni)
and Zr(Fe,Cr)2) which improve creep resistance and strengthening under irradiation as well as
suppressing hydrogen uptake by replacing Zr ion sites in the oxide layer, consequently decreasing
the potential gradient and reducing hydrogen diffusion [34–36]. The addition of Nb and its
precipitation significantly improves the corrosion and creep resistance of Zr by producing a denser
oxide layer and a segregation layer (β-Zr-Nb layer that concentrates at α-Zr grain boundaries)
between the oxide layer and bulk material. The denser oxide layer acts as a protective layer and
reduces hydrogen pick-up, whereas the segregation layer improves the grain boundary cohesion
between the oxide layer and the bulk material [37–39].

2.2 Overview of Zirconium Metallurgy

This section will cover a brief overview of zirconium metallurgy and the defects produced during
irradiation and cold-rolling.

Zirconium is an allotropic element that consists of two main phases: α hexagonal closed-packed
(HCP) crystal structure and β body-centred cubic (BCC) structure [40]. When looking at
zirconium and its alloys, under ∼852 °C, the material is predominantly in the alpha phase, an
example of α-zirconium microstructure is shown in Figure 2.6. Above ∼852 °C, zirconium and
its alloys reside predominantly in the beta phase, as shown in Figure 2.7 [41, 42]. β-Zr is more
susceptible to hydride formation as hydrogen is a β-Zr stabiliser, as can be seen from Figure 2.7
where the β-Zr transformation temperature decreases with an increase in hydrogen percentage,
therefore is more susceptible to hydrogen cracking [43]. In the UK, the operating temperature
of nuclear reactors ranges between 280 - 350 °C (553 K - 623 K), therefore, zirconium during
reactor operation is mainly α-Zr [44–46].
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Figure 2.6: An example of an EBSD map showing a reconstructed α-zirconium
microstructure [47].

Figure 2.7: A Zr-H phase diagram [48].

2.2.1 Texture in Zirconium

Texture can be defined as the orientation distribution of crystallites within a polycrystalline
material and due to Zr crystallites having a c/a ratio of 1.593, it is easy for it to develop a
crystallographic texture [49]. The texture of zirconium and its alloy, in an as-received state, is
bimodal - the crystallites facing from <101̄0> to <112̄0> [50]. The development of crystallo-
graphic texture from there is dependent on post thermo-mechanical processes such as cold rolling
or annealing and varies depending on the composition of the alloy [51].

For industrial pure zirconium (i.e. containing no more than 0.01% Hf), when undergoing hot
rolling, there is a diffuse texture that deviates approximately 20 - 90° from the basal plane along
the transverse direction (TD). However, cold rolling develops a less diverse range of deviation,
with the crystallites orientated approximately 20° from the basal plane. Liu et al. determines
by cold working industrial pure zirconium to 30% deformation [52, 53]. An example of texture
in 10%, 20% and 30% cold worked Zr, represented via EBSD maps, is shown in Figure 2.8.
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Figure 2.8: EBSD maps showing grain elongation, deformation and texture of cold worked
pure zirconium sheets of three different levels of deformation: a) 10%, b) 20% and c) 30%.
The maps were taken in the RD-ND direction of the sample with a step size of 1 µm [53].

When Zircaloy-4 (Zr-4) undergoes cold rolling the c axis orientates so that it is relatively in line
with the normal direction (ND), this is due to the pyramidal and prismatic <a> slip systems
allowing for compression of the c axis when under said compression [54]. A study by Grange
et al. confirmed this by investigating a hydrogen charged Zr-4 plate that was cold worked to
450 µm, where the study states that the basal planes are orientated approximately 20° away
from ND (c axes close to parallel to ND). This was corroborated by Guo et al. studying texture
development in Zr-4 plates that had been cold rolled to 33% and 66%, which states that the c
axis becomes predominantly approximately parallel to ND [55, 56].

Whereas for Zircaloy-2 (Zr-2) and Zr-2.5Nb, the basal planes (0001) orientate themselves so that
they are parallel to the rolling plane and the direction is parallel to TD or rolling direction (RD)
depending on the extent of cold rolling. This is reported by Qiao et al investigating the texture
in moderately cold worked Zr-2 and corroborated by Reid et al. [57–59].

2.2.2 Recovery and Recrystallisation

Recovery and recrystallisation are thermal processes that affect and/or rearrange the microstruc-
ture to different extents during annealing. Recovery is the process in which the energy of the
system is reduced by the annihilation of point defects and the rearrangement of dislocations
into lower energy configurations [60]. It is a low temperature process that removes the residual
stress within the material without reducing its strength [61]. Recrystallisation is the heat treat-
ment process in which deformed grains are replaced with new and relatively undeformed grains
in order to remove the effects of strain hardening [62]. It is where the nucleation of relatively
undeformed grains forms within the deformed grain and the growth of said new grain occurs via
the formation and movement of high-angle grain boundaries [63].

Typically, in cubic structures, it is found that recrystallisation has a significant effect on texture
where it can remove preferential grain orientation from the cold rolling and induce a randomise
grain orientation [64, 65]. However, for zirconium, the literature states that primary recrystalli-
sation does not have a major impact on its texture, depending on the extent of the previous
deformation [50]. Gerspach et al. suggests that primary recrystallisation produces a texture
change in Zr702 that is cold rolled to 40% as there is no orientation-dependent nucleation,
whereas deformation from 50 - 80%, the texture remains stable. The exception is when Zr702
has been cold rolled in the TD compared to the previous hot rolling direction and primary re-
crystallisation changes texture at all deformation states [66]. This is supported by Zimmermann
et al., which states that in pure Zr and in Zr-4 plates that have been cold worked to 55%, after
primary recrystallisation at temperatures between 550 - 575 °C, the texture remains stable for
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both materials [67]. To remove preferential grain orientation and induce a texture change (i.e.
complete recrystallisation), the annealing process may require higher temperatures and longer
hold times [68].

2.2.3 Crystallite Size

Zirconium and its alloys, like many other materials, have a microstructure that is formed by
an agglomerate of individual crystallites, whose size varies depending on the thermo-mechanical
process the material has been through as well as limitations of the characterisation techniques.

IAEA suggests that undeformed zirconium alloys have approximately an average crystallite size
of 1 - 20 µm. The materials that were tested had undergone extensive heat treatment to ensure
full recrystallisation and some grain growth and the grain sizes were determined using ASTM
standard 10 and ASTM standard 15 [69]. However, one consideration to take into account
for these grain size values is the heat treatment process, where the material was treated for
between 1 - 10 hours at 600 - 750 °C - this process is likely to instigate grain growth (at the
higher temperatures and hold times) and produce large grain sizes. Another consideration is the
measurement technique, which was done by an intercept method on an etched optical image,
thus restricting the grain size to the limit of resolution of the optical instrument, hence possibly
producing an overestimate of the average grain size.

Jedrychowski et al. suggests that alpha zirconium, which was a) initial state (i.e. recrystallised
and b) previously cold rolled to 16% and then partially recrystallised with a heat treatment of
650 °C for 15 minutes, have a crystallite size of approximately 16.0 and 12.7 µm respectively [70].
The crystallite size analysis was conducted from EBSD characterisation, which was conducted
with a step size of 1.2 µm, therefore limiting the minimum crystallite size to the resolution of
the equipment. In addition, it was a partial recrystallisation process, which means there are
complete nucleation of new grains and removal dislocations. Both of these considerations could
lead to an overestimation of the crystallite size.

2.2.4 Dislocations

Zirconium and its alloys are widely used in the nuclear industry, such as cladding and structural
materials, as they have excellent corrosion and radiation resistant properties (i.e. have a low
neutron cross-section and a high resistance to heat and chemical corrosion) [71]. However, even
with high resistant properties, with the large amount of neutron bombardment that occurs,
irradiation-induced defects and dislocations are still produced [6, 72]. Choi et al. showed that
there are three types of dislocation loops formed in zirconium and its alloys, <a>, <c> and
<c+a> dislocation loops, with their growth correlating to temperature and neutron fluence.
Dislocation loop density decreases with an increase in temperature but the loop size increases.
However with fluence, dislocation loop density increases with an increase in fluence, as shown in
Figure 2.9 [73].
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Figure 2.9: A TEM micrograph showing <a> dislocations loops in annealed Zr at 700 K,
a) fluence of 1.1 x 1025 n.m-2, b) 1.5 x 1025 n.m-2. The image was taken with a diffraction

vector = 101̄1 indicated by the black arrow [73].

Furthermore, Adamson et al. presents a study where a non-irradiated zircaloy with dislocations
is neutron irradiated at a fluence of 4 x 1025 n.m-2 and rapid growth of <c> type dislocation
loops is observed, as shown in Figure 2.10 [74].

Figure 2.10: A TEM micrograph showing <c> dislocations loops in annealed zircaloy at
550-580 K, a) non-irradiated zircaloy, b) 4 x 1025 n.m-2. The image was taken with a

diffraction vector = 0002 indicated by the black arrow [74].

The damage above is representative of irradiation-induced dislocations, whereas the current
work is based around cold-worked induced dislocation, which was used as proxy radiation dam-
age within the material. Holt et al. discusses in a paper the formation of <a> and <c> type
dislocations in zirconium pressure tubing due to deformation, as shown in Figure 2.11. The
paper suggests that with a 27% reduction in area, from a cold-drawing process, the total dislo-
cation density was approximately 3 - 4 x 1014 m-2 with 10 - 20% of that being from <c> type
dislocations - this was determined by deconvoluting XRD data [75]. Defining deconvolution as
post-processing analysis; back-calculating the constituents of the strain profile, using assump-
tions or graphical interpretation/extrapolation, to determine the physical parameters (in this
case dislocation density).
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Figure 2.11: A TEM micrograph showing <a> and <c> type dislocations formed in
annealed zircaloy pressure tubing, by deformation, a) <a> dislocation, b) <c> dislocation.
The image was taken with a diffraction vector = 0002 indicated by the black arrow [75].

Previous studies by Long et al. have investigated hot rolled Zr-2.5Nb, in both the rolling direction
(RD) and the normal to rolling direction (ND). In the undeformed Zr-2.5Nb it was found that,
using line profile analysis (eCMWP - an old online version of CMWP) on neutron diffraction
data, both in the ND and RD samples, the dislocation densities were fairly similar, with it being
1.76 x 1014 m-2 and 1.02 x 1014 m-2 respectively [76]. However, a paper by Balogh et al. suggests
that the unirradiated and undeformed Zr-2.5Nb sample has a dislocation density of 6.4 x 1014

m-2 [77]. It is worth noting that both of these results were determined using eCMWP (online
version of CMWP) from neutron diffraction measurements.

Two samples, Zircaloy-2 and Zr-2.5Nb alloys, were also investigated by Mukherjee et al.. Both
samples were subjected to a 30% cold rolling deformation process and was found that, by a Cu
sourced X-ray diffraction line profile analysis (modified Williamson-Hall procedure), that the
dislocation density was determined to be 3.73 x 1015 m-2 and 3.82 x 1015 m-2 respectively [78].
However, a different study by Moran et al. determined that the dislocation density of a 30%
cold rolled Zr-2.5Nb alloy is 20 x 1014 m-2, using the modified Warren-Averbach analysis [79].
Although, a consideration to take into account is that Mukherjee et al. used a simplified line
profile analysis technique which likely overestimated the dislocation density as the dislocation
arrangement factor was not included, which helps explain the discrepancies in the results. The
summary of the dislocation densities found in the literature can be seen in Table 2.1.
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Table 2.1: A table surmising the dislocation density, from relevant Zr systems, found in
literature.

Sample
Dislocation Density

(x 1014 m-2)
Sample

Dislocation Density
(x 1014 m-2)

Undeformed
(RD) - Zr2.5Nb [76]

1.76
Cold Worked
30% - Zr-2 [78]

37.3

Undeformed
(ND) - Zr2.5Nb [76]

1.02
Cold Worked

30% - Zr2.5Nb [78]
38.2

Undeformed/
Unirradiated - Zr2.5Nb [77]

6.4
Cold Worked

30% - Zr2.5Nb [79]
20

Cold Worked
27% - Zr2.5Nb [75]

3 - 4

2.2.5 Comparison between Cold Worked and Irradiated Dislocations

From the literature discussed above, it was found that at low neutron fluences, the predominant
type of dislocation is the <a> dislocation loops. However, as the fluences increase, there is
a decrease in <a> dislocation loops and an increase in <c> dislocation loops and <c + a>
dislocation loops [80, 81]. The full mechanism in which <a> dislocation loops develops into a
<c> dislocation loops is not currently fully understood.

For cold worked zirconium and its alloys, the predominant type of dislocation at all severity of
deformation was found to be <a> dislocation lines, with the <a> dislocation lines percentage
not decreasing below 60% [76–78].

Comparing the dislocation from low neutron fluence irradiation and cold-working, at this current
stage of research, shows that the dislocation loops and lines are similar and grow in the same
direction. However, further research needs to be conducted to determine whether cold-working
zirconium is a good non-active replacement for introducing dislocations into materials, rather
than irradiation-induced damage.

Table 2.2: A table showing the identified slip planes and directions in an α-zirconium
system [53] .

System Plane Direction

Prismatic {10-10} <11-20>
Basal {0001} <11-20>
Pyramidal <a> {10-11} <11-20>
Pyramidal <c+a>1 {10-11} <11-2-3>
Pyramidal <c+a>2 {11-22} <11-2-3>

In the case of irradiation damage and cold work damage, though they produce different types of
dislocations and defects, they both affect material properties. In the case of cold working, the
dislocation produced from the process hinders the movement of dislocations when undergoing
further deformation, therefore, more force is required to move the dislocation to achieve the
required strain and level of cold working. This process is called work hardening - increasing
the material’s strength and hardness whilst reducing its ductility. Work-hardened material, if
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continually cold worked, has a build-up of internal stresses due to the dislocations and the force
applied, which could lead to cracking and mechanical failure [82–84].

Radiation-induced defects, such as point defects, dislocations, hydrides and He bubbles, have
many detrimental effects on the mechanical properties of Zr cladding and therefore, effects on
its performance and lifespan (i.e. mechanical failure). Dislocations and point defects can induce
a phenomenon called radiation-induced hardening (RIH), which is where the defects produced
from irradiation block/hinder the movement of dislocations, causing a decrease in ductility and
an increase in hardening - similar to work hardening in mechanically damaged materials [85, 86].
Irradiation can also cause a dislocation bias producing irradiation-induced growth (IIG); one form
being dislocations during irradiation absorb more interstitials than vacancies, possibly leading
to vacancy clustering and the phenomenon called irradiation-induced swelling. An example of
this is where He accumulates at these vacancy clusters, as it is energetically more favourable,
causing the He bubble swelling. These irradiation-induced swelling defects can consequently
cause embrittlement of the cladding material and increase the susceptibility of cracking at grain
boundaries (which is where He bubbles are likely to form) [87, 88]. Hydrogen and hydrides affect
Zr by decreasing ductility and increasing susceptibility to cracking. The effects of hydrogen
and hydrides are discussed in more detail later. Another form of irradiation-induced growth
is the anisotropic growth of zirconium, where vacancies and interstitials preferentially migrate
causing the positive strain in a direction and negative strain in c direction [73, 89]. Due to the
significance of the impact of these irradiation-induced defects as well their non-active proxy, cold
worked induced dislocations, it is important to gain a better understanding of the mechanisms
that lead to the formation of the defects and the consequent failure of the part.

2.2.6 Effects of Hydrides

The production of hydrogen and the evolution of hydrides have been discussed previously in
Section 2.1.4.2. The following will explore the effects of hydrogen and the hydrides on zirconium
and its alloys. The importance of understanding the effects of hydrides on zirconium and its
alloys will possibly allow the reduction of the margin of error required on cladding material and
therefore potentially increase the lifespan within the nuclear reactor. This will minimise the cost
and risk of replacing fuel rods, as well as provide a better indicator of failure during post-discharge
which allows a safe and more informed storage treatment. The effects of hydrogen and hydrides
on zirconium can be further understood by investigating the impact on the microstructure, such
as lattice parameter expansion due to hydride dissolution (i.e. hydrogen going into the zirconium
matrix), which will be discussed later in the thesis in Section 7.

The absorption of hydrogen is a major contributor to the degradation of zirconium cladding
and the reduction of its lifespan. The formation of hydrides, which is a brittle phase, during
operation and post-discharge, leads to the embrittlement of the cladding (i.e. reducing its fracture
toughness). The decrease in the ductility of zirconium and its alloys is caused by the hydrides
pinning/hindering dislocation movement, thereby reducing the mobility of dislocation [90, 91].
This particular phenomenon is called hydrogen-induced embrittlement (HIE). This reduction in
fracture toughness can then increase the susceptibility of cracking from the build of stress within
a material caused by things such as irradiation-induced growth, dislocation formation, swelling
for He bubbles and from the hydrides themselves [28, 92]. This process is called hydrogen-
induced delayed hydride cracking (DHC) or hydrogen-induced cracking (HIC). There are three
factors that contribute to these hydrogen induced mechanical failures: 1) a large fraction of
the hydrogen precipitates into hydride platelets, 2) the fraction of those platelets in the radial
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orientation and 3) the extent of the continuous hydride network through the cladding thickness
[93, 94]. Hydride formation can either occur in the circumferential or radial direction; usually,
they preferentially form in the circumferential direction. This is because of the crystallographic
relationship between α-Zr and hydrides; due to the (0001)α-Zr-(111)ZrHx relationship and the
strong basal texture of cladding material, it is more energetically favourable if the hydride is in
the circumferential direction [95, 96]. However, under a thermo-mechanical load, hydrides are
likely to re-precipitate in the radial direction and this is attributed to the contention between
tensile stress-assisted hydride nucleation and strain-induced resistance to nucleation [94, 95].

The extent of the reduction in ductility and increase in the likelihood of mechanical failure
is dependent on the hydride distribution. When the radial orientated hydrides are uniformly
distributed throughout the cladding material, there is a decrease in ductility. When the hydrides
are configured into a linear network, the fracture resistance and ductility are drastically reduced,
leading to the possibility of DHC or HIC [97–99]. An example of zirconium hydrides in both of
their orientations is shown in Figure 2.12.

Figure 2.12: An example of zirconium hydrides in both circumferential and radial
directions. Examples of each are highlighted in red and blue respectively [100].

It has been determined that approximately 120 wt ppm of hydrogen can be ‘picked up’ by a
zirconium alloy during operation/elevated temperatures and once it reaches its solubility limit
and/or when the temperature reduces, a large fraction of hydrogen is likely to precipitate [101].
However, a critical detail that needs to be considered is the conditions in which the orientation
of said hydrides is likely to shift into a radial position. Reorientation of the hydride platelets
is believed to occur during the cooling period, while a tensile hoop stress is applied [102]. One
instance in which the hoop stress is applied is when the spent nuclear fuel (SNF) is dried, after
being placed in a spent fuel pond, to dry out the sample. The cyclic heating and cooling applied
to the SNF increases the internal pressure from fission gases, produced during operation, thus
inducing a tensile hoop and axial stresses to the material [103].

The formation of these hydride platelets, especially in the radial direction, causes a phenomenon
called hydrogen-induced embrittlement (HIE). This is where the hydrides cause a decrease in
the ductility of zirconium and its alloys by pinning/hindering dislocations, thereby reducing the
mobility of dislocation [90, 91]. With the reduction in ductility, there comes the increased likeli-
hood of mechanical failure, with the extent of reduction in ductility and increase in mechanical
failure dependent on the hydride distribution. When the radial orientated hydrides are uniformly
distributed throughout the cladding material, there is a decrease in ductility. When the hydrides
are configured into a linear network, the fracture resistance and ductility are drastically reduced,
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leading to the possibility of DHC or hydrogen-induced cracking (HIC) [97–99]. An example of
zirconium hydrides is shown in Figure 2.12.

2.2.7 Terminal Solid Solubility for Dissolution (TSSD) of Hydrogen

The terminal solid solubility for dissolution (TSSD) of hydrogen within zirconium is the tem-
perature at which all the hydrides within a sample, at a given hydrogen concentration, dissolve
into the matrix during heating [25, 104]. This parameter is important to understanding the
effects of hydrogen on zirconium and its alloys (e.g. lattice parameter expansion), and therefore,
has been subjected to many investigations, using various techniques to measure this value (e.g.
dilatometry and calorimetry).

A study by Kearns investigates the TSSD of hydrogen within zirconium and its alloys, below 550
°C, using measurement techniques such as diffusion gradient, P.C.T, diffusion gradient calorime-
try, X-ray diffraction and diffusion equilibrium. The TSSD for this study was calculated using a
form of the Arrhenius equation, shown in Equation 2.2, where A and B are constants, C is the
terminal solid solubility, R is the ideal gas constant and T is the temperature in K. The TSSD
was then plotted against the inverse of the respective temperature as shown in Figure 2.13 [101].

lnC = A−B/(RT ) (2.2)

A study by Une et al. followed this by investigating the TSSD and terminal solid solubility
precipitation (TSSP) of hydrogen, specifically in Zr-2 and high Fe Zr alloys, with a hydrogen
content range of 40 - 542 ppm. The results were obtained by differential scanning calorimetry
(DSC) as well as from literature. The DSC experiment was conducted in a purified Ar environ-
ment, with a flow rate of 50 cm3min-1, and the samples were heated up from 50 °C to 600 °C
and then cooled down to 150 °C with temperature rate of 10 °Cmin-1. There was a 5 minute
hold at 600 °C. Une et al. used Equation 2.2 to calculate TSSD and TSSP results from DSC and
plotted them against the reciprocal temperature as shown in Figures 2.14a. The TSSD data,
obtained from other bodies of work and experimental techniques, was collated in this study as a
comparison and is shown in Figure 2.14b [23].

In the two studies, and the literature presented in both, the TSSD was determined using similar
alloyed zirconium, with hydrogen content of a similar range (from approximately 40 to 600 ppm).
Though TSSDs were determined using a range of measuring techniques, the temperatures were in
relatively good agreement with each other. The conclusions determined from both these studies
indicate that minor differences in alloying elements will have little effect on TSSD, whereas the
effects of strain (e.g. cold rolling) and supersaturation of hydrogen is more significant, though
the extent of this is unknown. Supersaturation of hydrogen is defined as hydrogen concentration
above the value determined for a given temperature at equilibrium [105]. The solubility curves
presented in this section will be used to determine the TSSD temperatures and hydrogen content
of Zr-4 samples that are investigated in Section 7.
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Figure 2.13: A graph showing the TSSD of Zr-2 and Zr-4 alloys, obtained by multiple
measurement techniques, that are below 550°C [101].

Figure 2.14: A graph showing the TSSD and TSSP of Zr-2 and Zr-4 alloys, obtained by
DSC and other multiple measurement techniques [23].
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2.2.8 Ion Implantation Studies

Ion implantation is a common method used to produce comparable microstructural damage to
neutron irradiation, in zirconium and its alloys, without activating the material to the same
extent. The damage profile produced from ion implantation is non-uniform, however, the period
in which the damage can be produced can be significantly shorter by adjusting fluences, making
it a viable process. Many studies have discussed this process, and this section will contain an
overview of the elements used and the respective irradiation parameters to produce a known
damage [106, 107]. The consolidation of some of these studies and their irradiation parameters
on zirconium alloys are shown in Table 2.3.

Table 2.3: A table showing the irradiation parameters (i.e. implantation energy and
fluences), for desired damage depth and displacement per atom (dpa), to simulate neutron

irradiation damage within zircaloys.

Species
Energy/
MeV

Fluence/
1015 cm-2

Peak
DPA

Target
Material

Damage
Depth/ nm

C+ [108] 1.4 10 1.7
Si+ [108] 1.8 4 2.5 Zr/Nb NMMs 1000
Cu+ [108] 2.225 1.5 2.41
Kr+ [109] 0.1 10 22.7 Zr-4 45
Kr2+ [110] 1 - 1 Zr 800
Zr+ [111] 0.6 0.48 2.9 Zr-4 400
Zr4+ [112] 40 3 21 Zircaloy M5 5500

*NMMs = Nanoscale Metallic Multilayers

Dagbouj et al. studied the response of Zr/Nb nanoscale metallic multilayer (NMMs) materials
under carbon (C+), silicon (Si+) and copper (Cu+) ion irradiation, which were fine-tuned to
mimic dpa produced from neutron irradiation. The energy of the ions was adjusted so that the
maximum penetration depth for the damage profile was approximately 1000 nm for each species -
this was calculated by conducting iterative Stopping Range of Ions in Matter (SRIM) simulations
to achieve the desired depth. The fluence for each species was then adjusted to achieve three
levels of displacements per atom (dpa): low damage ∼ 0.2 dpa, medium damage ∼ 2 dpa and high
damage ∼ 6 dpa. Table 2.3 refers to medium damage values as these were recorded for all three
species. The main consideration for this study was the material investigated, which was a layered
Zr/Nb structure, whose response to irradiation damage and therefore damage depth profile, will
differ from standard zircaloys used in the nuclear industry (i.e. Zr-4, Zr-2 and Zr-2.5Nb alloys).
Another consideration is the strain and microstructural evolution analysis, conducted via a lab
XRD, was believed to be done in a Gonio geometry, which would dilute the values of strain with
the incorporation of non-deformed Zr/Nb NMM layers [108].

A common microstructural defect formed during irradiation and transmutation, as stated previ-
ously, is the formation of bubbles which are insoluble and detrimental to the mechanical proper-
ties of zircaloys. Pagano et al. explored the general behaviour of bubbles in Kr+ irradiated Zr-4
and Zr-2 alloys via post-implantation TEM analysis. As stated in Table 2.3, the experiment was
conducted using a 100 keV Kr+ beam; 100 keV was chosen to ensure the Kr+ remained within
the sample but the dpa of 22.7 was tuned by adjusting the fluence to 1 x 1016 cm-2. Pagano et
al. later furthered these studies by investigating nucleation and growth behaviour of Kr bubbles
within Zr-4/Zr-2 systems, using the same energy and fluence Kr beam, via in-situ implantation
TEM analysis [109, 113]. Idrees et al. also conducted Kr ion (Kr2+) irradiation experimentation
to investigate defect accumulation and evolution, specifically <a> type dislocations, within pure
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zirconium systems at a range of temperatures. An array of fluences was used to investigate
behaviours of defects at a range of dpas, in this circumstance, the highest dpa was used as a
reference [110]. The irradiation, in all three of these studies, was conducted on both thin foil
and bulk samples, before being examined via TEM, therefore, the limiting factor of the energy
of the ion beam was the sample thickness.

Furthermore, a few studies have considered the evolution of dislocation loops through the view
of self-interstitial ion irradiation, in zircaloys, being an acceptable analogue for neutron irradi-
ation damage [107]. Tournadre et al. determined the ion implantation energy by performing
conservation of momentum and energy between a 2 MeV neutron and a Zr+, which predicted an
energy of 600 keV [111]. Whereas Hengstler-eger et al.’s approach was to use a very high energy
Zr4+ ion on bulk material to achieve sufficient damage depth to then produce a magnitude of
thin foil samples for TEM and EBSD analysis (i.e. no bulk analysis was conducted) [112]. Other
studies have been conducted on self-interstitial and heavy ion irradiation on zircaloys, with high
energy beams to produce significant damage depth profiles, but they were mainly investigated
via TEM.

2.3 Line Broadening

2.3.1 Overview of Line Broadening

In principle, in a perfect environment, diffraction peaks from an infinitely large crystal with
no external effects would be diffraction lines, at specific angles, with no line broadening (Fig-
ure 2.15a) [114]. However, in reality, the instrument and the sample both contribute to line
broadening, therefore the observed profile of a material is the convolution of the true sample
profile and the instrumental profile (Figure 2.15b). This in simple mathematical terms, is shown
in Equation 2.3 [115, 116].

I(2θ) = I instrument(2θ) ∗ Isample(2θ) (2.3)

Figure 2.15: Two diffractions patterns of LaB6 showing the effects of line broadening: a)
ideal environment with no line broadening and b) line broadening caused by sample and

instrumental effects.

The instrumental broadening is the intrinsic properties of the diffractometer that produces line
broadening and possibly asymmetry within the peak; the factors that define this profile are [117]:

1. Dispersion of X-rays
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2. Lorentz-Polarization factor
3. Sample setup
4. Machine setup and alignments

The current method of calculating the instrumental profile is to use a Standard Reference Mate-
rial (SRM), which has known lattice parameters and is prepared to have minimal line broadening.
A common SRM used is Lanthanum Hexaboride (LaB6), which has a cubic structure (space group
= Pm3̄m) and a large number of non-overlapping peaks, with fairly high intensities [118, 119].
The non-overlapping peaks provide the best environment for peak broadening analysis as sepa-
rating peaks is difficult and can create errors. High intensity peaks provide a high signal-to-noise
ratio and, therefore when processed, provides minimal errors. The LaB6 powders are annealed
at 1700 °C for an hour under high purity argon to remove crystallographic defects and grow
crystallites to minimise size broadening effects [120].

Peak broadening due to sample effects consists of two factors: crystallite size profile and the
strain profile, expanding Equation 2.3 to Equation 2.4 [121, 122].

I(2θ) = I instrument ∗ Icrystallite size ∗ Istrain (2.4)

2.3.2 Strain Broadening

When a polycrystalline metal undergoes a form of deformation (i.e. cold rolling), the grains
within the system change shape - the resultant change in shape being affected by the deformation
process and by the constraints of the neighbouring grains [123]. Depending on the strain in the
material, the effects on the lattice structure, and hence the diffraction pattern will vary, this
is demonstrated in Figure 2.16 [124]. In a cold rolled material, the main source of strain is
dislocations, suggesting a non-uniform distribution of strain, this is denoted in Figure 2.16c
[125]. This is known as microstrain broadening; in this body of work, microstrain will also be
referred to as strain.

Figure 2.16: The effects of uniform and non-uniform microstrain on the lattice structure
and the interplanar spacing (d) with the correlating effects on the diffraction pattern: a) A
non strained material, b) a uniformly strained material and c) a non-uniformly strained

material.
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The most simple strain model is the tanθ dependence of the peak broadening due to inhomo-
geneous (non-uniform) strain. The relationship between the strain and the peak broadening is
approximated by relating the strain to the differential of Bragg’s Law (in terms of δd/d - dif-
ferentiating in terms of d-spacing). The model for this relationship is shown in Equation 2.5.
Where βε is the strain broadening and C is the constant dependant on the assumptions made
on the strain (usually either 4 or 5) [126, 127].

βε = Cεtanθ (2.5)

Further, more in-depth models of strain are discussed later in Section 2.4.2.

2.3.3 Size Broadening

With a decrease in crystallite size, there is a decrease in destructive interference due to the
restricted number of reflection planes, which leads to peak broadening [128, 129]. This inversely
proportional relation between crystallite size and peak breadth is also reflected in the Scherrer
equation (Equation 2.6). Where D is crystallite diameter, λ is wavelength, θ is the Bragg
angle , β is FWHM and K is the Scherrer shape factor constant [130]. A common assumption
made when calculating the size profile is the shape of the crystallite, where it is assumed to be a
sphere, however, to correct for this assumption to determine the true crystallite size, the Scherrer
constant is used [131]. Another assumption used when using the Scherrer equation is that the
material system contains no microstrain, which would change overall peak broadening [132].

D =
Kλ

β cos θ
(2.6)

When there are many crystallites with varying sizes, as with a polycrystalline material, the size
profile is more indicative of a size distribution function, which includes average crystallite size and
crystallite size variance. There are numerous distribution functions that could be used, including
a log-normal size distribution function, which has been proven to be a reliable distribution
function for the use of crystallite size analysis [133]. The assumption made for the log-normal
distribution is that the shape of the crystallites is spherical [134].

The size profile, with the bases of log-normal size distribution, can be described using Equa-
tion 2.7, where m is the median crystallite size and σ is the variance in the distribution of
crystallite size. As stated previously, the median crystallite size is inversely correlated to the
peak breadth and that is also the case with the crystallite size distribution (i.e. crystallite size
variance), where a larger crystallite size range produces broader peaks.

f(x) =
1√
2πσ

1

x
exp[−

(log( x
m))2

2σ2
] (2.7)

Another common size distribution function is the Gamma distribution function [3]. The Gamma
distribution function, shown in Equation 2.8, depends on a single variable and its averaged
value. Where a/b are parameters of the distribution and Γ(x) is the Gamma function [135,
136]. The function is similar to the log-normal distribution function where it is dependant on a
singular parameter (Γ(x) for Gamma function and σ for log-normal), however, through previous
experimental and computational observations it was found the log-normal was a more flexible
and reliable crystallite size distribution function [3, 135].

f(x) =
1

aΓ(b)

(x
a

)
b-1e-x/adx (2.8)
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2.4 Current Methods of Determining Dislocation Density

There are two main methods of calculating the dislocation density from experimental data:
quantitative analysis of Transmission Electron Microscopy (TEM) images or the mathematical
deconvolution of XRD diffraction patterns.

2.4.1 TEM Methods

The quantification of dislocation density via TEM can be determined through direct observation
and is usually believed to be a highly accurate technique [137]. The Smith-Guttman line intercept
method is an example of a direct observation method, where multiple lines are drawn, randomly
distributed or in a grid arrangement, on the TEM image, with a total length l [138, 139]. The
number of intersections (n) between the dislocations and the lines are counted and the line
dislocation density is calculated using Equation 2.9 [140, 141]. Where t is the thickness of the
sample. An example of the line intercept method is shown in Figure 2.17.

ρ =
2n

lt
(2.9)

Figure 2.17: An example of the dislocation density intercept method on a GH2036 alloy.
The number of intersections between the dislocations and drawn lines (yellow lines) is
counted and divided by the total length of the line and thickness of the sample [142].

However, to accurately quantify the dislocation density, multiple TEM images must be taken
under different Bragg conditions as not all dislocations are visible under the same conditions.
This condition is called the invisibility criterion, where if the product of the diffraction vector

(−→g ) and Burgers vector (
−→
b ) does not equal zero then the dislocation are visible and visa versa

(Equation 2.10). This phenomenon is true only for pure edge and screw dislocations [143, 144].
To be able to achieve the invisibility criterion, the TEM must be under two-beam conditions (i.e.
tilting of a sample so that only one diffraction beam is excited), which allows the tilting of the
sample in order to change the diffraction vector and hence the focus of the electron beam on a
different diffraction spot.

−→g .
−→
b ̸= 0 (2.10)

The are a few disadvantages to this method of quantification, one being the the time and labour
required to systematically image the sample at all available positions in order to accurately
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determine the dislocation density - 88 possible imaging positions for HCP and 61 possible imaging
positions for BCC. The reliance on the user’s imaging ability and their ability to distinguish
dislocations within the image [145, 146]. Another limitation of this technique is the amount of
deformation within the material. At higher deformed samples, due to the number of dislocations,
it can be very difficult to distinguish between dislocations and hence difficult to count the number
of intersections [147]. Another concern is the sample size under investigation and whether it will
be representative of the damage within the bulk material in question, as depending on the damage
depth profile, the number of dislocations may not be uniform throughout the material.

2.4.2 XRD Methods

The estimation of strain and dislocation density by the means of XRD is a much more indirect
method in comparison to TEM, where the peak broadening of a diffraction pattern is analysed
and the results are then deconvoluted in order to obtain the dislocation density [148].

Williamson-Hall Procedure

Simplified

A method for determining the strain profile is the simplified Williamson-Hall procedure [149].
This method determines the strain profile by investigating the peak breadth (‘∆k ’), which is also
known as the full width at half maximum (FWHM), with respect to the reciprocal space (‘k ’) at
that given angle [150, 151]. The Williamson-Hall procedure determines the extent of the strain
within the system by using the gradient of the plot; if there is a straight horizontal line, there is
no strain within the material, whereas a slope would indicate strain [152, 153]. The limitation
of this analysis technique is the assumption that a uniform deformation model is present, which
is not always the case. An example of a Williamson-Hall plot is shown in Figure 2.18, where the
analysis took place on a 60% cold worked ferritic steel [154].

Figure 2.18: An example of a Williamson-Hall plot, showing a strained system, from a
60% cold worked ferritic steel [154].

Modified

Another method is the modified Williamson-Hall plot which is an expanded version of the
Williamson-Hall procedure. The modified Williamson-Hall procedure includes the contrast factor
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in its procedure, therefore, Equation 2.11 is expanded to Equation 2.12. Where ∆k is FWHM,
α is a crystallite size factor, k is the reciprocal space, C is the average contrast factor (the effect
of dislocations on a family of planes), A is the dislocation distribution, b is the Burgers vector
and ρ is dislocation density [155].

∆k = α+ εk (2.11)

∆k = α+ φk
√
C

where φ = (
π

2
)0.5Ab

√
ρ

(2.12)

The plotting of ∆k against kC
1
2 or ∆k2 against k2C will produce a linear relationship. The

gradient of the line determines the φ parameter, which includes the dislocation density parameter
[156]. As there are no methods to solely calculate A, a dislocation distribution needs to be
assumed (M ≃ 10 can be used), which is dependant on the dislocations and the respective outer
cut-off radius [157].

The main limitations of using the modified Williamson-Hall and modified Warren-Averbach
methods is the indirect/deconvolution mathematical procedure required to determine the dis-
location density; both techniques require the calculation of the gradient and an assumption to
be made before ρ can be determined. The method also assumes that the peak broadening is
solely from dislocation, not taking into account instrumental effects which is likely to produce
an overestimation of dislocation density [157].

Warren-Averbach Analysis

Simplified

Another peak broadening analysis method is the Warren-Averbach analysis, which separates the
effects of strain and crystallite size [158]. The Warren-Averbach is a more rigorous technique
than the Williamson-Hall procedure as it is based on the peak broadening of the reflections of a
family of planes instead of investigating each peak individually. The Warren-Averbach analysis
involves a convolution of the Fourier transforms of both the size and strain profile, which is
shown in Equation 2.13. Where A(L) is the overall broadening effects, AS

hkl(L) is the Fourier
transform of the size profile and AD

hkl(L) is the Fourier transform of the strain profile [159].

A(L) = AS
hkl(L) ∗AD

hkl(L) (2.13)

Modified

One method of calculating the dislocation density is using the modified Warren-Averbach pro-
cedure (Equation 2.14), which is the expanded version of the Warren-Averbach strain profile. It
was found that there was a relationship between lnA(L) and K2C̄, where the text in red is y, the
blue section is the gradient and green is the y-intercept [160, 161]. Equation 2.15 shows that the
gradient can be arranged as an equation in terms of L. Equation 2.15 is expanded and rearranged
to Equation 2.16. Figure 2.19 shows this equation was discovered to have a linear relationship
between X(L)

L2
and ln(L), where the gradient of this regression line was used to determine the

dislocation density in form of ρπb2

2 . In the case of Figure 2.19, Y
L2

= X(L)

L2
.
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lnA(L) = lnAS(L)− ρπb2

2
L2ln(

Re

L
)(K2C̄) +Q(K4C̄2) (2.14)

X(L) =
ρπb2

2
L2ln(

Re

L
) (2.15)

X(L)

L2
=

ρπb2

2
lnRe −

ρπb2

2
lnL (2.16)

Figure 2.19: The graphical representation of the linear relationship between Y

L2 and lnL
and how to get the dislocation density from the modified Warren-Averbach method [160].

Modified Krivoglaz-Wilkens Method

An important theory of strain broadening is the modified Krivoglaz-Wilkens method, which sug-
gests that strain broadening only occurs from one dimensional linear defects (i.e. dislocations)
and this can be quantified using Equation 2.17. Where <ε2g,l> is the mean squared strain profile
(contributing to peak broadening) and ρ, C, b, L and Re are dislocation density, contrast factor,
burgers vector, distance between dislocation and outer cut-off radius of dislocations respectively
[162, 163]. To be able to determine Re, which is dependant on the dislocation density, another
strain parameter was formulated, shown in Equation 2.18 [164]. This new dimensionless param-
eter, dislocation arrangement (M ), characterises the strain field surrounding dislocations and
therefore the outer cut-off radius of dislocations, where if M is small then the dislocations are
very ordered and the strain field is small and visa versa [3].

< ε2g,l >=
ρCb2

4π
.f(

L

Re
) (2.17)

M = Re
√
ρ (2.18)

With both the Williamson-Hall and Warren-Averbach procedures, it is possible to determine
the dislocation density by using modified versions of each method and then deconvoluting the
results, however, this is a much more difficult process and requires assumptions to be made. On
the other hand, with the modified Krivoglaz-Wilkens method, as constituents of the strain profile
(i.e. the dislocation parameters) are a part of the analysis, a convolution of all relevant physical
parameters, it is therefore believed to be a more accurate procedure [165, 166].

26



2.5 Convolutional Multiple Whole Profile (CMWP)

Convolutional Multiple Whole Profile (CMWP) is an XRD analysis technique that uses peak
broadening, from diffraction data, to determine physical parameters that contribute to said
broadening (i.e. contrast factor, crystallite size, crystallite size distribution, dislocation density
and dislocation arrangement). The motivation behind this analytical technique was to develop
a better understanding of microstructural evolution during irradiation, especially irradiation-
induced growth (IIG), as it can quantify dislocation density and use it as a complimentary
technique to TEM to better understand the evolution of <a> and <c> loops. CMWP is a
technique that analyses the diffraction pattern as a whole instead of individual peaks such as in
the modifiedWilliamson-Hall procedure. It is also a convolution of the physical parameters stated
above, instead of the less direct/deconvolutional method used in the modified Warren-Averbach
procedure.

2.5.1 Theory

Convolutional Multiple Whole Profile (CMWP), a type of diffraction fitting software, uses peak
broadening from XRD data to identify types of defects and the dislocation density within the
material [3, 4]. The method is mainly used on cubic, hexagonal or orthorhombic crystal lattices,
however, it can still be used on other lattices [167]. The approach of CMWP is that it uses
well-established principles based on the physical properties of specific lattice defects. When
determining dislocation density, CMWP takes into account the size profile, strain profile and
instrumental profile, which are the contributors to peak broadening [168].

To determine the calculated pattern, in the case of HCP (such as Zr), there are six physical pa-
rameters used: two contrast factors (a1 and a2), two crystallite size factors (mean crystallite size,
m and crystallite size variance, σ) and two dislocation factors (dislocation density, ρ and disloca-
tion arrangement, M). Furthermore, if planar defects, twin boundaries and intergranular strain
become substantial then three more physical parameters may be used to optimise the CMWP
procedure: planar defect density parameter, stacking fault from twin boundaries parameter (α
or β) and elastic intergranular strain parameter (εIGS). To match the measured and calculated
diffraction pattern, the peak positions and intensity are also fitted [3, 167, 168]. A schematic
overview of the CMWP method is shown below in Figure 2.20.

27



Figure 2.20: An overview of the CMWP process demonstrated as a flowchart.

The contrast factor is the effect of a displacement field, created by a dislocation, on a family of
planes and is dependent on the orientation between Burgers and line vectors (b an l respectively),
the particular diffraction vector (g) and the elastic constants (cijkl). Hence the contrast factor (C
= C(b,l,g,cijkl)) is dependant on the symmetry of the lattice structure. A simple cubic system
has one physical parameter to calculate as a = b = c, therefore the elastic constants are the
same. Whereas in a HCP, there are two physical parameters due to two sets of axes (a = a1 =
a2 = a3 and c) [167, 169].

With the crystallite size factors the mean crystallite size (m) generally affects the tails of a peak,
whereas the crystallite size variance (σ) mainly affects the broadening of the peak, therefore,
affecting the full-width half maximum; the effect of these parameters are shown in Figure 2.21.
Figure 2.21a shows the effects from the change in mean crystallite size and Figure 2.21b shows
the effects from the change in variance. The variance is based on a log-normal distribution
of crystallite size. If the crystallite size is larger than 2 µm, the upper limitation of powder
diffraction crystallite size determination, the software assumes a single crystal. In this case, it is
assumed that the peak broadening is negligible from the crystallite size and is a result of strain
and instrumental broadening only.

Figure 2.21: The effects of a) the change in the mean crystallite size (σ) and b) the
change in variance (m), on XRD peaks. The increase in m shows an increase mainly in tail

breadth, whereas an increase in σ shows an increase mainly in FWHM [3].
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The strain profile is comprised of the contrast factors and the dislocation parameters. The dis-
location parameters, ρ and M, were calculated via modified Krivoglaz-Wilkens’ theory of micro-
strain. The effects of the dislocation arrangement parameters are shown in Figure 2.22. When
the dislocations are ordered, M << 1 as the opposing dislocations minimise the effective outer
cut-off radius (Re) of either dislocation, producing a sharper diffraction peak and a longer tail.
When the dislocations are randomly arranged (Figure 2.22b), the Re is large as the interaction
between each dislocation is weak, therefore M >> 1 and the diffraction peaks are broader with
shorter tails.

Figure 2.22: The effects of the dislocation arrangement parameter on XRD peaks: a)
ordered dislocations with M << 1 and b) disordered dislocations with M >> 1 [3].

The measured diffraction pattern is evaluated using Equation 2.19. It is the convolution of four
functions relating to physical effects plus the background. Convolution means the resultant peak
produced with all four functions working concurrently, with the four functions being crystallite
size parameters (ISize), dislocation and contrast parameters (IStrain), Planar defect parameters if
any (IPlanar Faults) and finally instrumental background parameters (IInstrumental). Because these
four functions in relation to physical effects do not have any background intensity, the background
intensity is added after the convolution. Convolution of functions is the mathematical operation
of how multiple functions overlap, it is the resultant function which is defined as the integral of
the product of the functions in question. A graphical representation of the convolution operation
on two functions is shown below in Figure 2.23.

Imeasured = ISize ∗ IStrain ∗ IPlanar Faults ∗ IInstrumental +Background (2.19)
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Figure 2.23: A graphical representation of the convolution operation on two functions
[170].

The CMWP software, a frontend programme written in shell script language and the graphical
functions written in JAVA, must be downloaded on Linux based computer. The most recent
version of the software can be found on the CMWP website [3]. The user interface for the
software is shown in Figure 2.24.

Figure 2.24: The CMWP software user interface.

Excluding all the parameters that have to be inputted, the rest of the steps are done automatically
by the programme. After refinement, the resultant parameters, median and variance of the size
distribution as well as the density and arrangement of dislocations, can be considered [171].
Further details of the CMWP fitting method will be discussed later in Section 4.

There are a few limitations/disadvantages to this technique, the first being that it can not
analyse point defects or alloying elements (i.e. strain produced from substitutional atoms) very
well. This is due to their small size, therefore, difficult to distinguish from the lattice atoms and
the strain produced would be minimal. It is also suggested by Krivoglaz that strain broadening
specifically is only produced by linear dislocations [168]. This links in well with the limitations
for the distance between dislocations. Currently, there is no upper limit for the distance between
dislocations, however, there is a lower limit of around 50 nm. This is due to the angular resolution
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of the XRD machine being approximately 50 nm. At 50 nm or lower, peak broadening will not
be present in the diffraction pattern and as the CMWP technique is based around the peak
broadening, it will not be able to contribute any effects from the distance between dislocations.

To acquire accurate results from the CMWP method, high quality diffraction data is required.
This entails having several clear diffraction peaks, good resolution and little to no instrumental
broadening. One of the advantages of using XRD for material characterisation is the short
collection data time, however, if the data does not have clear peaks with high enough intensity,
it is suggested that longer scans between 5-10 hours may be required (usually the case with older
laboratory XRD machines).

Another disadvantage of this technique is the sample preparation method. With conventional
XRD (i.e. bulk gonio mode XRD), the sample preparation method is quite simple as it only
requires the sample to be flat with at least a P800 grinding finish. However, with CMWP, a
specific sample surface preparation technique is required to reduce deformation and optimise the
intensities and resolution of the diffraction pattern.

2.5.2 Applications

Even though CMWP is a relatively new XRD analysis technique there have been several appli-
cations of it over the years. G. Ribarik et al. used the method to analyse aluminium-magnesium
(Al-Mg) alloys for mechanical alloying. This is where Al powder, of 99.9% purity, is ball-milled
together with 0, 3 and 6 wt.% high-purity Mg at room temperature. The CMWP procedure
was used to determine crystallite size distribution and dislocation parameters and compare them
against Multiple Whole Profile (MWP) techniques (i.e. MWP Fourier and MWP Intensity) [4].
CMWP has also been used on nanocrystalline copper (Cu), in order to evaluate stacking/twin
fault effects on the microstructure and these results were then compared against Full Width at
Half Maximum (FWHM) analysis results (i.e Williams-Hall Plot procedure) [172]. Both experi-
ments were conducted using a double-bounce monochromated Cu source diffractometer.

Now focusing on the applications to nuclear materials, another major application for CMWP has
been the use on Zr-2 and Zr-4 alloys for the nuclear industry to determine the dislocation density
produced by radiation. Ribárik et al. discusses the use of CMWP on hydrided Zr-4 alloy, from a
palette section from a CANDU pressure tube, to determine the dislocation density, the subgrain
size, the dislocation arrangement parameter, and the stacking fault density produced by neutron
irradiation in the CANDU reactor. However, these results were not compared to another form
of analysis to corroborate the results. Additionally, the diffraction experiments were conducted
on a photon source synchrotron diffraction experimental setup [167, 173].

The use of CMWP on a Zr-2 alloy, a material used for channel-box and cladding material, was
discussed by Ungár et al., where the intention was to investigate the neutron/proton irradiation-
induced dislocation loops within the nuclear material via synchrotron XRD (sXRD) CMWP
analysis and compared it to electron microscopy methods, as shown in Figure 2.25. The discussion
shows that there is a disparity between the CMWP and Transmission Electron Microscope (TEM)
results; for a set of given fluences, the difference in line dislocation density between CMWP and
TEM ranges from a factor 5 to 20 as shown in Figure 2.25. Therefore, both techniques should be
used in conjugation with each other to provide a better understanding of the dislocations within
the system [169].
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Figure 2.25: A comparison of line dislocation density values, from TEM and sXRD, from
zircaloy-2 at different proton fluences [169].

Hattie’s thesis conducted characterisation on proton irradiated pure zirconium and zircaloys to
mainly investigate a common irradiation-induced phenomenon called irradiation-induced growth
(IIG). The materials were proton irradiated to 2 and 4 dpa at 450 °C and 350 ° respectively
and then characterised using Synchrotron XRD (sXRD), lab XRD, TEM and EBSD. A main
discussion point was the comparison of CMWP between sXRD and lab XRD, where one of
the challenges identified was the noise produced in a lab XRD and the consequent removal of
background intensity. The difficulty in estimating the background contributed to the uncertainty
in any subsequent fittings (especially fittings that rely heavily on tail shapes of Bragg peaks).
This led to a slight disagreement in dislocation density, between sXRD and XRD CMWP analysis,
by a factor of two. Figure 2.26a shows the difference in dislocation density in CMWP analysis
between sXRD and XRD for Zr/Zr-4 at 450 °C with 2 dpa, where Figure 2.26b shows the
comparison for Zr/Zr-4 at 350 °C with 4 dpa.

Figure 2.26: A figure comparing the dislocation density determined from CMWP analysis
of sXRD and XRD data from two different temperature and dpa points: a) 450 °C and 2

dpa and b) 350 °C and 4 dpa [174].

A solution suggested was to use diffractometers that have a larger source, producing higher
resolution and higher peak-to-noise ratio. Another issue identified was the effect of a stationary
textured material on Gonio geometry lab XRD, where the prominent family of planes in the
textured material will dominate the diffraction profile, creating significantly smaller intensity
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peaks in other families of planes, and thus affecting further line profile analysis. A work around
for this was to oscillate the sample in order to encapsulate more orientations of the sample,
however, the limiting factor of this is the machine’s oscillation capabilities, the beam footprint and
the sample size. Finally, another major consideration was the effects of satellite peaks/artefacts
on analysis, where it was concluded global fitting (i.e. whole diffraction pattern fitting) was
difficult and focussing on single peaks or single grains would be the best way to understand the
contributions of said satellite peaks/artefacts [174].

2.5.3 Research Opportunity

The main, published applications of CMWP have been briefly discussed in Section 2.5.2 and it
can be seen that there is a gap in the research. Though Zr-4 and Zr-2 alloys, which are materials
used in the nuclear industry for cladding material and other structural applications, have been
investigated, the base material zirconium has not been full investigated, which will be the main
focus of the report. Also, with regards to the investigations of the zircaloys, the XRD data
generated in those experiments were mainly produced by a synchrotron, which provides very high
intensity and high-resolution data. Therefore, to test the capabilities of the CMWP procedure,
using a lab XRD machine was considered - this is because, in comparison to a synchrotron,
lab XRD produces much lower intensity and lower resolution data. Specifically, a lab XRD
with different geometries (i.e. Gonio and grazing incidence mode) and different X-ray radiation
sources (i.e. silver, copper and cobalt) will be considered to investigate the limitations of CMWP.
There has not been extensive research on the comparison of the data from CMWP (especially
from lab XRD data) and TEM. Ungár et al. discusses sXRD and TEM comparison with regards
to proton irradiated Zr-2 and Hattie’s investigation discusses the comparison of lab XRD, sXRD
and TEM on proton irradiated Zr-4 and Zr. Hence, future work is intended to focus on lab XRD
CMWP, in both Gonio and grazing incidence geometry, and TEM comparisons. By exploring
the limitations and capabilities of CMWP on lab XRD, it will allow a more efficient and cost
effective way of investigating irradiated materials in order to understand the evolution of material
properties and failure mechanisms.
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Chapter 3

Material Characterisation
Techniques

3.1 X-Ray Diffraction (XRD)

3.1.1 Overview

XRD is one of the most common analytical techniques used for material characterisation, such
as to identify phases, grain size, texture, crystal imperfections, composition, crystal structures
and grain orientation[175]. X-rays are high energy electromagnetic waves, wavelengths between
10-3 - 101 nm, that can be produced either by laboratory equipment (sealed tube or rotating
anode) or a Synchrotron [176]. The laboratory method generates X-rays by producing electrons
from a heated tungsten filament in a vacuum, which are accelerated at a target sample, usually
Cu as shown in Figure 3.1.

Figure 3.1: A schematic diagram of a laboratory sealed tube [177].

This produces two types of X-rays: characteristic and continuous. Continuous X-rays, also
known as Bremsstrahlung X-rays, are produced due to the deceleration of electrons [178, 179].
Characteristic X-rays are generated via the ionisation of the target atom where an electron from
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the inner shell is excited and ejected from the atom. To de-excite the atom, an electron from an
outer shell has to fall energy levels to the lower shell to fill the gap, releasing an X-ray photon
with an energy equal to the difference between the two energy levels [180].

XRD methods usually use characteristic X-rays of the highest intensity which, as can be seen
from Figure 3.2, indicates that the highest intensity X-rays produced from a sealed tube is Kα.
To effectively utilise the X-ray, it should be monochromatic, therefore, the X-rays produced must
go through a filter to remove Kβ and the white radiation. A method of filtering the radiation
is to use a thin film, made from an element preceding the target material, which absorbs the
most white radiation, and more importantly Kβ, due to these elements showing characteristic
absorption edges [181]. However, as the filtering method is not perfect, Kα1 and Kα2, which are
relatively close in wavelength (Figure 3.2a), are used and the wavelength is averaged.

Figure 3.2: Two graphs showing a) The range of X-rays produced in a sealed tube,
indicating the continuous and characteristic wavelength regions [181] and b) A
representation of how a beta filter removes the beta characteristic wavelengths.

X-rays, when targeted at a material, undergo various interactions. The one of interest is elastic
(coherent) scattering. The X-rays interact with the electron cloud surrounding the nuclei and
the wavelength (hence energy) of the scattered X-ray does not change. The diffracted wave
is the scattering of X-rays from planes, meaning the sample’s lattice geometry determines the
location of the peaks on the diffractogram [178]. The constructive interference of said diffracted
waves will only occur when the incident angle and the diffracted angle obey Bragg’s law (Equa-
tion 3.1), where n is order number, λ is X-ray wavelength, d is inter-planar spacing and θ is
incident/diffraction angle [182].

n.λ = 2d. sin(θ) (3.1)

The intensities of the peaks depend on the types of atoms and their arrangement within the
lattice, and other factors such as absorption, Lorentz factor and the number of equivalent planes
for a given scattering angle (2θ).

3.1.2 XRD Geometries

Multiple types of geometries are used in diffraction experiments to investigate different sample
types. Two common types of geometries used during lab diffraction experiments are Gonio (i.e.
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Bragg-Brentano and Parallel Beam) and grazing incidence. Gonio is where the incident and
diffraction optics move in an arc (i.e. goniometer circle) which is centred around the sample.
The incident (ω) angle, between the X-ray source and sample, is always half of the detector
angle - both optics move at the same angular rate. The Gonio geometry is shown in Figure 3.3a.
Grazing incidence is where the incident angle is fixed at near the critical sample angle (i.e. very
low angles) and the X-ray is diffracted at the 2θ angle. Due to the low incident angle, the
penetration depth of the X-rays, compared to the Gonio geometry, is substantially lower which
is useful for investigating thin films or shallow damage depth from irradiation/implantation
damage. The grazing incidence geometry is shown in Figure 3.3b [183, 184].

Figure 3.3: A schematic diagram of the XRD geometries: a) Gonio geometry and b)
Grazing incidence geometry [183].

Another type of diffraction geometry is transmission, which is where the X-rays are diffracted
through the sample and detected on the other side to obtain microstructural information. A
schematic example of transmission XRD is shown in Figure 3.4. The transmission geometry is
commonly used in lab diffraction experiments using a molybdenum (Mo) X-ray source and is
used on much larger scales at facilities called Synchrotrons. The Synchrotron X-ray Diffraction
(sXRD) follows the same principle as the transmission diffraction shown in Figure 3.4 but uses
a much higher flux of X-rays, providing even higher intensities and resolution of data.

Figure 3.4: A schematic diagram of transmission XRD, applying to both lab XRD and
sXRD [185].

A reason to use transmission XRD (tXRD) is that it can produce very high intensity and reso-
lution data due to the high flux, and it is more optimised to investigate hkls reflections at low
angles in comparison to reflective XRD [186, 187]. However, a vital consideration to take into

36



account is that transmission XRD can only be used on small and thin samples, which may be
less representative of the bulk sample. In addition, sXRD/tXRD are likely to be less sensitive to
surface impurities/defects. This is demonstrated in Figure 3.5 which gives a simplified example
of the possible information available, in a bulk Zr sample, during sXRD/tXRD and lab XRD.
With a given sample thickness of x and the assumption that any surface contamination/defect
does not permeate more than a quarter of x, it can be seen that the surface contamination:bulk
sample information ratio would be more prominent in lab XRD than in sXRD/tXRD. Also, if
the sample thickness is at least twice as large as the attenuation length of the lab XRD, with the
given above assumption, sXRD/tXRD would be less sensitive to surface contaminations/defects

Figure 3.5: A schematic diagram comparing sXRD/tXRD and lab XRD with regards to
their sensitivity towards surface contamination/defects.

The main advantages of using Synchrotron XRD over lab XRD are: 1) due to the higher flux,
samples can be measured rapidly, 2) the X-ray wavelength at Synchrotron facilities is tuneable
meaning that it can be changed to different lengths, 3) due to the high intensities there is an
increase in sensitivity, and 4) they have high spectral resolution [188].

3.1.3 Monochromators

There are multiple ways of filtering X-rays: a beta filter, a single bounce monochromator and a
double bounce monochromator.

A beta filter is an energetic filter, that uses a thin film of an element of a lower atomic number
than the source (e.g. a nickel beta filter for a Cu source or a rhodium beta filter for an Ag
source), which reduces the intensity of the Kβ wavelength. The beta filter utilises the absorption
edge of the filter element, which absorbs wavelengths smaller than the given absorption edge, to
remove unwanted wavelengths.

Single bounce and double bounce monochromators are classified as physical filters, which remove
unwanted wavelengths by preferential diffracting a chosen wavelength (or range of wavelengths).
Kβ, Kα1 and Kα2 have different wavelengths, therefore according to Bragg’s law, will diffract
at different angles from the sample. As the wavelengths are known, the angle at which each are
diffracted at can be calculated and therefore can be selected.
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In the monochromators, mirrors are used to reflect the diffracted beams in order to have further
separation of the pathways of Kβ, Kα1 and Kα2. The Kα and Kβ wavelengths are distinctly
different, therefore a single bounce is sufficient to separate Kα and Kβ and to block the Kβ
pathway. Hence the name single bounce monochromator.

With Kα1 and Kα2, as the wavelengths are fairly similar, a double bounce of the diffracted
beam is required to have adequate separation of the two Kα wavelengths. In a double bounce
monochromator, both Kβ and Kα2 can be removed.

3.1.4 Types of Detector

There are three types of detectors used when collecting X-ray diffraction data, and they are
0D, 1D and 2D. Data collection and analysis have usually been based on 0D and 1D detection,
such as point or line detectors respectively. [189]. A 0D detector is where the diffracted X-rays
are measured when they hit anywhere within the detector area (Figure 3.6). In 0D mode, the
detector surface has no range of positional information, therefore the receiving angle, to comply
with Bragg’s law, is determined by the detector arm. To increase angular resolution, a receiving
slit or parallel plate is used to narrow down the beam [190].

Figure 3.6: The principle of a 0D detector via a schematic drawing.

A 1D detector is where the detection area, having positional information, is split into line ele-
ments, which are perpendicular to the angular movement, as shown in Figure 3.7. The detector
will have an angular range, where each line element will be a step size, therefore, if the angle
range was 20 - 30° and there were 11 line elements, each line element would be 0.1°.

When the detector moves by a step size, 0.1° in this case, there will be overlapping angles as
the angle range would be 20.1 - 30.1°. This is repeated throughout the desired 2θ range; the
overlapping angle intensities are summed together, producing a larger intensity than 0D detectors
as well as a greater peak-to-background ratio.
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Figure 3.7: The principle of a 1D detector via a schematic drawing.

A 2D detector also has an angular range, however, instead of having line elements, the detector
is made up of pixels. The array of pixels is able to more accurately detect the shape of Debye-
Scherrer rings, as shown in Figure 3.8, which are produced from the X-rays [191]. This results
in a higher resolution result than a 1D detector. Each ring element, similar to a 1D detector,
will be a step size between the angular range of the detector and when the detector moves, the
overlapping angle data will be integrated together.

Figure 3.8: The principle of a 2D detector via a schematic drawing.

One of the limitations of XRD is that the characterisation technique is more accurate when
measuring large sample quantities. Small sample volumes do not produce enough diffraction
data to provide accurate results without assumptions, therefore, when trace amounts (i.e. small
amounts of secondary phases) are considered, they may go undetected [192]. To obtain accurate
crystallographic and physical data from XRD, a reference sample is required, therefore, if a
reference is not available the results produced may contain errors as the instrument may not be
properly calibrated.

3.2 Scanning Electron Microscope (SEM)

Scanning Electron Microscopy is one of the most common analytical techniques used to examine
materials morphology and chemical composition. The analytical technique uses a focused electron
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beam to scan over the surface of the sample systematically, producing an array of signals, which
are detected and converted into images [193]. The key features of an SEM are the electron
gun, the anode, the condenser and objective lens, the secondary electron (SE) detector and the
backscattered electron (BSE) detector, as shown in Figure 3.9.

Figure 3.9: A schematic diagram of the key features of an SEM [181].

In the SEM, an electron beam produced by an electron source is accelerated using an anode, at a
high current, in a low vacuum (usually 0.1-10-4 Pa) at the condenser lenses. The condenser lenses
converge the electron beam, into a relative parallel beam, through the condenser aperture to
exclude stray electrons. Usually, two condenser lenses are used to help control the focused beam.
Due to the condenser aperture, the electron beam will start to diverge, therefore, the objective
lens is there to refocus the stream onto a single point on the sample. Once the electron beam
hits the sample, various interactions occur. The main interactions can be seen in Figure 3.10.
The main focal point being the two different types of electrons: secondary electrons (SE) and
backscattered electrons (BSE) [193].
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Figure 3.10: Radiation produced from an electron beam’s interaction with a sample [194].

Secondary electrons are produced when the electron beam ionises atoms on the surface of the
sample and outer electrons are emitted, as shown in Figure 3.10. Due to SE having low energies
(< 50 eV), they can only escape from within a couple of nanometres of the sample surface
[195]. Therefore, these electrons are commonly used for topographical analysis at high resolution.
Emissions from a horizontal specimen are isotropic normal from the sample surface and the
maximum intensity is reached at surface normal. Due to the asymmetric positioning of the
detector, only half of the secondary electrons are detected, therefore, on average, less than 40 %
of the produced signal is being received [196].

Back scattered electrons are primary electrons that have undergone significant scattering (pri-
marily elastic scattering), enough so that their directions have completely reversed and they have
been emitted through the sample surface [179]. As can seen from Figure 3.10, BSEs reach further
into the material, therefore provide more information such as specimen composition as different
atomic numbers produce a different contrast of images [197]. The repulsive power generated by a
nucleus is directly proportional to its atomic number, therefore, heavier elements produced more
back-scattered electrons than lighter elements, causing the different contrast in an image [198].

A known disadvantage of SEM is that when using a material that is a strong insulator, it must
be coated in gold or carbon before being analysed, in order to increase conductivity. However,
this may lead to an artefact which is where the microstructure of the sample can slightly change
and/or give rise to image distortion during analysis.

3.3 Transmission Electron Microscope (TEM)

TEM, like SEM, uses a high energy electron beam to probe the structure of a material. However,
unlike the SEM, the electron passes through the sample, which is very thin, in order to produce
an image which is magnified. The TEM is comprised of five major parts: the electron gun, the
illumination stage, the objective lens, the magnification and projection systems, and the detector
[199]. A schematic illustration of the setup of a conventional TEM is shown in Figure 3.11.
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Figure 3.11: A schematic diagram of a conventional TEM in imaging mode [200].

The first condenser lens refines the beam into a higher intensity electron beam, whilst the second
lens focuses the beam onto the area of interest on the specimen. Once the electron beam has
gone through the sample, the ‘captured image’ goes through another three electromagnetic lenses:
objective lens, diffraction/first intermediate lens and projector/second intermediate lens and onto
a fluorescent screen or detector [200, 201]. The objective lens is used to focus and magnify the
image of the specimen, the primary intermediate lens is used to magnify the image coming from
the objective lens and the projector lens is to further magnify the image and project it onto a
fluorescent/phosphorescence screen.

There are two image modes when discussing conventional TEM: bright field and dark field. Bright
field mode is the most common method of TEM imaging and uses the transmitted electrons from
the specimen to form the image and the scattered electrons are blocked. Therefore, the areas
of higher atomic mass will appear darker [202]. With dark field, as the transmitted electrons
are blocked and the scattered electrons are used to produce the image, areas with no scattering
will appear dark and areas with material will be bright [203, 204]. With regards to dislocations,
the lattice distortion created by the dislocation causes Bragg diffraction of the incident electron
beam. This directs intensity away from the straight electron beam hence dislocations appear as
dark lines/loops in bight field TEM [205].

A common disadvantage with electron microscopes, especially TEMs, is the cost of the equip-
ment, installing it and maintaining it as they are highly specialised pieces of equipment. As
TEMs are large, sensitive pieces of equipment, where magnetic fields and vibrations from other
equipment/laboratories can interfere, a large laboratory space with extra safeguards is required
in order to maintain the microscope’s accuracy. Also, due to the specialised nature of the micro-
scope, years of training may be required in order to use it properly. A disadvantage, not with the
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TEM itself, but the sample preparation method is that it introduces defects into the material,
making it difficult to differentiate between induced damage and accidental sample preparation
damage [206]. As this work contains an in-depth analysis of induced damage, TEM may not be
suitable, hence XRD may be a viable option as it may provide a more representative damage
profile.

3.4 X-ray Fluorescence (XRF) Spectroscopy

X-ray Fluorescence (XRF) Spectroscopy is a technique that determines, quantitatively and qual-
itatively, the major and trace elements within a material. High-energy X-ray radiation is fired
at the target sample, exciting the atom by firing off an electron from the innermost orbital shell.
In the de-excitation of the atom, an electron from an outer orbital replaces the released inner-
most electron, fluorescence radiation, characteristic of the element, is released with an energy
equivalent to the difference between the electron shells [207–209]. This is represented in Figure
3.12.

Figure 3.12: The principle of characteristic X-ray emissions showing the energy levels of a
material and the corresponding characteristic emission lines. An interpretation from Margui

et al. [208].

As there are multiple orbitals in which an electron can de-excite and replace an inner electron,
there are multiple characteristic fluorescence radiation for each element, hence, it is possible to
have very close characteristic fluorescence energy from different elements (e.g. Potassium Kα =
3.314 keV and Calcium Kα = 3.692 keV [210]). Therefore, a way to calibrate data produced
from the XRF is to use the real density of the sample as well as elemental standards, to gauge
realistic elements.
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Chapter 4

Experimental Procedure

This section will cover a detailed methodology of the experiments covered throughout the thesis.
Where methods differ between experimental chapters, particularly analysis, this covered in the
specific relevant chapters.

4.1 Heat Treatment of Zirconium

The Zr foil bought from Goodfellows Cambridge Ltd was sectioned into four approximately equal
strips, with dimensions of 38 mm x 150 mm x 7 mm (W x H x T). One of the strips was cut in
half to produce two strips, with dimensions of 38 x 60 x 7 mm and 38 x 90 x 7 mm, that are
referred to as zirconium as-received (Zr-AR) and zirconium plus a heat treatment to recrystallise
the material (Zr-HT) respectively (as shown in Figure 4.1). The three long strips and one of the
short strips underwent heat treatment to remove the defects produced in the processing of the
material before being purchased. Due to zirconium being very susceptible to hydride formation,
the heat treatment was completed under argon (high purity and low moisture) to suppress the
hydride formation. The other three long strips from the original bulk material, referred to as
cold worked material, are discussed in Section 4.2.

Figure 4.1: A schematic drawing showing the sectioned Zr foil.
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The heat treatment of zirconium started at room temperature, which was assumed to be 25 °C as
shown in Figure 4.2, the temperature was then increased, at 5 °C per minute, to 730 °C, taking 2
hours and 1 minute. The sample was held at 730 °C for 30 minutes before being furnace cooled
under inert conditions. This took approximately 6 hours, equivalent to a cooling rate of 2 °C per
minute. The parameters of this heat treatment were set to ensure that α-Zr was formed instead
of β-Zr as well as minimise hydrogen pick-up (due to the susceptibility of hydride formation
in β-Zr - explained in Section 2.2). The heat treatments were conducted by senior engineering
technician Neil Hind at The University of Sheffield.

Figure 4.2: Heat treatment temperature profile in the furnace.

4.2 Cold Rolling/Working of Zirconium

The three long strips of material, shown in Figure 4.3, underwent various degrees of cold rolling
to introduce mechanical deformation as an analogue for radiation damage. The intent was to
have zirconium strips cold rolled to 30%, 60% and 80% thickness reductions; however due to
cracking at the edge of the material, as shown in Figure 4.3, the strips were cold rolled to 30%,
48% and 60%. The cold rolling experiments were handled by Dr Ross Nolan at The University
of Manchester.

Figure 4.3: Edge cracking on zirconium foil due to cold rolling. The initial edge cracking
is highlighted in blue and the final extent after 60% is shown in red.
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Table 4.1 shows the number of passes and the material thickness at each stage, where the high-
lighted values are the final roll gap and material thickness for each reduction. The cracking
at the edge of the material began at pass no. 9, which achieved a 48% reduction in thickness.
The cracking propagated when the rolling was continued to reach pass no. 12, obtaining a 60%
reduction. The 30%, 48% and 60% reduction samples will be referred to throughout the thesis
as Zr-30, Zr-48 and Zr-60 respectively.

Cold rolling induces dislocations within the material, however, at the edge of the material, there
is an increased build up of stress. Due to grain boundaries, the edge boundary (i.e. surface)
and room temperature cold rolling, there is reduced dislocation diffusion from the result of
dislocation pinning and reduced dislocation mobility. Hence, as the cold rolling increases to
higher reductions, the increase in stress within the material, specifically at the edge, leads to
edge cracking instead of plastic deformation.

Table 4.1: The rolling procedure runs on the zirconium strips. Highlighted regions are
where the samples were taken out for their chosen deformation profile.

Material Thickness/ mm
Pass No. Roll Gap/ mm

30% 48% 60%

1 7.15 7.15 7.15 7.15
2 6.44 6.90 6.93 6.91
3 5.79 6.52 6.52 6.52
4 5.21 5.95 5.95 5.96
5 4.69 5.45 5.47 5.45
6 4.22 5.01 5.03 5.03
7 3.80 4.77 4.77
8 3.42 4.25 4.25
9 3.08 3.73 3.73
10 2.67 3.37
11 2.49 3.10
12 2.24 2.86

4.3 Sample Preparation

4.3.1 Scanning Electron Microscopy (SEM)/X-ray Diffraction (XRD) Sam-
ples

Each set of samples were sectioned into approximately 10 mm x 10 mm (W x H) blocks using a
10 inch silicon carbide blade (for hard non-ferrous materials) on the Struers Secotom-50. This
sample size was to maximise the diffraction intensities, by providing a larger scan area, to provide
sufficient data for Convolutional Multiple Whole Profile (CMWP).

A mirror-like finish was required for XRD to maximise the intensity and accuracy of the results.
Multiple methods were attempted in order to achieve a mirror-like finish such as: using a donut
rig (Figure 4.4) for hand grinding and polishing. The advantage of this technique was that
the cold mounting of the sample on an aluminium cylinder would help eliminate the risk of
annealing out dislocations or the creation of secondary phases. However, this method either
caused bevelling or damage to the polishing pad as well as not providing a clean surface finish
when using Oxide Polishing Solutions (OPS).
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Figure 4.4: The donut rig used to manually grind and polish a sample.

The final method was to grind and polish the sample in a soft resin, Purifast, and then break
them out for XRD and EBSD. The grinding and polishing procedure is described in Table 4.2.
The platen speed for the grinding and polishing steps were 301 rpm and 121 rpm respectively
and the head speed for all steps was 60 rpm. The colloidal silica was diluted in distilled water
in a 4:1 ratio. Though the surface seemed to be mirror-like, under dark-field optical or SEM,
micro scratches could be found, which hindered the ability to find clear and distinct Kikuchi
bands thus making it unsuitable for Electron Backscatter Diffraction (EBSD). However, as the
scratches were so small, they did not affect the procurement of reliable XRD and SEM data,
thus deeming the sample preparation method appropriate for SEM and XRD.

Table 4.2: The final proposed grinding and polishing method of zirconium for XRD and
SEM.

Step Time/ mins:secs Force/ N Rotation

P400 01:00 15
P800 01:00 10
P1200 00:15 10

9 micron 10:00 15 Contra
3 micron 00:30 15

Diluted Colloidal Silica 30:00 25
Water 10:00 25

4.3.2 Electron Backscatter Diffraction (EBSD) Samples

The initial sample preparation method for EBSD samples is the same as in Section 4.3.1 but
with a longer colloidal silica and water step. The initial EBSD sample preparation steps are
presented in Table 4.3. Once the samples had been manually ground and polished, they were
bulk electropolished - an electrochemical finishing process, that removes thin layers from the
desired surface to provide an ideal surface finish, especially for EBSD.

Table 4.3: The final proposed grinding and polishing method of zirconium for EBSD.

Step Time/ mins:secs Force/ N Rotation

P400 01:00 15
P800 01:00 10
P1200 00:15 10

9 micron 10:00 15 Contra
3 micron 00:30 15

Diluted Colloidal Silica 60:00 25
Water 20:00 25
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In setting up the Tenupol electropolisher, the 70% perchloric acid that was diluted in a 1:10
solution with methanol, to make a total volume of 500 ml, was placed within the electrochemical
container and chilled to -30 °C (taking approximately one hour). Whilst the solution was being
chilled to the desired temperature, a plastic mask was placed over the cathode, which was used
to direct the solution onto the sample and make sure the sample was not directly on the nozzle.
Electrical tape was placed on the mask to ensure each sample was placed in the same position
on the plastic mask and similar surface area was polished. The sample was then placed on the
marked position and the anode was placed on top, ensuring contact with the sample to complete
the circuit otherwise the electropolisher would not work. Once -30 °C had been reached, the
voltage and flow rate of the pump were set. The flow rate of the pump was set so that the
solution was just about flowing over the mask and not vigorously bubbling over. The voltage
was chosen by first running a scan profile, which runs through a range of voltages and selects a
value that produces a constant current over the scan time. The bulk electropolishing setup is
shown in Figure 4.5.

Figure 4.5: The Struers bulk electropolisher setup.

When electropolishing, the optimum finish is a stage between two undesirable surface finishes;
if the scan is too short the sample surface will be etched and if the scan time is too long pitting
will occur. Scoping tests were performed in order to determine the appropriate scan parameters;
the optimum bulk electropolishing time was 40 seconds.

4.3.3 Transmission Electron Microscopy (TEM) Samples

TEM samples were produced by electropolishing, in a two step process: manually grinding to
produce the correct sample thickness and subsequent electropolishing. In order for the sample to
be cut into 3 mm discs for electropolishing, the sample must have a thickness of approximately
80 - 100 microns.

Samples were sectioned, using the Secotom-50, to approximately 500 - 1500 microns. They were
then mounted on aluminium stubs, as described in Section 4.3.1, to be manually ground down
to an acceptable thickness range. If the sample was ≥ 500 µm, a coarse grit paper of P240 was

48



used to reduce the sample thickness to approximately 250 microns. The sample thickness was
checked every grit paper change over, via a micrometer. Once it reached ∼250 µm and grit paper
of P400 was used to grind the sample down to ∼150 µm. If the sample was ≤ 500 µm, then the
finer grit paper of P400 was used until ∼150 µm was reached. A platen speed of 50 rpm was
used.

Around 150 µm, the samples will start peeling off the aluminium stub, therefore, they must
ground down using a finger on a stationary platen. A P400 grit paper was then used to grind
the sample down to the target sample thickness. The samples are ground down on both sides, to
ensure a flat surface and to remove any of the wax substance used to adhere the sample to the
stub. Once the desired thickness was acquired both sides of the sample were gently ground to
remove any surface impurities and residue (using equipment in Figure 4.6) before being placed
in the electropolishing sample holder.

Figure 4.6: The grinding machine to remove surface impurities and residues from TEM
samples before electropolishing.

A 1 L mixture of 70% perchloric acid, methanol and 2-butoxyethanol was produced with a
volumetric ratio of 3:600:397 respectively. Before starting the electropolishing procedure, a litre
of methanol was used (up to the fill line as shown in Figure 4.7) in the cleaning process, which is
repeated five times, to clean the interior of the Tenupol-5 equipment. The cleaning process was
key to removing any residue/impurities from previous uses which may affect the electropolishing
step.

The used methanol solution was then disposed of in an appropriate waste container (first wash,
second wash or disposed) depending on how many times it has been used. Following this,
the electropolishing vessel was rinsed out using a methanol spray bottle. The electropolishing
solution was placed within the vessel and the equipment setup before turning on the bath and
the coolant system with a set temperature of -35 °C.
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Figure 4.7: A vessel used for methanol and electropolishing solution to clean the machine
and electropolish TEM sample respectively.

The prepared TEM samples were then placed within the sample holder, ensuring that there
were no gaps around the sample, and locked in with the front-end piece (Figure 4.8). Once
the temperature of the bath was reached, the sample holder was inserted into the Tenupol-5,
ensuring that the metal strip was facing the internal contact point, and the machine was turned
on. According to literature and experts at the University of Manchester, a current of 40 - 60 mA
needed to be achieved to obtain an adequate whole and minimal etching or pitting. This was
done by choosing an appropriate voltage which was dependant on the electropolishing solution
and the thickness of the sample. A voltage was found, via trial and error, to be approximately
40 - 45 V.

Figure 4.8: The electropolisher TEM sample holder.

Once the electropolishing was completed, the samples had to be immediately cleaned in methanol,
in three separate solutions, in order to prevent over etching and pitting. Samples were then taken
out of the sample holder and rinsed again, in the final cleaning process, with methanol, to remove
any electropolishing solution that may have been within the holder. Samples were checked under
an optical microscope to inspect the holes, and the voltage parameters were adjusted to improve
hole size or to reduce over-etching/pitting. The edges of the holes are the electron transparent
regions which are imaged during TEM. The electropolishing process was done in a fume cupboard.
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4.4 X-ray Diffraction Scan

This section will describe the setup and scan parameters of the X-ray diffraction scans that
occurred.

4.4.1 Instrumental Standard - Lanthanum Hexaboride/Silicon

This section will discuss the methods used to prepare a Lanthanum Hexaboride (LaB6) XRD
standard specimen (660c NIST standard) to help calibrate instrumental broadening.

Figure 4.9: The sample holder used for powders such as the LaB6 and Si standards.

A standard method was used to prepare the powdered specimen. The powder sample holder,
shown in Figure 4.9 and the glass slide were cleaned with isopropanol (IPA) to remove any
residue/contaminants. The LaB6 powder was then placed into the sample holder and flattened
using the glass slide to ensure the surface is smooth and flush with the edges. The back of the
sample holder was then attached, the sample flipped and the base removed, producing a smooth
powder sample surface (Figure 4.10). The same method was used for the Si XRD standard (640e
NIST standard).

Figure 4.10: Powder XRD standard samples, LaB6 and Si: a) LaB6 standard used to
determine instrumental broadening and b) Si standard used as a reference because of its

known crystallite size and strain.

4.4.2 Zirconium Samples

Two setups were used when procuring bulk XRD data: a 1D detector and a 2D detector. The
scans done at the University of Sheffield (UoS) on the Panalytical X’Pert Powder (X’Pert)
and Malvern Panalytical Empyrean (Empyrean), with the Cu source and Ag source respectively,
used the 1D detector setup. However, the scans done at the University of Manchester (UoM) and
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Material Research Facility (MRF) in Culham, which used a Cu source and Co source respectively,
used a 2D detector setup. The operation of the equipment was completed by Dr Rhys Thomas
and Dr Gyula Zilahi at UoM and MRF respectively.

For the 1D detector setup, samples were placed on a bulk sample holder (Figure 4.11) and were
made flush with the rim of the sample holder using a glass slide. Before the long scans were
taken, a quick scan was done in order to obtain the correct sample orientation, to maximise peak
intensity and numbers, because of preferential grain orientation for the cold rolled sample. All
five zirconium samples (Zr-AR, Zr-HT, Zr-30, Zr-48 and Zr-60) plus the LaB6 were all placed on
the automated sample changer stand so that all the scans could be taken sequentially.

Figure 4.11: Bulk sample holder used in the Panalytical Powder X’Pert and Malvern
Panalytical Empyrean.

Initially, the scans were done using a nickel filter, to remove the K-β, a 0.5 inch and a 0.25 inch
diverging slit and anti-scatter slit respectively. As the scanning time was eight hours to provide
high intensity, the nickel beta-filter produced an absorption edge as can be seen in Figure 4.12.
This interfered with the tails of the peaks, interfering with the CMWP analysis, which produced
inaccurate values. The description of the production of the absorption edge is referenced in
Section 3.1. The removal of the absorption edge modified the tails of the peak, changing the
broadening of the peaks, therefore, accurate results from CMWP were not obtainable.

Figure 4.12: The absorption edge produced by a nickel beta-filter on an eight hour long
XRD scan.
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It was therefore decided to use a single bounce monochromator as it removes Kβ without the
use of a nickel beta-filter, which removed the issue of producing absorption edge interference.
However, as it is a single bounce monochromator it only removes Kβ and not Kα2. There were
slight optic differences between each radiation source, which meant that there were different areas
of coverage. As the samples were cold rolled, the damage imparted onto the samples was assumed
to be uniform, therefore, the difference in scan area should not affect the results. For the smaller
scan areas, the scan time per step was increased to produce sufficient intensities. The samples that
were scanned at UoM (Cu source) and MRF (Co source), due to the machine capabilities, also
had a slight oscillation in the phi (ϕ) direction. The oscillation was to help minimise the effects
of grain alignment from cold rolling as well as increase the investigation area which improved
intensity and resolution. Each set of experiments for each different radiation source also had a
LaB6, a sample to obtain instrumental effects, scanned under the same conditions and scanning
parameters as the zirconium samples. The naming convention for each sample was set as follows:
Zr-X-Y, where X represents the deformation status of the samples (as stated previously) and Y
represents the radiation source from which the data set comes from. A detailed description of
the scan parameters and optics used for the experiments will be presented in the methodology
section of Chapter 4.12.

4.4.3 High Temperature Zr-4 Scans

The samples for high temperature, using the X’Pert with a Cu X-ray source, were placed on an
alumina crucible (Figure 4.13a) on an XYZ stage (Figure 4.13b), with a required sample height
of between 2.4 - 5 mm. The height of the sample was limited by the edge height of the crucible
and the z -distance range by the XYZ stage. As described in Section 4.4.2, a pre-scan was done
to determine the correct sample orientation for maximum peaks, the vacuum was not active for
these scans.

Initially, a single bounce monochromator was used to remove Kβ, however, the intensities were
too low and an increased scan time was not viable. Therefore, the nickel-beta filter was used,
which ran the risk of producing the absorption edge.

Figure 4.13: The crucible and XYZ stage used in HT-XRD: a) alumina (Al2O3) crucible
and b) XYZ stage.

Once the correct orientation was found, the XYZ stage was placed within the furnace and screwed
in place (Figure 4.14). Due to the samples having different heights and being on an XYZ stage,
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they had to be aligned using the direct beam half cut method. The beam and the detector were
set to a zeroed position, so they are inline with each other. The nickel-beta filter was removed
and replaced with a Cu filter to protect the detector, and the same procedure as stated in the
previous section was run. The difference in the direct beam half cut method between the facilities
was the use of the Cu filter at the Sheffield facility to protect the detector. Once the alignment
was completed all relevant optics were put back in.

Figure 4.14: The high temperature XRD (HTXRD) setup for the X’Pert.

As zirconium readily forms zirconium oxide, especially at elevated temperatures, the high tem-
perature experiments were run under vacuum. Following the SOP, once the correct orientation
and height alignment was found, the vacuum pump was set. Whilst the vacuum reached the
appropriate pressure (1.5 x 10-5 Pa) the room temperature scan was run, with the following
parameters (Table 4.4):

Table 4.4: Scanning parameters for the high temperature X’Pert mode.

Parameter Value

Angle Range/ ° 30 - 102
Anti-scatter Slit/ inch 0.50
Divergence Slit/ inch 0.25

Filter Nickel beta-filter
Primary Mask/ mm 10
Soller Slits/ Rads 0.04

Step Size/ ° 0.0131
Time per step/ secs 157.8
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Figure 4.15: The recorded temperature profile furnace against the theoretical temperature
profile.

A non-ambient batch programme was created to automate all the scans at elevated temperatures.
Once the desired furnace temperature was reached the sample was held at this point for 5
minutes to ensure that the sample reached thermal equilibrium. The scan were then conducted,
which were programmed for one hour. Due to the accuracy of the furnace, where temperatures
are not well controlled below 100 °C, the first scan of the batch programme was at 100 °C for
approximately an hour. Every subsequent scan was set to be done every 20 °C with a temperature
gradient increase of 10 °C per minute. However, in reality there was approximately a 3 - 6 minute
delay between each scan, as shown in Figure 4.15.

4.5 Data Processing for CMWP

Following the acquisition, the data was processed for subsequent fitting with CMWP.

4.5.1 Peak Index File

CMWP requires a ‘peak index file’ (Figure 4.16) as an input - containing the peak position,
peak intensity, the ‘hkl ’ and the phase number assigned to it. The file needed to be saved as
‘DataName.peak-index.dat’ (e.g. Zr-HT-Co.peak-index.dat) in order to be read by CMWP. The
Panalytical software, Data Viewer, was used to manually identify peak positions and intensi-
ties, whilst the ‘hkls’ were found using the Powder Diffraction Files (PDFs) of the respective
elements/compounds within the material. In Figure 4.16, the fourth column which represent the
phase assigned, shows four numbers: 0, 1, 2 and 3, where 0 signifies the alpha zirconium phase
and 1 represents the zirconium hydride phase. The 2 and 3 represent the α-Zr and δ-hydride
phases, which have overlapping peaks such that they can not be fully distinguished from each
other during the analysis and have some slight asymmetry, therefore, had to be fitted using a
‘dummy’ phase.
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Figure 4.16: The method of identifying peaks and their intensities as well as the
formatting for the peak index file.

4.5.2 Instrumental Profile

The LaB6 instrumental data had to be converted into ‘k ’, the reciprocal of the interplanar
spacing, as shown in the rearranged Bragg’s Law equation (Equation 4.1). This is because it is
easier and more practical to compare measured diffraction to theory when using ‘k ’ [3].

k =
1

d
=

2sinθ

λ
(4.1)

Where k is the reciprocal space, d is interplanar spacing, θ is the Bragg angle and λ is the
radiation source wavelength.

The peaks within the instrumental profile were then split into its individual ‘hkl ’ peaks, the
background intensity removed, and the apex of Kα1 centred on zero. The peak were identified,
as previously with sample data, using Data Viewer and were separated and converted in ‘k’
in Excel, as shown in Figure 4.17. The removal of the background intensity was done using a
background removal function in the ‘Fityk’ software. The software also allows the modification
of the data via transformation functions, in this case, a translation. The Kα1 peak position was
identified and the data translated so that the Kα1 peak was centred on zero, a representation of
this is in Figure 4.17.

Figure 4.17: An example of peak separation and background intensity removal and
centring of Kα1 for the instrumental data.

Some of the noisier instrumental peaks, as an additional step, were fitted using ‘Fityk’. If there
was some asymmetry a Split PseudoVoigt/Pearson7 profile was used to fit the peak but if there
were two peaks, caused by Kα1 and Kα2, then two PseudoVoigt/Pearson7 profiles were used
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instead. This fitting step would help smooth out the instrumental data, without adjusting the
peak profile too much, in order to obtain a more reliable and accurate CMWP fitting.

The peak files were saved into an instrumental folder as a .DAT file type, however, the filename
could not include the file extension type, otherwise, the software will not be able to read the
data. An example of this is shown in Figure A1 in Appendix A.

4.5.3 Sample, Refining and Physical Parameters

Following the formatting of the data and instrumental profile, the subsequent steps stated below
were used to run an initial CMWP fitting:

1. Select the crystal lattice type.
2. Set values for sample input parameters

– Lattice parameters

– Burgers vector

– Average contrast factor Ch00

– Wavelength of XRD machine radiation source

3. Specification of instrumental profiles location.
4. Determine background base points.
5. Peak searching intervals.
6. Specify fitting and plotting intervals.
7. Select size function.
8. Specification of sampling of the theoretical Fourier transforms.
9. Specification of the sampling of the simulated powder pattern data.

10. Specify the initial values of the parameters.
11. Peak parameters refinement and weighting.
12. Fit control by the number of iterations or changes between steps has reached specified

limit.
13. Fitting.

The non-refining parameters, shown in Table 4.5, were set using known material and X-ray
diffraction specifications. The initial physical parameter values, shown in Table 4.6, were set
using experimental data from literature [3, 211, 212]. Where a1 & a2 are the contrast factors,
b is the average crystallite size, c is the crystallite size distribution, d is the dislocation density
and e is the dislocation arrangement parameter.

Table 4.5: Initial parameter values for CMWP that are not refined.

Parameter Initial Value

a Lattice Parameter/ nm 0.3232
c Lattice Parameter/ nm 0.515

Burgers Vector/ nm 0.3232
Ch00 0.25

Wavelength/ nm Dependant on X-ray source
Cutting Parameter 15

Sampling N1 10000
Sampling N2 1024
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Table 4.6: Initial physical parameters values.

Physical Parameter Initial Value

a1 1.5
a2 0.5

b (m)/ micron 50
c (σ)/ micron 0.7

d (ρ)/ x 10-14 m-2 3
e (M*) 2

4.5.4 Background Spline

Depending on the fitting, the background spline, implemented in step 4 above, was adjusted
in order to have a better fit and a more reasonable background profile. With CMWP, the
adjustment of the background spline can be done so that the effects on the fitted pattern can
be seen as changes are being made, this is shown in Figure 4.18. The green line is the measured
pattern, the blue line is the calculated pattern and the red line is the background spline being
manipulated.

Figure 4.18: An example of how the background spline can be adjusted whilst observing
those effects of the calculate diffraction pattern.

4.6 Data Processing for TOPAS

The data was subsequently processed via TOPAS to compare crystallite size to CMWP.

4.6.1 Instrumental Effects

To yield instrumental parameters, refinement of a standard sample was carried out, in this case,
a 660c LaB6 National Institute of Standards and Technology (NIST) standard was refined. Using
the documentation provided by NIST, the lattice parameters, crystallite size and microstrain were
input and fixed during refinement. The values were: 4.156826 Å , 800 nm and approximately
zero respectively. As phase fraction was not needed, a simpler refinement process was used: Le
Bail analysis. With the Le Bail analysis, the spacegroup and the lattice parameter must be
predetermined in order to run the analysis. A LaB6 Crystallographic Information Framework
(CIF) file was obtained from the Inorganic Crystal Structure Database (ICSD) database. This
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created a ‘structure phase’ menu where sample parameters can be inputted, however, to use Le
Bail, a ‘hkl phase’ menu was created from the ‘structure’ menu, which was then relabelled ‘LaB6’.
The TOPAS interface to be able to implement a Le Bail refinement and the sample parameters
are shown in Figure 4.19.

Figure 4.19: TOPAS interface showing the LaB6 microstructural parameters.

For each specific XRD instrument, the experimental setup parameters were inputted. These
parameters were: background function (Chebychev and Order), LP factor, appropriate wave-
lengths, radius of the X-ray source and detector (primary and secondary radius). To counter any
sample misalignment, the zero error and sample displacement parameters were refined. These
parameters are shown in Table 4.7, with an example screenshot shown in Figure A2.

Table 4.7: A table of relevant instrumental parameters that were set when undergoing Le
Bail refinement.

Parameters Setting

Chebychev (Background) Refine
Order (Background) 1

Goniometer Radii (primary and secondary) Experiment Specific
Zero error (Peak Shift) Refine

Sample Displacement (Peak Shift) Refine
LP correction factor Fix

Wavelength Experiment Specific

To obtain the instrumental effects, once the sample and experimental setup parameters were set,
the ‘Peak Type’ parameter was set to refine the ‘PVII’ type peak shape (an example screenshot
is shown in Figure A3). The ‘PVII’ peak shape was chosen because 1) it was similar to the re-
finement process used in the NIST standard documentation and 2) the six refinement parameters
within this peak shape include effects on the overall diffraction patterns as well effects separately
on the higher and lower 2θ angle range (includes the Cos and Tan functions). The six parameters
are:

- Ha
- Hb / Cos(θ)
- Hc Tan(θ)

- mc + 0.6
- mb / Cos(θ)
- mc / Tan(θ)
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4.6.2 Sample Refinement

Refining the sample data, to obtain crystallite size and microstrain, followed a similar method-
ology to that of the instrumental effects described above. However, the main differences are
the parameters that were allowed to be refined. The experimental setup parameters obtained,
described in Section 4.4.2, were used. The zero refinement and sample displacement parameters
were left refining in case of any sample preparation misalignment. To ensure that the instru-
mental effects were incorporated, in the ‘Peak Type - PVII’ menu, the six parameters calculated
from the LaB6 refinement were input and fixed. These parameters were included for both the
α-Zr and ZrH2 phases.

With regards to the cold worked zirconium samples, two phases were added: α-Zr and ZrH2. As
phase proportion and analysis were not necessary, as used previously, the Le Bail refinement was
implemented. As the crystallite size and microstrain were of interest, a Lorentzian profile for
crystallite size and Gaussian profile for microstrain, in both phases, were allowed to refine. To
maintain consistency, a Lorentzian profile and Gaussian profile for crystallite size and microstrain
respectively, were applied to all samples. These profiles were used to align with the NIST standard
documentation refinements for LaB6 and Si. The sample parameters that were refined during
the Le Bail fitting of the samples are shown in Table 4.8.

Table 4.8: A table of the sample parameters that were either refined or fixed during the
sample Le Bail analysis.

Parameter Fix/Refine

LP Fix
a Lattice Parameter Refine
c Lattice Parameter Refine
Crystallite Size (L) Refine

Strain (G) Refine
Scale Refine
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Chapter 5

Accuracy and Sensitivity of CMWP

5.1 Introduction

In recent years in the UK, the operating lives of nuclear reactors have been extended, resulting
in nuclear fuel having an increase in burn-up and time within the reactor. Life extension is the
increase of time within the reactor which could be due to improvement in material safety margins
whereas increased burn-up is the increase in the enrichment of the fuel which means a longer
sustained chain reactor and a longer time in the reactor. This has the potential of impacting
the end of life properties of the cladding during post-discharge and storage. Consequently, the
investigation of the physical and mechanical property changes is paramount. To investigate
physical changes within a material Convolutional Multiple Whole Profile (CMWP), which uses
line broadening analysis, is used to determine physical parameters such as crystallite size and
dislocation density.

Convolutional Multiple Whole Profile (CMWP) has been used on multiple materials, including
Aluminium-Magnesium Alloys and 22SiMn2TiB steel (Fe-0.22C-0.87Si-1.64Mn-0.024Ti-0.0015B-
0.0025N wt%), however, the main focus of utilising the technique has been on the Zircaloy-4
(Zr-4) and Zircaloy-2 (Zr-2) systems. The research using CMWP on these materials has focused
largely on two types of XRD geometries: synchrotron XRD and a Cu source lab XRD. Data
produced from synchrotron XRD (SXRD) have a high intensity and resolution. As a consequence,
line broadening caused by dislocations is very distinct. However, the reliability of the assessment
of the lab data, on a range of lab XRD machines, using CMWP is yet to be determined.

To validate CMWP on lab XRD, a simple zirconium system of varying deformation was anal-
ysed: as-received, heat treated, 30% cold worked, 48% cold worked and 60% cold worked. The
technique’s ability to 1) calculate the trend in dislocation density with increasing deformation
will be investigated and 2) the accuracy of the values calculated will be evaluated. The crystallite
size values from CMWP will also be compared to values produced from existing, well established
methods. To further assess the capabilities of CMWP, these deformed samples will be tested,
using different radiation sourced lab XRD machines: copper (Cu), cobalt (Co) and silver (Ag).

5.2 Methodology

In this section, a quick overview of the methodology will be presented. A detailed explanation
of the methodology can be found in Chapter 4.
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The foil of zirconium, received from Goodfellows, was sectioned into five strips. One of the strips
was left as it was, therefore was labelled as zirconium as-received (Zr-AR). The remaining four
strips underwent a heat treatment to a) to ensure the material was all α-zirconium and b) to
remove as much deformation damage as possible. One of these strips was then used as a neutral
sample and labelled zirconium heat treated (Zr-HT).

The final three strips of the zirconium foil underwent cold rolling, at the University of Manchester,
to various degrees of deformation, to be used as analogues for radiation damage. The samples
were, as mentioned in Table 4.1 in Chapter 4, cold rolled to 30%, 48% and 60%, which were
labelled as Zr-30, Zr-48 and Zr-60 respectively. The samples used for further analysis were taken
from the centre of the material, avoiding any cracks, in order to provide a sample representative
of the damage produced.

The samples were sectioned into 10 mm x 10 mm blocks, using a Secotom, and prepared, using
an automatic grind and polisher, to achieve a surface level finish appropriate for XRD. Following
this, the five samples underwent XRD scans, using different X-ray radiation sources (Cu, Co and
Ag). A batch programme was created, with scan parameters stated in Table 5.1, to allow for a
similar scanning environment for each sample.

Table 5.1: The scanning parameters of the XRD machines used.

Parameter
Cu Source
(Sheffield)

Cu Source
(Manchester)

Co Source
(MRF)

Ag Source
(Sheffield)

Angle Range/ ° 30 - 105 28 - 115 35 - 112 10 - 42
Anti-scatter Slit/ inch 0.50
Divergence Slit/ inch

Parallel Plate
Colllimator 0.25

Beta Filter None

Double-Bounce
Monochromator

Double-Bounce
Monochromator

Rhodium
Soller Slit/ Rads 0.04 None None 0.04

Primary Mask/ mm None 5 5 10
Step Size/ ° 0.013 0.01 0.01 0.0072

Time per Step/ secs 3.0 11.0 3.0 200.4

To ensure the same range of peaks was analysed for all three radiation sourced XRD machines,
PD4+ was used to acquire the Powder Diffraction Files (PDF) of Zr. These were used to obtain
the corresponding 2θ ranges for Cu, Co and Ag wavelengths. The equivalent 2θ range for: Ag
source XRD was found to be 5 - 35° and Co source XRD was found to be 35 - 111°.

The same pre-scan was done for the Empyrean Ag source experiments to ensure the correct
sample orientation, due to cold rolling induced preferential grain orientation. Same as with the
X’Pert, all five zirconium sample scans were automated. The scan parameters for the Empyrean
are shown in Table 5.1. There was no monochromator for this specific machine therefore a
rhodium beta-filter was used, however, there did not seem to be an absorption edge present
amongst the diffraction patterns.

The setup for Manchester Cu source XRD and the MRF Co source XRD used an XYZ stage,
which meant that due to different sample heights, each sample had to be aligned before being
scanned. An alignment procedure used was called the direct beam half cut method. The intensity
of the beam was monitored and the height of the sample was adjusted. The height of the sample
was continually adjusted until the intensity was halved as this denotes the beam being halved
(i.e. the surface of the sample was at the centre of the beam).

There was also a tilt alignment, only for the MRF Co source XRD machine, which had the
capability of tilting the sample ensuring that the beam was parallel to the sample surface when
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θ = 0. The sample tilt was adjusted until a maximum intensity was found, indicating the beam
was parallel to the sample surface. The height and tilt alignments were done iteratively to ensure
correct alignment.

Once the data was collected, the data was processed for CMWP and TOPAS. The instrumental
profile data was processed so that the data was converted into reciprocal d spacing (k), and the
diffraction pattern was split so that each peak was its individual file. The Kα1 was centred on
zero and the background intensity was removed. So that the CMWP could read the instrumental
data files, the files were saved as ‘dat’ files with the Kα1 peak being the file name and there being
no file extension in the name (e.g. 30.407). If the instrumental data was noisy, it was fitted using
Split PseudoVoigt/Pearson7 or PseudoVoigt/Pearson7 profiles and the calculated pattern would
be used as the instrumental profile data. The PseudoVoigt/Pearson7 fitting was only done on
the instrumental diffraction data.

The peak index file details the peaks, its plane and the associated phase. A peak index file was
created for each sample from each radiation source, using ICSD to help identify peak positions,
where the α-zirconium peaks were labelled as phase zero, the delta zirconium hydride peaks
were labelled as phase one, the overlapping peaks of the two main phases were labelled phase
two and any unknown phases were labelled phase three. The initial fitting parameters were set
up within CMWP, which included the wavelength of the incident radiation, the data sampling
and limitations parameters, ideal lattice parameters, the background spline and the initial six
physical parameters that mainly contribute to the CMWP fitting. The average contrast factor
(Chk0) and burgers vector (B) were based on a thesis and a paper that experimentally calculated
these values for a cold worked zirconium system, 0.25 and 0.515 respectively, with the premise
being that in a cold worked system there will be mainly a dislocation loops [211, 213].

When the initial CMWP fittings were run, the contrast factor physical parameters a1 and a2
were producing values that were unrealistic. According to the Dragomir et al. contrast factor
paper, it suggests that a2 should not be negative, especially for deformed samples. Therefore,
in order to obtain more reasonable values, a1 and a2 were fixed to values based on values found
in the Dragomir et al. paper (2 and 0.5 respectively) so that the other physical parameters are
calculated to a more reasonable value range [212]. This was done on the basis of the theory of
least square refinement, where if the initial values are not within an appropriate range then an
accurate fitting would not occur, therefore, a suitable starting value must be used. The a1 and
a2 parameters were then freed and the CMWP analysis was run again, allowing for a more valid
fitting. Once a reasonable fit had been obtained, the background spline was adjusted using the
‘MK Spline 2’ function, in order to provide a better fitting. The ‘MK Spline 2’ function allows a
user to adjust the background spline and see how that affects the previous fitting, however, too
much manipulation of the background spline would either over influence the fitting and provide
misrepresented results or cause further fitting issues (i.e. inaccurate fittings).

The analysis was iteratively run until there were minimal changes in the physical parameter
values. If the errors were large (≥ 20%), then initial parameters and background spline were
adjusted in an attempt to reduce them. It was also possible that if the dislocation density (ρ or
d) was very large (larger than expected) or was reaching its upper limit whilst the dislocation
arrangement parameter (M* or e) was very small or reaching its lower limit, then the outer
cutoff radius (Re) needed to be adjusted. This is because Re can get too small and needs to
be increased by introducing a larger limiting factor, Rc. Jones concluded that a very large ‘d ’
and very small ‘e’ affects the quality of fit due to Re approaching atomic distances or smaller
causing the strain profile function to breakdown and become inaccurate [211]. Once a final run
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was completed, the dislocation density, dislocation arrangement, crystallite size and crystallite
size distribution parameters were extracted from the output file and compared between samples
and radiation sources.

For comparison with more standard diffraction analysis - a TOPAS refinement was carried out.
To determine suitable instrument parameters, refinement of NIST standard material was carried
out for the instrumental setup. This allows the separation of the instrumental and sample
broadening terms, yielding a more accurate value for micro-strain and crystallite size in the
sample. Using the NIST standard documentation (Certification of Standard Reference Material
660c) the lattice parameters, crystallite size and microstrain were inputted for the LaB6 and
fixed. Therefore, when fitting the LaB6 diffraction pattern, the only refining parameters were
the peak shape and broadening effect associated with the peak type (PVII) constants. The
refining process was continued until the difference between the measured and calculated pattern
was minimal, which was determined graphically and via a goodness of fit (GOF) value.

Once the instrumental parameters were defined, diffraction data from the zirconium samples
underwent TOPAS analysis using the peak type constants as non-refining parameters (i.e. in-
strumental parameters). The lattice parameters, the crystallite size and the microstrain were
all refined. With TOPAS, the crystallite size and the microstrain can not use the same type of
refining profile (Gaussian or Lorentzian) otherwise a calculated pattern cannot be produced as
the two profiles refine against each other. The correct assignment of a Gaussian and Lorentzian
profile for the crystallite size and microstrain was determined through trial and error, where,
for the copper radiation source data, all samples were analysed using both variations of profiles
for each peak broadening parameter. It was found that using Lorentzian for crystallite size and
Gaussian for microstrain produced practically the same values for both parameters for Zr-30,
Zr-48 and Zr-60. Hence, for all proceeding TOPAS analysis, a Gaussian profile was used for
crystallite size and a Lorentzian profile was used for the microstrain. The number of iterations
of analysis was determined by using convergence criteria - where the change in the measured and
calculated pattern was minimised. This was corroborated by the NIST standard documentation
which used a Lorentzian profile for microstrain and a Gaussian profile for crystallite size as well.

A direct comparison between CMWP and TOPAS was only possible between the crystallite size
parameters. TOPAS uses a simplified model where it only determines the crystallite size (i.e.
using the Scherrer equation) whereas CMWP uses crystallite size and crystallite size distribution
as the contributing factors to the size profile. As stated previously, CMWP uses a log-normal
distribution to calculate the mean crystallite size and distribution. Concerning the strain profile
calculated by CMWP, there is no direct comparison to TOPAS, as the software determines
the physical parameters which are the components of the strain profile whereas TOPAS only
ascertains microstrain values.

Line dislocation density calculations, via TEM image analysis, were attempted on a Zr-HT
sample to provide a comparison for CMWP dislocation density results. A Smith-Guttman line
intercept method was used, as described in Section 2.4.1, where a grid was placed on top of the
three TEM bright-field images and the number of intercepts was counted. The grid placed on
the TEM images is shown in Figure 5.1. As it was not possible to obtain a sample thickness
via EELs, an average sample thickness was obtained from the literature [142, 214]. It has been
assumed that the sample thickness will be a close approximation and therefore the dislocation
density values will not be far off their real values. The total line length was determined by using
the scale bar to calculate the length with respect to the micrographs (i.e. 3 cm measured length
= 500 nm distance within the micrograph). The values for the Smith-Guttman line intercept
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method are shown in Table 5.2. As the three images show significant differences in deformation,
as can be seen in Figure 5.1, the line dislocation line density was calculated for each and then
averaged.

Figure 5.1: The grid placed on TEM images of Zr-HT (from three different locations) to
obtain the number of interception points to calculate line dislocation density. The images

were taken on a JOEL JEM F200 with a 200 keV electron beam.

Table 5.2: A table showing the Smith-Guttman line intercept values obtained from
analysing the TEM micrographs of Zr-HT and literature.

Image
Number of Intercepts

(N)
Total Line Length

(l)
Sample Thickness

(t)

A 36
B 120 143100 x 10-9 m 135 x 10-9 m
C 55

The sample preparation for BSE/EDX was the same as for XRD - detailed in Section 4. The
BSE/EDX images were obtained from the Inspect F50 in Sheffield, using a spot size of 2.5 and
energy of 20 keV and 10 keV (for BSE and EDX respectively). The EBSD imagery was taken
on a Tescan in Manchester and the analysis was carried out using the Aztec software. The TEM
images were taken on a JOEL JEM F200 at the University of Sheffield and the analysis was done
manually.

5.3 Results and Discussion

5.3.1 Sample Confirmation/Verification

The Zr samples were expected to be single phase, however, from the diffraction pattern there
can be seen two distinct phases. Figure 5.2, showing the Zr-AR-Cu (Manchester) diffraction
data with, what is believed to be, the peak positions for the two phases within the material:
α-Zr and the unknown phase. From this, there can be seen some asymmetry with the peak at
approximately 32°. This is believed to be due to the overlapping of two peaks, the (100) from
Zr and the secondary phase, which is indicated by the first green and yellow markers. There are
also overlapping peaks at approximately 37°, 65° and 68°.
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Figure 5.2: The identification of the peak positions of α-zirconium phase and unknown
phases.

To try and identify the secondary phase in the material, back-scattered electron (BSE) and
energy-dispersive X-ray (EDX) analysis were initially conducted on the sample, shown in Fig-
ure 5.3. From the BSE image on the left, there can be seen some contrast differences in various
features such as the light grey strip at the top left, dark grey regions surrounded by a lighter
grey boundary (non-uniform region), the black cavity features and the dark grey matrix. The
light grey strip (showing a significant contrast difference to the bulk), shows no concentration of
other elements making it compositionally not significant but could be due to sample surface im-
perfections. Usually, with BSE images, a contrast signifies a difference in elements, as explained
in Section 3.2, however, it can also indicate grain orientation, which may be the case in this
scenario. Looking at the EDX maps on the right of Figure 5.3, all perceived present elements,
are evenly distributed throughout the scanned area. The elements are evenly distributed and not
concentrated on any of the microstructural features that are shown on the BSE image, therefore,
was believed to be statistically insignificant. The determination of light elements before sodium
(Na) is not very reliable via EDX analysis, therefore, the quantification of boron, carbon and
oxygen is likely to be inaccurate [215]. There was some concentration of iron and oxygen at the
non-uniform region and cavity, however, that was not replicated across similar microstructural
features and, therefore, deemed to be insignificant.
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Figure 5.3: A BSE image and the resultant EDX results for Zr-HT show the even
distribution of all elements that were determined by the instrumentation.

Initial XRF results from Goodfellows, presented in Table 5.3, show that the material appears to
be pure zirconium, with the common impurities of hafnium (Hf), nitrogen (N), oxygen (O) and
hydrogen (H) being relatively low. The iron-chromium (FeCr) and carbon (C) were assumed to
be from the sample holder and not from the sample itself. The zirconium foil was determined to
be pure according to ASTM 551/551M - 12 [216].

Table 5.3: XRF results from Goodfellows.

Element
Weight Percent/ wt.%
Top Middle Bottom

Zr + Hf ≥ 99.2 ≥ 99.2 ≥ 99.2
Hf 1.0 1.0 1.0

FeCr 0.1 0.1 0.1
C 0.01 0.02 0.02
N 0.005 0.005 0.004
O 0.14 0.13 0.13
H 0.0004 < 0.0003 < 0.0003

However, the XRD results did not corroborate the Goodfellows’ results, which showed a promi-
nent secondary phase, therefore a secondary XRF analysis was conducted at The University
of Manchester. The University of Manchester XRF results, in Table 5.4, indicated a less pure
zirconium than initially thought with a possible calcium (Ca) impurity with a weight percentage
of ∼2%.

Table 5.4: XRF results from University of Manchester.

Element Weight Percent/ wt.%

Zr 96.66
Hf 1.045
Ca 2.031
Cr 0.040
Fe 0.225

Both the XRF results were taken on a bench-top machine and calibrated based on the dimensions
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and density of the sample and not against standards, therefore, there was room for inaccuracies
with the output data. From previous XRD data, no Ca has been observed, contradicting the
results shown in Table 5.4. As stated in Section 3.4, there is a possibility of overlapping char-
acteristic fluorescence energy levels from different elements, therefore, could lead to misleading
results if not calibrated with the element standards. Hence a tertiary elemental analysis was also
carried out via Inductively Coupled Plasma Optical Emission spectroscopy (ICP-OES) for base
metal elements and Thermoconductivity & IR Absorption for nitrogen, oxygen and hydrogen.
The Sheffield Assay Office conducted both ICP-OES and Thermoconductivity & IR Absorption
following the standards ATM150 and ATM149 respectively [217].

Table 5.5: ICP-OES and HVE composition results via the Sheffield Assay Office.

Element Weight Percent/ wt.%

Zr 98.7
Hf 0.88
H 0.0016
O 0.302
Fe 0.082
Ti < 0.005
Zn < 0.005
Ni < 0.005
Cu < 0.005

The chemical elemental analysis, from the Sheffield Assay Office, is presented in Table 5.5. The
results semi-corroborate the XRF analysis from Goodfellows, indicating a relatively high purity
of zirconium (98 wt.%). The main differences are the impurities found, which included titanium
(Ti), zinc (Zn), nickel (Ni) and copper (Cu), however, these impurities add up to less than 0.02
wt.%. Also, it suggests that there is, compared to Goodfellows, approximately four times larger
H content, at 0.0016 wt.%. The errors in each XRF measurements were not known

The Sheffield Assay Office determined the H content of the sample to be 0.0016 wt.% which
is equal to 16 ppm. Initially, with this very low hydrogen content in these samples, the phase
was not believed to be δ-zirconium hydride as the relative intensities of the secondary phase
compared to the Zr peaks suggest a very large quantity of this phase. However, comparing the
XRD patterns of these samples to other Zr/Zircaloys samples that have been hydrogen charged,
such as Zr-4 samples in the following results chapter (Section 7) which have H content of 30+
ppm, the peak positions line up.

The secondary phase identification was conducted using the Powder Diffraction File software
(PDF-4+/PDF-5+); Fachinformationszentrum Karlsruhe (ICSD), National Institute of Stan-
dards and Technology (NIST) as well as other material phase databases were used. The com-
pounds/elements, determined from the elemental analysis, were used for the basis of the phase
identification.

Initially, with the low level of impurities and H content, it was thought that the secondary phase
could possibly come from hafnium as that had the highest weight percent. However, as can be
seen from the diffraction pattern overlay in Figure 5.4, neither the pure HCP hafnium phase nor
the tetragonal hafnium oxide phase fits the measured diffraction pattern.
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Figure 5.4: An overlay of Zr-HT-M and diffraction patterns of possible secondary phases.

Following this, the next suspects were: calcium oxide, delta zirconium hydride and beta zir-
conium. The Fe and Cr impurities, though minimal, could reduce the phase transformation
temperature from alpha to beta zirconium, making it possible for the beta zirconium to form
under the heat treatment conditions [35]. However, as can be seen in Figure 5.5, beta zirconium
does not fit any of the secondary phase peaks. It was also believed that the Fe and Cr detected
in the Manchester XRF results were from the crucible as the Fe detected from the ICP-OES
analysis was significantly lower. Fe fractions this low would not be expected to significantly
affect the transformation temperature.

Figure 5.5: An overlay of Zr-HT-M and diffraction patterns of possible secondary phases.

As calcium was found in the UoM XRF results, calcium and/or its compounds were tested
through the PDF-4/5+ system and calcium oxide was the closest to the peak positions. Initially,
the Ca was thought to be a surface impurity from the material preparation and/or storage stage,
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which may explain why calcium was not found in other elemental analyses. Though close, the
majority of the peaks did not line up which led to the conclusion that the secondary phase had
very similar lattice parameters and was an FCC structure (Fm3̄m). From the BSE images and the
elemental analysis, the remaining option was an FCC zirconium phase. Currently, there are some
theories, from Qing Jiang et al. and Boran Tao et al., of a fatigue-induced FCC zirconium phase
or said FCC phase forming during the cooling and ageing of the zirconium/zircaloy respectively
[218, 219]. These practically observed FCC zirconium phases, via TEM, are in the early stages of
research, therefore with the little data to corroborate it, these phases are unlikely to be present.

However, even with the low weight percent of hydrogen in the sample, δ-zirconium hydride was
the more likely candidate for the secondary phase. There are two peaks at approximately 36° and
64° (110 and 211 peaks respectively) that don’t quite match the measured diffraction pattern,
however, the majority of the peaks line up with the peak positions as seen in Figure 5.5 as well
as aligning well with delta zirconium hydride diffraction found in the literature (Figure 2.5 [26].
This was then corroborated using the SE images from the electropolished Zr-HT samples, an
example shown in Figure 5.6, which shows the absence of needle-like structures. It is believed
that the multiple electropolishing stage removed the delta hydrides from the surface. These
needle-like structures, as shown in the literature, resemble delta hydride morphology formed in
zirconium and zirconium alloys [220]. These needle-like structures were not observed during
SE/BSE analysis of samples that were prepared as stated in Table 4.2 on page 47.

Figure 5.6: An SE image of a Zr-HT sample, after electropolishing, which revealed
needle-like structures.

Furthermore, the diffraction pattern of Zr-AR-M was compared to a diffraction pattern from a
Zr-4 hydrogen charged sample with a known hydrogen content of 34.7 wt.ppm (sample discussed
in detail in Section 7). The two datasets were taken on different diffraction optics, therefore, to
allow for comparison, the background was stripped and the data was normalised. A close-up of
the diffraction pattern comparison is shown in Figure 5.7. The hydride peaks are indicated with
‘hkls’ above them. The comparison shows that the hydride peaks in Zr-AR-M are significantly
larger than in the Zr80CW-RT sample with 34.7 wt.ppm hydrogen content. This could suggest
that, as there is known to be less than 34.7 wt.ppm (hydrogen content = 16 wt.ppm), there is a
significant texture or size difference in the hydrides present. The SE image in Figure 5.6 indicates
a relative random orientation of the needle-like structure, therefore, the texture of the material
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could be the significant factor, especially where Zr-AR-M is recrystallised and the Zr-4 sample
has been cold rolled to 80%, which would affect relative intensities of the peak. As texture is
believed to be the main contributor, future work would be required to determine whether these
hydrides are surface contaminations that are introduced from sample preparation. The effect
on the hydride peaks when conducting a lab XRD scan of an uncut sample or a bulk scan via
Synchrotron XRD (sXRD), would ascertain whether they are surface level contaminations.

Figure 5.7: A comparison of diffraction patterns between Zr-AR-M and Zr80CW-RT, a
sample with known hydrogen content, to gauge the significance of the hydrogen content

within Zr-AR-M.

As stated previously, the secondary phase is assumed to be an FCC structure, however, delta
hydride has two forms: ZrH1.6, the delta hydride formed under equilibrium, which is a cubic
structure (space group = Fm3̄m) and ZrH2, the delta hydride formed under non-equilibrium
conditions, which is a tetragonal crystal structure (space group = I4/mmm) [221]. The differ-
ence between the cubic and tetragonal crystal structure is a lattice distortion, which causes the
relationship between lattice parameters to be a = b ̸= c. In an ideal system, the correlation
between the cubic and tetragonal lattice parameters is shown in Equation 5.1 and in an ideal
scenario, where there is no lattice distortion, XLD in Equation 5.2 would be 1.

√
2

2
acubic = atetragonal

acubic = ccubic = XLDctetragonal

(5.1)

(
atetragonal√

2/2
)

ctetragonal
= XLD (5.2)

The data was fit using TOPAS to determine the level of lattice distortion in the delta hydride
phase. Using a Le Bail fit with the α-Zr and ZrH2 phases, and the ‘goodness’ of fit is shown
in Figure 5.8. The lattice parameters calculated from this fit are: atetragonal = 3.40 nm and
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ctetragonal = 4.73 nm. Using Equation 5.2, XLD was calculated to be 1.02. This shows that there
is a small amount of lattice distortion, as there is a 0.02 deviation from 1, thus explaining why
the secondary phase fitting was close to an FCC structure but worked with the ZrH2 tetragonal
phase. Comparatively, in an ideal system (i.e. using the CIF files), where atetragonal = 3.509
nm and ctetragonal = 4.448 nm, XLD was calculated to be 1.12. Thus, showing a much larger
distortion. An additional observation is that the delta hydride peaks are very broad and do not
change with the increase in deformation (Zr-HT to Zr-60), which suggests that either the delta
hydrides are very small and evenly distributed or that they are highly deformed.

Figure 5.8: A Le Bail TOPAS fit of Zr-HT-Cu (Manchester), using α-Zr and ZrH2,
showing qualitatively the goodness of fit.

A set of EBSD images was taken to 1) prove the increased deformation due to cold rolling, 2)
attempt an investigation into the secondary phase, and 3) provide a comparative measure of
crystallite size analysis as grains were difficult to distinguish in BSE SEM images. An initial
set of high magnification EBSD images were taken for Zr-HT, Zr-30 and Zr-48, to primarily
to investigate the secondary phase. However, the deformation and higher strain within the
Zr-30 and Zr-48 meant that a proper EBSD map was not possible. Figure 5.9 shows a high
magnification map of Zr-48. Though the misorientation, caused by the cold rolling deformation,
can be seen within the grains indicated by the colour gradient, a large proportion of the image is
filled with blank space, which represents the non-indexed areas. The large number of dislocations
from deformation distorts the crystal structure, making it difficult to distinguish, giving rise to
non-indexed regions.
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Figure 5.9: A high magnification EBSD map of Zr-48 showing the difficulties with
indexing due to the high deformation and strain within the material. EBSD map taken in
the ND-TD direction. The upper and lower misorientation angle thresholds were set to 10°

and 3° respectively.

To overcome this issue and increase the chance of indexing on the deformed samples, a much
longer scan time was run on a low magnification. Due to the high deformation within Zr-48
and Zr-60, the indexing of the samples was extremely poor and with the increased map size and
scan time, only Zr-HT and Zr-30 were imaged - these EBSD maps are shown in Figure 5.10
and Figure 5.11 respectively. In Figure 5.10, there can be seen a relatively uniform equiaxed
grain structure which is indicative of a recrystallised α-zirconium microstructure, corroborated
by Long et al. (Figure 2.6) as shown in Section 2.2. This is also shown via the solid colours
of each grain which indicates little to no strain within each grain. This is corroborated by the
Kernel Average Misorientation (KAM) map, a quantifiable measure of local grain misorientation,
which showed the lack of misorientation lines (red lines). This is shown in Figure 5.12a.

There were some discrepancies in the indexing between each of the stitched frames, however,
they are believed to negligibly affect further analysis. Referencing the IPF key at the bottom
of the figure, the colour gradient suggests there is very little number of grains with the basal
(0001) orientation but a more even spread of grains in the remaining prismatic and pyramidal
planes. The further qualitative analysis of the EBSD map of Zr-HT shows that there is no visual
indication of the secondary phase, however, this could be due to two reasons: first being that
they are on the nano-scale which would not be detected on the scale of map that was produced or
that as EBSD is a surface level technique, the final bulk electropolishing step could have removed
the ZrH2 from the surface.

Figure 5.11, which represents the EBSD map of Zr-30, shows an elongation of the grains (left
to right of image) indicating the mechanical deformation of the grains. This is confirmed by the
colour gradients within the grain, showing the micro-strain and grain misorientation caused by
the cold rolling. This is corroborated by the vast amount of misorientation lines shown in the
KAM map presented in Figure 5.12b. There still can be seen some white regions within the
map but with the longer scan time the number of non-indexed regions was significantly reduced.
As with the Zr-HT EBSD map, there were some discrepancies in the indexing between each of
the stitched frames, however, they are believed to negligibly affect further analysis. On visual
investigation of the Zr-30 EBSD map, some small regions within the grains could suggest the
secondary phase. However, on closer inspection, those small inner-grain areas were determined
to be non-indexed regions. As with the Zr-HT EBSD map, there was no clear indication of a
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secondary phase.

Figure 5.10: EBSD Map of Zr-HT to show alpha zirconium and grain orientation. EBSD
map taken in the ND-TD direction. The upper and lower misorientation angle thresholds

were set to 10° and 3° respectively.
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Figure 5.11: EBSD Map of Zr-30 to show grain misorientation and preferential grain
orientation. EBSD map taken in the ND-TD direction. The upper and lower misorientation

angle thresholds were set to 10° and 3° respectively.
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Figure 5.12: The misorientation in the material represented by KAM maps for: a) Zr-HT
and b) Zr-30. The misorientation angle threshold was set to 2.5°.
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5.3.2 Qualitative Comparison of Different XRD Radiation Sources

As determined from Section 5.3.1, it is assumed that the secondary phase is the tetragonal ZrH2

phase, which was used throughout the following XRD analysis. Using the peak index of α-Zr
and ZrH2, as shown in Table 5.6, the peaks in the Zr-AR sample from the Manchester Cu source
XRD were identified. This is shown in Figure 5.13. The first peak at approximately 32°, due
to the large overlap of the primary peaks of both α-Zr and ZrH2, was input as a tertiary phase
when undergoing CMWP analysis and, therefore, fitted separately.

As indicated by the two crosses, two peaks do not match with the peak index of α-Zr and ZrH2;
both peaks at approximately 56° and 61° were input as a quaternary phase when undergoing
CMWP analysis and fitted separately.

Figure 5.13: A diffraction pattern of Zr-AR taken from the Manchester Cu source XRD
machine, with its peak indexing of α-zirconium phase and delta zirconium hydride.

Table 5.6: The peak index for both alpha zirconium and delta zirconium hydride for a Cu
radiation source.

α-Zirconium δ-ZrH2

hkl 2θ hkl 2θ hkl 2θ hkl 2θ
1 0 0 31.85 2 0 0 66.56 1 0 1 32.40 2 0 2 67.84
0 0 2 35.60 1 1 2 68.24 1 1 0 36.06 1 0 3 68.62
1 0 1 36.39 2 0 1 69.30 0 0 2 40.51 2 2 0 76.50
1 0 2 47.70 0 0 4 73.18 2 0 0 51.91 3 0 1 85.52
1 1 0 56.74 2 0 2 77.28 1 1 2 55.34
1 0 3 63.27 1 0 4 82.02 2 1 1 62.53

5.3.2.1 Cu Source

The diffraction patterns from the double bounce monochromated Cu source diffractometer in
Manchester is presented in Figure 5.14, showing the comparison between the varying mechanically
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damaged Zr samples. Qualitatively, there seems to be no significant difference between the as-
received and the heated treated diffraction patterns, which may indicate that the material was
recrystallised by the supplier, once manufactured and processed. Additionally, as the mechanical
damage increased, there is an indication of peak broadening, with the 60% cold worked zirconium
sample exhibiting the most broad peaks.

Figure 5.14: A comparison of monochromated Cu source (Manchester) XRD results for Zr
samples.

This is observed clearly, in Figure 5.15, in the zirconium peak at 45° and the cluster of zirco-
nium and ZrH2 peaks between 60 - 70°. The peak broadening can be observed more clearly in
Figure 5.15, where the (102) and (103) are magnified. From the close-up of the (102) peak, it
can be seen that the Zr-HT sample is slightly narrower, with a lower intensity than the Zr-AR
sample, however, when looking at the magnified (103) peak, it can be seen they are fairly similar.
The peak broadening of the zirconium (103) peak is severe, even with the 30% CW sample, such
that there is overlapping of the α-zirconium and δ zirconium hydride peaks. The overlapping
becomes more significant as the cold working increases.
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Figure 5.15: A magnification of peaks at approximately 45° and 64° to show the peak
broadening effect caused by the increase in mechanical deformation from heat treated to 60%

cold worked samples.

5.3.2.2 Co Source

The stacked diffraction patterns for the cobalt radiation source diffractometer are shown in
Figure 5.16. As stated previously, the general trend in the diffraction patterns is that as the
mechanical damage increases the peak broaden increases due to strain broadening. Also, same
as with the copper source XRD where the radiation is double bounce monochromated, which
means that both Kα1 and Kβ are removed via a physical barrier instead of a filter, there are
no absorption edges to be concerned about. Furthermore, there is no major difference between
as-received and heat treated samples, which is the same as the Cu and Ag source data, thus
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indicating that there is no qualitative difference in the trend between samples diffraction pat-
terns between different radiation sourced diffractometers. This does not imply that there is no
quantitative difference between the radiation sources.

Figure 5.16: A comparison of monochromated Co source XRD results for Zr samples.

5.3.2.3 Ag Source

Figure 5.17 shows the comparison of the same samples above but from the Ag source diffractome-
ter in Sheffield. As observed in the Cu source data, there is relatively little change between the
as-received and heat treated samples, and there does seem to be an increase in peak broadening
as the severity of the cold work increased. There can also be seen a big step change between 15
- 16°, which is present only in the Ag source data; the data was run on two separate occasions
and the step change was still present at the same angle. At first, it was thought to be the sample
but the step size was not observed in either the Cu and Co source diffraction data, therefore,
currently, the origin of this step size is unknown.
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Figure 5.17: A comparison of Ag source XRD results for Zr samples.

TOPAS and CMWP analysis was attempted on Ag source data, however, due to the step change
and the high background-to-peak ratio, both analyses failed to run. Following this, as a con-
sequence of the step change, a modified version of the data was attempted, where all the data
before the step change was adjusted so that it was in line with the beginning of the step change,
as shown in Figure 5.18. With the modified data a CMWP analysis was able to run, however,
the modified regions were causing an issue with the fitting where the analysis wouldn’t finish or
the run would finish but the fitting would be poor and the errors were incredibly large.

Figure 5.18: The initial modified Zr-HT Ag source diffraction pattern used to overcome
the step change present around 15 - 16° and around 21 - 22°.

As the data modification in Figure 5.18 was not adequate, a further modification was attempted
by removing all the data points before the step change, this is shown in Figure 5.19. As the
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primary peaks for both phases were removed, it was assumed that the results from the analysis
would not be entirely comparable to the different radiation sources and TOPAS, however, the
trend between the varying deformed samples within the Ag source analysis would still be impor-
tant to investigate. Furthermore, there can be seen a smoothed region between 21 - 22°. This
region is due to the removal of an absorption edge (caused by the beta filter) produced with the
peak at approximately 22°, which can be seen in the original data in Figure 5.17. There can
also be seen an absorption edge from the peak at approximately 28°, however, due to the nature
of the absorption edge, removing it would likely affect the tail end of the corresponding peak,
hence affecting further analysis. Despite the further modifications, the CMWP analysis on the
modified Zr-HT-Ag sample produced large errors on all physical parameters (> 30%), with a
GOF of approximately 3. Though the GOF seemed reasonably low, the dislocation density value
was above 300 x 1014m-2, which is not a realistic value, as well as the dislocation arrangement
parameter reaching its lower limit of 0.05, giving another indication of a poor fit. If there was a
good fit, the amount of data manipulation would be a concern. Thus concluding that Ag source
diffraction data may not be suitable for CMWP analysis. A further study could be conducted
on a simpler system, such as Si (NIST 640e standard), on an Ag source to determine whether
CMWP can produce a reasonable fit. Additionally, another Ag source diffractometer should be
considered to determine whether the issue arose from the instrument or the Ag source.

Figure 5.19: The final modified Zr-HT Ag source diffraction pattern used to overcome the
step change present around 15 - 16°.

5.3.3 Crystallite Size and Dislocation Density Analysis

Moving forward the CMWP quantitative analysis of each data set, from the different radiation
source XRD, will be discussed with a comparison to TOPAS and EBSD results for crystallite
size.

5.3.3.1 Crystallite Size

The crystallite sizes were determined via a CMWP refinement, a Le Bail TOPAS analysis and
post-processing of the EBSD map data. Qualitative analysis of TEM images was attempted,
however, no insight into crystallite size could be determined. From the EBSD it is possible to
obtain a measurement of the size distribution and average crystallite size, which can be compared
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to the TOPAS and CMWP results. After some post-processing of the Zr-HT and Zr-30, the
crystallite size range of each sample is shown in Figure 5.20a and Figure 5.20b respectively. The
maximum diameter was determined from the post-processing to best account for non-spherical
grains. With further analysis of both histograms, the average crystallite size was determined to
be 43.6 µm and 27.6 µm for Zr-HT and Zr-30 respectively. Due to the heavy deformation in
Zr-48 and Zr-60, EBSD analysis was not possible.

Figure 5.20: The crystallite size distributions calculated from EBSD maps from a) Zr-HT
and b) Zr-30.

The comparison of crystallite size for the CMWP - Cu, TOPAS - Cu, CMWP - Co, TOPAS -
Co and EBSD analytical techniques are shown in Table 5.7. It can be observed that within all
techniques and radiation sources the general trend is that as deformation increases, the crystallite
size decreases due to the strain-inducing misorientation within the grain from the formation or
movement of dislocations which break the crystals into smaller diffracting volumes. The inverse
relation between deformation and crystallite is corroborated by Conrad et al. [222].

The CMWP analysis has determined the same trend as the TOPAS analysis, which is a model
XRD analysis technique, therefore, validating CMWP. However, there are some quantitative
discrepancies between the techniques.

Table 5.7: Crystallite size results from different radiation sources using multiple analysis
techniques.

Samples
Crystallite Size/ nm

CMWP - Cu CMWP - Co TOPAS - Cu TOPAS - Co EBSD

Zr-AR 501.7
+ 21.2

356.9
+13.7

168 ± 6.8 331.1 ± 7.0 -
- 41.9 - 22.8

Zr-HT 372.5
+ 35.9

144.0
+ 13.2

317.5 ± 6.2 329.2 ± 5.3 43.6 x 103
- 96.5 - 17.6

Zr-30 80.5
+ 7.7

94.1
+ 5.3

70.0 ± 1.5 87.7 ± 2.0 27.6 x 103
- 7.9 - 4.4

Zr-48 70.1
+ 4.6

88.3
+ 25.2

46.9 ± 0.5 44.7 ± 0.8 -
- 7.4 - 51.9

Zr-60 56.1
+ 4.4

66.6
+ 3.6

36.6 ± 0.6 41.6 ± 0.6 -
- 2.8 - 5.7

There are some inconsistencies with the CMWP Zr-HT-Co, TOPAS Zr-AR-Cu and CMWP Zr-
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AR-Cu crystallite sizes. These have been calculated to have been approximately 0.5, 0.5 and 1.5
respectively of the crystallite sizes of CMWP Zr-HT-Cu & Zr-AR-Co and TOPAS Zr-HT-Cu,
Zr-HT-Co & Zr-AR-Co. When looking at the other physical parameters that contribute to peak
broadening, there are no outliers that seem to be heavily skewed or different from each other
that would suggest they were contributing to the discrepancies - these are shown in Appendix
B. Therefore, these anomalies are thought to be due to the quality of fit. When looking at Zr-
HT, an undeformed and recrystallised sample, the XRD crystallite sizes are orders of magnitude
smaller than what is found in the literature (i.e. average crystallite size of between 1 and 20
µm) [70]. However, the literature aligns more with the EBSD analysis and this is likely due to
the characterisation technique and the limit of resolution; the literature analysis uses optical and
EBSD which has a resolution limit of 1 µm, and the EBSD step size in this body of work is 5
µm, hence the crystallites size are more similar in comparison to the XRD analysis.

One of the main differences between CMWP and TOPAS analysis is the crystallite sizes for
the deformed samples, where TOPAS has an underestimation for all deformed samples, except
TOPAS Zr-30-Co, compared to the CMWP results. One explanation for this is the complexity
of the CMWP fit, theoretically providing a more detailed understanding of the material with
the increased number of parameters used to refine the size profile. Therefore, the crystallite size
and crystallite size distribution parameters from CMWP are more representative values than the
simplified TOPAS analysis. The crystallite size distribution parameter increases with increasing
deformation, from approximately 0.3 to 0.5 and 0.2 to 0.4, for Cu and Co diffraction data
respectively. This would suggest a larger range of crystallite sizes and, therefore less destructive
interference, thus contributing to a broadening of the diffraction peak as deformation increases.

There were orders of magnitude discrepancies between the XRD analysis and EBSD (nanometers
and microns respectively). There are two possible explanations for the difference between the
two techniques: an EBSD resolution limitation or an XRD pseudo-grain misinterpretation. As
the EBSD images were on a large scale, the step size was relatively large, therefore not having
a small enough resolution to pick up smaller grains (or possible nano-grains). This is because in
order to obtain grain size, the rule of thumb is that the smallest grain size that is detectable is
3 times the step size. This means that there needs to be at least 3 measurements of crystallites
in the same orientation for EBSD to determine a cluster of crystallites to be a grain. If there
are crystallites in different orientations but there are less than 3 within that step size, they are
grouped together with the closest cluster of crystallites with the most similar orientation [223].
The minimum cluster of step sizes to obtain a grain was manually set to 3 in the post-processing
of the EBSD map. The step size (i.e. pixel size in the Aztec software) used to process the EBSD
data, was set to be 5 µm and 4.5 µm for Zr-HT and Zr-30 respectively, therefore, the lower
limit of grain size determination is approximately 15 µm and 13.5 µm. Hence, inferring that
the EBSD average grain size calculation was an overestimation of the true average grain size.
Additionally, the average crystallite sizes obtained from the EBSD mapping were found to be
near the approximate lower limit of EBSD grain size determinate, at 43.6 µm and 27.6 µm for
Zr-HT and Zr-30 respectively.

The second possible explanation is the pseudo-grain misinterpretation from XRD. During XRD
analysis, the determination of crystallite size is obtained from the continuum of cells in the same
orientation, where the continuum is broken at a grain boundary due to crystallite misorientation
[224]. It is theorised that the needle-like structures (shown in Figure 5.6), that are believed to be
evenly distributed throughout the material, are acting as breaks in the continuum of crystallites
in the same orientation (i.e. pseudo α-Zr grain boundaries), possibly causing an underestimation
of the average crystallite size. Though there is a possible slight underestimation of the crystallite
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size from the XRD analysis, the step size in EBSD is the limiting factor, it is therefore believed
that the crystallite sizes determined by XRD, especially CMWP, are more representative of the
true crystallite size.

The comparison of the CMWP crystallite size between the Cu and Co reveals that, disregarding
the anomalies mentioned previously, they follow the same trend, where with increasing deforma-
tion there is a decrease in crystallite size. This is shown graphically in Figure 5.21. However,
there are some distinct differences in the values of crystallite size for the cold worked materials. A
graphical representation of the trend in TOPAS determined crystallite size is shown in Figure B9
Appendix B.

Figure 5.21: A graph showing the comparison of crystallite size trend, determined by
CMWP, for the Cu and Co X-ray source experiments.

As can be seen in Table 5.7, CMWP-Cu predicts a smaller crystallite size than CMWP-Co. There
were no particular differences in the experimental setup as both used a 2D detector and both
used a double-bounce monochromator to remove Kα2 and Kβ. In both experiments, the direct
beam half-cut method was used to align the sample, however, the alignment would affect peak
positions and this would be accounted for in the peak-index file. Therefore, though a difference
in alignment is possible, is not believed to be a factor in the difference in the quality of fit.

A key distinction between the two data sets was the peak-to-noise ratio (i.e. noise). With the
normalised diffraction patterns shown in Section 5.3.2, it can be seen that the Co diffraction
data was more noisy than the Cu data. As stated previously, the experimental setup for both
radiation sources was similar, however as shown in Table 5.1 on page 62, the time per step
for the Co experiment was a third of the Cu, contributing to the noisier data. Though the
CMWP instrumental profile takes into account the instrumental broadening effects, the data
is fitted using the Pearson7/PseudoVoigt functions which innately smoothed the data, possibly
incorporating the background noise less within the refinement. Therefore, the inherently nosier
Co diffraction was more difficult to fit, providing a poorer quality of fit. This is corroborated in
a thesis by Xu, which determines peak-to-noise ratio being a contributing factor to discrepancies
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in CMWP results. A quantitative example of the quality of fit for both CMWP Zr-HT-Cu and
Zr-HT-Co are shown in Figure 5.22 and Figure 5.23 respectively. The remaining CMWP fittings
are shown in Appendix B.

Figure 5.22: An example of the quality of fit for CMWP Zr-HT-Cu. The measured pattern
was taken on a Cu source XRD machine with an approximate 24 hour scan time. The blue
line is the measured pattern, the red line is the calculated pattern and the black dotted line is

the difference.

Figure 5.23: An example of the quality of fit for CMWP Zr-HT-Co. The measured pattern
was taken on a Co source XRD machine with an approximate 6.5 hour scan time. The blue
line is the measured pattern, the red line is the calculated pattern and the black dotted line is

the difference.

This was attempted to be corroborated by comparing the weighted sum of square residuals
(WSSRs), the difference between the measured and calculated diffraction pattern, between sam-
ples and radiation sources. The WSSRs are weighted based on the magnitude of intensities, and
as the Co experiments had substantially higher intensities (approximately two orders of magni-
tude larger), the WSSRs between the Cu and Co CMWP analysis were initially not comparable
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(this is shown in Appendix B in Table B1. The WSSRs were normalised (Table 5.8) to allow for
comparison, where closer to zero correlates to a smaller WSSR and a better fit.

For both the Co and Cu normalised WSSRs, Zr-HT and Zr-AR were at least double the values
of the deformed samples, which suggests that the fittings were slightly worse. Whereas the
normalised WSSRs for all the deformed samples were fairly similar, determined to be around
0.3, suggesting that not only are they a better fit than the as-received and heat treated samples
but the trends found in the physical parameters are valid (i.e. the decrease in crystallite size with
the increase in deformation). The WSSRs did shown any significant insight in the differences
between the Cu and Co CMWP results.

Table 5.8: The normalised weighted sum of square residual (WSSR) between the measure
and CMWP fitted patterns for Cu and Co source XRD data.

Samples
Normalised WSSR

CMWP - Cu CMWP - Co

Zr-AR 0.59 1.00
Zr-HT 1.00 0.84
Zr-30 0.31 0.35
Zr-48 0.32 0.35
Zr-60 0.28 0.37

5.3.3.2 Dislocation Density

The dislocation density obtained from CMWP was to be compared to the dislocation density
calculated from TEM, as this is a current and standard method used. A set of three TEM
images, in bright-field mode, were taken of Zr-HT and analysed. The line dislocation density
was calculated (method described in methodology - using Equation 2.9) and as the three images
showed varying degrees of deformation, the average dislocation density was determined to be
more representative of the sample. The results are shown in Table 5.9.

Table 5.9: A table showing the line dislocation densities, and the average, calculated by
employing the Smith-Guttman line interception method on TEM micrographs. Images A, B

and C refer to three different sites on one sample of Zr-HT.

Image Dislocation Density/ x 1012 m-2

A 3.73
B 12.42
C 5.69

Average 7.28

Although the line intercept method was implemented on Zr-HT TEM micrographs, the counting
of interception points, between line and dislocation, was difficult - especially in highly dislocated
images (such as Figure 5.1b). In the more highly strained samples, the dislocation lines and
networks would be more vast, making it even more difficult to obtain the dislocation density.
This provided an additional reason to calculate an average of the dislocation density over the
three images.

When comparing the TEM dislocation density values to undeformed Zr alloys from the literature,
there can be seen a difference of a factor of approximately 20 (∼1 - 2 x 1014 m-2 v. 7.28 x 1012).
However, there is a distinction to be made between these values and that is the dislocation
density obtained from the literature is determined via XRD analysis, which may contribute to
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the notable difference. This disagreement in values between TEM and literature XRD can be
corroborated by Ungar et al., which compared TEM and CMWP (of sXRD diffraction data)
dislocation density analysis in proton irradiated Zr-2, and found that XRD analysis can produce
line dislocation density analysis of factor 20 bigger than TEM at higher proton fluences (> 11 x
1025 n.m-2). The main difference between these two studies is that one is comparing dislocation
density from irradiated material and the current study is investigating cold worked material.

The dislocation densities (ρ or d) from CMWP are presented below in Table 5.10, showing the
correlation between deformation, dislocation density and radiation sources. Both Zr-AR and
Zr-HT are recrystallised samples and, therefore are expected to have dislocation densities below
1 x 1014.m-2, which was found to be the case with the CMWP Cu and Co analysis. As the
deformation increases, from Zr-30% cold worked to Zr-60% cold worked, the dislocation was
expected to increase which was found to be the case for both CMWP Cu and CMWP Co.
However, there are two things that need to be discussed: 1) the statistical insignificance of the
difference between Zr-48-Cu and Zr-60-Cu and 2) the difference between Cu and Co dislocation
density.

There can be seen an overlap of the dislocation densities of Zr-48-Cu and Zr-60-Cu, which denotes
the statistical insignificance of the difference between the two calculated dislocation densities. At
first, it was thought to be an overall quality of fit issue, however, the WSSRs for both samples are
fairly similar and of good quality, therefore a more detailed investigation was undertaken. The
four physical parameters under consideration for the differences are shown in Table 5.11. It can
be noted that there are no outlying errors within the average crystallite size and crystallite size
distribution parameters, concluding they are not contributing to the discrepancies. On a closer
inspection of both the dislocation parameters, it can be seen that for Zr-48-Cu the dislocation
arrangement parameter also had large errors that are causing overlap with Zr-60-Cu, suggesting
the strain profile fitting within CMWP Zr-48-Cu could be of poor quality.

The second point of interest is the difference between Cu and Co, where CMWP Co predicts
higher dislocation densities than CMWP Cu. As stated previously, there are no experimental
setup differences apart from the radiation source and the time per step. The radiation source and
time per step would affect the resolution of the data as well as the peak-to-noise ratio, affecting
the fit quality, such as the ability to subtract background effects. This was discussed by Xu,
when comparing sXRD and lab XRD data, indicating that the peak-to-noise was a contributing
factor to the difference in dislocation density (a difference of a factor of 2) [174]. This implies
that the radiation source and the subsequent effect on peak-to-noise ratio and resolution will
have a impact on dislocation density, which is seen here.

The two radiation sources also have different penetration depths and scattering effects, which
are dependent on the wavelength. Co, which has a longer wavelength (approximately 1.70 Å)
than Cu (approximately 1.54 Å), expands the diffraction pattern to the higher 2θ range. Short
wavelengths such as Ag source X-rays, scatter weakly and contract to the lower 2θ range, conse-
quently losing the d -spacing accuracy and resolution. This resulted in the inability to accurately
analyse the Ag source data. Furthermore, cobalt source X-rays, with longer wavelengths than
Cu source X-rays, have lower energy, which will affect its penetration depth (i.e. shallower pen-
etration). It was determined that the maximum penetration depth for Cu and Co diffraction
experiments was 35.5 µm and 23.6 µm. Though the damage in the deformed samples is believed
to be uniform throughout the depth of the material, there is an increase in deformation at and
near the surface due to sample preparation. With a shallower penetration depth, it is plausible
that the dislocation density would determined to be higher as the deformation at and near the
surface is of a higher proportion of the area investigated than it would be for Cu XRD.
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Table 5.10: CMWP dislocations density results from different radiation sources.

Samples
Dislocation Density/ x 1014 m-2

CMWP - Cu CMWP - Co CMWP - Ag

Zr-AR 0.53
+ 0.04

0.17
+ 0.02

- 0.04 - 0.02

Zr-HT 0.69
+ 0.05

0.73
+ 0.07

361.1
+ 119.2

- 0.05 - 0.07 - 83.0

Zr-30 2.93
+ 0.22

5.68
+ 0.12

- 0.19 - 0.18

Zr-48 5.48
+ 0.58

8.36
+ 1.40

- 0.22 - 1.22

Zr-60 5.66
+ 0.27

13.2
+ 0.91

- 0.14 - 0.48

Table 5.11: The comparison of the main physical parameters, for Zr-30-Cu, Zr-48-Cu and
Zr-60-Cu, that are believed to be the main contributors to the outlier data of Zr-48-Cu.

Samples
Crystallite
Size/ nm

Crystallite
Distribution/ nm

Dislocation
Density/ x 1014 m-2

Dislocation
Arrangement

Zr-30-Cu 80.5
+ 7.7

0.328
+ 0.031

2.93
+ 0.22

0.516
+ 0.040

- 7.9 - 0.041 - 0.19 - 0.057

Zr-48-Cu 70.1
+ 4.6

0.424
+ 0.060

5.48
+ 0.58

0.99
+ 0.076

- 7.4 - 0.035 - 0.22 - 0.107

Zr-60-Cu 56.1
+ 4.4

0.466
+ 0.023

5.66
+ 0.27

1.01
+ 0.086

- 2.8 - 0.029 - 0.14 - 0.052

When comparing the CMWP results to literature (Section 2.2.4), which discusses undeformed
and 30% cold worked zirconium alloys, CMWP Cu is closer to Holt et al. whereas CMWP Co is
closer to Moran et al.. The dislocation density, determined by Holt et al. and Moran et al., were
found to be 3 - 4 x 1014 m-2 and 20 x 1014 m-2 respectively. The materials were cold rolled to
a similar level of deformation (approximately 30%), which allows for a near-direct comparison.
The main difference that needs to be considered is that the literature discusses zirconium alloys,
whereas this study focuses on non-alloyed zirconium, which could be a contributing factor to any
discrepancies. The data was collected using high energy XRD (HE-XRD), neutron diffraction
(Moran) and standard lab XRD (Holt), therefore, a variety of experimental setups and areas of
investigations were compared [75, 79]. Indicating that the CMWP may have a sensitivity to the
experimental setup used as this would capture a slightly different area of investigation as well as
have varying peak-to-noise ratios. However, due to the closeness between the CMWP Cu result
and the literature, it could suggest that CMWP Cu had a more accurate analysis.

To be able to obtain dislocation density from the TOPAS analysis, many assumptions need to
be taken to deconvolute the strain profile. Also, to be able to obtain the strain profile from
CMWP, an assumption on the L parameter (Fourier transform parameter - the distance between
dislocations) was necessary. Therefore unlike with the crystallite size analysis, there could not be
any comparative analysis between the strain profile/dislocation density of TOPAS and CMWP.
However, it was observed that the microstrain did increase with the increase in deformation,
where the strain increased from approximately 0.15 to 0.75 for both Cu and Co data, which can
be seen in Figure 5.24.

89



Figure 5.24: A graph showing the increase in strain, calculated from TOPAS using a
Gaussian function, with an increase in deformation (Zr-AR to Zr-60) for both Cu and Co
diffraction data. The blue line represents Cu data obtained from UoM and the red line

represents Co data from MRF.

Furthermore, FWHM analysis was conducted on four distinct Zr peaks (i.e. not overlapping with
zirconium hydride peaks), on all three radiation source diffraction data, to determine whether
the increase in strain and dislocation density is accurate. This is shown in Figure 5.25, where
⃝, ▽, △ and □ indicate 002, 102, 004 and 104 hkl peaks respectively. The blue, red and yellow
lines represent the Cu, Co and Ag source diffraction data respectively. It can be ascertained from
Figure 5.25 that there is an increase in FWHM (i.e. peak broadening), with all four hkls, as there
is an increase in deformation. This indicates a decrease in crystallite size, an increase in strain
(and therefore dislocations) or both. Hence confirming the trends found in both crystallite size
and strain/dislocation density from CMWP and TOPAS analysis. It can also be seen that there
is a larger amount of peak broadening in the Co diffraction data, for all hkls, which aligns with
the CMWP-Co results, which also show a larger increase in the dislocation density, from Zr-AR
to Zr-60, in comparison to CMWP-Cu results. Furthermore, this data shows that with the Ag
source diffraction data, the FWHM follows the same trend as Cu and Co diffraction data. This
suggests that even though it could not be analysed by TOPAS or CMWP, a simplified strain
model could still determine the increase in strain with the increase in deformation.
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Figure 5.25: A graph showing the correlation between FWHM and deformation from four
distinct Zr peaks: 002, 102, 004 and 104. The blue, red and yellow lines represent the

FWHM from Cu, Co and Ag diffraction data respectively.

5.4 Conclusion

The objective of this chapter was to carry out a technique development study on Convolutional
Multiple Whole Profile (CMWP), determining the accuracy of the technique by comparing the
results from Cu, Co and Ag source XRD on zirconium samples that have a range of deformation
(as-received, heat treated, 30% cold worked, 48% cold worked and 60% cold worked).

With all XRD experimental setups, the Zr-HT and Zr-Ar samples were qualitatively fairly similar,
suggesting that the Zr-AR may have been recrystallised. There was found to be a trend of increase
in peak broadening with an increase in deformation; Zr-HT with the narrowest peaks and Zr-
60 with the broadest, which aligns with past investigations and crystallite size/strain profile
theory. The samples were supposed to be nominally hydrogen free, however, it was found, via all
radiation sources’ diffraction patterns, that there was a secondary phase. This was determined
to be δ-zirconium hydride via phase fitting analysis on PDF5+ and comparison to hydride Zr-4
diffraction data.

It was found that Ag source XRD was not a viable option for CMWP as the peak-t-noise ratio
(i.e. noise) was high and the peaks were broad (the recrystallised sample being similarly broad
to the instrumental profile), meaning the analysis could not be initiated. There was also a step
change in the diffraction data, hindering the refinement process, suggesting that there could be
some experimental setup corrections that could improve the diffraction data, leading to a possible
completion of the CMWP analysis. A continuation of the study by using a simpler crystal system,
such as Si, could help validate whether Ag source can be used for CMWP analysis.

With regards to the crystallite size analysis, there were found to be discrepancies between both
XRD analyses and the EBSD calculation. This was determined to be mainly due to EBSD step
size (approximately 5 µm for both scans) being the limiting factor, leading to an overestimation.
There were also possible discrepancies in the crystallite size from the XRD, where the secondary
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phase may be interfering with the continuum of crystallite size in the same orientation, however,
it was still believed to be the more accurate representation of the true crystallite size.

When comparing the crystallite size between the XRD analysis techniques, there were found
to be slight differences between the two. This was believed to be due to the more in depth
analysis provided by CMWP, where it takes into account crystallite size distribution as well as
average crystallite size. Therefore, though both show the same trend of decreasing crystallite
size with increasing deformation, TOPAS analysis was believed to be an underestimation of the
true crystallite value.

The comparison of CMWP determined that the crystallite size and dislocation density between
the two radiation sources showed the same trend in the case of both physical parameters. In the
case of dislocation density, the Zr-HT sample was found to be close to 1 x 1014 m-2, similar to
the literature. Also, as the deformation increased there was an increase in dislocation density.
There was a small disagreement between the values of CMWP Cu and CMWP Co and that was
determined to be due to noise, resolution and time per step of the experimental setup, causing
difficulty subtracting background contributions, and leading to an overestimation in the CMWP
Co results.

It was determined that cobalt radiation source CMWP analysis can accurately predict the trend
in crystallite size and dislocation density with varying deformation. Although, there may need
to be a refinement of the experimental setup to increase the accuracy of the actual values.
Concluding that the optimal lab based setup for CMWP is a copper source XRD machine,
ideally with a double-bounce monochromator and a 2D detector, as this provides the highest
resolution data with minimal noise.
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Chapter 6

Grazing Incident X-Ray Diffraction
for CMWP

This chapter will conduct an optimisation study on the application of CMWP and whether it is
a valid technique to analyse grazing incident diffraction data from lab XRD experiments.

6.1 Introduction

When investigating irradiation damage within nuclear materials, proton or heavy ion beam im-
plantation is commonly used as an analogue since it does not activate the material to the same
extent as neutron irradiation. Proton or heavy ion beam implantation can replicate the displace-
ments per atom (dpa), produced by neutron irradiation, by fine-tuning the fluence (number of
atoms, in a given time, per unit area) and energy of the incident beam [225]. However, due to the
charge of the ions, there will be considerably more interaction with the target material, hence
a larger stopping mechanism. This produces a damage depth profile that is fairly shallow in
comparison to neutron irradiated materials, therefore the area of investigation is much closer to
the material surface [5, 226]. To investigate near-surface deformation using a laboratory XRD,
a grazing incidence XRD (GIXRD) geometry is ideally used.

In this chapter, the focus of the investigation will be on the viability of using lab GIXRD in
determining the crystallite size and dislocation density of a known system using CMWP. A Si
NIST standard, with a known crystallite size and microstrain (as well as dislocation density),
was used as the basis of the study, to ensure the accuracy of the line profile analysis conducted
by CMWP and TOPAS. As the analysis was conducted on a powder sample where the strain
and crystallite size are uniformly distributed throughout the material, the GIXRD analysis will
be compared to a standard laboratory XRD geometry: Gonio XRD.

There has been previous work on using sXRD in a grazing incident capacity such as Hattie Xu who
did beamline experiments at the Diamond facility to investigate damage with zirconium systems
but none on lab GIXRD [174]. Depending on whether lab GIXRD analysis can accurately
determine the crystallite size and dislocation density of the Si sample, future work will then
delve into more complex systems such as zirconium and Zircaloy cladding materials. This would
unlock the potential to use CMWP to probe the shallower damage depth profiles of ion implanted
materials.
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6.2 Methodology

The Panayltical X’Pert diffractometer (with a Cu source), in grazing incident geometry, has a
minimum omega incident (ω) angle capability of 0.10°. When changing the ω angle, the depth of
the sample the beam interacts with changes, hence the angle for GI has to be carefully selected.
Trials runs were performed on a range of ω angles in order to determine the minimum angle
required for CMWP analysis. The range of ω angles were 0.11°, 0.32°, 1.00°, 1.30°, 1.50°, 1.75°
and 2.00°. The quality of the diffraction data was compared and 1.30° was chosen as the lowest
viable ω angle. At this given angle there was still noise that affected the CMWP analysis,
therefore, a smoothing function (i.e. point moving average) was applied to the diffraction data
via a post-processing MATLAB script. To ensure that the smoothing function did not alter
the results (i.e. the peak shapes), a range of point moving averages was trialled. The detailed
analysis and discussion of this are presented in Section 6.3.2. The chosen ω angle was 1.30° with
a 5 moving point average.

Diffraction patterns were taken for a silicon (Si) NIST standard (the sample) and a LaB6 NIST
standard (instrumental parameter sample) - the diffracted 2θ angle range was 26 - 98° and
20 - 105° respectively. The scanning parameters are shown in Table 6.1. The parallel beam
monochromator replaces the need for a beta-nickel filter (i.e. absorption filter), as it preferentially
diffracts the Kα wavelengths (both Kα1 andKα2), thus preventing the possibility of the issue of
an absorption edge. The parallel plate collimator minimises the need for incident optics to help
focus the beam; the parallel plate collimator optic uses mirrors to reduce divergence and make
the beam as parallel as possible. However, due to the parallel plate collimator and the parallel
beam monochromator, the intensities were drastically reduced, therefore, the GI scans were run
for a much longer time: 20 hours for Si and 24 hours for LaB6.

Table 6.1: Scanning parameters for the Panalytical X’Pert Powder in grazing incident
geometry.

Parameter Value

Omega (ω)/ ° 1.30
Angle Range/ ° 26 - 98/20 - 105
Incident Optics Parallel Plate Collimator

Filter None
Soller Slit/ Rads 0.4

Primary Mask/ mm None
Step Size/ ° 0.013

Time per step/ secs 13

For CMWP, the instrumental data was processed the same as in Section 5, where the diffraction
pattern was split into its separate peaks, converted into reciprocal space (k) and centred on the
Kα1 peak. The background was removed and the peaks were fitted if there was any additional
noise. A Split Pearson7/PsuedoVoight function was used for asymmetrical peaks and two sepa-
rate Pearson7/PsuedoVoight functions for when there are Kα1 and Kα2 peaks. They were saved
in the same format as stated in Section 5. For the TOPAS refinement, for both the LaB6 and
the Si, the region of diffuse scattering was removed using a background removal function in the
Fityk software in order to improve the accuracy of line profile analysis.

To determine whether heavy ion implantation was viable with lab grazing incident XRD analysis,
an initial investigation of self interstitial ion implantation in zirconium was conducted. The
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energy for the Zr ion penetration depth simulations was determined by combining both the
conservation of momentum (Equation 6.1) and the conservation of kinetic energy (Equation 6.2),
to produce an energy transfer model (Equation 6.3). Where the ‘p’ and ‘t’ notation refer to the
projectile atom (i.e. neutron) and target atom (i.e. Zr ion) respectively. The subscript numbers
denote the state of the atom before and after collision, where ‘1’ is before and ‘2’ is after. As the
Zr ion before the collision is at rest, the momentum and kinetic energy values can be equated to
zero (i.e. mt1vt1 and Ek,t1).

mpvp1 +mtvt1 = mpvP2 +mtvt2 (6.1)

Ek,p1 + Ek,t1 = Ek,p2 + Ek,t2 (6.2)

Ek,t2 =
4mpmt

(mp +mt)2
Ek,p1 (6.3)

The values for mass and energy of the projectile (i.e. neutron) and target (i.e. Zr ion) are
shown in Table 6.2 [227]. These values were then inputted into Equation 6.3, where the final
energy of a Zr ion after a ballistic/elastic collision with a 2 MeV neutron was determined to be
approximately 0.0865 MeV or 86.5 keV. This value can then be used in SRIM calculations in
order to calculate the penetration from the self-interstitial zirconium ion.

Table 6.2: The mass, initial energy and final energy of a projectile (i.e. neutron) and
target (i.e. Zr ion) in ballistic/elastic collision for the calculation of the transfer energy to a

Zr ion if momentum and kinetic energy are conserved.

Species Mass/ amu
Initial

Energy/ MeV
Final

Energy/ MeV

Neutron 1.008 (mp) 2 (Ek,p1) 0 (Ek,p2)
Zr+ 91.224 (mt) 0 (Ek,t1) 86.5 (Ek,t2)

Now that an approximation of the self-interstitial zirconium ion energy was determined, the
penetration depth needed to be predicted. This was done using the software called Stopping and
Range of Ion in Matter (SRIM), which allows the user to design a theoretical ion implantation
experiment and predict the damage profile within the target layers - the interface for the software
is shown in Figure 6.1.
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Figure 6.1: The interface of the SRIM software that was used to predict the damage depth
profile of a self-interstitial zirconium ion, with an energy of 86.5 keV, within the target

zirconium layer.

The target layer was compromised of elements, that were determined via the ICP-OES results
in Chapter 5, an average density was used and the layer width was set to 1000 Å. As stated
above, the incident ion parameters were set as a zirconium ion with an energy of 86.5 keV and
an incidence angle of zero, meaning that the attacking species is perpendicular to the target
layer and the penetration depth was maximised. The software predicts the damage depth profile
by simulating the damage cascade that is produced from the previously explained interaction
(Figure 6.2).

The energy determined from the equations above was used to simulate a damage cascade, which
in turn was used to create an ion frequency vs. penetration depth histogram. The damage
cascade in Figure 6.2a) and histogram in Figure 6.2b) were both used to estimate a penetration
damage depth value using two different methods: the penetration depth from the centre of the
damage cascade (peak dpa region) and the maximum penetration depth respectively.

Figure 6.2: Two visual representations of the damage depth profile of an 86.5 keV Zr ion
implanted into a target Zr interface at a perpendicular angle. a) The damage cascade

produced and b) The frequency of ions at various target depths.

The grazing incident angle was calculated to investigate the stated damage depth profile, this
was done using Equation 6.4. In Equation 6.4, ‘ω’ denotes the grazing incident angle, ‘x’ is the
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desired penetration depth and ‘µ’ is the attenuation coefficient for the target material. As the
target material was predominantly zirconium, the attenuation coefficient was taken solely for
zirconium as the other constituting elements had little effect on the coefficient value. The value
was calculated and procured from [228], resulting in an attenuation coefficient of 11.7887 µm for
a Cu source XRD setup.

ω = sin -1

(
x

3µ

)
(6.4)

6.3 Results and Discussion

6.3.1 Minimum Grazing Incident Angle

As mentioned in Section 6.2, the ω angle had to be carefully selected. For this reason, trial runs
were performed at grazing incident angles of 0.11°, 0.32°, 1.00°, 1.30°, 1.50°, 1.75° and 2.00°. The
diffraction data for the majority of these grazing incident angles are shown in Figure 6.3. The
comparison of ω angle 0.11° and 1.30° is shown separately, in Appendix C Figure C1, as the 0.11°
data skewed the graph.

Figure 6.3: A comparison of diffraction patterns for the different grazing incident angle (ω
angle) used on Si to determine viability of CMWP on lab XRD. The ω angles tested are:

0.32° , 1.00° , 1.30° , 1.50° , 1.75° and 2.00° .

The lower ω angle limitation of the lab diffractometer was 0.10°, however, it was decided to use
an angle just above the limit: 0.11°. As can be seen by Figure 6.3, with the increase in the
ω angle, there can be seen a decrease in noise. This is because an increase in ω angle means
that more material is interacted with, with a smaller beam footprint, resulting in less scattering
and less noise. An attempt was made at the 0.11° ω angle, however, it was found that the data
was extremely noisy. Post-processing was tried to smooth the data sufficiently for line profile
analysis however it also highly affected the peak height and shape. As the post-processing of the
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data would affect peak broadening, any further analysis via CMWP or TOPAS would provide
unrepresentative results.

From 1.30° onwards, there can be seen no significant change in the diffraction data or noise
reduction. Therefore, it is believed that 1.30° is the lower limit of ω angle that can be used in
grazing incident geometry for line profile analysis. The penetration depth from 1.30° (i.e. the
maximum depth in which the X-rays interact), using Equation 6.5, was determined to be 800
nm (8000 Å equivalent).

x = 3µ sinω (6.5)

The diffraction data from 1.30°, though providing the best results at the lowest feasible ω angle,
still had to be processed to reduce the noise for accurate examination from CMWP and TOPAS
analysis. Significantly higher angles may be used to reduce noise, though the interaction layer
from said higher ω angles will be substantially deeper and would inappropriate for shallow depth
analysis.

6.3.2 Post-Processing of Data

6.3.2.1 Smoothing Function

It was determined that with the Si, at 1.30°, the collected data was still too noisy for an accurate
CMWP and TOPAS analysis, therefore, it was decided to smooth the data using a point moving
average function. Xu et al. found that the noise-to-peak ratio was a contributor to the accuracy
in determining physical parameters, where a large noise-to-peak ratio increases the difficulty
and error of the analysis. By producing a smooth data set, a better peak-to-noise ratio was
created, reducing the errors in the calculations and hence providing a better fit. A range of point
moving averages were trialled, where the minimal post-processing would not sufficiently smooth
the diffraction and the higher smoothing functions would affect the peak heights and shapes.

In Figure 6.4 the comparison of the 5, 10 and 15 point moving average function on the Si, with
a 1.30° ω angle, is shown; the 5 point moving average least affects the shapes of the peaks whilst
reducing the noise significantly enough that the CMWP analysis was minimally affected. The 10
point moving average, even though the smoothing function reduced the noise significantly, more
than the 5 point moving average, the effects on the peak shape were substantial where it was
believed that any further analysis would not be accurate or representative. Furthermore, the
15 point moving average had no significant increase in smoothing in comparison to the 10 point
moving average but had considerable effects on the peak shape, making it unsuitable for further
analysis. This is depicted clearly in Figure 6.5, which is a magnified peak at approximately 88°,
showing the effects of all three smoothing functions compared to the original data. Therefore a
5 point moving average was used going forward in data analysis. The fittings and the physical
parameters for the unsmoothed, 10 and 15 moving point averages are shown in Appendix C.
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Figure 6.4: A comparison of a 5, 10 and 15 point moving average processing on the
instrumental data, Si, to demonstrate the optimal number for the smoothing function.

Figure 6.5: A magnified image of a peak at approximately 88°, showing the comparison of
the range of point moving averages.

6.3.2.2 Region of Diffuse Scattering

Having established suitable grazing incidence angle and data smoothing, it was now possible to
attempt to fit the data collected on the LaB6 and Si samples. When attempting to fit the LaB6

data in TOPAS to obtain the instrumental parameters of the X’Pert diffractometer, the region
of diffuse scattering was not able to be fitted, therefore, hindering the overall fitting. This is
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shown in Figure 6.6, where the region of diffuse scattering is circled in green. Various background
parameters were used to fit the region of diffuse scattering but were unsuccessful. The poor fitting
of the LaB6 led to the imprecise prediction of the instrumental effects, therefore, producing an
inaccurate refinement of the Si sample. To overcome this issue, a background removal function
was implemented, using the Fityk software. The function was focused mainly around the region
of diffuse scattering, thus drastically improving the Le Bail TOPAS refinement, as shown in
Figure 6.7.

The region of diffuse scattering appeared in both the LaB6 and Si diffraction data, therefore
to keep consistent, the region of diffuse scattering was removed from the Si data set as well, to
ensure that there were no other factors influencing the background and instrumental parameters
during refinement. The removal of the region of diffuse scattering in the Si sample can be seen
in Figure 6.8.

Figure 6.6: The Le Bail TOPAS refinement of the original GIXRD LaB6, showing the
effects of the region of diffuse scattering on the fitting.
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Figure 6.7: The Le Bail TOPAS refinement of the modified GIXRD LaB6, showing the
improvement of the fitting.

Figure 6.8: The removal of the diffuse scattering for TOPAS analysis. The blue line is the
original diffraction data and the orange line is the modified diffraction data.

Regarding the CMWP analysis, the region of diffuse scattering was not removed from either
LaB6 or Si diffraction data. The region of diffuse scattering did not affect the peak shape but
the total peak intensity, so it was incorporated as an extra background function. When creating
the LaB6 instrumental profile, the relative peak intensities are used (i.e. minus the background),
therefore the region of diffuse scattering had no effect. With the Si diffraction data, in CMWP,
a background spline was generated that incorporated the region of diffuse scattering, as shown
in Figure 6.9. The blue line is the measured diffraction pattern, and the orange line is the
background spline. This counteracted the effects of the region of diffuse scattering on the fitting.
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Figure 6.9: The background spline in CMWP that minimises the effects of the region of
diffuse scattering.

6.3.2.3 Absorption Edges

The phenomenon of absorption edges was present in the Gonio Si diffraction data, which occurs
(as explained in section 3) when the Kβ filter cuts off the Kβ wavelength leaving a stepped edge
(also referred to as shoulder) on the left of a peak. These become more prominent close to peaks
with high intensities and, therefore, are more likely to affect future analysis.

As these absorption edges affect line profile analysis, especially in the case of CMWP, the diffrac-
tion data was slightly modified so that they could be removed. Starting from the absorption
edge at the higher 2θ angle, all the data before that phenomenon was increased manually, using
a translation function, so that it was flush with subsequent data. This was repeated for all
absorption edges and can be seen in Figure 6.10. The blue line is the original diffraction data
and the orange line is the modified diffraction data.

Figure 6.10: The removal of the absorption edge on the Gonio Si diffraction data. The
blue line is the original diffraction data and the orange line is the modified diffraction data.
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6.3.3 Crystallite Size Analysis

The crystallite size for Si was calculated using two diffraction analysis techniques: TOPAS and
CMWP for both experimental setups. For the TOPAS analysis, a simplified whole line profile
fitting technique was performed: Le Bail analysis. The LaB6 was analysed initially to obtain
the instrumental effects. This was obtained by fixing the lattice parameters, crystallite size and
microstrain to the values found in the NIST standard documentation, and only refining the ‘Peak
Type’, which was chosen to be PVII, similar to the one used in the NIST standard documentation.
These parameters were then fixed when refining the Si data. The crystallite sizes from the NIST
standard documentation, TOPAS and CMWP from both geometries can be found in Table 6.3.
The table shows that the crystallite size determined by GI CMWP, TOPAS and Gonio TOPAS
are fairly similar, whereas the Gonio CMWP is twice as large. All four analyses do not agree
with the NIST 640f standard which states a crystallite size of 400 nm [229].

Table 6.3: The comparison of crystallite size from NIST standard documentation, GIXRD
CMWP analysis, Gonio CMWP analysis and TOPAS for Si.

Sample
Crystallite Size/ nm

NIST Standard
Grazing Incident Gonio

CMWP TOPAS CMWP TOPAS

Si 400 [229] 235.7
+ 72.8

225.5 ± 3.6 684.3
+ 241.6

255.5 ± 4.5
- 42.2 - 263.5

As stated previously, when performing the TOPAS analysis on the Si, the 5 moving point average
data with the removed region of diffuse scattering was used. The fitting for both the GI and Gonio
TOPAS fittings are shown in Figure 6.11 and Figure 6.12 respectively. The crystallite size was
found to be 225.5 ± 3.6 nm and 255.5 ± 4.5 nm for GI and Gonio respectively. Quantitatively,
the quality of fit was fairly similar, with Goodness of Fits (GOFs) values of ∼6.9 and ∼7.9 for
GI and Gonio respectively, therefore, though there are slight differences between the crystallite
sizes, the values are fairly comparable. The difference in the crystallite sizes is likely due to
modification of both the LaB6 and Si for the GI diffraction data - the removal of the diffuse
scattering region from both samples and the smoothing function on the Si diffraction data. The
smoothing of the GI diffraction data would lead to a slight broadening in the peaks, therefore,
yielding a smaller crystallite size than unmodified data which would have narrow peaks. This
is shown in the decreasing crystallite sizes from the 10 moving point average to the 15 moving
point average - the table presented in Appendix C.
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Figure 6.11: The Le Bail TOPAS refinement of the modified GIXRD Si.

Figure 6.12: The Le Bail TOPAS refinement of the Gonio Si.

The difference between the NIST standard documentation (400 nm) and the TOPAS analysis
is believed to be mainly from the instrumental effects. From the documentation, the param-
eters that were refined were the lattice parameter, crystallite size and microstrain, where the
microstrain was refined to approximately zero and the lattice parameter was determined to be
0.5431 nm [229]. In both experimental setups, the microstrain was refined to approximately
zero and the lattice parameters were found to be 0.5428 nm and 0.5430 nm for (GI and Gonio
respectively). Normally, the lattice parameter for a standard such as Si would not be refined,
however, as the standard is being used as a test, they were allowed to be refined. There were
very small changes in the lattice parameters, however, these will contribute to a peak shift and
not to peak broadening. The main cause for the difference in crystallite size between the NIST
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standard documentation and experimental TOPAS analysis may be due be the instrumental ef-
fects. Multiple iterations of the instrumental refinement and parameters were trialled as well as
different peak types (e.g. different starting values, fixed some parameters and ran the analysis,
started from scratch multiple times), despite that, the crystallite size was still calculated to be
lower than the NIST standard.

Figure 6.13: The CMWP fitting of the GIXRD Si diffraction data.

For the GI CMWP analysis, the fitting is shown in Figure 6.13, and qualitatively, as can be
seen by the difference line, the calculated pattern is fairly similar to the measured diffraction
pattern. The crystallite size was determined to be 235.7 nm, with the dislocation density and
dislocation arrangement physical parameters refining to approximately zero, meaning minimal
ordered dislocations. The difference between the NIST standard documentation and that from
the GI CMWP analysis is believed to be due to the more in depth analysis that occurs with
CMWP. Where TOPAS bases the analysis of the crystallite size and strain profile, CMWP breaks
both profiles down into their physical parameters. With the focus on crystallite size, CMWP
calculates the average crystallite size as well as the crystallite size distribution (calculated to be
0.05), which may be a contributor to the difference in crystallite size compared to the TOPAS
analysis. The instrumental effects were also calculated differently, where they are determined for
each peak and, therefore, could also be a contributor to a lower crystallite size.
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Figure 6.14: The CMWP fitting of the Gonio Si diffraction data.

The Gonio CMWP analysis on the Si standard determined that the crystallite size was 684.3
nm, with the dislocation density parameter refined to nearly zero. However, the dislocation
arrangement parameter was found to be maxed at the upper limits provided, suggesting that
any dislocations present are highly disordered, hence contributing to the broadening effect and
therefore, affecting the refinement of the crystallite size parameter. Multiple attempts were
made, with numerous starting parameters (e.g. setting M to zero and then refining), but the
refinement did not improve. Qualitatively, the Gonio CMWP fitting was found to be much worse
than the GI CMWP fitting, this can be observed in Figure 6.14. Primarily on the (111) peak
but also present on the (220) and (311), there can be seen sharp shoulders on the calculated
pattern. This is believed to be due to a cut-off parameter for a Gaussian function, where once it
is believed to be sufficiently small enough, the fitting for the peak will sharply cut-off and join
with the background spline. This phenomenon was also observed in the GI CMWP analysis of
Si, however, the cut-off parameter on the quality of fit seemed to be less significant, therefore
affecting the overall output less. It was also found that in the Gonio CMWP analysis, the errors
for each of the physical parameters were high (i.e. all above 30%), which suggests a poor quality
of fit.

Another reason for the poor quality of fit from the Gonio CMWP analysis is believed to be
due to the slight modification of the diffraction data to remove the absorption edges, which
was implemented as CMWP would produce larger cut-off edges that would hinder the fitting
and results. Despite best efforts, the Gonio CMWP fitting did not work. It can be seen that
the crystallite sizes from the GI geometry and the Gonio TOPAS geometry are similar, though
different from the NIST standard documentation, where possible reasons have been explained
above. It is believed that using GI geometry for CMWP could be a viable option. Further
refinement of the Gonio XRD scan program needs to occur to ensure the reduction of absorption
edges present in order to minimise further line profile analysis.

6.3.4 Viability of Heavy Ion Implantation Study

The study above determined the minimal ω angle required in order to investigate materials, with
line profile analysis (i.e. CMWP and TOPAS), using a grazing incident geometry in a lab XRD.
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The next step was to determine whether this method could be used for the assessment of damage
effects in heavy ion irradiated materials.

The initial investigation used a self-interstitial ion in bulk zirconium, with an equivalent energy
of a 2 MeV neutron, as this would simulate a primary knock-on atom (PKA) and the subsequent
damage cascade. The energy of the Zr+ ion was calculated using an energy and momentum
transfer model and was determined to be 86.5 keV. This was then inputted in SRIM to calculate
the peak damage depth and peak ion implantation depth (straggling ion depth). The calculations
for these are discussed in the methodology and were found to be 500 Å and 950 Å respectively.

From the peak damage depth of 500 Å , using Equation 6.4, an ω angle of 0.081° was calculated.
This penetration depth was used as it incorporates the majority of the damage produced. Com-
paring this ω angle to the lowest viable ω angle of 1.30° and the machine’s lowest operational
ω angle of 0.10°, it was deemed unfeasible to investigate as it was inaccessible. Likewise, calcu-
lating the ω angle for the maximum penetration depth of the damage cascade of 950 Å yielded
a value of 0.154°. The caveat with this damage depth is that it incorporates the straggling
displaced atoms (not within the main damage cascade region), hence encompassing a lot of the
low deformed region, which could skew the strain profile/dislocation density results. Despite the
increase in penetration, similar to the peak damage depth angle, the incident angle was lower
than the lowest viable ω angle.

However, looking at past literature, discussed in Section 2.2.8, much higher ion implantation
energies are used. The energies and fluences that were used, to investigate the effects of increased
dpa on the evolution of defects such as bubbles and dislocation, were fine turned to ensure that
the implanted species remained within the sample. The ω angle for these respective energies
and penetration depths were calculated and shown in Table 6.4. The table shows that most
common ion implanted studies can be investigated via grazing lab XRD as the ω angles are close
or above the lowest useable ω angle of 1.30°. Therefore, if using a self ion implanted beam in
zirconium, the energy must be at least 1.2 MeV, or if using another ion species, the damage
depth must be a minimum of 800 nm. This will allow a grazing incident angle of 1.30° to
incorporate all the damage produced from the ion implantation and, therefore, have sufficient
quality data to be analysed by TOPAS/CMWP with minimal post-processing. This suggests
that ion implantation is viable for grazing incident lab XRD and that the energies must be
tuned to ensure the penetration depth is significant enough.

Table 6.4: A table showing the grazing incident angles (omega angles) required to
investigate ion irradiated zircaloys found in the literature.

Species
Energy/
MeV

Damage
Depth/ nm

Omega (ω)
Angle/ °

C+ [108] 1.4 1000 1.62
Si+ [108] 1.8 1000 1.62
Cu+ [108] 2.225 1000 1.62
Kr+ [109] 0.1 45 0.07
Kr2+ [110] 1 800 1.29
Zr+ [111] 0.6 400 0.64
Zr4+ [112] 40 5500 8.95
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6.4 Conclusion

The objective of this chapter was to investigate the viability of using a grazing incidence geometry
for CMWP analysis for the determination of crystallite size and dislocation density. This was
done by measuring silicon (Si) XRD NIST standard specimen with a known crystallite size
and microstrain/dislocation density. The NIST standard documentation was compared to the
TOPAS and CMWP analysis of both grazing incident and Gonio geometries.

The initial investigation was to determine the lowest viable incident (ω) angle. This was con-
ducted by testing a range of ω angles: 0.11°, 0.32°, 1.00°, 1.30°, 1.50°, 1.75° and 2.00°. It was
observed that the ω angle 1.00° and below were too noisy for line profile analysis and any smooth-
ing function effective enough to reduce the noise sufficiently would also severely affect the peak
shapes. It was also ascertained that there was no significant reduction in noise from 1.30° to
2.00°. Therefore, it was determined that 1.30° was the lowest viable ω angle (corresponding to a
penetration depth of 800 nm) for grazing incident line profile analysis.

When considering the Gonio diffraction and the subsequent analysis, it was found that the
crystallite sizes were determined to be approximately two thirds of the NIST documentation, at
255.5 nm for the TOPAS analysis. However, the microstrain was calculated to be approximately
zero, which matched the NIST standard documentation. The differences between the two sets
were believed to be due to the instrumentation used and therefore, the noise-to-peak ratio and
instrumental effects on the diffraction pattern. Though instrumental effects were taken into
consideration, the method of fitting for the instrumental effects may have differed, between the
method used and the NIST standard method, causing the difference. Furthermore, the Gonio
CMWP analysis produced a vast overestimation of the crystallite size, with the dislocation
density refined to zero and dislocation arrangement parameters refined to their upper limit.
This was believed to be because of the absorption edges and its effects on the quality of fit.
The absorption edges had very little effect when performing the TOPAS analysis, but when
conducting the CMWP analysis, the phenomenon hindered the analysis as the software thought
they were peaks, therefore affecting the goodness of fit. Even after the removal of the absorption
edges, the fitting of the modified data still produced cut-off edges which hindered the fitting.

In the GI geometry, in both analytical techniques, the microstrain/dislocation density and dis-
location arrangement parameters were also refined to approximately zero, congruent with the
NIST standard documentation. With regards to the crystallite sizes, they were determined to
be 225.5 nm and 235.7 nm for TOPAS and CMWP respectively. Though the two analytical
techniques were in agreement with each other, they were similar to the Gonio TOPAS analysis,
being approximately two thirds of the NIST standard documentation. The smoothing of the
data and the instrumental effects were believed to be the main contributors to the difference in
crystallite size.

From this, it can be concluded that grazing incident XRD may be viable for CMWP analysis.
However, further refinement of the experimental setup, to reduce the post-data processing which
was believed to be the main limiting factor in the quality of fit, is required. One suggestion could
be the implementation of a piece of equipment called a ‘knife edge’, which focuses the X-ray beam
on the sample (i.e. narrow it), and therefore, would help reduce the noise as well as possibly
removing/minimising the diffused feature. Another consideration is the angle of incidence used.
If GIXRD was used to look at a cold-rolled sample (e.g. with bulk damage in Zr samples from
the previous experimental chapter), you can use a higher GI angle as the deformation within
the material would be uniform throughout the depth of the sample. The current system had a
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known crystallite size and microstrain/dislocation density of zero in order to focus on crystallite
size, therefore, the next step to optimise GIXRD with CMWP would be to focus on dislocation
density. Hence, using an undeformed and deformed sample, with a known crystallite size, would
be the subsequent stage to better understand the evaluation of dislocation density using GIXRD
with CMWP.

Considering this in the context of the viability of the method as a probe for damage in ion
implanted materials, the damage will be shallower and the damage depth profile will not be uni-
form. The penetration depth from an 86.5 keV Zr ion (2 MeV neutron equivalent) was calculated
to be 500 Å and 950 Å. These penetration depths corresponded to ω angles of 0.081° and 0.154°,
which were not only lower than the lowest viable incident angle of 1.30° but also lower than the
machine’s lowest operational angle capability - 0.10°. However, looking at past ion implantation
studies and the energies used, the penetration depths produced and the corresponding ω angles
were mainly equal to or above 1.30°. Suggesting that ion implantation is viable to be analysed
via grazing incident lab XRD but the ion implantation depths must be a minimum of 800 nm.
This is to ensure that all the damage is encompassed within the XRD interaction volume and
has minimal post-processing (i.e. smoothing) to then be analysed by TOPAS/CMWP. However,
further consideration of grazing incident lab XRD setup and equipment (i.e. knife edge) may
reduce this minimal damage depth to allow analysis of thinner samples.
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Chapter 7

The Application of Lab HT-XRD on
Hydrogen Charged Zr-4

7.1 Introduction

A common problem, that is life-limiting for the fuel rods within fission reactors, is the effect
of hydrogen on the cladding material. More specifically, the hydrogen embrittlement caused
in the zirconium alloy cladding within water-cooled nuclear reactors, which can lead to earlier
failure of the component. During reactor operation, at the surface of the cladding, the water
coolant and zirconium alloy react, forming a zirconium oxide passive layer and hydrogen [97, 230].
The hydrogen migrates into the cladding material, due to high mobility at nuclear operational
temperatures (300 - 650 °C for BWR to AGRs), and remains in solution (tetrehedral interstitial
sites) or within microstructural features (i.e. hydrogen trapping) [231]. This is believed to
cause dilation in both axes but more prominently in the c-axis due to the anisotropic nature of
hexagonal closed-packed (HCP) zirconium. Additionally, during post-discharge and storage, the
cladding material will cool causing the hydrogen to precipitate and form hydrides. This is known
to induce dislocations upon their formation and will remain after hydride dissolution [232].

Previous work, by Swan et al., investigated the measurement of hydrogen trapping in cold worked
zirconium alloys using high temperature synchrotron XRD (HT-sXRD) and the effects of the
dissolution of hydrides on the lattice parameters (i.e lattice parameter expansion due to hydrogen
dissolution) [233]. A Zircaloy-4 alloy (Zr-4) was 80% cold worked and then split, where one section
was hydrogen charged to nominally 100 wt.ppm and the other section was left at nominally 10
wt.ppm. HT-sXRD was conducted from room temperature to 800 °C, where the data were
analysed using Total Pattern Analysis Solutions (TOPAS) to determine the lattice parameter at
each temperature point, to identify the lattice parameter expansion due to hydrogen in solution
and at microstructural traps. Also, the data were analysed using Convolutional Multiple Whole
Profile (CMWP) to determine the dislocation density [233]. This study was to determine the
change of hydrogen in solution due to hydrogen escaping from traps, thereby determining the
trap capacity and binding energy for hydrogen. Which in turn determines the extent of hydride
formation to help create accurate predictive models of hydrogen embrittlement and delayed
hydride cracking.

This chapter is a validation study on the use of a high temperature laboratory XRD machine
(HT-XRD) to evaluate lattice parameters and dislocation density. Techniques such as HT-XRD
have the potential to be used as an analogue for analysis of irradiated samples in an active
nuclear facility, replicating using a hot cell for irradiated samples. A hot cell defined as bringing
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‘cold’ materials back to active/‘performance’ temperatures. The HT-XRD experimentation is
relatively quick and easy to setup whereas using a HT-sXRD requires a lot of preparation and
high operational costs. The validation of HT-XRD for this type of study will open up the
opportunity to look a active samples more routinely. The main focus of this study is to compare
the use of HT-XRD and HT-sXRD (by Swan et al.) to evaluate the lattice parameter expansion
due to the hydride dissolution. Furthermore, the study will include the comparison of CMWP
results, building on the technique development study presented in Chapter 5 and Chapter 6.

7.2 Overview of Previous Work

The premise of the study by Swan et al. was to investigate hydrogen trapping within cold worked
Zr-4 material using high temperature sXRD [233]. The study was to obtain diffraction data from
two sets of samples: a sample of base hydrogen content (low hydrogen content) with additional
traps induced via cold working and a sample with the same deformation and charged to known
hydrogen content. The diffraction data was obtained from a cyclic temperature range: room
temperature up to 800 °C and back to room temperature.

The base material, which was a recrystallised-annealed Zr-4 plate, was cathodically hydrogen-
charged using a 0.1 M KOH in a H2O solution for 24 hours. To evenly distribute the hydrogen,
the sample was placed in a furnace (under argon gas) for 16 days at 500 °C. To induce the
deformation within the base material and the hydrogen-charged material, they both underwent
cold rolling to an 80% thickness reduction via a cross-rolling procedure (90° rotation after each
pass until the desired thickness was reached). The sXRD samples were produced from both
materials, via standard cutting equipment (Buehler), to the dimension of 4 x 4 x 1 mm. Following
this, they were ground til they were approximately 1 mm thick. The total hydrogen contents
were determined via hot vacuum extraction (HVE) at an external facility - Canadian Nuclear
Laboratories (CNL). The hydrogen content was found to be 67 ± 3 wt.ppm and 9.2 ± 0.7
wt.ppm for the hydrogen charged material (Zr80CWH) and base cold worked material (Zr80CW)
respectively, and these values were used for any further analysis. The sXRD diffraction scanning
parameters are shown in Table 7.1. The scan time and temperature rate meant that a scan
was taken over a temperature range of 0.83 K, however, to reduce noise, groups of 6 scans were
averaged meaning the data was taken over a temperature range of 5 K. The sample was also
never held at any given temperature.

Table 7.1: The sXRD scanning and temperature parameters used in the diffraction
experiments.

Experimental Parameter Value

Energy/ keV 80
Wavelength/ Å 0.155

Sample-detector distance/ m 1.7
2θ/ ° 7

Scan time/ s 10
Temperature rate/ Kmin-1 5
Temperature range/ K 293 - 1073

The data was analysed using a Le Bail model, via TOPAS, to determine microstructural in-
formation such as lattice parameters. However, due to the large data set (approximately 156
diffraction patterns), the analysis was automated using a MATLAB script, which used the output
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of the previous temperature as the initial parameters for the next (e.g. the determined lattice
parameter for 400 K was used as the input for 405 K).

The initial post-processing step was to calculate the total lattice expansion, which is discussed
in section 7.3, and plot that against the temperature, to observe the effects of thermal expansion
and hydrogen in solution on the lattice parameters. It was found that there was a relatively linear
relationship, between total lattice expansion and temperature, up to 570 °C for a and c lattice
parameter. After 650 °C, the paper suggests that the correlation between lattice parameter and
temperature becomes less linear due to the start of recrystallisation and the effect that has on
the diffraction pattern (becomes spotty - shown in Figure 4 of Swan et al. paper). This was
supported by Nguyen et al., however, at a different starting temperature but this is believed to
be due to the different temperature rate (100 K/min compared to 5 K/min) [234].

The data also shows that the linear increase in the total expansion in a lattice was the same
for both Zr80CW and Zr80CWH up to 200 °C, where the contribution of the hydride dissolu-
tion takes effect, and the additional expansion due to hydrogen in solution causes a non-linear
deviation - evident in Figure 7 of the Swan et al. paper. Similar to a lattice parameter, the
total expansion of c lattice parameter was the same for both Zr80CW and Zr80CWH but up
to a lower temperature point of approximately 150 °C. Beyond this temperature, the deviation
between the samples becomes quickly apparent due to the effects of hydride dissolution and the
additional expansion. Dissimilar to the a lattice parameter, the steepest correlation between
the total c lattice parameter expansion and temperature was at the higher temperatures. The
data for c was not used in any further studies as the result could not be corroborated by any
other investigation, mainly due to no studies on terminal solid solubility of dissolution (TSSD)
of hydrogen having values as low as the ones found in this research (33.5 wt.ppm). Furthermore,
the final total lattice expansions were determined to be approximately 3.6 - 4.0 % and 1.1 - 1.3
% for a and c lattice parameters respectively. This increase in lattice parameters is believed to
be significant enough to be within the limits of precision of a lab XRD, hence further studies
using a lab XRD to investigate the lattice parameter expansion due to hydrogen dissolution was
deemed viable and necessary.

Line dislocation density studies were also carried out on Zr80CW and Zr80CWH, using CMWP,
from room temperature to 800 °C using 50 °C intervals. As expected, the line dislocation density
was found to decrease for both samples as temperature increased, from 16.6 x 1014 m-2 to 6.4
x 1014 m-2 at 478 °C. After this point, the CMWP analysis started to produce large dislocation
density values, therefore it was assumed that the dislocation density had reached approximately
zero and the continual peak broadening due to thermal expansion was affecting the CMWP
fitting. Hence, the dislocation density was assumed to be zero after 473 °C. It was also discov-
ered that there were minimal differences in the dislocation density values between Zr80CW and
Zr80CWH, which contradicts the literature, which states that hydrogen in traps may stabilise
dislocations.

7.3 Methodology

Three different samples were prepared for HT-XRD: Zr-4 + 80% cold worked (Zr80CWA), Zr-
4 + 80% cold worked + hydrogen charged (Zr80CWH) and Zr-4 + 80% cold worked from a
different region of the original bulk material (Zr80CWB). The Zr80CWA and Zr80CWB samples
were nominally 10 wt.ppm hydrogen content but, with an HVE measurement in the parental
material, were found to contain approximately 30 wt.ppm hydrogen content. The Zr80CWH
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sample was nominally charged to 100 wt.ppm of hydrogen, however, after an HVE test at CNL,
was found to be 67 wt.ppm.

The three samples provided by NNL were sectioned, using a Struers Secotom-50, so that they
had a 10 x 10 mm surface and the sample depth was approximately 1 mm. Each sample was
cold mounted using an Epoxy Resin. This was used instead of hot mounting to ensure no
deformation annealing and to prevent the uptake/release of hydrogen which would change the
hydrogen content. The Epoxy Resin was made with a mass ratio of 7:3 epoxy to hardener, which
was then left to set in a vacuum to remove any bubbles in the resin. The resin had set after
approximately 24 hours. Once the resin was set, the samples had the top layer of resin and oxide
removed, with a course grinding paper (P240), on a Buehler Automet before it was prepared and
removed from resin for XRD, using the method stated in section 4.2 on page 47.

The samples, along with a standard Lanthanum Hexaboride (LaB6), were scanned in a high
temperature XRD geometry using an XYZ stage. The alignment of the samples was carried out
to ensure that the surface of the sample was in the centre of the beam. In this circumstance, the
direct beam half-cut method was used for all samples, where the XYZ stage was moved in the Z
direction until the counts per second were half of its maximum value.

The samples were scanned using a Cu source Panalytical X’Pert, the instrument parameters are
presented in Section 4.4.3. The temperature range at which the samples were scanned was room
temperature to 600 °C (high active nuclear reactor temperature - 600°C for AGRs) [25]. The
first scan was at room temperature, the second scan was at 100 °C and then all subsequent scans
were every 20 °C until 600 °C, totalling 27 scans. An example of the heating profile is shown
in Figure 7.1. The samples were held at each temperature for 5 minutes before the scan was
taken. This differed from HT-sXRD as the samples were much larger in HT-XRD, therefore it
was to ensure the temperature had stabilised and equilibrium was reached at each temperature.
The scans were longer than HT-sXRD, with it being an hour long, to compensate for the lower
signal-to-noise ratio in HT-XRD. The scanning parameters are found in section 4.4 on page 54.

Figure 7.1: A heating profile, during HT-XRD, for Zr80CWH.

The data was processed for TOPAS and CMWP analysis. For the TOPAS analysis, initially,
an input (INP) file was created using the graphical user interface (GUI); a combination of the
input file created by NNL for their synchrotron XRD data and an initial one created from the
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lab XRD instrument was used to produce a master INP file. The INP files included both the
zirconium and zirconium hydride phases, which were allowed to be refined throughout the whole
temperature range, including after the hydride peaks disappeared. The initial lab XRD INP file
was created by refining the standard to obtain the instrumental parameters and then running
an initial refinement on one of the samples. One of the main differences between the initial
and the master input file was the ability to use the master INP file via a MATLAB code which
automates the fitting and refining process for all the samples sequentially. The XY files of the
data had to be labelled with a five digit suffix (e.g. Zr80CWA 00001.xy’, where ‘00001’ was the
room temperature sample and ‘00027’ was the 600 °C sample). The MATLAB script then ran
the master INP file, starting at ‘00001’ to determine the a and c lattice parameters, whilst also
refining the crystallite size profile using the Lorentzian function and the strain profile using the
Gaussian function. The MATLAB code was provided for us by NNL.

The script used the previous sample’s refining parameters and the resulting master INP file
as starting parameters for the following samples. This was to have starting parameters in a
closer remit to achieve an appropriate fit. The data were also run in reverse order, 600 °C to
room temperature, to check the accuracy of the fittings via MATLAB and to confirm whether
the parameters calculated were independent of the fitting method. This was done by reversing
the numbers on the files and then using the master INP file from the first run as the initial
master INP file. The fittings were checked manually at approximately every 100°C, to ensure
the MATLAB script was running correctly.

The output file from the batch MATLAB fitting was then processed in order to get the required
data, which was a and c lattice parameters with their corresponding temperature. The a and
c lattice parameters, separately, for each sample were plotted against each other to determine
the difference between the samples. The lattice parameters were then, using Equation 7.1 and
Equation 7.2, converted to total lattice parameter expansion. This was done to be able to
compare results against the sXRD data presented in Swan et al. [233].

εa =
a− a0

a
(7.1)

εc =
c− c0

c
(7.2)

For the CMWP analysis, a LaB6 sample was run in the HT-XRD geometry but only at room
temperature. This was used to determine the instrumental effects and assumed the same for the
samples at all temperatures. The processing of the LaB6 was the same as described in Chapter 4.
Due to the data being fairly noisy, the individual peaks were fitted using a Pearson7 function
in Fityk (peak fitting software) in order to produce smoother peaks that would be usable for
CMWP. Time constraints and duration of CMWP analysis for each sample meant that only every
100°C was a sample analysed, including room temperature. The peak index file was created, in
order to locate the peaks for each phase, for all three samples, including all three phases: alpha
zirconium, delta zirconium hydride and the alumina crucible (Al2O3). This third phase was
included because some unexpected peaks appeared in the diffraction pattern (as described in
the following section). The third phase was identified using the ICSD database and comparing
plausible phases that were likely to occur and using measured diffraction patterns of Al2O3.
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7.4 Results

7.4.1 Qualitative Diffraction Pattern Analysis

When inspecting the diffraction pattern of Zr80CWA, it was determined that there were three
distinct separate phases: α-zirconium, δ-zirconium hydride and an unknown tertiary phase, as
shown in Figure 7.2.

Figure 7.2: An example of a peak indexed sample, with the unknown tertiary phase.

Initially, it was thought that there could have been some surface contamination, however, the
peaks were significant, which would be unlikely for any contamination, hence this was ruled out.
Another possibility was that the beam footprint could have been larger than the sample, and
the beam could have interacted with the crucible, hence producing a signal for Al2O3. This was
confirmed when overlaying the alumina crucible diffraction pattern on the HTXRD diffraction
patterns for all three samples (Figure 7.3). Two Al2O3 diffraction patterns were used: one with
the crucible’s surface aligned with the centre of the beam and one where the surface was offset by
the height of a sample. The offset Al2O3 sample provided diffraction peaks that were shifted from
their original positions and these peaks aligned with the lower 2θ angles (up to approximately
65°), whereas the aligned Al2O3 sample provided diffraction peaks that aligned with the higher
2θ angles (above 65°).
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Figure 7.3: Phase identification of the tertiary phase in the HTXRD experiments,
resulting in the identification of Al2O3.

The diffraction patterns for Zr80CWA at room temperature to 600 °C are shown stacked in
Figure 7.4, where the room temperature scan is at the top and the 600 °C sample is at the bottom.
As the temperature increases, there is a decrease in the peak broadening of the zirconium peaks
(indicated by crosses), which was due to the annealing of dislocations, decreasing the strain
within the system. This can be seen clearly in the peaks at approximately 49°, 63°, 73° and 83°
in Figure 7.4. The material where the Zr80CWA sample originated underwent HVE and was
found to have a hydrogen content of approximately 10 wt.ppm, which is considered low enough
that the presence will be minimal on the diffraction patterns in the form of small hydride peaks.
However, in the case of Zr80CWA, when measured characterised by XRD, very prominent hydride
peaks were observed, suggesting that the sample contained a higher concentration of hydrogen
than initially expected [233, 235]. This was determined to be approximately 30 wt.ppm, via
HVE, when looking at another sample from the parent material. At approximately 32° (2θ), the
delta hydride peak, with an increasing temperature can be seen to reduce in intensity and then
disappear at 200 °C. This is believed to be due to the dissolution of hydrides, where all hydrogen
goes back into solution or microstructural traps.
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Figure 7.4: A comparison of the diffraction patterns, from room temperature to 600°C
(blue to red colour gradient), for Zr80CWA. The temperature at which the hydride peaks

disappear is indicated by the black line - which is at 200 °C.

At the higher temperatures (above 460 °C), to the left of the (002) peak (indicated by a green
circle in Figure 7.5), there appears to be a shoulder. Initially, it was thought to be due to satellite
peaks or a phase change but that was deemed not plausible. However, another thought was that
there could be leaching of Al from the alumina crucible into the Zr material, from the bottom
of the sample and reaching within the area on x-ray interaction, causing lattice distortion at the
very bottom of the sample [236]. The lattice distortion produced by the Al in the matrix could
cause a change in d -spacing for the (002) plane, therefore, causing a peak shift. However, as
there would be only a small amount of lattice distortion and the gradient at which that would
occur would depend on the leaching gradient of the Al, a small and very broad peak would be
created, presenting itself as a shoulder of the (002) peak. This shoulder is also present at (102)
and (103) peaks, indicated by the blue and yellow circle respectively, as shown in Figure 7.5.
The cause of the shoulder was not ascertained.
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Figure 7.5: The formation of a shoulder at the left of (002), (102) and (103) peaks, above
460 °C. These hkl peaks are indicated by green, blue and yellow circles respectively.

Zr80CWH was hydrogen charged to a nominal concentration of 100 wt.ppm but was found to be
approximately 67 wt.ppm via HVE. The Zr80CWH diffraction data can be found in Figure 7.6,
showing the comparison of the data from room temperature to 600 °C, where the room temper-
ature data is at the top and the 600 °C is at the bottom. As with Zr80CWA, as the temperature
increased, there was a decrease in peak broadening in the zirconium peaks, which is seen at 49°,
63°, 73° and 83°, indicating anneal of the dislocations. The delta hydride peak disappears at
260 °C, a higher temperature than Zr80CWA, suggesting that there was more hydrogen within
Zr80CWH, which was expected.

Figure 7.6: A comparison of the diffraction patterns, from room temperature to 600°C
(blue to red colour gradient), for Zr80CWH. The temperature at which the hydride peaks

disappear is indicated by the black line - which is at 260 °C.
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A similar trend to Zr80CWA and Zr80CWH was found with Zr80CWB, with regards to zirco-
nium peaks reducing in broadness and hydride peaks reducing and eventually disappearing as
temperature increases. The Zr80CWB sample was meant to be a material from the same parent
material as Zr80CWA, with a hydrogen content of either nominally 10 wt.ppm or 30 wt.ppm
(calculated via HVE by NNL). However, as it can be seen in Figure 7.7, the (111) peak of the
delta hydride phase disappears at 280°C, which was not only higher than the original Zr80CWA
sample but higher than the Zr80CWH (a sample that was intentionally hydrogen charged).

Figure 7.7: A comparison of the diffraction patterns, from room temperature to 600 °C
(blue to red colour gradient), for Zr80CWB. The temperature at which the hydride peaks

disappear is indicated by the black line - which is at 280 °C.

7.4.2 Hydrogen Content

To quantify the hydrogen content of the three samples, literature was used to obtain terminal solid
solubility for dissolution (TSSD) curves of hydrogen in zirconium systems - which can be found
in Section 2.2.7 (Figures 2.13 - 2.14). As the temperature at which all hydrogen had dissolved
back into the matrix and microstructure traps is known for each sample, elucidated by the
temperature at which all hydride peaks disappear from the diffraction data, the hydrogen content
can be interpolated from the TSSD curves - these hydrogen content values were categorised as
‘actual’ hydrogen content values. The literature demonstrated multiple methods in which the
TSSD and hydrogen content was measured, therefore, the H content was calculated by averaging
the values determined from all three TSSD curves. The average hydrogen content for Zr80CWA,
Zr80CWH and Zr80CWB was 11 wt.ppm, 34.7 ± 1.8 wt.ppm and 52 ± 2.1 wt.ppm respectively.
The ‘actual’ hydrogen content values were then compared against the measured hydrogen content
values which is displayed in Figure 7.8. The diagonal black line representing the ideal hydrogen
content, where the actual and expected hydrogen content values were equal.

From Figure 7.8, it can be seen that the actual and expected H content are drastically different,
bar Zr80CWA. The reason for this could be: 1) the Zr80CWA parent material was inhomogeneous
in its composition, 2) due to the unknown conditions they were stored in or for how long, which
could have affected the hydrogen content 3) a different sample could have been accidentally
provided.
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Figure 7.8: A graph showing the comparison of ‘expected’ hydrogen content values,
determined through HVE measurements or nominal state, and the ‘actual’ hydrogen content

values, determined through interpolations of TSSD curves found in literature.

7.4.3 Lattice Parameter Expansion

The analysis of the diffraction patterns for each sample to obtain lattice parameters, for the whole
temperature range, was done using a Le Bail fit in TOPAS. The focus of the analysis was to
determine the lattice parameters expansion from hydrogen entrapment and swelling, by removing
the thermal expansion profile which would have been determined from a non-hydrogen charged
sample. The lattice parameter expansion from hydrogen would be obtained by determining
the total lattice parameter expansion from a sample containing hydrogen and removing the
total lattice parameter expansion from a sample containing minimal hydrogen. As none of the
samples that were tested had minimal hydrogen content, the thermal expansion of the lattice
parameters could not be obtained as the effects of hydrogen and temperature could not be
separated. However, the overall trend of the lattice parameter expansion was still investigated.

An example of the lattice parameter expansion, for both a (blue line) and c (red line) lattice
parameter, from room temperature to 600 °C is shown in Figure 7.9. There can be seen a rela-
tively linear increase in c lattice parameter as expected up to the hydrogen saturation solubility
limit within Zr. After the hydrogen saturation point, the expansion is believed to slow down
once there is no more hydrogen available to enter the solution from traps or hydrides. However,
the lattice parameter is currently dominated by thermal expansion, therefore, the plateau would
not be seen unless the thermal expansion could be subtracted from the total lattice expansion
or the hydrogen saturation point had not been met [97, 101].

For a lattice parameter, it can be observed that there is a slow decrease until 540 °C (with some
fluctuations) and then a drastic increase until 600 °C. When looking at the data as a whole, the
trend that occurs does not seem realistic as the a lattice parameter should not decrease with
the increase in hydrogen in solution. Furthermore, the release of intergranular strains (Type
II strain) was a potential cause in the change in a lattice parameter, however, Type II strain
parameters were not required for the fitting and therefore was believed not to be the cause.
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As the lattice parameter expansion is dominated by thermal expansion, a lattice parameter
should still increase steadily. The inaccuracy in lattice parameter is believed to be due to the
geometry of the lab XRD and the orientation of the crystallite in a cold rolled material; the
correlation between XRD geometry and crystallite orientation is explained later in this section.
Another theory for the inaccuracy of the a lattice parameter was the change in sample surface
height due to thermal expansion, however, the TOPAS fitting accounted for that by refining the
‘sample displacement’ parameter which incorporates height displacement for thermal expansion.
Therefore, this was ruled out as a contributing factor for any inaccuracies during the whole
diffraction pattern analysis.

Figure 7.9: An example of the trend of both a and c lattice parameter expansion, from
HT-XRD, for Zr80CWA from room temperature to 600 °C.

An anomalous result is present at 200 °C for sample Zr80CWA for both a and c lattice parameter,
in which there is a decrease and increase in the lattice parameter respectively. Looking at the
diffraction patterns for 200 °C and the surrounding temperatures, no significant visual difference
between the zirconium peaks can be seen, however, between 180 - 200 °C the hydride peak
disappears, therefore, this could be a possible reason for the change in lattice parameter. Having
said that, this does not explain why the lattice parameter drops back to the original trend or
the fact that neither the Zr80CWH nor the Zr80CWB data have the same change in lattice
parameter, making this a less plausible explanation. Another possible explanation is the quality
of the fit at 200 °C for Zr80CWA; Figure 7.10 shows the comparison of the GOF values (defined
as rp/rexp) for Zr80CWA, Zr80CWB and Zr80CWH. Though there seems to be a decrease in a
goodness of fit (GOF) at 200 °C, there is a similar trend with the Zr80CWB and Zr80CWH at
their respective temperature where the delta hydride peak disappears. This, however, does not
correlate to any spike in the lattice parameter data.

From Figure 7.10, it can be seen that the goodness of fit is relatively good (closer to one) up to
the transition temperature at which the hydrides go back into solution/microstructural traps.
Once the hydrogen is fully back in solution/traps, the GOF starts to increase and fluctuate.
At the temperature at which the artefacts appear (approximately 460 °C), GOF increased even
more. As the TOPAS analysis was a fairly straightforward refinement process with the lattice
parameter, crystallite size and microstrain being the only parameters being refined, there were
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no parameters that could highly affect the fitting and cause a spike in lattice parameters. A
plausible explanation for this is the appearance of artefacts at higher temperatures that seem to
overlap with the zirconium peaks. The aforementioned reason will cause difficulties in fitting the
diffraction patterns, though being representative of the lattice parameter expansion trend, there
may be some slight inaccuracy with specific values.

Figure 7.10: A comparison of the goodness of fit (GOF) values, from the TOPAS analysis,
for Zr80CWA, Zr80CWB and Zr80CWH.

As stated in the Methodology, the TOPAS analysis included both the zirconium and zirconium
hydride phase in the analysis throughout the temperature range, including after the hydride
peaks disappeared. As the hydride phase was included during analysis when there was no hydride
peaks present, it was believed that it could possible contribute to the background and therefore
affect the overall fitting. However, this was deemed not the case as can be seen by an example
fitting of Zr80CWA at 340 °C, where no hydride peaks are present. This is shown in Figure 7.11.
The straight black line represents the hydride phase contribution, the red line represents the
zirconium contribution and the blue line is the measure diffraction pattern.

Figure 7.11: An example of a Le Bail TOPAS fitting of Zr80CWA, at 340 °C, to show the
contribution of the hydride phase once the hydride peaks have disappeared.
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With a material (i.e. zirconium) that has been cold rolled, especially heavily deformed ma-
terial, there will be crystallite alignment. In these deformed samples, there is usually a high
proportion of the basal planes that are near-parallel to the surface and the axial planes will be
perpendicular to the surface as demonstrated in Figure 7.12. Therefore in the lab XRD setup
shown in Figure 7.12a, where the X-rays are diffracted back out of the sample, the majority of
the microstructural information will be determined from the latitudinal axis/basal plane spacing
(i.e. c lattice parameter). This is because to achieve a diffraction pattern, constructive interfer-
ence needs to occur, which in this circumstance, occurs from the basal plane due to its position
relative to the scattering vector and the detector. It can be surmised, that due to the texture
leading to minimal axial planes aligning with Bragg conditions, minimal data on the a lattice
parameter will be collected meaning that the data would have larger errors or less representative
of the Zirc-4 sample.

Whereas for the c lattice parameter, as the constructive interference will, theoretically, mainly
be coming from between basal planes, the microstructural information will correlate more to the
c lattice parameter, suggesting that it will be more representative of what is occurring in the
Zirc-4 sample.

Figure 7.12: A schematic diagram of a) lab and b) synchrotron XRD with the alignment
of grains, due to cold rolling, to demonstrate the effects on the diffraction pattern.

For a sXRD setup, where the diffraction principle is via transmission and not reflection (Fig-
ure 7.12b), the alignment of the grains is believed to have the opposite effect. In transmission
XRD, with grain alignment, the majority of the microstructural information will come from the
longitudinal axis (a lattice parameter). This is because the basal planes, will likely not diffract
the X-rays to the detector due to the relation between the basal plane, scattering vector and the
detector. Whereas the axial planes, which relate to the a lattice parameter, are more likely to
diffract towards the detector. Therefore, it is believed that lattice parameter results relating to c
are less reliable and not representative of the crystal structure. The effects of the grain alignment
can be seen in the sXRD diffraction pattern of Zr80CWA, Figure 7.13, where the (0002) plane
signal is very weak.

In Figure 7.9, there can be seen an increase in a and c lattice parameters after approximately
520 °C, which could be the result of the loss of texture at high temperature. At the higher
temperatures, the orientational effects may be annealed out, therefore, it is possible to get better
a and c correlation at those higher temperatures. However, looking at the literature, it suggests
that the texture in zirconium is very unlikely to change unless undergoing a long heat treatment
process at high temperatures. Therefore, this theory was deemed not viable for the HT-XRD
data and the reason behind the sudden spike after 520 °C is still unknown.
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Figure 7.13: A diffraction pattern of Zr80CWA via sXRD, showing the faint signal from
the basal plane (0002) [233].

The synchrotron paper by Swan et al. presents the lattice parameter expansion as a percentage
of the expansion (i.e. total lattice parameter expansion), as shown in Figure 7.14 and Figure 7.17.
In order to compare the lab XRD and synchrotron data, the lattice parameter expansion for the
XRD was converted into total expansion, as described in Section 7.3. The primary basal peak
in the sXRD diffraction pattern (Figure 7.13, (0002), was showing a very faint signal, validating
the grain alignment explanation above, where the evaluated c lattice parameter results are likely
to be less representative of the actual c lattice parameter.

Figure 7.14: A comparison of the a lattice parameters, from HT-sXRD, for Zr80CWA and
Zr80CWH from room temperature to 800 °C [233]
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Figure 7.15: A comparison of the a lattice parameters, from HT-XRD Le Bail TOPAS
analysis, for Zr80CWA, Zr80CWB and Zr80CWH from room temperature to 600 °C. The

vertical lines indicate the temperature at which the hydride peaks disappear for their
respective samples.

Comparing Figure 7.14 and Figure 7.15, there can be seen a drastic difference between the HT-
XRD and HT-sXRD total expansion for a. There is, with HT-sXRD, a linear increase of the a
lattice parameter up to 600 °C, thereafter there is still an increase but with some fluctuation.
Suggesting the data past 600 °C could be going through a recrystallisation process, leading to
less texture being observed; the difference in signal between a high and low temperature scan
can be seen in Figure 7.16. The spottiness of the 670 °C diffraction indicates a change in texture
and the possible recrystallisation of the material [233, 234].

Figure 7.16: A comparison of the two diffraction patterns of Zr80CWH, from HT-sXRD,
at 60 °C (left) and 670 °C (right), to show the difference in intensities [233].

In spite of the differences in the general trend for total a lattice parameter expansion between
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the two equipment setups, the final total expansion for both, at 600 °C for Zr80CWH, were very
close (∼0.003 and ∼0.0028 for HT-sXRD and HT-XRD respectively). Whereas for Zr80CWA,
the difference between the two was more significant (∼0.0027 and ∼0.002 for HT-sXRD and HT-
XRD respectively). The difference between the two samples most likely comes from the more
accurate representation of the a lattice parameter expansion from HT-sXRD.

The total c lattice parameter expansion for both HT-sXRD and HT-XRD are shown in Fig-
ure 7.17 and Figure 7.18 respectively. When comparing the two, for all samples, there is observed
a linear increase in the total lattice expansion up to 600 °C. However for the HT-sXRD, similarly
to the a lattice parameter, after the 600 °C there is still an increase but there are fluctuations
with the data. The total c expansion for Zr80CWA, at 600 °C, was approximately 0.0081 and
0.0065 for HT-sXRD and HT-XRD respectively, which shows a significant difference between the
two. With the Zr80CWH sample, the total expansion at 600 °C was roughly 0.01 and 0.0075 for
HT-sXRD and HT-XRD respectively. The total expansion for the HT-sXRD was determined to
be bigger for both samples but this is believed to be due to the faint (0002) plane. Where peaks
are broader at higher 2θ, and TOPAS is weighted based on the primary peak, there could be
some inaccuracies in the HT-sXRD analysis. The HT-sXRD data is missing its primary peak,
therefore it is plausible that due to the fitting bias, there is an overestimation of the lattice
parameters, consequently producing a higher overall total lattice expansion [237].

Figure 7.17: A comparison of the c lattice parameters, from HT-sXRD, for Zr80CWA and
Zr80CWH from room temperature to 800 °C [233].
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Figure 7.18: A comparison of the c lattice parameters, from HT-XRD Le Bail TOPAS
analysis, for Zr80CWA, Zr80CWB and Zr80CWH from room temperature to 600 °C. The

vertical lines indicate the temperature at which the hydride peaks disappear for their
respective samples.

To further examine the data and to check the validity of the trend found in whole diffraction
pattern analysis, single peak TOPAS analysis was conducted using a similar method to previously
used. When conducting the single peak analysis, the ‘Sample Displacement’ and ‘Zero Error’
parameters were fixed once the value for room temperature was found. This was to limit the
number of unknowns in the analysis and was believed to provide more accurate values for the
desired parameters. Initially, the 104 Zr peak was chosen due to it not being severely affected by
the artefacts at the higher temperatures as well as having no overlapping peaks with the hydride
phase. When analysed it was found to have a similar trend in the c lattice parameters, where
there could be seen a steady increase in c lattice parameter. However, with a lattice parameter,
not only was there no general trend but there seemed to be a binning issue (i.e. various plateau
regions). The cause of this was believed to be due to the analysis of a plane where both a
and c lattice parameter was required to be refined during a single peak analysis (i.e. too many
unknowns refining for a single peak analysis).

To overcome this, the 004 peak was analysed to determine the c lattice parameter expansion. This
was achieved by fixing the a lattice parameter at the value determined from a whole diffraction
pattern analysis at room temperature (an initial room temperature scan before HT-XRD scans).
The 104 peak was then re-analysed, fixing the c lattice parameter at the value determined for
each temperature from the previous analysis. The total lattice parameter expansion from both
analyses is shown in Figure 7.19. There can be seen a relative linear relation for both a and
c lattice parameters. Fluctuations can be seen in both lattice parameters and are likely to
be contributed to the fixing of ’Sample Displacement’, ’Zero Error’ and either a or c lattice
parameter. Also, though the artefacts were very small, it is likely they contributed to the
fluctuation in data past 460 °C. Looking at the final total lattice parameter expansion values,
in the case of both a and c lattice parameters, they are double the final total lattice parameter
expansion values determined via the global fitting. This is believed to be due to the incorporation
of the fixed ’Sample Displacement’ and ’Zero Error’ parameters, and therefore considered to be
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inaccurate. Hence, it is believed that the single peak analysis did validate the trend found within
the global fitting but could not be used as a comparison due to the inaccuracies in the total lattice
parameter expansion values from the assumption made to conduct the analysis.

Figure 7.19: The trend determined for the total lattice parameter expansion of both a and
c lattice parameter from HT-XRD data. The analysis was conducted on Zr80CWA, from
room temperature to 600 °C, specifically on two separate peaks - 004 peak for c lattice

parameter and 104 Zr peak for a lattice parameter.

There was no baseline sample, with no hydride effects, to remove the effects of thermal expan-
sion and determine the correlation between lattice parameter expansion and primarily hydrogen
dissolution. Therefore, it was attempted to determine the effects of hydrogen dissolution on lat-
tice parameter expansion between the samples of calculated hydrogen content. The total lattice
parameter expansion from Zr80CWA (11 wt.ppm) was removed from Zr80CWH and Zr80CWB
(34.7 and 52 wt.ppm), which is shown in Figure 7.20. However, in both cases of a and c lat-
tice parameters, no distinct correlation can be seen. Therefore, future work is still required to
determine the effects of hydrogen on lattice parameters within zirconium using lab XRD.
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Figure 7.20: A graphical representation of the difference in total lattice parameter
expansion to determine the effects of hydrogen dissolution on said expansion. The difference
between Zr80CWA-Zr80CWH (∆ 23.7 wt.ppm) and Zr80CWA-Zr80CWH (∆ 41 wt.ppm)
for both a and c total lattice parameter expansion is shown in red/green and blue/yellow

respectively.

7.4.4 CMWP - Line Dislocation Density

CMWP analysis was conducted on both the HT-sXRD and HT-XRD for Zr80CWA and Zr80CWH
data as shown in Figure 7.21 and Figure 7.22 respectively. In Figure 7.21, the dislocation density
for both samples starts approximately at 18 x 1014m-2 and then with increasing temperature,
starts to decrease as the dislocations begin to anneal out. The final value for Zr80CWA was at
approximately 7 x 1014m-2 at 500 °C, whereas Zr80CWH final dislocation density measurement
was at 600 °C with a value of approximately 3 x 1014m-2. The graph from Figure 7.21 is taken
directly from Swan et al.’s paper [233].

Figure 7.21: A graph showing the dislocation density, determined from CMWP, on the
HT-sXRD data. Graph taken from Swan et al. paper [233].
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The HT-XRD Zr80CWH dislocation density, shown in Figure 7.22, starts off at ∼ 30 x 1014m-2

and then with increasing temperature the dislocation decreases reaching approximately 2.5 x
1014m-2 at 400 °C. At room temperature, Zr80CWA had a dislocation density of 30 x 1014m-2

then it began to decrease with increasing temperature, following the trend of the Zr80CWH
sample, ending with a value of ∼ 1 x 1014m-2 at 400 °C. There can be seen some difference at
200 °C and 300 °C, however, as can be seen from the overlapping error bars, the differences are not
statistically significant. The large difference at 200 °C can also be seen in the lattice parameter
expansion and GOF within the TOPAS analysis of Zr80CWA. As there is no distinctive anomaly
in the diffraction pattern that may be responsible, the cause of this large step is currently
unknown.

Figure 7.22: A graph showing the dislocation density, determined from CMWP, on the
HT-XRD data.

When comparing the dislocation densities between the two experimental setups (Figure 7.21 and
Figure 7.22), it can be seen that the values decrease considerably more quickly in the HT-XRD
data than in the HT-sXRD. Additionally, the maximum value (initial room temperature dislo-
cation density value) on the copper source is higher than the synchrotron value. One theory
is the effects of texture with each geometry experimental setup (i.e. transmission and Gonio
geometry). As explained previously (page 123), when discussing the effects of texture and ex-
perimental geometry on lattice parameter expansion, the cold rolled texture plays a significant
role in data produced and therefore subsequent analysis. Cold rolled material predominantly
produces a type dislocation (discussed in Section 2.2.5, therefore, when analysing Gonio data
from HT-XRD, which has a bias towards c lattice parameter and basal planes, the dislocation
density analysis could be hindered. This could lead to a discrepancy in dislocation density values,
especially compared to the HT-sXRD analysis which has a bias towards a lattice parameter and
non-basal plane information.

Another theory is the hold times at which the scans were taken. During the HT-sXRD exper-
iments, the samples were scanned for 10 seconds over a range of temperatures (approximately
0.83 K) whereas with the HT-XRD, as explained in Section 4, the samples were held for an
hour at the given temperature. The difference in hold times suggests that, during the HT-XRD
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experiments, the longer hold times would allow for more annealing of dislocations and, therefore,
would have lower dislocation density values at each given temperature. The exception to this is
at room temperature, where the starting dislocation density for HT-XRD is approximately dou-
ble that for HT-sXRD with regards to both Zr80CWA and Zr80CWH, which could contribute
to the texture explanation stated above.

From Figure 7.21, the last CMWP result shown was at 500 °C for Zr80CWA and 600 °C for
Zr80CWH; Swan et al. suggest that after 500 °C/600 °C, the dislocation density was zero. This
was also found in this study but at a lower temperature for the HT-XRD data - approximately
400 °C. This was because, after 400 °C, CMWP seemed to have been fitting the high temperature
diffraction patterns by refining the dislocation density to values above the initial room temper-
ature value (approximately 100 x 1014m-2 where the initial room temperature value was 30 x
1014m-2), therefore providing unrealistic physical parameters. One possible theory was that as
temperature increased and the strain was reduced, there can be seen a clearer separation of Kα1

and Kα2 peaks, which could affect the fitting. Though the instrumental profile incorporates both
Kα1 and Kα2, it can be seen by the fitting on the doublet of the Al2O3 peaks, that they are not
fitted very well. A close-up of the doublet fitting of an Al2O3 peak is shown in Figure 7.23 and
full fitting is shown in Appendix D. However, upon further examination of CMWP fittings, from
room temperature to 400 °C, the quality of the doublet fitting on Al2O3 was fairly consistent
and therefore was not believed to be a significant contributing factor to the error of fittings.

Figure 7.23: A close-up of the CMWP fitting, of Zr80CW-400C, on a Al2O3 double peak
found around 43°.

Another possibility in the inaccuracy of the CMWP dislocation density after 400 °C, is the
appearance of artefacts on tails of peaks from 460 °C onwards (shown in Figure 7.5). The artefact
causes peak broadening, as well as affecting the overall CMWP fitting, which may be contributing
to the sudden increase of dislocation density to unreasonable values. This was also a limiting
factor discussed by Xu, in her thesis work, suggesting that global fittings (i.e. whole diffraction
pattern fitting) including satellite peaks/artefacts are very difficult and individual peak analysis
may be more feasible [174]. The increase in GOF (shown in Figure 7.10) corroborates the
effects of the artefacts as it indicates the increased difficulty and accuracy of the fit from 460 °C
onwards. Both the theory of the doublet and the artefacts suggest that the difficulty of the
data was the main issue in analysing the data after 400 °C but also suggest a limitation of
CMWP analysis. This is further corroborated in the Gaussian strain and Lorentzian crystallite
size profiles, calculated via Le Bail analysis in TOPAS, shown in Figure 7.24 and Figure 7.25
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respectively. The black vertical line in the figures represents the temperature at which the
artefact started to appear and approximately when the doublet peaks began forming. It can be
seen, from Figure 7.24 and Figure 7.25, that after the formation of the artefacts, the trend in
crystallite size and strain drastically changed and the errors in the determined values increased
significantly.

Figure 7.24: A graph showing the TOPAS calculated Gaussian strain, using Le Bail
analysis, on Zr80CWA, Zr80CWH and Zr80CWB. The black line represents the

temperature at which the artefacts began appearing on the peak.

Figure 7.25: A graph showing the TOPAS calculated Lorentzian crystallite size, using Le
Bail analysis, on Zr80CWA, Zr80CWH and Zr80CWB. The black line represents the

temperature at which the artefacts began appearing on the peak.

7.5 Conclusion

The main focus of this results chapter was to determine whether a high temperature laboratory
XRD machine could be used to determine the lattice parameter expansion of Zr-4, from the dis-
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solution of hydrides into solution and microstructural traps, instead of using a high temperature
synchrotron XRD.

When comparing the diffraction patterns from HT-XRD and HT-sXRD it was discovered that
due to the nature of the diffraction setup, where HT-XRD was in reflection and HT-sXRD was
in transmission, the key difference was the peaks that were measured, especially with cold rolled
material and the associated grain alignment. Due to the grain alignment, where the basal planes
are relatively parallel with the surface, with the HT-XRD the (1000) peak was weak, whereas
with HT-sXRD the (0002) peak was weak. Hence, when considering the two diffraction setups,
in transmission diffraction the c is poorly represented whereas in reflection diffraction the a
was not well determined. However, in spite of this, both methods successfully presented lattice
parameter expansion with the alternate lattice parameter: reflection diffraction with c (∼ 0.0065
fractional increase) and transmission diffraction with a (∼ 0.008 fractional increase).

With regards to the dislocation density, it was found that there was a comparable trend between
the two techniques, where the dislocation density reached ∼3 - 5 x 1014m-2 at the final accurate
CMWP analysis. However, it was found to have different starting dislocation densities and
slight discrepancies between the two techniques could be attributed to the noise-to-peak ratio
in the HT-XRD, which would affect the quality of fit. It was also found that the temperature
at which CMWP analysis became inaccurate differed between the two techniques and this was
believed to be contributed to the hold times at each temperature in each setup (approximately
10 secs over 0.83 K for HT-sXRD and an hour for each given temperature for HT-XRD). Another
factor contributing to the discrepancy in dislocation density between the two techniques is the
texture of the cold rolled material and the geometry of the XRD analysis (i.e. transmission
for HT-sXRD and Gonio for HT-XRD). Due to the bias towards c lattice parameter and basal
plane information, the HT-XRD analysis may determine a different dislocation density when
compared to HT-sXRD analysis, which has a bias towards a lattice parameter and non-basal
plane information. This is more prevalent with cold worked material as the dislocations are
predominantly a types which reside on the basal plane.

The total expansion and the critical temperature of total hydride dissolution also help predict
the relative hydrogen content of the samples. Zr80CWA, for c lattice parameter in HT-XRD, had
the lowest total expansion and the lowest total hydride dissolution temperature, indicating it had
the lowest hydrogen content of 11 wt.ppm which was close to the predicted hydrogen content of
10 wt.ppm. Zr80CWH had the highest total c lattice parameter expansion suggesting that it had
the highest hydrogen content, which was not the case. There are overlapping error bars between
Zr80CWH and Zr80CWB, suggesting that the conclusion from total lattice parameter expansion
was statically insignificant, which follows as Zr80CWB had a higher dissolution temperature,
suggesting a hydrogen content higher than Zr80CWB. Using TSSD curves from the literature it
was determined that Zr80CWH and Zr80CWB had hydrogen contents of 34.7 ± 1.8 wt.ppm and
52 ± 2.1 wt.ppm, which was far from the expected values of 67 wt.ppm (determined by HVE)
and 10 wt.ppm (believed to be nominally hydrogen content of non-hydrided Zr) respectively.

The continually increasing c lattice parameter from the HT-XRD results indicates that HT-XRD
could be a viable replacement technique for HT-sXRD with it successfully acting as an analogue
for a hot cell and producing accurate and representative diffraction patterns. Where a hot cell
is defined as bringing an irradiated sample (heavy ion, proton or neutron irradiation) to active
nuclear reactor temperatures.

The next stage of this investigation is to determine the effects of hydride dissolution on lattice
parameter expansion. The differences between hydrogen charged and non-hydrogen charged
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samples have to been fully separated and therefore further work is needed. This can be achieved
by conducting HT-XRD on a Zr-4 with an as-received hydrogen content (with no hydride peak
present), therefore the lattice parameter expansion will be assumed to be primarily from thermal
expansion. The effects of the thermal expansion would be subtracted from the total lattice
parameter expansion of Zr80CWH, to obtain the expansion due to H entering solution, as was
done in the HT-sXRD experiments [233].
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Chapter 8

Conclusions

In the nuclear industry, a major concern is the failure of material, especially cladding material,
during post-discharge storage, due to radiation induced deformation and hydrogen induced crack-
ing (HIC). Furthermore, current primary investigation techniques into these failure mechanisms
are complex, time consuming and have high operational costs, such as TEM and synchrotron
XRD. This work aimed to delve into a technique development of a novel X-ray diffraction (XRD)
analytical technique called Convolutional Multiple Whole Profile (CMWP) and its validity in
lab based XRD applications. This is aimed to be done by using multiple radiation sources and
laboratory XRD geometries/set-ups (i.e. Gonio, grazing incident and high temperature) and
determining the accuracy of the values. This research also seeks a deeper understanding of the
effects of hydrogen on zirconium crystal structures under harsh environments using laboratory
high temperature XRD (HT-XRD) diffractometers.

It was determined that the trend from Zr-HT, ZR-AR to Zr-60 (Zr - heat treated, Zr - as-received
to Zr - 60% cold worked) was similar for all three radiation source XRD diffractometers, where Zr-
HT had the narrowest, most defined peaks and as the strain increased, the peaks broadened with
Zr-60 being the broadest. This indicates that Zr-HT has the largest crystallite size and lowest
dislocation density and visa versa for Zr-60, which was corroborated by the CMWP results. It was
discovered that the diffraction pattern, produced from Ag source XRD, could not be accurately
analysed by CMWP or TOPAS, due to the step changes present, the noise and the peak broadness
in relation to the instrumental profile sample, Lanthanum Hexaboride (LaB6). Additionally, it
was determined that though there was a similar trend between Cu and Co CMWP/TOPAS
analysis, there was a disparity between the numerical values, where Co analysis was predicting
higher values than Cu for both crystallite size and dislocation density. This was attributed to
different resolutions, peak-to-noise ratios and penetration depths from each radiation source. The
Cu diffraction data was determined to be the most accurate and representative of the materials’
true microstructural information, however, with further refinement of the Co experimental setup,
it is believed to be a suitable radiation source for CMWP characterisation.

Tests were undertaken to explore the validity of using CMWP for GI measurements. Numerous
grazing incident (GI) angles were tested, in accordance with varying damage penetration depth
calculations and the lowest viable angle was determined to be 1.30° due to minimal noise and
post-processing. The subsequent CMWP and TOPAS analysis determined the crystallite size
to be approximately two thirds (∼225 nm and ∼235 nm respectively) of the Si NIST 640f
standard documentation (400 nm) - this work was trialled on an XRD standard material as it
has a known crystallite size and microstrain. The Gonio CMWP and TOPAS results were found
to be ∼680 nm and ∼255 nm respectively. In all four analyses, the microstrain/dislocation
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density was refined to close to zero, agreeing with the NIST standard documentation. From
this, it is believed that GIXRD could be a viable technique for CMWP analysis, with a minimal
ω angle of 1.30° advised. Further improvements on the experimental setup are required (e.g.
knife edge to reduce noise) to reduce post-processing. The differences between GI/Gonio and
the NIST documentation are believed to be due to the post-processing of the data in order
for it to be analysed (e.g. smoothing function for GI data, removal of absorption edges for
Gonio data and instrumental effect analysis). Furthermore, the viability of investigating heavy
ion implanted damaged materials was deemed feasible for lab XRD setup. After looking at
preliminary calculations and the literature, the energy of the heavy ion must tuned so that the
species reaches a minimum penetration depth of 800 nm to ensure all damage, especially the
region of peak dpa, is encompassed within the X-ray interaction volume.

Experiments were conducted to ascertain the viability of using lab HT-XRD in order to deter-
mine lattice parameter expansion from the dissolution of hydrides in Zr-4 alloy. On inspection of
the HT-XRD diffraction patterns for Zr80CWA, Zr80CWB and Zr80CWH, all showed a similar
trend of a decrease in peak broadening as the temperature increased. However, in each sample,
there was a difference in the critical temperature in which the hydride peak disappeared (i.e.
when all hydrogen goes into solution or microstructural traps). Zr80CWA total dissolution of
hydrides occurred at approximately 200 °C, whereas for Zr80CWB and Zr80CWH it happened
at 280 °C and 260 °C respectively, suggesting that Zr80CWA had the lowest hydrogen content
and Zr80CWB had the highest. This was corroborated when using TSSD curves from literature
to obtain hydrogen of each sample - the average hydrogen content for Zr80CWA, Zr80CWH and
Zr80CWB was 11 wt.ppm, 34.7 ± 1.8 wt.ppm and 52 ± 2.1 wt.ppm respectively. When compar-
ing the total lattice parameter expansions between HT-XRD and HT-SXRD, it was discovered
both techniques predicted the total lattice parameter expansion (i.e. thermal expansion plus
hydride dissolution) to be similar. However, due to the texture of the sample and the scatter-
ing vector, in the laboratory diffraction experiments (reflection diffraction), c lattice parameter
was more accurately represented whereas for synchrotron diffraction experiments (transmission
diffraction), a lattice parameter was more accurately represented. Therefore, it is believed that
HT-XRD is a good replacement for HT-SXRD and can be used as an analogue for a hot cell
to investigate irradiated materials. Due to issues with acquiring a nominally low hydrogen con-
taining sample, it was not possible to compare the differences between a hydrogen charged and
non-hydrogen charged sample, with HT-XRD, thus further work is required. CMWP was able
to determine dislocation density from HT-XRD, though they differed to the HT-SXRD results.
This was believed to be due to the longer hold times and slower heating rate in HT-XRD to
allow for the sample to reach equilibrium at each temperature, leading to greater annealing of
dislocations, and lower dislocation density at each given temperature. The texture in the cold
rolled sample, where the dislocations are primarily a type (i.e. reside on the basal plane), are
also believed to play a role in the difference in dislocation density.

Overall, the aim of this research was to find increasing uses or limitations of the Convolutional
Multiple Whole profile methodology, in order to improve efficiency, operational costs and the
scope of characterising deformation in materials, especially nuclear materials. Multiple radiation
sources and XRD geometries are applicable to be used with CMWP, making it a more viable
option to characterise material at laboratory facilities. The main limitations and considerations
of the technique are the quality of data (i.e. noise and artefacts, and experimental setup related
to that), majorly overlapping peaks within the phase of concern and depth of damage (when
considering grazing incident geometry). It is hoped that these studies will help further expand
the use of CMWP using data obtained from lab diffractometers.
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Chapter 9

Future Work

The initial direction for further investigation into Convolutional Multiple Whole Profile (CMWP)
and its capabilities would be to develop the current work that has taken place in this PhD. In
multiple cases, the refinement of the experimental procedure would help validate some of the
conclusions stated. As well as including mechanical testing, such as hardness testing, to verify
the increase in deformation and compare to the dislocation densities calculated.

Firstly, to ensure that the results between radiation sources were directly comparable, especially
with a focus on cold worked deformation, the area of investigation should be the same. Therefore,
calculating a fixed incident angle using the attenuation length determined for each experimental
setup would help ensure the same penetration depth.

Another common radiation source in most XRD laboratories is Molybdenum (Mo), which though
has a shorter wavelength than Cu (0.71 Å) and therefore contracts the diffraction pattern and
is more penetrative. It provides high resolution data and can usually be used in two geometries:
reflection and transmission. The transmission geometry would be a useful comparison to Syn-
chrotron XRD (sXRD), providing a simpler and financially more viable option to sXRD. Thus,
determining whether Mo source XRD can be used in conjunction with CMWP would increase
the range of facilities and capabilities of CMWP.

Equipment and experimental setup improvements should be considered with regards to the graz-
ing incident XRD (GIXRD) experimental chapter. The first being the reduction of the noise to
minimise post-processing, this can be achieved by using a variable knife edge. The knife edge will
not only reduced background intensity but also reduce scattering at the smaller angles, which
would remove the area of diffuse scattering present in the current GIXRD diffraction data. This
would improve the quality of diffraction data but also possibly help reduce the incident grazing
angle, achieving a more appropriate penetration depth - providing less noisy data that require
less post-processing (shallower penetration depths in line with ion implanted or irradiated sam-
ples). The next step in furthering the validation of using GIXRD in conjunction with CMWP
would be using the improved experimental setup on an undeformed and deformed zirconium
system, to determine whether it can predict an increase in dislocation density from the increased
strain within the material. Additionally, studying different damage sources, of deeper damage
depth profile (e.g. cold working or ion implantation from lighter elements - He or Al) would help
deepen the understanding of CMWP capabilities with GIXRD. Finally, exploring multiple XRD
standards to help improve the validation of the technique.

The use of TEM two beam analysis is the main current convention in determining dislocation
density. A direct comparison between multiple radiation XRD CMWP results and TEM would
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help validate the technique, especially as current comparisons have been mainly between proton
implanted data on Cu source and sXRD only. Exploring the potential similarities and differences
between the different radiation sources XRD and sXRD, would further the understanding of the
limitations of each technique and the potential optimum scenarios to use them, as well as whether
they should be used in conjunction.

In this work, we limited our study to Zr materials, however in the nuclear industry, other than
cladding material, many other components undergo harsh conditions that lead to failure and the
possible disruption of active operations. An exploration into using CMWP on different materials
such as structural steel components (i.e. most common stainless steel (SS) alloys used are 304SS
and 316SS), could lead to a greater understanding of other failure mechanisms and the prevention
of such cases. Thus increasing the catalogue of materials proven to work with CMWP.

The necessity to characterise materials, especially the insight provided by CMWP, is not limited
to only the nuclear industry. There are many facets of engineering that require the investigation
of materials which are under constant harsh conditions or subjected to extreme environments, one
example being in the aerospace industry. Nickel superalloys, used in engines (bulk phase being
FCC) and titanium alloys, used in structural components (bulk phase being HCP) are constantly
under fatigue and extreme temperature conditions. Validating a more accurate characterisation
technique of the deformation within these materials will deepen the understanding of the failure
mechanism present, providing more information to either prolong the lifespan of current materials
or to produce new alloys that are able to withstand these conditions longer.

Hopefully, this future work will help unlock the further potential of CMWP and make it more
accessible to use.
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lication Title: Woodhead Publishing Limited in Energy. Woodhead Publishing Limited,
2012. 939–987. isbn: 978-1-84569-765-5. url: http://www.sciencedirect.com/science/
article/pii/B9781845697655500263.

142

https://pure.manchester.ac.uk/ws/portalfiles/portal/162162388/FULL_TEXT.PDF
https://pure.manchester.ac.uk/ws/portalfiles/portal/162162388/FULL_TEXT.PDF
https://doi.org/10.1146/annurev-matsci-070214-020951
https://doi.org/10.1146/annurev-matsci-070214-020951
https://www.annualreviews.org/doi/10.1146/annurev-matsci-070214-020951
https://www.annualreviews.org/doi/10.1146/annurev-matsci-070214-020951
https://doi.org/10.1016/j.actamat.2021.116804
https://linkinghub.elsevier.com/retrieve/pii/S1359645421001841
https://linkinghub.elsevier.com/retrieve/pii/S1359645421001841
https://doi.org/10.1016/j.jnucmat.2011.07.028
https://linkinghub.elsevier.com/retrieve/pii/S0022311511007203
https://linkinghub.elsevier.com/retrieve/pii/S0022311511007203
https://doi.org/10.1016/j.jnucmat.2023.154586
https://linkinghub.elsevier.com/retrieve/pii/S0022311523003537
https://linkinghub.elsevier.com/retrieve/pii/S0022311523003537
https://doi.org/10.1016/B978-0-12-803581-8.11735-7
https://doi.org/10.1520/stp37501s
https://doi.org/10.1038/s41598-021-86308-w
https://doi.org/10.1038/s41598-021-86308-w
https://doi.org/10.1038/s41598-021-86308-w
https://www.nature.com/articles/s41598-021-86308-w
https://www.nature.com/articles/s41598-021-86308-w
https://aris.iaea.org/sites/operating.html
https://aris.iaea.org/sites/operating.html
https://doi.org/10.1016/B978-0-08-102631-1.00017-1
http://www.sciencedirect.com/science/article/pii/B9781845697655500263
http://www.sciencedirect.com/science/article/pii/B9781845697655500263


[47] F. Long et al. “Microstructure characterization of a hydride blister in Zircaloy-4 by EBSD
and TEM”. In: Acta Materialia 129 (May 2017), pp. 450–461. issn: 13596454. doi: 10.
1016/j.actamat.2017.03.016. url: https://linkinghub.elsevier.com/retrieve/
pii/S1359645417302033 (visited on 05/14/2024).

[48] F. M. Mazzolai, J. Ryll-Nardzewski, and C. J. Spears. “An investigation of the zirconium-
hydrogen system by internal friction”. In: Il Nuovo Cimento B Series 11 33.1 (1976),
pp. 251–263. issn: 03693554. doi: 10.1007/BF02722491.

[49] Thrinadh Jadam et al. “Performance of microwave-irradiated WC-Co insert during dry
machining of Inconel 718 superalloys”. In: Sustainable Manufacturing and Design. Else-
vier, 2021, pp. 103–132. isbn: 978-0-12-822124-2. doi: 10.1016/B978-0-12-822124-2.
00006-8. url: https://linkinghub.elsevier.com/retrieve/pii/B9780128221242000068
(visited on 11/05/2024).

[50] K.Y. Zhu et al. “Texture Evolution and Associated Nucleation and Growth Mechanisms
during Annealing of a Zr Alloy”. In: Metallurgical and Materials Transactions A 40.10
(Oct. 2009), pp. 2423–2434. issn: 1073-5623, 1543-1940. doi: 10.1007/s11661- 009-
9909-y. url: https://link.springer.com/10.1007/s11661-009-9909-y (visited on
11/05/2024).

[51] D. Bhattacharyya et al. “Origin of dislocations within tensile and compressive twins in
pure textured Zr”. In: Acta Materialia 57.2 (Jan. 2009), pp. 305–315. issn: 13596454.
doi: 10.1016/j.actamat.2008.09.014. url: https://linkinghub.elsevier.com/
retrieve/pii/S1359645408006563 (visited on 11/05/2024).

[52] Heavy Technology.Metallic Zirconium Nuclear Applications. M Heavy Technology. July 6,
2024. url: https://www.mheavytechnology.com/news/zirconium/ (visited on 11/05/2024).

[53] Yuan Liu et al. “Texture and Twinning Evolution of Cold-Rolled Industrial Pure Zir-
conium”. In: Processes 12.5 (May 7, 2024), p. 948. issn: 2227-9717. doi: 10 . 3390 /

pr12050948. url: https://www.mdpi.com/2227-9717/12/5/948 (visited on 11/05/2024).

[54] Y.N Wang and J.C Huang. “Texture analysis in hexagonal materials”. In: Materials
Chemistry and Physics 81.1 (July 2003), pp. 11–26. issn: 02540584. doi: 10 . 1016 /

S0254-0584(03)00168-8. url: https://linkinghub.elsevier.com/retrieve/pii/
S0254058403001688 (visited on 11/06/2024).

[55] M. Grange, J. Besson, and E. Andrieu. “Anisotropic behavior and rupture of hydrided
ZIRCALOY-4 sheets”. In: Metallurgical and Materials Transactions A 31.3 (Mar. 2000),
pp. 679–690. issn: 1073-5623, 1543-1940. doi: 10.1007/s11661- 000- 0010- 9. url:
https://link.springer.com/10.1007/s11661-000-0010-9 (visited on 11/05/2024).

[56] Wenbin Guo et al. “Texture development and mechanical behavior of Zircaloy-4 alloy
plates fabricated by cold rolling and annealing”. In: Materials Science and Engineering:
A 807 (Mar. 2021), p. 140846. issn: 09215093. doi: 10.1016/j.msea.2021.140846. url:
https://linkinghub.elsevier.com/retrieve/pii/S0921509321001155 (visited on
11/05/2024).

[57] H. Qiao et al. “Modeling the micromechanical behaviors of Zircaloy-2 alloy under large
deformation”. In: Journal of Nuclear Materials 569 (Oct. 2022), p. 153912. issn: 00223115.
doi: 10.1016/j.jnucmat.2022.153912. url: https://linkinghub.elsevier.com/
retrieve/pii/S0022311522003981 (visited on 11/05/2024).

143

https://doi.org/10.1016/j.actamat.2017.03.016
https://doi.org/10.1016/j.actamat.2017.03.016
https://linkinghub.elsevier.com/retrieve/pii/S1359645417302033
https://linkinghub.elsevier.com/retrieve/pii/S1359645417302033
https://doi.org/10.1007/BF02722491
https://doi.org/10.1016/B978-0-12-822124-2.00006-8
https://doi.org/10.1016/B978-0-12-822124-2.00006-8
https://linkinghub.elsevier.com/retrieve/pii/B9780128221242000068
https://doi.org/10.1007/s11661-009-9909-y
https://doi.org/10.1007/s11661-009-9909-y
https://link.springer.com/10.1007/s11661-009-9909-y
https://doi.org/10.1016/j.actamat.2008.09.014
https://linkinghub.elsevier.com/retrieve/pii/S1359645408006563
https://linkinghub.elsevier.com/retrieve/pii/S1359645408006563
https://www.mheavytechnology.com/news/zirconium/
https://doi.org/10.3390/pr12050948
https://doi.org/10.3390/pr12050948
https://www.mdpi.com/2227-9717/12/5/948
https://doi.org/10.1016/S0254-0584(03)00168-8
https://doi.org/10.1016/S0254-0584(03)00168-8
https://linkinghub.elsevier.com/retrieve/pii/S0254058403001688
https://linkinghub.elsevier.com/retrieve/pii/S0254058403001688
https://doi.org/10.1007/s11661-000-0010-9
https://link.springer.com/10.1007/s11661-000-0010-9
https://doi.org/10.1016/j.msea.2021.140846
https://linkinghub.elsevier.com/retrieve/pii/S0921509321001155
https://doi.org/10.1016/j.jnucmat.2022.153912
https://linkinghub.elsevier.com/retrieve/pii/S0022311522003981
https://linkinghub.elsevier.com/retrieve/pii/S0022311522003981


[58] Ian Reid. “Texture produced in cold-rolled and recrystallized zircaloy-2 and Zr-2.5 wt%
Nb alloys”. In: Canadian Metallurgical Quarterly 9.1 (Jan. 1970), pp. 345–352. issn: 0008-
4433, 1879-1395. doi: 10.1179/cmq.1970.9.1.345. url: http://www.tandfonline.
com/doi/full/10.1179/cmq.1970.9.1.345 (visited on 11/05/2024).

[59] Christopher S. Daniel et al. “A detailed study of texture changes during alpha–beta pro-
cessing of a zirconium alloy”. In: Journal of Alloys and Compounds 804 (Oct. 2019),
pp. 65–83. issn: 09258388. doi: 10.1016/j.jallcom.2019.06.338. url: https://
linkinghub.elsevier.com/retrieve/pii/S0925838819324351 (visited on 11/05/2024).

[60] F.C. Campbell, ed. Elements of Metallurgy and Engineering Alloys. ASM International,
June 1, 2008. isbn: 978-1-62708-251-8. doi: 10.31399/asm.tb.emea.9781627082518.
url: https : / / dl . asminternational . org / handbooks / book / 94 / Elements - of -

Metallurgy-and-Engineering-Alloys (visited on 11/05/2024).
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Appendix A

Experimental Procedure

Figure A1: An example of file formatting for instrumental peak profile.

Figure A2: The TOPAS interface in which the relevant instrumental parameters can be
fixed or refined.

Figure A3: An image demonstrating the refinement of the Peak Type - PVII parameter.

161



Figure A4: An example of the sample parameters that refined/fixed when performing Le
Bail analysis.
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Appendix B

Accuracy and Sensitivity of CMWP

CMWP Cu Source - Manchester

Figure B1: The qualitative fit for the CMWP analysis of Zr-AR-M.

Figure B2: The qualitative fit for the CMWP analysis of Zr-30-M.
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Figure B3: The qualitative fit for the CMWP analysis of Zr-48-M.

Figure B4: The qualitative fit for the CMWP analysis of Zr-60-M.
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CMWP Co Source - MRF

Figure B5: The qualitative fit for the CMWP analysis of Zr-AR-Co.

Figure B6: The qualitative fit for the CMWP analysis of Zr-30-Co
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Figure B7: The qualitative fit for the CMWP analysis of Zr-48-Co

Figure B8: The qualitative fit for the CMWP analysis of Zr-60-Co
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CMWP Physical Parameters

Table B1: The weighted sum of square residual (WSSR) between the measure and CMWP
fitted patterns for Cu and Co source XRD data.

Samples
WSSR

CMWP - Cu CMWP - Co

Zr-AR 818.2 46038.5
Zr-HT 1375.8 38528.7
Zr-30 421.5 16282.8
Zr-48 445.7 15958.2
Zr-60 388.5 17090.7

Table B2: The crystallite size distribution parameter from CMWP fitted patterns for Cu,
Co and Ag source XRD data.

Samples
Crystallite Size Distribution

CMWP - Cu CMWP - Co CMWP - Ag

Zr-AR 0.77
+ 0.08

0.05
+ 0.0043

- 0.11 - 0.000014

Zr-HT 2.15
+ 0.35

0.61
+ 0.04

0.87
+ 0.45

- 0.65 - 0.04 - 0.28

Zr-30 0.33
+ 0.03

0.17
+ 0.04

- 0.04 - 0.09

Zr-48 0.42
+ 0.06

0.32
+ 0.33

- 0.03 - 0.26

Zr-60 0.47
+ 0.02

0.39
+ 0.05

- 0.03 - 0.03

Table B3: The Goodness of Fit (GoF) between the measure and CMWP fitted patterns for
Cu, Co and Ag source XRD data.

Samples
GoF

CMWP - Cu CMWP - Co CMWP - Ag

Zr-AR 0.388 3.70
Zr-HT 0.499 3.37 2.99
Zr-30 0.278 2.17
Zr-48 0.286 2.15
Zr-60 0.267 2.23
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Table B4: The dislocation arrangement parameter from CMWP fitted patterns for Cu, Co
and Ag source XRD data.

Samples
Dislocation Arrangement

CMWP - Cu CMWP - Co CMWP - Ag

Zr-AR 0.26
+ 0.03

0.10
+ 0.01

- 0.01 - 0.01

Zr-HT 0.09
+ 0.01

0.15
+ 0.01

0.05
+ 0.02

- 0.01 - 0.01 - 0.0003

Zr-30 0.52
+ 0.04

0.75
+ 0.07

- 0.06 - 0.03

Zr-48 1.00
+ 0.08

1.10
+ 0.39

- 0.11 - 0.22

Zr-60 1.01
+ 0.09

1.74
+ 0.15

- 0.05 - 0.16

TOPAS Crystallite Size

Figure B9: A graph showing the decrease in crystallite size, calculated from TOPAS using
a Lorentzian function, with an increase in deformation (Zr-AR to Zr-60) for both Cu and
Co diffraction data. The blue line represents Cu data obtained from UoM and the red line

represents Co data from MRF.
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Appendix C

Grazing Incident X-Ray Diffraction for CMWP

Minimum Grazing Incident Angle

Figure C1: A comparison of the diffraction patterns for the ω angles 0.11° and 1.30°.
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Smoothing Function Fitting

Figure C2: The goodness of fit of the CMWP fitting of Si when ω 1.30° and a smoothing
function of 10 MPA.

Figure C3: The goodness of fit of the CMWP fitting of Si when ω 1.30° and a smoothing
function of 15 MPA.
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Table C1: Physical parameters for the fitting of Si at 1.30° with a smoothing function of 0
(unsmoothed), 10 MPA and 15 MPA.

Sample
Crystallite Crystallite Size Dislocation Density/ Dislocation
Size/ nm Distribution/ nm x 1014.m-2 Arrangement

Unsmoothed 275.7
+ 106.9

0.05
+ 0.04

0.013
+ 9.69e-3

0.17
+ 0.24

- 59.9 - 5.45e-5 - 2.90e-5 - 0.09

10MPA 167.7
+ 35.4

0.05
+ 0.02

0.010
+ 8.34e-3

0.12
+ 0.43

- 24.0 - 2.84e-8 - 7.09e-4 - 0.04

15MPA 116.6
+18.2

0.05
+ 0.02

0.017
+ 0.019

0.06
+ 0.07

- 12.9 - 2.46e-6 - 7.28e-3 - 0.01
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Appendix D

The Application of Lab HT-XRD on Hydrogen Charged Zr-4

CMWP - Line Dislocation Density

Figure C1: An example CMWP fitting on Zr80CW at 400 °C.
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