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Abstract

Heat-flow is of fundamental interest in plasmas with extreme temperature gradients.

Transport effects such as heat-flow are driven by anisotropy within the distribution

function in plasma systems. When these plasmas are magnetised, there is a fun-

damental coupling between the anisotropic transport and magnetic field dynamics.

As anisotropy increases, the system is driven from local thermodynamic equilibrium

(LTE). Fluid models, which often assume the anisotropy leads to only a small per-

turbation away from a Maxwellian distribution, can then fail to accurately describe

transport effects far from LTE. This thesis examines how magnetisation suppresses

anisotropic transport perpendicular to the magnetic field axis and restores local

thermodynamic equilibrium.

Kinetic modelling of electron transport is performed using a Vlasov-Fokker-

Planck (VFP) code. Magnetisation of a plasma most significantly affects the rel-

atively collisionless heat-carrying electron population, reducing the heat-carrying

velocity. Suppression of anisotropic transport is demonstrated by increasing the

magnetisation, which can be done by both increasing the magnetic field strength

and decreasing the collision frequency. On decreasing the collision frequency in the

weakly magnetised regime anisotropy initially increases. However, once the heat-

carrying electrons are strongly magnetised transport becomes increasingly local as

the collision frequency decreases further. This result is attributed to a reduction in

the heat-carrying electron mobility relative to the thermal electron population.

An experiment is then described that provides the first direct measurement of

the Nernst effect, the transport of magnetic fields driven by heat flow. Proton ra-

diography and interferometry measurements were used to demonstrate a decoupling

of the magnetic field advection from the bulk flow. Despite the demagnetisation of

the hot plasma, the transport was found to be kept in a relatively local regime due

to the formation of a magnetic transport barrier at the edge of the heat-front. On

decreasing the gas density used in the experiment suppression of the Nernst effect

was observed.
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Chapter 1

Introduction

1.1 Motivation

Most of the known universe is permeated by matter in the plasma state, and where

there is plasma, there are almost always magnetic fields. Their interaction is sig-

nificant in the most extreme astrophysical events, such as supernovas and pulsars.

Closer to home they have also played a part in human evolution, with the Earth’s

magnetic field protecting us from the solar wind. This thesis will consider the in-

terplay between magnetic field dynamics and heat transport in high energy-density

(HED) matter, which is more closely aligned to supernovas than the solar wind.

High-energy-density systems are typically defined as having a pressure above

1 Mbar, which can be true of a system at high temperature and low density (∼ 1 keV

at 10−3× solid density) or relatively low temperature and high pressure (> 10× solid

density) [2]. As one enters this regime, compression or thermal ionisation leads to the

delocalisation of large numbers of electrons and as such high-energy-density matter

is plasma. It shares with both ideal plasmas and condensed matter the fact that

collective behaviour is an essential part of its description. Unlike ideal plasmas, the

behaviour of high-energy-density matter is more strongly correlated. Additionally,

it differs from condensed matter physics in that ionisation and Coulomb interactions

play a fundamental role in its description.

The key regimes and boundaries in high-energy-density plasmas are outlined in

fig. 1.1 at pressures above 1 Mbar. The ideal plasma state is found at higher temper-

atures and lower densities. Here the plasma can be approximated as a classical gas,

with thermal pressure resulting from Coulomb collisions resisting compression of the

plasma. It is in this regime where the kinetic and fluid models discussed in this thesis

operate. As the plasma transitions into the cold, dense regime, non-ideal behaviour
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1.1 Motivation

Figure 1.1: The high energy density parameter space. The locations where the
matter pressure is equal to 1 Mbar and 1 Gbar are shown (solid red), as well as
the radiation pressure Pr ∝ T 4 (dashed red). A diagonal line (dotted) shows the
boundary where Te = εFermi at which point the electron temperature is equal to the
Fermi temperature. Below this line electrons are Fermi-degenerate, and the pres-
sure far above that of an ideal plasma. The boundary where the strong coupling
parameter Γ = |eφ|/Te = 1 is shown (dashed). Above this line the plasma gradually
transitions to being weakly coupled, resulting in regions where the plasma is not
Fermi-degenerate but cannot be treated as an ideal plasma. In the centre of the
plot the region of parameter space corresponding to warm dense matter (WDM) is
shown (dark grey), where the matter is too ionised for a condensed matter model but
too strongly correlated to be treated as an ideal plasma. Finally, at temperatures
of hundreds of keV, the electrons become relativistic (light grey). The approxi-
mate location of a burning ICF plasma is indicated, along with examples of several
astrophysical environments including gamma-ray bursts (GRBs).

begins to emerge. In particular, electrons and ions become strongly coupled, with

the thermal energy no longer significantly greater than the potential energy from

particle interactions, leading to increased particle correlations. This behaviour is

further explored in section 2.1, where electron screening and the Debye length are

introduced. At sufficiently high densities, quantum mechanical effects, resulting

from the Pauli exclusion principle, generate pressure that resists compression. This

phenomenon occurs at the Fermi temperature.

The high-energy-density plasmas considered in this thesis will be those generated

by high-intensity (> 1014 Wcm−2) long-pulse (∼ ns) lasers, which in the context of

magnetic field dynamics and heat transport have the important property of having
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1.2 Inertial confinement fusion

large gradients in temperature and density. Magnetic fields can be present in these

plasmas for several reasons. They can be self-generated via effects such as the

Biermann battery, a source of magnetic field in plasmas with misaligned density

and temperature gradients. Alternatively, they can be applied externally to the

plasma, for example with an electromagnet. Classically, the dynamics of magnetic

fields and heat-flow can be investigated using Braginskii’s magnetohydrodynamic

(MHD) equations [3], which tell us how heat flow is both modified by a magnetic

field, resulting in a reduction in conductivity, while also advecting the magnetic field

via the Nernst effect.

However, in plasmas generated by high-intensity lasers, the assumptions of the

classical model begin to break down as the electron mean free path becomes com-

parable with the system length scale due to large gradients in the temperature. In

the field of fluid dynamics this ratio is quantified by the Knudsen number. At this

point non-local’ transport effects are observed, and a resulting deviation in the pre-

dictions of computational fluid models when compared to experimental results. Key

issues relate to the interaction of magnetic field dynamics and non-local heat-flow

in these systems, and the validity of magnetohydrodynamic simulations needs to be

addressed.

1.2 Inertial confinement fusion

Much of the progress in high-energy-density science has been driven by the pursuit of

inertial confinement fusion (ICF) [4]. Alongside magnetic confinement fusion (MCF)

[5], ICF forms one of the two primary branches of fusion physics. The objective

of both approaches is to assemble fusion fuel at sufficiently high temperature and

density, such that the energy released by thermonuclear fusion during confinement

surpasses the energy input to the fuel, resulting in a net energy gain. Achieving net

energy gain from fusion has long been regarded as the ‘holy grail’ of clean energy

research.

In ICF confinement is achieved by rapidly compressing and heating a capsule

containing the fusion fuel, relying upon material inertia to hold the fuel together

long enough that a significant fraction fuses. The favoured fuel is a 50:50 mix of

deuterium (D) and tritium (T), which react according to the equation

D + T→ α(3.5 MeV) + n(14.1 MeV) (1.1)

where the energy released during the reaction is partitioned between the kinetic
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Figure 1.2: Schematic diagram of a spherical ICF capsule undergoing hotspot igni-
tion. The target consists of concentric shells, with the outermost the ablator. This
surrounds a layer of DT ice that has inner radius R0, with the remainder of the cap-
sule filled with DT gas. Radiation incident on the capsule heats the ablator, causing
it to explode outwards. The ablation of material launches a shock that compresses
the DT fuel, imploding the target by conservation of momentum at velocity uimp.
As the capsule converges it begins to decelerate as kinetic energy is converted into
internal energy, until reaching stagnation. If the convergence ratio CR is sufficient
to heat and compress the fuel to ignition conditions, a burn wave propagates from
the hotspot into the ice layer.

energy of the products. The alpha particles deposit some of their energy in the fuel

causing self-heating, raising the temperature of the fuel. As the DT reaction rate

increases with temperature, self-heating results in an increase in the rate of alpha

particle production rate, further increasing the temperature. The aim is for heating

from alpha particles created during the fusion process overcome the loss mechanisms

in the system; these losses are attributed to radiation, hydrodynamic disassembly,

and thermal conduction. At this point ignition occurs, corresponding to a dramatic

increase in fuel temperature and energy yield. Fusion neutrons that escape the

plasma can be used for a variety of applications, including use as an energy source.

There are several approaches to achieving ignition in the fuel capsule, with the

most common being hotspot ignition. Here, a small portion of the total fuel is heated,

which can then ignite and drive a propagating burn wave into the surrounding cold,

dense fuel. This approach significantly increases the potential for energy gain, while

reducing the drive energy required. In fig. 1.2 a typical design for a hotspot ignition

target is shown; it consists of a solid, low atomic (low-Z) ablator, followed by a layer

of DT ice and a gaseous DT core. An alternative approach, in which the entire fuel

is uniformly brought to ignition conditions, is known to as volume ignition [6].

The two main drivers used for compression and heating in current ICF research
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Figure 1.3: The direct drive and indirect drive ICF schemes. In each scheme the
target is shown when lasers are initially incident (left half) and mid-implosion (right
half). In direct drive, the fuel capsule (1) is directly heated by laser beams (2). This
result in ablation (3) that implodes the fuel capsule. Meanwhile in indirect drive,
the fuel capsule (1) is indirectly driven by the lasers (2). Here, lasers enter through
the entrance of the gold hohlraum (3), which is filled with gas, irradiating the inner
surface and generating a thermal x-ray bath (4). It is the x-rays that then drive
ablation (5) of the target surface and implosion of the fuel capsule. As the lasers
continue to irradiate the hohlraum inner surface it is ablated, forming gold bubbles
(6).

are laser drivers and pulsed power drivers. Of these, laser drivers are the most

advanced ICF technologies, with the primary schemes used to supply energy to the

ablator direct drive and indirect drive as outlined in fig. 1.3. In direct drive, laser

beams directly irradiate the fuel capsule, whereas in indirect drive, the lasers heat a

hohlraum surrounding the capsule, generating a thermal x-ray bath that irradiates

the capsule. Direct drive offers the greatest advantages to future inertial fusion

energy schemes over indirect drive, as it is not limited by energy conversion in the

hohlraum. However, it is more susceptible to drive non-uniformity, seeding both low

and high mode perturbations that can grow unstable, as well as the effect of laser

plasma instabilities within the corona [7]. In contrast, indirect drive is less sensitive

to these challenges.

Early experiments were primarily limited by implosion symmetry and the growth

of hydrodynamic instabilities during compression, as achieving uniformity was cru-

cial to maximising fuel heating and compression. Low mode asymmetries typically

result in reduced compression of the fuel compared to the desired spherical implo-

sion. For example, if the capsule was driven harder at the poles than the equator,

the implosion will form a pancake. High mode asymmetries result in instabilities,

such as the Rayleigh-Taylor and Richtmeyer-Meshkov instabilities, which grow dur-

ing compression, shredding the capsule and mixing ablator material into the DT

fuel. This radiatively cools the hotspot, reducing the temperature and the alpha

reaction rate. Key improvement were made in controlling implosion symmetry and
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Figure 1.4: Schematic diagram showing the flux-compression of an initially spatially
uniform magnetic field B0. During implosion of the fuel capsule, Alfvén’s frozen-
in-flux theorem states that magnetic fields will move together with the fluid if it is
an ideal plasma. The result is an increase in the magnetic field flux for a spherical
target undergoing compression of B = B0CR

2 where CR is the convergence ratio of
the target.

instability growth by careful tuning of the laser drive. These include varying the

pulse shape of the laser, allowing control of the timing and strength of the shocks

that are launched through the ablator and fuel, to set the adiabat [8]. Increasing

the adiabat makes fuel less compressible, but more stable to hydrodynamic instabil-

ities. Another development was the use of crossed-beam energy transfer to improve

implosion symmetry [9].

The last few years have marked a turning point in the pursuit of fusion, driven

by the first demonstration of ignition in an ICF experiment at the National Ignition

Facility (NIF) in 2021 [10]. Since then, the first target gain exceeding unity (G ∼ 1.5)

has been measured in 2022 [11]. This corresponds to a yield of 3.1 MJ with an input

energy of 2.05 MJ. The indirect drive facility has since produced yields of ∼ 5.2

MJ, with gain exceeding G > 2, driven by facility upgrades that have increased the

laser energy to 2.2 MJ [12]. Many of these improvements have been incremental,

allowing current experiments to access the ‘ignition cliff’ where small changes in

target dynamics can lead to large changes in yield when entering the burning plasma

regime [13].

In order to accelerate the progress towards the realisation of inertial fusion en-

ergy, novel ICF designs are now being explored that offer pathways to higher gain.

These include the use of an applied magnetic field to pre-magnetise the target, which

can modify energy balance in the fuel by reducing thermal conduction losses while

increasing alpha particle heating [14]. This allows higher hotspot temperatures to be

achieved, relaxing the ignition criteria and boosting yield. It is with this application

in mind that this thesis will explore the coupling between magnetic field dynam-

ics and heat-flow, seeking to observe how magnetic fields both suppress thermal

conduction while also being advected by it through the Nernst effect.
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For magnetic fields to modify heat-transport in the plasma, the fields must be

of sufficient strength to magnetise charged particles, such that their gyro-radius

decreases below the mean-free-path (rg < λ). As the mean-free-path scales with

velocity as λ ∝ v4, while the gyro-radius scales as rg ∝ v, the transport of hotter

particles is more strongly suppressed by a magnetic field, a property that will be

central to the discussion of electron transport trends in chapters 3 and 4. Due

to their lower mass electrons are magnetised before ions; fields on the order of

B ∼ 1 kT are need to magnetise electrons within the hotspot, while a stronger field

of B ∼ 7 kT is required to confine 3.5 MeV alpha particles in a hotspot of radius

∼ 40 µm [15]. While such fields are difficult to generate directly, magnetic flux

compression (fig. 1.4) can amplify a seed field by factors of over 100 [16].

There is an inherent anisotropy between transport perpendicular and parallel to

the magnetic field lines, with electron transport only confined to gyro-orbits in the

plane perpendicular to the field. As transport becomes more strongly magnetised,

the thermal conductivity is only modified in the direction perpendicular to the field.

Important symmetry considerations arise, as this affects the distribution of laser

heat and reduces uniformity during the implosion [17]. While the thermal pressure

is typically much larger than the magnetic pressure, so hydrodynamic evolution is

not directly affected, the indirect effects resulting from the modification of ther-

mal conductivity have the greatest impact on symmetry. There are open questions

regarding experiment designs that seek to maximise the benefits of magnetic field

while minimising potential drawbacks.

The study of magnetic fields is crucial not only for ICF designs that incorporate

an applied magnetic field but also initially unmagnetised plasmas due to field gen-

eration mechanisms, with the Biermann battery being the most notable example.

These self-generated fields emerge during laser ablation [18] and at unstable inter-

faces [19]. Since instability growth is a common challenge in most ICF schemes,

enhancing our understanding of magnetic field dynamics is essential for advancing

the development of high-gain ICF targets.

A final consideration regards the correct treatment of heat-transport and mag-

netic field dynamics in ICF experiments. Accurate models are required to predict the

performance of fusion targets, as the complexity of the integrated physics problem is

such that relying solely upon experiments would be both prohibitively expensive and

time-consuming. In both direct- and indirect-drive experiments, temperature and

density gradients are such that our current best fluid models, which are necessary

due to the spatial and timescales involved, cannot fully capture transport effects

throughout the entire target. This limitation arises from kinetic effects linked to

non-local transport of electrons and ions, whose mean-free-path is of the order of the
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plasma length scale [20]. Chapters 3 and 4 are motivated by a desire to understand

the regimes in which the extended magnetohydrodynamic model remains valid, and

to investigate how non-local electron transport influences both heat-transport and

magnetic field dynamics. The plasma conditions explored in the simulations and

experiments discussed in chapters 4, 6, and 7 are representative of those encoun-

tered in ICF targets, particularly those found at the ablation front in direct-drive

experiments or within the hohlraum, where the laser heats the gas fill and ablates

the gold walls during indirect-drive experiments.

1.3 Laboratory astrophysics

The advancement of facilities capable of conducting high-energy-density matter ex-

periments has made it possible to study astrophysical systems in a laboratory setting,

with the breadth of application clear from fig. 1.1. Observations of astrophysical

systems from Earth are inherently constrained by the great distances and timescales

associated with these events. Even for space plasmas, which are those located within

our solar system, the spatial scales of shocks and waves are much larger than the in

situ probes used to measure them. However, experimental studies can complement

these observations, provided that they can be recreated in a laboratory setting,

allowing new insights to be obtained from perspectives that would be otherwise

inaccessible.

Laboratory measurements of astrophysical systems can be broadly categorised

into two types [21, 22]. The first category focuses on material properties and mi-

crophysics, including the equation of state, opacity, and nuclear cross-sections. The

second category of experiment is concerned with the dynamics of astrophysical sys-

tems. Dynamic processes that can be studied at HED facilities include astrophysical

jets [23], the formation of magnetic fields [24], turbulence [25], collisionless shocks

[26], magnetic reconnection [27], and star formation[28].

To enable laboratory astrophysics experiments to be related to their astrophysi-

cal counterparts, a formalism is required that allows us to understand the degree to

which a given comparison is physically reliable and valid. For this purpose, scaling

laws have been derived [29, 30, 31], which take the key characteristics of one system

and map them to another. This approach does not rely on the individual variables

of a system (such as the mass, temperature or size). Instead, it combines various

variables to create a set of scaled quantities. If these scaled quantities are invari-

ant between systems, then the laboratory experiment can model the astrophysical

system.
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When deriving these scaled quantities, the equations used to describe the evolu-

tion of both systems must be the same. For example, both systems may be governed

by the equations of hydrodynamics. Additionally, the key terms in these equations

that are critical for describing the overall dynamics must be the same for both sys-

tems. In the case of systems described by hydrodynamics, this might mean that

both systems have a large Reynolds number, implying that inertial forces dominate

and viscosity can be neglected. If a magnetic field is present in the astrophysical

system for which scaling relations are sought, the magnetohydrodynamic equations

should be used instead, introducing additional scaled quantities. It may appear to

become increasingly unrealistic to obtain a perfectly scaled experiment as the com-

plexity of the modelled system increases, but for dimensionless scaling parameters

sufficiently far from unity the numbers need to be identical.

1.4 Thesis outline and author’s contribution

The main focus of this thesis will be on the suppression of anisotropic electron

transport in magnetised laser-plasmas. When anisotropy in the electron distribu-

tion function is significant non-local transport occurs, which is a major challenge

for fluid models that are used to simulate HED plasmas, such as those encountered

during ICF and laboratory astrophysics experiments. In chapter 3 kinetic theory is

used to develop a model that identifies trends in the growth of the relative anisotropy

in magnetised plasmas, which is then tested in chapter 4. Chapters 6 and 7 apply

this model to simulations and experimental data obtained using a platform designed

to measure the Nernst effect, with chapter 5 reviewing the proton radiography di-

agnostic which was required to make this measurement possible.

• Chapter 2 - Theory of magnetised plasmas: An overview of the kinetic

equations governing plasma evolution is provided, with the Vlasov-Fokker-

Planck equation expanded in Cartesian tensors to reduce the complexity of the

equation. This is first step in the derivation of classical transport theory, which

will be key in understanding heat and magnetic field transport effects relevant

to the laser plasmas discussed in this thesis. Mechanisms via which the fluid

approximation is invalidated are highlighted, namely inverse bremsstrahlung

heating and non-local transport.

• Chapter 3 - Local transport phenomena in magnetised plasmas: The

kinetic equation governing anisotropy in the electron distribution function is

examined, providing insight into the regimes where fluid models are valid,

including when the plasma is magnetised. Fluid models assume the relative
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anisotropy is small, ensuring that transport remains local and the distribu-

tion function stays close to Maxwellian. The kinetic equation naturally leads

to the definition of an effective mean-free-path, which relates the growth of

relative anisotropy to plasma parameters in the local limit. To identify the

electron populations most influential in transport trends, the velocities of the

current- and heat-carrying electrons are obtained as a function of magnetisa-

tion. The trends associated with effective mean-free-path are then discussed

in the context of increasing relative anisotropy and non-local transport.

• Chapter 4 - Kinetic transport phenomena in magnetised plasmas:

Simulations are performed exploring the key trends predicted when using the

effective mean-free-path to predict the growth of the relative anisotropy in

magnetised plasmas. This approach identifies regimes in which the fluid ap-

proximation fails due to non-local transport when applied to the heat-carrying

electron population, provided electron inertia is not significant. The connec-

tion between the relative anisotropy and transport effects is highlighted, em-

phasising the relationship between heat-flow and magnetic field dynamics.

• Chapter 5 - Proton radiography in laser-plasma experiments: The

use of proton radiography as a diagnostic for electric and magnetic field struc-

tures is reviewed. This technique plays a central role in the experimental

results presented in this thesis, which includes the first direct measurements

of the Nernst effect in a laser-plasma experiment, providing the motivation

for this comprehensive discussion. First, the process of extracting dose in-

formation from radiochromic film is explained, enabling the determination of

proton beam characteristics such as the temperature. Secondly, the method

of deflection mapping is reviewed, which allows the electric and magnetic field

structures to be obtained. Finally, the effect of smearing caused by imaging

in a large applied magnetic field is explored.

• Chapter 6 - Simulations investigating transport in laser-plasmas:

A laser-plasma experiment is simulated in which an under-dense gas jet is

heated by a long-pulse laser. The symmetry of the experiment allows ex-

tended MHD effects to be investigated. Specifically, the thermo-electric effect,

which is related to the Biermann battery, and Nernst effect are dominant when

the plasma is either initially unmagnetised or magnetised along the laser axis

respectively. These effects are important in magnetised laser-plasma experi-

ments, and can be modified by non-local transport. Comparisons are made

between kinetic and fluid simulations, allowing the validity of the fluid model

to be tested. These comparisons are supported by the analysis of the relative

anisotropy performed earlier in this thesis.
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• Chapter 7 - Experiments investigating transport in laser-plasmas:

An experiment providing the first direct measurement of the Nernst effect

is analysed, utilising the platform discussed in chapter 6. The Nernst effect

was found to be suppressed by increasing magnetisation at lower density, a re-

sult that leads to increasingly local transport following the model developed in

chapters 3 and 4. Measurements of the thermo-electric field are also discussed.

Using a combination of synthetic radiography and experimental results, the

separation of the electric and magnetic field structures in this cylindrical ge-

ometry is demonstrated.

The work in chapter 3 describing the use of the effective mean-free-path to char-

acterise non-local transport trends, which is validated in the first half of chapter 4,

is original work I have performed which is in preparation for submission. I plan

on then developing the second half of chapter 4 into another paper once this is

completed. Specifically, the relationship between the relative anisotropy of the dis-

tribution function and transport effects, such as the heat-flow and Nernst effect.

The research contained within chapter 7 has been published [1]. In this paper I

lead the simulation efforts utilising kinetic and fluid simulations, and provided the

theoretical explanation as to why both models agreed so closely. Building upon this,

I am developing a longer paper which will utilise the results in chapter 6 to address

the remaining discrepancies between simulated and experimental results.
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Chapter 2

Theory of magnetised plasmas

In this chapter, the fundamental physics required for an understanding of transport

processes in high-energy-density plasmas relevant to this thesis will be examined. A

variety of models exist for the treatment of these dynamics systems, which in the

broader picture fall into one of two regimes. The most general are kinetic or particle

descriptions. These provide a microscopic understanding of the plasma behaviour,

with the most quantitatively accurate predictions. Meanwhile, fluid descriptions,

which often find their origin in kinetic theory, offer a macroscopic treatment typically

better suited to developing our phenomenological understanding. Elucidating the

regime in which the fluid approximation is valid, and where kinetic models are

required to provide an accurate description of magnetised laser-plasma systems is

one of the primary goals of this thesis.

The most comprehensive model explored here is collisional kinetic theory, which

itself is an extension of the kinetic theory of gases. To introduce this topic the

first task will be to outline the plasma state, and its distinguishing macroscopic and

microscopic properties (section 2.1). A discussion of the kinetic theory of plasmas

follows as this description provides the foundation for the theoretical, computa-

tional, and experimental investigations throughout this thesis. In particular, the

Vlasov-Fokker-Planck equation will be examined and simplified using a Cartesian

tensor expansion (section 2.2). From this, the fluid model known as classical trans-

port theory [3] is derived, providing an intuitive framework to translate microscopic

transport behaviour into macroscopic phenomena (section 2.3). The interaction be-

tween magnetic field dynamics and transport, in particular effects surrounding the

transport of heat and its interplay with the magnetic field, will then be studied.

Under intense laser-heating the fluid description of transport phenomena diverges

from the kinetic description. This is driven both by the laser heating mechanism,

and the formation of sharp gradients in the plasma parameters, which distort the
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distribution away from a Maxwellian as discussed in sections 2.4 and 2.5. To support

this work kinetic and fluid codes are used, which will be outlined in the final section

of this chapter.

2.1 Characterisation of plasmas

A plasma is a state of matter consisting of charged particles, in which the behaviour

is collective and dominated by electromagnetic forces [32]. Plasmas have the key

property of being quasi-neutral which means that despite consisting of both electrons

and ions, the charge density of both is equal such that locally there is no net charge

at thermal equilibrium. The number density, n, of electrons can then be written

ne '
∑
α

nαZα (2.1)

where the subscript e denotes the electron species and the sum is performed over

all ion species α with charge Z. In this thesis, the plasmas that will be considered

will be assumed to have a constant ionisation state, such that ne = Zni where the

subscript i refers to ions.

When at thermal equilibrium the electron and ion populations within the plasma

have equal temperature (Te = Ti). The average kinetic energy of each species is equal

1

2
me〈ve〉2 =

1

2
mi〈vi〉2 = kBTe, (2.2)

allowing us to show that the ratio of the electron velocity to the ion velocity

〈ve〉/〈vi〉 = (mi/me)
1/2 is dependent on the mass ratio. For hydrogen ions where

mi is given by the proton mass mp the mass ratio is mp/me ≈ 1836 resulting in

〈ve〉/〈vi〉 ≈ 43. Typically this increases proportionally to
√
A for increasing atomic

number, so larger ions are slower still relative to the electrons. Additionally, the

lower mass of the electrons means that they are accelerated much more rapidly than

ions for a given applied force.

For these reasons, electrons are highly mobile compared to ions which are typ-

ically treated as stationary on the electron timescale. As a result, electrons are of

particular importance in dictating transport behaviour, as they can respond rapidly

whenever the system is driven from equilibrium. This is particularly true for laser-

plasmas due to the coupling of laser energy into the electron population, which will

be discussed in section 2.4.
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The electric E and magnetic B fields that drive plasma behaviour are governed

by Maxwell’s equations

∇ · E =
ρq
ε0

Gauss’s law (2.3)

∇ ·B = 0 Gauss’s law of magnetism (2.4)

∇× E = −∂B

∂t
Faraday’s law (2.5)

∇×B =
1

c2
∂E

∂t
+ µ0J Ampère’s law (2.6)

These fields are typically macroscopic, surpassing the effects of microscopic fluctu-

ations. Local imbalances in charge density, given by ρq = Zeni − ene, arise from

the spatial distribution of particles. According to Gauss’s law, these imbalances

generate an electrostatic field. The resulting deviations from quasi-neutrality are

just large enough to counterbalance other forces within the plasma, a relationship

that will be explored in greater detail when examining Ohm’s law. Meanwhile, the

velocity v of these particles leads to a flow of charge, or current density, given by

J = e(Zni〈vi〉−ne〈ve〉). According to Ampères law a magnetic field is then induced.

Behaviour on the microscopic scale can be understood by considering the mag-

nitude of the Coulomb force between two particles of charge q1 and q2 separated by

a distance r

|F| = |q1q2|
4πε0r2

, (2.7)

where it would appear natural to assume that the electric field arising from any given

particle may extend over the entire volume of the plasma. However, a local charge

imbalance will lead to a rapid response from the mobile electrons, redistributing

themselves to form a neutralising cloud around the disturbance.

At thermal equilibrium the electrons with charge q = −e surrounding an ion

will obey a Boltzmann distribution ne = n0 exp(eφ/Te), where φ is the electrostatic

potential and Te the temperature in energy units. Poisson’s equation can be used to

solve for the electrostatic potential, which on assuming spherical symmetry reads

1

r2
d

dr

(
r2
dφ

dr

)
= −nee

ε0

[
1− exp

(
eφ

Te

)]
(2.8)

where the relationship Zni = ne has been utilised. As φ(r)→ 0 as r →∞ we assume
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eφ� Te in which case the exponential may be expanded as exp(eφ/Te) ≈ 1+eφ/Te.

The resulting equation

1

r2
d

dr

(
r2
dφ

dr

)
=
nee

2

ε0Te
φ (2.9)

has a standard solution, which on matching the boundary condition φ(r) = Ze/4πε0r

at r → 0 give

φ(r) =
Ze

4πε0r
exp

(
− r

λD

)
where λD =

(
ε0Te
nee2

)1/2

. (2.10)

Here it is seen that the Coulomb potential is effectively screened over a distance

given by the Debye length λD.

Together the nature of the Coulomb force, and the response of electrons to charge

imbalances, fundamentally lead to the concept of quasi-neutrality. The effectiveness

of Debye shielding means that on length scales greater than the Debye length the

plasma can be considered almost neutral. Within the Debye sphere, the interaction

of electrons with each other and their response to microscopic charge perturbations

caused by particle motion result in collisions.

The Debye length leads to a natural separation of the Coulomb force into a

macroscopic component (self-consistent field) and a microscopic component (colli-

sions). Particles only interact with each other if they are less than a distance ∼ λD

from each other. On a scale greater than λD macroscopic fields result from collec-

tive behaviour amongst many charged particles, with any individual particle then

interacting with a continuous distribution of charge and current.

However, the treatment of Debye shielding relies on two aspects which turn out

to be related. First, there are enough particles inside a sphere with radius given

by the Debye length for a statistical approach to be valid. An ideal plasma is one

where the number of particles in the Debye sphere can be considered to approach

infinity. Many high-energy-density plasmas may have fewer than tens of particles in

the Debye sphere, so are rarely ideal plasmas [2]. Second, and more importantly, it

is assumed that eφ � Te so that the distribution can be expanded in terms of the

small parameter eφ/Te. This is the case when the thermal energy of the electrons

is much larger than the average electrostatic potential between electrons a distance

ΛD apart such that

e2

ε0ΛDTe
=

1

neλ3D
= g � 1. (2.11)
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The condition is equivalent to saying there are many particles in the Debye sphere.

Plasmas for which g � 1 are referred to as weakly coupled, with interactions for

which the potential energy is large relative to a particle’s kinetic energy rare. When

the opposite is true, which tends to be the case for cold and dense plasmas, a

plasma is known to be strongly coupled. Strongly coupled plasmas, such as those in

the warm-dense-matter regime, are beyond the scope of this thesis.

Despite the rapid response of electrons to charge imbalances, their finite mass

means that there exists a characteristic response frequency. This is demonstrated

by considering the propagation of a transverse electromagnetic wave with electric

and magnetic field

E = E0 exp[I(k · r− ωt)] and B = B0 exp[I(k · r− ωt)] (2.12)

where k is the wavevector and ω the angular frequency. These fields evolve according

to Faraday’s and Ampère’s law. By taking the curl of Ampere’s law a wave equation

may be developed

∇× (∇× E) = − ∂

∂t
∇×B (2.13)

where on using the identity ∇× (∇× E) = ∇(∇ · E) −∇2E on the left-hand side

and substituting Faraday’s law on the right

∇(∇ · E)−∇2E = − 1

c2

(
∂2E

∂t2
+

1

ε0

∂J

∂t

)
. (2.14)

If the ions are considered static relative to the electrons, which can be motivated

by their mass ratio, then the current is given by the mean electron velocity J =

−ene〈v〉. The evolution of this current can be obtained from the Lorentz force,

which for non-relativistic currents the magnetic field can be neglected as for an

electromagnetic wave |B| = |E|/c. Then

∂J

∂t
= −ene

∂〈v〉
∂t

=
nee

2

me

E (2.15)

where it is has been assumed that ne∂t〈v〉 � 〈v〉∂tne.

Substituting this expression into the wave equation developed earlier

∇(∇ · E)−∇2E = − 1

c2

(
∂2E

∂t2
+
nee

2

ε0me

E

)
(2.16)
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which for the electric field of a propagating electromagnetic wave (eq. 2.12)

∇(ik · E) + k2E = − 1

c2

(
−ω2 +

nee
2

ε0me

E

)
. (2.17)

where k is the wavenumber. Note that as the electromagnetic wave is transverse

k · E = 0 and the dispersion relationship is obtained

ω2 = c2k2 + ω2
pe where ωpe =

√
nee2

meε0
. (2.18)

The plasma frequency ωpe is key in determining a plasma’s ability to screen electric

fields. For an electric field of frequency ω to propagate through a plasma it is required

that ω > ωpe. If the frequency is equal to the plasma frequency then the plasma will

be driven resonantly, with the wave unable to propagate as k = 0. However, when

the plasma frequency exceeds this frequency the electrons will respond and screen

the perturbation, with the wavenumber becoming imaginary. If the electric field

is that of a laser a critical density nc is then defined after which the laser cannot

propagate, becoming evanescent beyond this point.

2.1.1 Charged particle motion in a magnetic field

The general description of the motion of individual charged particles in and electric

E and magnetic B fields is given by

a =
dv

dt
=

F

m
where F = q(E + v ×B) (2.19)

is the Lorentz force on a particle of charge q by an electric E and magnetic B field.

If there is no electric field (E = 0) then perpendicular to the magnetic field the

equation of motion is that of a simple harmonic oscillator with frequency given by

the gyro-frequency

ωg =
q|B|
m

and rg =
v⊥
ω

(2.20)

the gyro-radius of the orbit.

The significance of the magnetic field on a particles trajectory is known as the

magnetisation or ‘Hall parameter, given by the ratio of the gyro-frequency to the

characteristic collision frequency ν
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Figure 2.1: Electron orbits in different magnetisation regimes for a magnetic field
orientated into the page. When χ� 1 the trajectory approaches a straight line. As
the magnetisation increases the gyro-radius decreases relative to the mean-free-path
and the trajectory begins to approach an orbit when χ ≈ 1. When χ � 1 the
electron will complete full orbits before a shift in its guiding centre. Note that right-
angle deflections in a plasma are often the result of many small-angle scattering
events, with large-angle scattering events such as those depicted here for illustrative
purposes very infrequent.

χ =
ωg
ν

=
λ

rg
. (2.21)

This is equivalent to the ratio of the characteristic mean-free-path λ = vτ , where τ

is the time between collisions, to the gyro-radius. A schematic of the electron orbits

when the magnetisation is increased from the weakly magnetised regime (χ� 1) to

the strongly magnetised regime (χ� 1) is shown in fig. 2.1.

2.2 Particle kinetics

A complete description of a classical, non-relativistic plasma at any moment in time

t requires knowledge of the position r = (x, y, z) and velocity v = (vx, vy, vz) of all

particles at a time t. The Klimontovich distribution function [32]

fK(r,v, t) =
N∑
1

δ[r− ri(t)][v − vi(t)] (2.22)

provides such a description in six-dimensional phase space for all N particles of a

given species. The function is zero except at the points where r = ri and v = vi.

The evolution of the distribution function is given by the Liouville equation,
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found by taking the time derivative of eq. 2.22

dfK
dt

=
∂fK
∂t

+
N∑
1

(
vi ·

∂fK
∂ri

+
∂vi
∂t
· ∂fK
∂vi

)
= 0. (2.23)

The acceleration these particles experience ∂tv = F/m is attributed to the force F,

which is in general a function of the position and velocity of all other plasma parti-

cles. However, the solution of such a problem is both analytically and numerically

intractable as the number of particles in a laser-plasma experiment can easily exceed

1012.

Progress is usually made using one of several routes. The most common numeri-

cal approach is the particle-in-cell (PIC) method, where many particles are grouped

to form ‘macroparticles’. The charge and current distributions

j(r, t) =
N∑
1

eivi(t)δ[r− ri(t)] (2.24)

q(r, t) =
N∑
1

eiδ[r− ri(t)] (2.25)

arising from these particles are then used in combination with Maxwell’s equations

to compute the macroscopic electric and magnetic field, which in turn accelerate the

macroparticles via the Lorentz force (eq. 2.19). While often used to model collision-

less phenomena, binary collision operators can be included to capture collisions to be

treated [33, 34]. As PIC codes do not assume the form of the distribution function

they are well-suited to problems with substantial anisotropy. However, numerical

noise can be significant, seeding instabilities, with a large number of particles per

cell required to provide accurate statistics.

An analytical solution can be approached by adopting a continuum description

whereby integration of eq. 2.22 is performed over a volume element, through a

procedure referred to as the ‘BBGKY hierarchy’ [32]. Central to this approach is

the assumption that particle correlations are limited to within the Debye sphere,

following the weak coupling approximation. This then introduces the distribution

function f(r,v, t), which is the statistically averaged number density of particles in

phase space. Provided no particles are created or destroyed the distribution function

obeys a continuity equation, with the rate of change with time given by

df

dt
=
∂f

∂t
+∇r · (fv) +∇v ·

(
f
∂v

∂t

)
= 0. (2.26)
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where ∇r = (∂x, ∂y, ∂z), ∇r = (∂vx , ∂vy , ∂vz), and setting ∇v · ∂tv = 0

∂f

∂t
+ v · ∇rf +

F

m
· ∇vf = 0 (2.27)

with ∂tv = F/m. This is the Vlasov equation, describing collisionless phenomena

in a plasma. Along any trajectory in phase space the distribution function then

remains unchanged. For a plasma where the only forces are electromagnetic then

F is given by the Lorentz force F = q(E + v × B), where E and B are the self-

consistent electric and magnetic field. The full set of equations required for solution

are then the Vlasov equation in combination with Maxwell’s equations which form

the Vlasov-Maxwell system of equations.

Generally, it cannot be assumed that ∇v · ∂tv = 0 as the force experienced

by particles, specifically due to collisions, can be velocity dependent. However, by

assuming that this force is the sum of both non-collisional forces F and those due

to collisions one arrives at the Boltzmann equation

∂f

∂t
+ v · ∇rf +

F

m
· ∇vf = C(f) (2.28)

where C(f) accounts for the change in time due to collisions. This separation

of effects arises naturally due to Debye shielding, splitting the macroscopic and

microscopic field components. A treatment of collisions is typically complex but

crucial for an accurate description of the phenomena explored in this thesis, and a

brief overview will be provided in the following section.

The distribution function can be used to obtain macroscopic transport properties

by taking velocity moments, with the mth order moment defined by

〈vm〉 =
1

n

∫
vmf(r,v, t)d3v (2.29)

where the integral d3v = dvxdvydvz is performed over velocity space. The velocity

moments give the expected, or average, value of the quantity vm at a given position

r and time. For electron transport the quantities of interest are the number density

given by the zeroth moment ne =
∫
fd3v, current J = −ene〈v〉, anisotropic pres-

sure P
e

= neme〈v2〉, and heat-flow q = 1/2neme〈v2v〉 for a single fluid treatment of

the plasma where ions are considered stationary. If instead moments of the Boltz-

mann equation are taken, then fluid equations governing the time evolution of these

quantities are obtained; these will be reviewed in section 2.3.
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Figure 2.2: Scattering of an electron by an ion in the centre of mass frame.

2.2.1 Collisions and the Fokker-Planck equation

Due to the long-range nature of the Coulomb force collisions in a plasma occur

through many-body interactions between particles in the Debye sphere. The effect

of many small-angle scattering events, where the thermal energy is much larger than

the potential energy, outweighs that of infrequent large-angle scattering events. The

probabilistic, rather than determinant, nature of multiple collisions means that a

Fokker-Planck approach is appropriate when defining the collision operator [32].

The Fokker-Planck collision operator is defined

C(f) = −∇v ·
(
f〈∆v〉

∆t

)
+

1

2
∇v∇v :

(
f〈∆v∆v〉

∆t

)
(2.30)

where ∆v is a small increment acquired by a particle with velocity v in a time ∆t.

The term 〈∆v〉 represents the coefficient of dynamical friction, which quantifies the

average deflection of electrons resulting from Coulomb collisions within an ensem-

ble. On the other hand, 〈∆v∆v〉 refers to the coefficient of dynamical diffusion,

describing how collisions cause the velocities within the ensemble to spread out.

Substituting eq. 2.30 into eq. 2.28 yields the Vlasov-Fokker-Planck equation. The

remaining challenge in implementing the collision operator is an assessment of the

average change in ∆v and ∆v∆v in time ∆t.

Following the derivation of Rosenbluth et al. [35] the collision mechanism can be

treated via the binary interaction of a particle of species α with a scattering species

β in the centre of mass frame. The key results relate to the fundamental relationship

between the impact parameter b and the scattering angle θ

b = b0 cot(θ/2) where b0 =
ZαZβe

2(mα +mβ)

4πε0mαmβ|u|2
(2.31)

is the impact parameter for right-angle scattering and u = vα − vβ is the relative
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velocity. A small impact parameter, indicating a close encounter, results in a large

scattering angle. In contrast, a large impact parameter, corresponding to a collision

with a distant particle, leads to a small scattering angle.

In fig. 2.2 a schematic is shown for the scattering of an electron by an ion, where

it is seen that for an increase in the initial impact parameter b the scattering angle

θ is reduced. Defining the differential scattering cross-section dσ/dΩ this is related

to the impact parameter by

dσ(θ, |u|)
dΩ

=
b

sin θ

∣∣∣∣dbdθ

∣∣∣∣ (2.32)

which on substituting eq. 2.31 gives

dσ(θ, |u|)
dΩ

=

(
ZαZβe

2(mα +mβ)

4πε0mαmβ|u|2

)2
1

4 sin4(θ/2)
. (2.33)

The dependence σ(θ) ∝ 1/ sin4(θ/2) means that small-angle collisions are signifi-

cantly more likely than large-angle collisions.

The expectation value of ∆v is then found, which after integrating the probability

distribution over solid angle and speed of the scattering species leads to the results

〈∆v〉
∆t

= Γα∇vH and
〈∆v∆v〉

∆t
= Γα∇v∇vG where Γα =

Z2
αe

4

4πε20m
2
α

ln Λαβ.

(2.34)

The functions G(v) and H(v) are known as the Rosenbluth potentials and are given

by

H(v) =
∑
β

Z2
β

(
mα +mβ

mβ

)∫
fs(vβ)

|vα − vβ|
dvβ (2.35)

G(v) =
∑
β

Z2
β

∫
|vα − vβ|fβ(vβ)dvβ (2.36)

with the sum performed over all scattering species.

Substituting eq. 2.34, eq. 2.35 and eq. 2.36 into the Fokker-Planck equation

C(f) = −Γα∇v · (fα∇vH) +
Γ

2
∇v∇v : (fα∇v∇vG) (2.37)

which is the usual form of the collision term.
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Figure 2.3: The difference between φ and ψ as a function of the ratio between
the test-particle velocity and the thermal velocity of the scattering species. The
individual functions φ and ψ are also shown.

2.2.2 Properties of the Fokker-Planck equation

Coulomb collisions in velocity space result in the transfer of momentum and energy

between particles, driving the system toward a local Maxwellian distribution. The

only distribution functions for which the collision operator C(f) = 0 are Maxwellian

distributions, meaning that the system’s distribution function will asymptotically

approach this state, consistent with Boltzmann’s H-theorem. The H-theorem de-

scribes the tendency of particles to evolve toward thermodynamic equilibrium. The

Fokker-Planck equation serves as an approximation to the more general Boltzmann

equation in the limit of small-angle scattering. Additionally, the Fokker-Planck op-

erator ensures that the distribution function remains non-negative, effectively filling

in any gaps in velocity space, while also conserving particle number, momentum,

and energy.

Useful collision parameters can be derived from the Fokker-Planck equation using

the ‘test particle’ model [32]; a single particle is considered in a field-free plasma

at thermal equilibrium. Moments of the Fokker-Planck equation are then taken. A

parameter of particular interest is the collision frequency, ναβ, defined as the inverse

of the mean time taken for a particle of species α to undergo right-angle scattering by

species β. This provides a timescale over which an initially anisotropic distribution

will become isotropic, a process central in collisional transport considered later in

this thesis.

The collision frequency for scattering of species α with velocity vα by a scattering
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species β at thermal equilibrium is

ναβ =
2Γ

v3α
Z2
βnβ [φ(vα/vT,β)− ψ(vα/vT,β)] (2.38)

where φ(x) is the error function, ψ(x) = (φ − xdφ/dx)/2x2, and vT is the thermal

velocity. The scaling with velocity means that the collision frequency is much lower

for higher velocity electrons. Scattering from higher Z species is also much more

likely, as expected from eq. 2.33, and is also linearly dependent on their density. For

vα � vT,β, as is typically the case for the electron-ion collisions, the term in square

brackets is constant with the collision frequency scaling as ναβ ∝ v−3α . Meanwhile

when vα � vT,β, which often occurs in ion-electron collisions or the collisions of cold

and hot electrons, the scaling is instead ναβ ∝ v−2α .

A similar approach can be used to define the frequency of energy exchange be-

tween species α and β due to scattering interactions

νEαβ =
8Γnβz

2
βψ(vα/vT,β)

v3α
. (2.39)

For like-species this occurs on the order of the collision frequency near the thermal

speed. However, when the test particle velocity is far above that of the scatterer

relaxation can occur over substantially longer timescales. The high velocity tail of

the distribution function can then remain far from Maxwellian. Energy exchange

also becomes increasingly inefficient as the mass difference between the two species

increases, resulting in much longer equilibration times between the electron and ion

species temperatures.

For a plasma containing multiple ion species, the ion charge can be replaced by

the average ion charge 〈Z〉, with ni now the total ion density. This is made exact by

multiplying by the (usually small) correction factor
∑
nαZ

2
α/(ni〈Z〉2). Additionally,

by setting vα = vα,T estimates can be obtained in terms of the plasma temperature,

with hotter plasmas relatively collisionless compared to colder plasmas. However, it

is important to remember that due to the velocity scaling the thermal estimate is

only useful for the bulk of the distribution, and not appropriate when considering

hotter electrons which are found to be responsible for transport.

The appearance of the Coulomb logarithm ln Λαβ ≈ ln(λD/b0) in these equations

arises after setting a cut-off at small scattering angle, with a maximum impact

parameter of bmax = λD. While the argument is velocity dependent this is often

neglected as it lies inside the logarithm. The Coulomb logarithm measures the

importance of small-angle collisions relative to large-angle collisions. Provided the
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Coulomb logarithm is not close to unity, so small angle collisions are dominant,

the Fokker-Planck collision operator remains valid with the plasma weakly coupled.

Plasmas for which the Coulomb logarithm is small have few particles in the Debye

sphere, and often high density or low temperature, causing them to be strongly

coupled.

2.2.3 Vlasov-Fokker-Planck equation

Electron transport is of primary concern in this thesis, so the scattered species α

are now assumed to be electrons, with the scattering species either other electrons

or a single ion species with charge Z. For the scattered species then vα = v is

the electron velocity, fα = f is the electron distribution function, mα = me is the

electron mass, and Zα = −1.

Considering electron-ion collisions where vβ = vi, fβ = fi, mβ = mi, and Zβ =

Z the complexity of the Fokker-Planck operator is simplified by treating the ion

velocity as the average ion velocity u. This assumption works well provided the

electron velocity is much greater than the ion velocity, which is often the case as

me � mi. The difference in relative speed is then |v− u|, which for the case u = 0

(which again is a reasonable assumption for the reasons noted previously) gives the

Rosenbluth potentials as

H(v) =
niZ

2

v
+ hee(v) and G(v) = niZ

2v + gee(v) (2.40)

where ni is the ion number density, which arises after taking the zeroth moment of

fi, and the result (me +mi)/mi ≈ 1 has been used. Here hee(v) and gee(v) contain

the terms relevant to scattering via electron-electron collisions, which remain un-

evaluated. Using these forms of the Rosenbluth potentials, eq. 2.37 can be combined

with eq. 2.28 to give the Vlasov-Fokker-Planck equation in an explicit form [36]

∂f

∂t
+v·∇rf−

e

m
(E+v×B)·∇vf = Cee+niYei∇v ·

[
fv

v3
+

1

2
∇v ·

(
I − vv

v2

)]
(2.41)

where Yei = Z2Γe with Γe = 4π(e2/4πε0me)
2 ln Λei, and the effects of electron-

electron collisions are represented by Cee.
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2.2.4 Expanding the distribution function

The solution of the Vlasov-Fokker-Planck equation remains complex as the problem

is six-dimensional in phase space, rendering a computational solution intractable for

many systems of interest. However, a reduction in the dimensionality is possible

by exploiting symmetry. For sufficiently collisional systems, the anisotropic compo-

nent of the distribution function can be considered a perturbation to the isotropic

component f0 which contains no directional information. The distribution can then

be expanded in terms of increasing anisotropy. This is done by selecting an appro-

priate basis function, which contains the directional information, while the velocity

magnitude is retained.

The choice of basis function used in the expansion is not unique, with a common

choice being an expansion in spherical harmonics Ylms(θ, φ)

f(v, r, t) =
∑
l,m,s

flms(v, r, t)Ylms(θ, φ) (2.42)

due to the tendency of collisions to make the distribution function spherical in

velocity space. Alternatively, an expansion in Cartesian tensors can be performed

f(v, r, t) =
∞∑
l=0

{f(v, r, t)l}
...l{v̂l} (2.43)

where fl is a tensor of rank l, v̂ = v/v is the velocity unit vector, and the contraction

is performed over l indices. Both methods have been shown to be equivalent [37]

with the expansions the same to first order, but differences arise between the higher

order terms. The number of velocity dimensions is then reduced to one.

Here the distribution will be expanded in Cartesian tensors

f(v, r, t) = f0(v, r, t) + f1(v, r, t) ·
v

v
+ f2(v, r, t) :

vv

v2
+ ... (2.44)

where it can be seen that f0 is isotropic in velocity space. Anisotropy within the

distribution function which describes flows, and thus, transport effects, is associated

with f1 and higher order terms. Taking velocity moments of eq. 2.44 with the

appropriate tensor function then allows the physical properties of the plasma to be

obtained.

Expressing the system in spherical coordinates (v, θ, φ) the velocity is then writ-

ten in terms of a set of direction cosines v = (v cos θx, v cos θy, v cos θz) where
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cos θx = sin θ cosφ, cos θy = sin θ sinφ, cos θz = cos θ. To obtain moments the in-

tegration over velocity then becomes one over speed, polar, and azimuthal angle

such that d3v → v2sinθdθdφ (equivalent to speed and solid angle). For tensor

functions φ = φ(v),Q = Q(v)v/v, and QQ = Q(v)2vv/v2 the moments are then

〈φ〉 =
1

ne

∫
φf(v, r, t)d3v =

4π

ne

∫
φf0v

2dv (2.45a)

〈Q〉 =
1

ne

∫
Qf(v, r, t)d3v =

4π

3ne

∫
Qf1v

2dv (2.45b)

〈QQ〉 =
1

ne

∫
QQf(v, r, t)d3v =

4π

3ne

∫
Q2f0Iv

2dv +
8π

15ne

∫
Q2f

2
v2dv (2.45c)

where due to the orthogonal nature of the basis tensors only the parallel component

is non-zero [36].

The terms in the expanded distribution function can then be linked to the macro-

scopic quantities. Moments of the isotropic component are related to macroscopic

scalar fields such as the electron density and temperature

ne = 4π

∫ ∞
0

f0v
2dv (2.46)

Te =
1

3
me〈v2〉 =

4πme

3ne

∫ ∞
0

f0v
4dv (2.47)

where the latter equation defines a temperature even in systems out of thermal

equilibrium. The first-order anisotropic component f1 describes vector fields such as

the current and heat-flow

J = −ene〈v〉 = −4πe

3

∫ ∞
0

f1v
3dv (2.48)

q =
1

2
neme〈v2v〉 =

2πme

3

∫ ∞
0

f1v
5dv. (2.49)

The second-order anisotropic component f2 is related to the pressure tensor

P
e

=
1

3
neme〈v2〉 =

4π

3
me

∫ ∞
0

v2f0Iv
4dv +

8π

15
me

∫ ∞
0

f
2
v4dv = PeI + Π

e
(2.50)

where Pe = neTe is the isotropic pressure, I is the identity matrix and Π
e

is the

anisotropic pressure. The pressure has both isotropic and anisotropic components
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owing to f2 being traceless. If the velocity distribution is isotropic then Π
e

= 0.

A series of equations governing the evolution of the tensor components of the

distribution are found by substituting the expanded distribution function (eq. 2.44)

into the Vlasov-Fokker-Planck equation (eq. 2.41) [36]. This yields an infinite series

of coupled equations, where the first three are

∂f0
∂t

+
a · f1
v

= Cee0 (2.51)

∂f1
∂t

+ v∇rf0 + a
∂f0
∂v

+ ω × f1 + 2a · f2 = Cee1 −
niYei
v3

f1 (2.52)

∂f2
∂t

+ v∇f1 + va
∂f1/v

∂v
+ 2ωf2 + 3a · f3 = Cee2 − 3

niYei
v3

f2. (2.53)

using the notation

a =
qE

m
and ω =

qB

m
. (2.54)

As each equation in the series is orthogonal they must then vanish independently.

These are known as the f -equations, with the f0 equation (eq. 2.51) and f1 equation

(eq. 2.52) central to much of the work in this thesis.

The collision terms in this set of equations are also expanded in Cartesian tensors.

Due to the use of a simplified electron-ion collision operator only electron-electron

collisions contribute to the isotropic component. As this term relates to energy

equilibration of the distribution function this is justified by previous arguments,

with energy exchange between electrons and ions much slower due to the significant

mass difference.

Conversely, while both electron-electron and electron-ion collisions contribute to

the higher order anisotropic terms, ions have a much larger scattering cross-section

in the limit Z � 1 and dominate angular scattering. Neglecting electron-electron

collisions in this limit is known as the Lorentz approximation. In the electron-ion

collision terms

νei =
1

τei
=
niYei
v3

=
niZ

2(e2/ε0me)
2 ln Λei

4πv3
(2.55)

is the electron-ion collision frequency, with the reciprocal giving the electron-ion

collision time τei. Using a collision fix to approximate the effect of electron-electron

collisions via ν∗ei = νeiζ is common. A popular choice given by Epperlein and Short

[38] to recover the correct ionisation dependence of the parallel thermal conductivity
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in the local limit is ζ = (Z + 4.2)/(Z + 0.24). However, the applicability of this

approach is limited, as other transport coefficients remain incorrect and it does not

account for magnetisation [39].

Having defined the electron-ion collision frequency two key parameters dependent

on this quantity are also defined. The first of these is the mean-free-path

λei =
v

νei
∝ v4 (2.56)

which is the average distance travelled by a particle before right-angle scattering.

Next is the magnetisation

χei =
ωg
νei

=
λei
rg
∝ v3 (2.57)

providing the number of gyro-orbits performed by an electron per collision, or equiv-

alently the ratio of the mean-free-path to the gyro-radius. Note that both of these

quantities are strongly dependent upon the velocity. Higher velocity electrons will

have substantially longer mean-free-paths, but are more prone to being magnetised

and confined to gyro-orbits perpendicular to the field.

Truncation of the expansion beyond the desired degree of anisotropy provides

a means of closure of the equation set and is known as ‘polynomial’ closure. If

this closure is performed at terms of order f2 and higher then this is known as the

diffusive approximation and

∂f0
∂t

+
v

3
∇ · f1 +

1

3v2
∂

∂v

(
v2a · f1

)
= Cee0 (2.58)

∂f1
∂t

+ v∇f0 + a
∂f0
∂v

+ ω × f1 = −νeif1 + Cee1 (2.59)

v∇f1 + v
∂

∂v

(
af1
v

)
− v

3
Tr

{
∇f1

∂

∂v

(
af1
v

)}
I = 0 (2.60)

using the result for vectors A and B that Tr(AB) = A · B. This can be a good

approximation in more collisional plasmas due to the tendency of collisions to reduce

anisotropy, although the ordering f0 � |f1| � f2 � ... is not strict [40]. The

computational efficiency can then be greatly increased without significant loss of

accuracy [41].

In the kinetic modelling of plasmas the f -equations in combination with Maxwell’s

equations often provide the starting point for calculations. In the case of kinetic

codes such as IMPACT [42], which solves the f0 and f1 equation under the Lorentz
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approximation, the electron distribution is only described by these two equations

over velocity magnitude, compared to the full Vlasov-Fokker-Planck equation with

is three-dimensional (3D) in velocity space. These codes do not assume the form

of f0 or f1, greatly enhancing their generality compared to fluid models which re-

quire an assumption on the form of f0. However, they are limited instead by their

choice of basis set and the number of terms retained in the expansion, preventing the

distribution from taking an arbitrary form which may occur in collisionless plasmas.

2.3 Fluid modelling

The fluid approximation greatly simplifies the modelling of plasmas by integrat-

ing the velocity information related to the distribution function, retaining only the

position. A set of fluid equations is obtained by taking moments of the Boltz-

mann equation (eq. 2.28) for electrons, where the zeroth, first, and second moments

(eq. 2.29) are

∂ne
∂t

+∇ · ne〈v〉 = 0 (2.61)

me
∂ne〈v〉
∂t

+∇ ·P
e

+ ene(E + 〈v〉 ×B) = ∆pei (2.62)

3

2

Pe
∂t

+
∂

∂t

(
1

2
me〈v〉 · 〈v〉

)
+∇ · q + ene〈v〉 · E = 0 (2.63)

where ∆pei accounts for momentum exchange during electron-ion collisions. Energy

exchange between electrons and ions is neglected in eq. 2.63. These equations provide

the continuity, momentum, and energy equations respectively and have the structure

of conservation laws.

Each moment of the Vlasov-Fokker-Plank equation depends on a higher order

moment of v, representing an infinite series of coupled equations. Here the third

moment generates an equation for q, though this involves the fourth moment of v

and so forth. If the equation set is to be used to find the parameters ne, 〈v〉 and

Te a relationship between P
e
, Q and ∆pei and the lower order moments must be

established.

To close the fluid equations the Chapman-Enskog scheme is employed [43], where

the distribution function is expanded in increasing degrees of anisotropy. The small

parameter in this expansion is the non-locality parameter, given by the Knudsen

number λ/l where λ is the mean-free-path of the system and l is the length scale. In

the Lorentz limit λ = λei with the length scale taken as the temperature length scale
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lT . A local solution where the plasma is at thermodynamic equilibrium is assumed,

with the following orderings

∂

∂t
� νei (2.64)

λei � L (2.65)

where L = ∇−1r is the length scale over which the macroscopic plasma parameters

vary. Note that when the gyro-frequency is larger than the collision frequency the

condition is relaxed perpendicular to the magnetic field, so in a magnetised plasmas

λei � L⊥ and rg � L⊥. (2.66)

To zeroth order the electrons are then described by a Maxwellian

f0 = fm =
ne

π3/2v3T
exp

(
− v

2

v2T

)
. (2.67)

and to first order the Vlasov-Fokker-Planck equation gives

C(f1) + (ω × v) · ∇vf1 = v · ∇rf0 + a · ∇vf0 (2.68)

where anisotropic terms on the left are proportional to the large terms νee ∼ νei or

ωg. This can then be solved by linearising the collision operator [44].

Essentially, these requirements state that gradients in space and time are small,

allowing thermodynamic equilibrium to be maintained via collisions. If gradients

are vanishingly small then these assumptions are exact, but even for small pertur-

bations the distribution remains close to Maxwellian. The transport quantities of

interest are then proportional to the terms that drive the system from equilibrium,

with the constants of proportionality known as transport coefficients. The transport

coefficients were derived by Braginskii following this scheme in his seminal paper

outlining classical transport theory [3].

2.3.1 Classical transport theory

The fundamental assumptions of classical transport theory are that the anisotropic

perturbation to the distribution function is small and that the isotropic component

is Maxwellian. The first step in the derivation is an expansion of the distribution

function, allowing closure of the equation set; this was shown using Cartesian tensors
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in section 2.2.4, with the diffusive approximation made and higher order terms

neglected. Secondly, moments of the expanded distribution function are taken to

derive the fluid equations. Central to this step is the calculation of the transport

coefficients, which will be done by assuming the distribution function is Maxwellian.

The continuity and energy equations are found by taking the v0 and v2 mo-

ments of the Vlasov-Fokker-Planck equation, which is equivalent to taking the same

moments of the f0 equation (eq. 2.58). These are given by

∂ne
∂t

+∇ · (ne〈v〉) = 0 (2.69)

∂U

∂t
+∇ · q + ene〈v〉 · E = 0 (2.70)

where U = (3/2)neTe is the internal energy density. As the electron-electron collision

operator conserves particle number and energy the v0 and v2 moments of Cee0 are

zero.

To determine E and q expressions for Ohm’s law and the heat-flow equation

are required, forming a complete equation set. These are obtained from the f1

equation (eq. 2.59), which will introduce transport effects related to anisotropic

collisions in the plasma. Epperlein [45] provided an analytical derivation of these

transport coefficients in the Lorentz limit, which is followed here. The Cee1 term

is then neglected under the assumption that electron-ion collisions dominate over

electron-electron collisions.

A second assumption required for the formation of an analytic solution is that

the electron inertia term ∂f1/∂t may be neglected. As seen in eq. 2.62 this results

in the temporal evolution of the electron current. A consequence of this is that

the electron response to perturbations is now instantaneous, with the distribution

function anisotropy assuming a steady-state where ∂f1/∂t = 0, with Ohm’s law now

an equality. This approach is often taken in fluid codes and is justified on the basis

that the electron-inertia term is small compared to the electron-ion collision term

∣∣∣∣ 1

f1

∂f1
∂t

∣∣∣∣� νei. (2.71)

This relation says that the characteristic frequency with which f1 evolves must be

much shorter than the collision frequency, which implies that the time-scale of in-

terest must exceed the collision time. As will be explored later, this is related to the

assumption that anisotropy in the distribution function is small.

The f1 equation then reads
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v∇f0 + a
∂f0
∂v

+ ω × f1 = −νeif1 (2.72)

which can be rearranged to expressions for f1 defined relative to the magnetic field

unit vector B/|B|. The magnetic field leads to a separation of effects parallel and

perpendicular to the field axis, which will be reflected in the form of the trans-

port coefficients; particles travel according to their mean-free-path parallel to the

magnetic field, while perpendicular their trajectory is confined by the gyro-orbit.

On assuming a form of f0, which is taken to be a Maxwellian, moments of 2.72

can be taken to give expressions for Ohm’s law and the heat-flow equation in terms

of ne, 〈v〉, and Te. These are found by taking the v and v2v moments of the Vlasov-

Fokker-Planck equation, which give the v and v3 moments of the f1 equation. Ohm’s

law and the heat-flow equation then read

eneE = J×B−∇Pe +
me

eτB
αc · J− neβc · ∇Te (2.73)

q = −neτBTe
me

κc · ∇Te − βc · JTe (2.74)

where defining the thermal velocity vT

vT =

(
2Te
me

)1/2

, τT = τei(vT ) =
4πv3T

niZ2(e2/ε0me)2 ln Λei

∝ T 3/2
e ,

τB = cBτT with cB =
3
√
π

4
, λT = vT τT , and χT = ωgτT

(2.75)

The subscript ‘T ’ refers to the properties of thermal electrons. The distribution

averaged collision time for a Maxwellian τB was adopted by Braginskii, and these

values will be referred to using the subscript ‘B’.

The coefficients αc, βc and κc are the classical transport coefficients known as the

resistivity, thermo-electric and thermal conductivity tensors. They are dimensionless

functions dependent only on the macroscopic plasma parameters χB and Z as shown

in fig. 2.4; the latter dependence on ionisation arises when electron-electron collisions

are included [46]. The relationships with the dimensional versions are

α = αc
mene
τB

, β = βc, and κ = κc
neTeτB
me

. (2.76)

The transport coefficients are defined relative to the magnetic field axis and that
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Figure 2.4: The dimensionless transport coefficients αc, βc and κc as a function of

the magnetisation χB reproduced from Epperlein and Haines [46]. These are shown
for ionisations of Z = 1 and 7, as well as for the Lorentz limit Z →∞.
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of the driving force behind the transport. Each coefficient consists of components

which describe transport behaviour parallel ‘‖’ and perpendicular ‘⊥’ to the mag-

netic fields, as well as perpendicular to both the magnetic field and driving term

‘∧’. For a general transport coefficient ηc with driving force given by the vector s

the components are then defined

ηc · s = η‖b(b · s) + η⊥b× (s× b) + η∧b× s (2.77)

which on defining the z-axis as the magnetic field axis such that B = Bzk̂ gives

ηc = η‖

 0

0

sz

+ η⊥

sxsy
0

+ η∧

−bzsybzsx

0

 . (2.78)

The driving force for the resistivity and thermal conductivity tensors are the current

and temperature gradient respectively, while the thermo-electric term is driven by

both effects. The same formalism can be applied to unmagnetised plasmas by freely

defining the magnetic field axis, with η⊥(χB = 0) = η‖ and the wedge coefficient

tending to zero in the unmagnetised limit.

Integral expressions for the transport coefficients were provided by Epperlein in

the Lorentz limit [45]. For example, in the weakly magnetised limit the thermal

conductivity tensors were given as

κ⊥ =
8
√
π

9

(
〈V 9〉 − 〈V

7〉2

〈V 5〉

)
(2.79)

κ∧ =
8
√
π

9
χB

(
〈V 12〉 − 2

〈V 10〉〈V 7〉
〈V 5〉

− 〈V
7〉2〈V 8〉
〈V 5〉2

)
. (2.80)

The same approach can then be used to calculate transport coefficients for arbitrary

distribution function, as was done by Ridgers et al. for the case of the super-

Gaussian transport coefficients [47]. Obtaining the ionisation dependence as is shown

in fig. 2.4 requires including the electron-electron collision operator, which is done

using numerical methods due to the complexities of the collision operator. The fits

provided by Epperlein and Haines [46] for this purpose will be used throughout this

thesis unless stated otherwise.

As will be found in the coming chapter, transport behaviour as a function of

magnetisation is intimately tied to the distribution function. Consider the origin of

the collision force, which arises when electrons are scattered by ions and consequently
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Figure 2.5: The dimensionless transport coefficients δc and γc as a function of the

magnetisation χB reproduced from Sadler et al.[48]. These are shown for ionisations
of Z = 1 and 7, as well as for the Lorentz limit Z →∞.
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lose momentum. For a net force to arise there must be anisotropy in the velocity

distribution. The thermal force arises due to an imbalance of hot and cold electrons;

while the net flux is zero, more hot electrons pass in one direction than another.

Due to the velocity dependence of the collision frequency v−3, the ions exert a

greater force on lower velocity electrons [3]. The current force is similar but now

occurs because the outgoing and return currents required for quasi-neutrality are in

opposite directions.

A natural symmetry arises in the transport coefficients, identified by Sadler et

al. [48] who noted that a subtle inaccuracy of the fits provided by Epperlein and

Haines significantly modified magnetic transport. This affects the cross-gradient

Nernst term and cross-gradient Hall effect, where it is the difference between trans-

port parallel and perpendicular to the axis that determine transport. These new

resistivity terms are defined

δ⊥ =
α∧
χB

and δ∧ =
α⊥ − α‖
χB

(2.81)

with the new thermo-electric terms

γ⊥ =
β∧
χB

and γ∧ =
β‖ − β⊥
χB

. (2.82)

The symmetric coefficients are then formed by the set βc, κc, δc and γc, where the

latter two coefficients have been introduced and are shown in fig. 2.5.

2.3.2 Ion hydrodynamics

The treatment of ions has so far been that of a neutralising background; the ion ve-

locity is assumed small relative to that of the electrons, with the average ion velocity

u = 0. Neglecting the displacement current ∂E/∂t in Ampere’s law, a common fluid

assumption, enforces quasi-neutrality in the plasma such that ∂ne/∂t = 0 unless

there is a corresponding change in the ion density; this can be shown by taking the

divergence of Ampere’s law in combination with Gauss’s law. Bulk ion motion is

then required for hydrodynamic motion of the plasma.

The role of the displacement current can be considered by substituting Ohm’s law

into Ampere’s law, and assuming a harmonic electric field. Provided ωpe � νei and

ωpe � ωg then for phenomena slowly varying with respect to the plasma frequency

the displacement current may be neglected.

A method of assessing the importance of hydrodynamics is to compare the sound
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speed with the time and length scales of interest, referred to as tI and lI respectively.

It can be expected that ion motion is significant when

lI ∼ vstI where vs =

(
γPe
ρi

)1/2

(2.83)

is the sound speed, ρi = mini ≈ mine/Z is the ion mass density, and the ratio of

specific heats for a mono-atomic ideal gas is γ = 5/3. For time and length scales of

the order of lI = 100 µm and tI = 1 ns, this gives sounds speeds of the order of 105

ms−1.

Ion hydrodynamics can be included by considering electron transport in the

frame of motion of the ions [49]. The Vlasov-Fokker-Planck equation is then trans-

formed, modifying the electron transport equation set as follows

∂ne
∂t

+∇ · (neu) = 0 (2.84)

3

2
ne

(
∂Te
∂t

+ u · ∇Te
)

+ neTe∇ · u +∇ · q− (E + u×B) · J = 0 (2.85)

ene(E + u×B) = J×B−∇Pe +
me

eτB
αc · J− neβc · ∇Te (2.86)

q = −neτBTe
me

κc · ∇Te − βc · JTe. (2.87)

First, in the continuity equation the inclusion of ion motion now permits the electron

density profile proportionally with the ions as ne = Zni is assumed. Secondly, in

the energy equation the partial derivative has been replaced with the convective

derivative, describing the temperature change in the fluid frame. Additionally, a

new term in the energy equation allows changes in the internal energy density via

compressional heating. The last correction to the energy equation is in the Joule

heating where the force acting on the current is now due to both the electric and

magnetic field. Finally, Ohm’s law is modified by a similar transformation. The

heat-flow equation remains unchanged. The original equation set is returned in the

limit u = 0.

An expression for u can be obtained using the two-fluid equations for ions and

electrons derived from the Boltzmann equation. The equations are rearranged in

terms of the convective derivative; to do so the pressure tensor is expressed using

the intrinsic velocity w = v − 〈v〉 and the continuity equation subtracted. The ion

and electron momentum equations are then
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ρi

[
∂ui
∂t

+ (Ci · ∇)ui

]
+∇Pi − Zeni(E + ui ×B) = ∆pie (2.88)

ρe

[
∂ue
∂t

+ (Ce · ∇)ue

]
+∇Pe + ene(E + ue ×B) = ∆pei. (2.89)

where conservation of momentum gives ∆pei = −∆pei.

A single fluid equation governing the momentum of their combined centre of

mass is obtained by combining these equations. Before doing so the terms in each

expression are compared. Electron inertia may be neglected as it is much smaller

than ion inertia (mi � me), while as the laser preferentially heats the electrons

∇Pe � ∇Pi. Noting that Zni = ne due to quasi-neutrality yields and adding the

equations yields

ρi

[
∂ui
∂t

+ (ui · ∇)ui

]
= −∇(Pe) + J×B. (2.90)

Using Ampere’s Law and neglecting the displacement current allows the current to

be substituted to give

ρi

[
∂ui
∂t

+ (ui · ∇)ui

]
= −∇

(
Pe +

B2

2µ0

)
. (2.91)

Using 2.91 a complete set of equations is again formed, now including hydrody-

namic ion motion. Ions are accelerated by gradients in both the thermal pressure

and magnetic pressure, where the latter is defined

PB =
B2

2µ0

. (2.92)

The ratio of the thermal pressure to the magnetic pressure is known as the plasma

beta

β =
Pe
PB

=
neTe
B2/2µ0

(2.93)

and is a key quantity when identifying the plasma regime [50]. For plasmas consid-

ered in this thesis that are hot and dense with moderate magnetic field strengths up

to B ∼ 1 T, the thermal pressure can be assumed to be dominant over the magnetic

pressure such that β � 1.

The significance of hydrodynamic effects can be evaluated for the plasmas consid-
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ered here using the dimensionless Peclet number Pe and magnetic Reynolds number

ReM [2]. These dimensionless numbers consider the importance of transport phe-

nomena relative to convective effects with characteristic speed u and length scale

L. The Peclet number quantifies the importance of the heat-transport term in the

energy equation and is defined

Pe =
ul

χ
where κ = χnkB

γ

γ − 1
(2.94)

is the relationship between the thermal conductivity and the thermal diffusivity

χ. Heat-transport can be neglected if Pe � 1. The magnetic Reynolds number

quantifies the importance of advection relative to diffusion in the magnetic induction

equation and is defined

ReM =
uL

η
where η =

α

µ0e2n2
e

(2.95)

is the relationship between the resistivity and the magnetic diffusivity. Magnetic

diffusion can be neglected if ReM � 1, which is the case for the plasmas considered

here. If both Pe � 1 and ReM � 1 then thermal transport will be dominant in

both the induction and energy equation.

2.3.3 Heat-flow phenomena

In the heat-flow equation (eq. 2.87) the total heat-flow has been provided as the

sum of both intrinsic heat-flow and that due to the electron’s average velocity. The

intrinsic velocity represents the thermal motion associated with the internal energy

density, separate from the kinetic energy density associated with any bulk-flow. If

instead moments of the f1 equation are taken for the intrinsic velocity, then the

thermal heat-flow equation reads

q = −neτBTe
me

κc · ∇Te −
(
βc +

5

2
I

)
· JTe. (2.96)

The heat-flow can be seen to consist of the conductive heat-flow related to κc and

driven by the temperature gradient, and thermo-electric effects related to βc driven

by the current. The transport geometry considered will be that of heat-flow perpen-

dicular to the magnetic field, so parallel components will be neglected for simplicity.

In the unmagnetised limit only the conductive term remains, at which point κ⊥ = κ‖.
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Conductive heat-flow

The most relevant of these effects in this thesis is that of the conductive heat-flow.

Observing the energy equation the conductive heat-flow leads to the advection of

the internal energy density

∂U

∂t κ
= −∇ · qκ = −∇ ·

(
U

qκ
(3/2)Pe

)
(2.97)

with velocity qκ/(3/2)Pe. The conductive heat-flow is separated into

qκ = q⊥ + q∧ (2.98)

which are the diffusive and Righi-Leduc heat-flows respectively.

The diffusive heat-flow is known as such because it results in the diffusion of

temperature, which is seen on substitution into the energy equation

∂U

∂t ⊥
= −∇ · q⊥ = −∇ ·

(
neTeτB
me

κ⊥∇Te
)
. (2.99)

where if ∇ne = 0 the diffusion coefficient is given by

d⊥ =
cB
3
vTλTκ⊥. (2.100)

Noting that τB ∝ n−1e further highlights the diffusive character, with the heat-flow

largely independent of density in the unmagnetised local limit. The increase in

particle flux with density is balanced by the decrease in the collision time, with only

a weak dependence on the Coulomb logarithm remaining.

Magnetisation initially has limited effect on the diffusive heat-flow, as the mean-

free-path of the electrons remains effectively unchanged relative to that of an umag-

netised plasma. However, this is ionisation dependent with a reduction in the heat-

flow of ∼ 50% occurring at a magnetisation of χB ≈ 10−2 in the Lorentz limit, but

at ∼ 0.6 for a hydrogen plasma. Note that while the magnetisation initially has

less effect at lower Z, the perpendicular conductivity is also lower. When strongly

magnetised the diffusive heat-flow is strongly suppressed as κ⊥ ∝ χ−2B . Ionisation

has less effect in this regime, although now lower Z plasmas tend to have increased

conductivity of the order of ∼ 50% relative to the Lorentz limit. The form of the

diffusion coefficients is found to vary between these two regimes with
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d⊥(χB � 1) ∝ vTλT and d⊥(χB � 1) ∝ vT
rg
χB

(2.101)

the dependence in the weakly and strongly magnetised regime respectively. As

diffusion coefficients take the form of the product of the velocity v and the step-size

l, this suggests a reduction in the step-size from λT to rg/χB.

The Righi-Leduc arises as a result of the rotation of the electrons by the magnetic

field, driving heat-flow perpendicular to both the temperature gradient and magnetic

field, so as such only occurs in magnetised plasmas. In the weakly magnetised regime

this scales as κ∧ ∝ χB, increasing with magnetisation, while in a strongly magnetised

plasma the dependence is κ∧ ∝ χ−1B , decreasing with magnetisation. However, as

the scaling is weaker than that of the diffusive heat-flow, the Righi-Leduc effect can

be found to exceed diffusive heat-flow. Comparing eq. 2.79 and eq. 2.80 it is seen

that the Right-Leduc heat-flow is dependent upon higher velocity moments of the

electron distribution function.

Simulations by Walsh et al. [19, 51] demonstrated that the Righi-Leduc effect can

lead to significant reductions in the hot spot temperature of indirect drive implosions,

when self-generated magnetic fields cause moderate magnetisation of the plasma

(χB ≈ 1). Additionally, there is a coupling of the Righi-Leduc and Nernst effect,

the latter of which will be discussed shortly, which can result in the field compressing

magneto-thermal instability when temperature gradients are perpendicular to the

magnetic field [52]. These effects are both amplified by asymmetry.

While it seems natural to assume the cross-over from mean-free-path dominated

(weakly magnetised) to gyro-radius dominated (strongly magnetised) transport oc-

curs at χB = 1, this is not the case. Observation of the transport coefficients shows

that the diffusive heat-flow can be suppressed well before this, while the peak in

the Righi-Leduc heat-flow is also shifted towards lower magnetisation. Due to the

velocity scaling of the magnetisation χB ∝ v3 hotter electrons with v > vT are

magnetised at lower χB than the thermal population; these electrons are responsi-

ble for heat-flow, so it is their behaviour which is most important when considering

transport trends.

Thermo-electric heat-flow

The thermo-electric terms are driven by the current, which only occurs when there

are gradients in the magnetic field if the displacement current is neglected. The

heat-flow due to thermo-electric effects is separated as
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qβ = qu + qE

where qu = −Te
e

(5/2 + β⊥)J and qE = −Te
e
β∧b× J

(2.102)

are the heat-flow associated with the mean electron velocity (J = −ene〈v〉)and

Ettingshausen effect respectively.

The importance of the Ettingshausen term can be considered by finding its ratio

to the diffusive heat-flow

q⊥
qE

=
neTeτBκ⊥∇Te

me

eµ0

Teβ∧∇|B|
=
β

2

κ⊥
γ⊥

lB
lT

(2.103)

where the current has been substituted using Ampere’s law. The ratio κ⊥/γ⊥ is

approximately constant for varying χB, so it is the plasma beta and ratio of the

magnetic field to temperature length scales that are important. Generally, for the

plasmas considered here, β � 1 and lB ∼ lT due to a coupling between the magnetic

field and heat-flow dynamics. The Ettingshausen effect will only be found to modify

heat-flow at the edge of pre-magnetised plasmas, where the plasma is cooler and less

dense.

The heat-flow associated with the current is known as the Peltier effect. It can

be considered a deflection of the Ettingshausen heat-flow in an analogous manner

to the relationship between the Righi-Leduc and diffusive heat-flow.

2.3.4 Magnetic field phenomena

To derive the induction equation, which governs the evolution of the magnetic field,

Ohms law eq. 2.86 is substituted into Faraday’s equation

∂B

∂t
= −∇×

(
−u×B− ∇Pe

nee
+

J×B

nee
+
meα

c · J
nee2τB

−
βc · ∇Te

e

)
(2.104)

allowing the relationship between the electric field terms and transport to be ex-

plored. Note that there are no inertial terms as these have been neglected in Ohm’s

law.

As demonstrated by Walsh et al., all terms in the induction equation can either

be written as a source, diffusion, or advection term. In this form eq. 2.104 reads
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∂B

∂t
= ∇× (vB ×B)−∇×

(
meα‖

nee2τBµ0

∇×B

)
+
∇Te ×∇ne

nee
(2.105)

where magnetic field is advected with velocity

vB = u− τB∇Te
me

γ⊥ +
τB∇Te × b

me

γ∧ −
J

nee
(1 + δ⊥) +

J× b

nee
δ∧. (2.106)

Following this convention Ohm’s law becomes

E = −vB ×B +
meα‖

nee2τBµ0

∇×B− ∇Pe
nee
−
β‖
e
∇Te (2.107)

allowing a clearer distinction between terms that are relevant to unmagnetised (B =

0) and magnetised plasmas. In an initially unmagnetised plasma, an electric field

arises in response to gradients in the pressure and temperature and will be referred

to as the thermo-electric effect.

Any equation of the form

∂B

∂t
= ∇× (v ×B) (2.108)

can be expanded using the identity ∇ × (A × B) = A(∇ · B) − B(∇ · A) + (B ·
∇)A− (A · ∇)B with Gauss’s law for magnetism ∇ ·B = 0 to give

DB

Dt
=
∂B

∂t
+ (v · ∇)B = −B(∇ · v) + (B · ∇)v. (2.109)

This is an advection equation where the term of the left is the convective derivative

which describes the change in the magnetic field strength in the frame of a fluid

element. The second term describes compression or rarefaction of magnetic fields

due to gradients in the advection velocity. The third term can twist the magnetic

field, but for the geometries considered here it is assumed that B = |B|k̂ with the

plasma invariant along the z-axis such that B · ∇ = 0.

Following this reasoning, the first term in the induction equation (eq. 2.104) is

understood. This describes the advection of the magnetic field at the hydrodynamic

ion velocity u, and is known in the framework of ideal hydrodynamics as ‘frozen-

in-flow’. In an ideal plasma the magnetic field moves exactly with the plasma flow.

Note that for a plasma modelled using the single-fluid equation derived previously
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electron motion is tied to ion motion. This behaviour is described by eq. 2.109.

Hydrodynamic advection causes the transport of field with the bulk ion velocity,

with gradients in the velocity resulting in compression , rarefaction, and twisting of

the field.

Biermann battery

Field generation in the induction equation occurs via the Biermann battery, which

occurs when there is a curl in the pressure gradient

[
∂B

∂t

]
∇Pe

= ∇×
(
ne∇Te + Te∇ne

nee

)
=
∇Te ×∇ne

nee
(2.110)

using the identities ∇ × ∇f = 0 and ∇f × ∇f = 0 for a scalar function f . If

there are misaligned gradients in temperature and density a magnetic field is then

created. The effect is most significant in plasmas which are initially unmagnetised,

as magnetisation can dramatically alter the transport properties as has been shown

using classical transport theory.

There is significant interest in this term both astrophysically, where the Bier-

mann battery provides a means through which the early universe is magnetised [53],

and in inertial confinement fusion experiments [19, 54, 55]. These fields are com-

mon in laser-plasma experiments, particularly in laser-solid interactions where the

temperature gradient is predominantly normal to the laser beam but the ablation of

material from the target results in density gradients parallel to the beam. The flux

density during the interaction can be of the order of 100 T [56, 57, 58]. Furthermore,

as the magnetic field geometry is azimuthal to the laser, magnetic reconnection can

be studied by focussing two laser spots adjacent to each other [59].

Under non-local conditions, where the distribution function is no longer described

by a Maxwellian, Kingham and Bell demonstrated the general extension to this effect

[60]. Here, magnetic field generation occurs via misaligned gradients in the electron

distribution function, which can occur even when ∇ne = 0 during non-uniform

heating. Strong anisotropy can also cause the generation of magnetic field via the

Weibel instability [61, 62, 40]. This is associated with the anisotropic pressure, and

as such does not appear in the equation due to truncation of the expansion at f1

following the diffusive approximation.
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Hall advection

The next term in the induction equation is the J×B term which describes the Hall

effect. From the definition of the current J = −ene〈v〉 this can be seen to drive

advection with the electron population at velocity 〈v〉

[
∂B

∂t

]
J

= ∇×
(
−J×B

ene

)
= ∇× (〈v〉 ×B). (2.111)

Using Ampere’s law ∇×B = µ0J this can be expressed as J×B = −∇|B|2/µ0+

(B·∇)B/µ0, with the latter term contributing to advection as the curl of the gradient

is zero. This term can become significant when the gradient in the magnetic field is

large, relaxing magnetic tension.

Resistive diffusion

Resistivity is included in the induction equation via the transport coefficient αc,

and as such can be seen to arise from collisional transport. The resistivity tensor is

expanded as

[
∂B

∂t

]
αc

=−∇×
(

me

nee2τB
αc · J

)
=−∇×

(
me

nee2τB
(α‖b(b · J) + α⊥b× (J× b) + α∧b× J)

) (2.112)

where using the vector triple product b(b · J) = J − b × (J × b) in combination

with Ampere’s law

[
∂B

∂t

]
αc

=−∇×
(

meα‖
µ0nee2τB

∇×B

)
+∇×

(
(α⊥ − α‖)
neeχB

(J× b)×B +
α∧

neeχB
J×B

)
.

(2.113)

The first term in this equation results in resistive diffusion, which smooths gra-

dients in the magnetic field. The importance of this quantity relative to advection

is given by the magnetic Reynolds number (eq. 2.95).

The next two terms are advective and alter the Hall velocity in the parallel (α∧)

and perpendicular (α⊥ − α‖) directions. The advection velocities are expressed in
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terms of the transport coefficient δc derived by Walsh et al. [63] as follow

vR⊥ =
α∧

neeχB
J =

δ⊥
ene

J (2.114)

vR∧ =
α⊥ − α‖
neeχB

(J× b) =
δ∧
ene

(J× b) (2.115)

with the relationship to the dimensional form of the transport coefficient

δ =
δc

ne
. (2.116)

By expressing the transport coefficients this way it appears that it is the differ-

ence between the α⊥ and α‖ coefficients that gives the cross-Hall velocity, instead

of α⊥. As this was not recognised by Epperlein and Haines [46], their fits allowed

a degree of freedom such that ∂α⊥/∂χB 6= 0 when χB = 0. This was corrected

by Sadler et al. [48] who then demonstrated the symmetry of the transport coeffi-

cients. While the new fit for δc appears similar to the original fit, the absence of this

degree of freedom significantly reduces the calculated cross-gradient Hall velocity

when χB < 1 and prevents discontinuities.

Nernst advection

The final term in the induction equation describes the Nernst effect, where advection

of the magnetic field is driven by gradients in the temperature. As it depends on the

transport coefficient βc collisions are a requirement for this effect to be observed. To

show this the thermo-electric term in the induction equation as written in eq. 2.104

is expanded

[
∂B

∂t

]
βc

=
1

e
∇× (βc · ∇Te)

=
1

e
∇× (β‖b(b · ∇Te) + β⊥b× (∇Te × b) + β∧b×∇Te).

(2.117)

To obtain them in the form found in the magnetic advection velocity vB, where the

Nerst effect is associated with the γc coefficient, the formalism of Walsh et al. [63]

is followed using the vector triple product b(b · ∇Te) = ∇Te − b× (∇Te × b) such

that
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[
∂B

∂t

]
βc

= ∇×
(
β‖
e
∇Te −

β⊥ − β‖
e|B|

(∇Te × b)×B− β∧
e|B|
∇Te ×B

)
. (2.118)

Here ∇× β‖∇Te is zero as β‖ is constant for fixed ionisation. Eq. 2.118 then allows

the Nernst velocity

vN⊥ = − β∧
e|B|
∇Te = −γ⊥τB

me

∇Te (2.119)

to be defined, as well as the cross-gradient Nernst velocity

vN∧ = −
β⊥ − β‖
e|B|

(∇Te × b) =
γ∧τB
me

(∇Te × b). (2.120)

The dimensional form of the γc coefficient is related by

γ = γc
τB
me

. (2.121)

Again, the advantage of this formalism is that it highlights that it is the difference

between the β⊥ and β‖ coefficients that give the cross-gradient Nernst velocity, rather

than the β⊥ itself. As with the resistivity tensor the fits of Epperlein and Haines [46]

resulted in an additional degree of freedom such that ∂β⊥/∂χB 6= 0 when χB = 0

result. This resulted in overestimation and discontinuities in the cross-gradient

Nernst coefficient at low magnetisation (χB < 1) [48].

The Nernst velocity vN⊥ leads to the advection of field down temperature gradi-

ents, demagnetising the hot plasma [49], with the process of convective amplification

occurring at the base of the heat-front [64]. To consider the effect of magnetisation

on vN⊥ either the dimensional γ⊥ or dimensionless β∧ should be considered. This is

because in terms of the dimensionless γ⊥ the Nernst velocity is proportional to τB,

which affects the magnetisation and, therefore, the transport coefficient. The Nernst

velocity initially increases with magnetisation but is suppressed once χB ≈ 1.

The Nernst effect has been shown to be coupled with the thermal heat-flow, even

in the non-local case [65]. The relationship is highlighted by expressing the Nernst

velocity as

vN⊥ =
γ⊥
κ⊥

q⊥
neTe

(2.122)
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Figure 2.6: Schematic diagram of the ionisation processes that occur in intense laser
fields for varying regimes of the Keldysh parameter. In a) the potential felt by a
bound electron in the field-free case is shown. The mechanisms via which electrons
can overcome the ionisation potential are b) multiphoton ionisation (γK � 1), c)
tunnelling ionisation (γK < 1), and d) over-the-barrier ionisation (γK � 1).

where γ⊥/κ⊥ ≈ 2/3. Fundamentally this is due to a discrepancy between the col-

lision time of hot and cold electrons, resulting in the exertion of a force on the ion

population [66, 67].

2.4 Laser heating

Up to now, the focus has been on how heat and magnetic fields are transported

within the plasma. However, the mechanism via which the plasma is generated and

driven out of equilibrium — the laser — has not yet been addressed. In this context,

the laser-matter interaction will be considered. The mechanism by which energy is

coupled to the system is dependent upon several parameters. These include the

laser intensity Il, wavelength λl = 2πc/ωl, pulse length tl, and the properties of the

material being heated. As will be shown the laser characteristics are central to both

the evolution of the plasma and the validity of the fluid approach.

Typically, laser intensity is increased by compressing the laser pulse, so broadly

speaking lasers are split into two categories: short-pulse lasers with pulse lengths

of the order 1 ps or less and intensities exceeding Il ≈ 1018 Wcm−2, and long-

pulse lasers that are order of 1 ns with Il ≈ 1012 − 1016 Wcm−2. Here long-pulse

interactions will be considered, which are of greater relevance to inertial confinement

fusion experiments.

When a laser interacts with an un-ionised target, whether solid or gas, its en-

ergy is initially absorbed by the electrons in the material. For photoionisation to

occur the photon energy must exceed the ionisation potential, which for hydrogen
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at IP = 13.6 eV corresponds to a wavelength of λl = 91.2 nm. High-power laser

systems often operate using a wavelength of 1.054 µm, which can be frequency dou-

bled or tripled to 0.527 or 0.351 µm respectively, so photoionisation is often not

relevant to laser-driven ionisation. Instead, non-linear processes, such as multipho-

ton and tunnelling ionisation [68], occur due to the intense electric field of the laser

as shown in fig. 2.6. The relative importance of each mechanism is quantified using

the Keldysh parameter

γK =

√
IP

2UP
where UP =

e2|E0|
4meω2

l

(2.123)

is the ponderemotive energy, E0 is the amplitude of the laser electric field, and IP is

the ionisation potential. At higher frequency and lower laser intensity (λl = 0.351

µm, IP ∼ 1014 Wcm−2) multiphoton ionisation is more significant, but at lower laser

frequency and higher intensity (λl = 1.054 µm, IP > 1015 Wcm−2) it is exceeded by

tunnelling ionisation.

Once a free electron has been produced it can gain additional energy from the

laser via inverse bremsstrahlung, which will be discussed shortly. The free elec-

tron can then cause further ionisation via avalanche or cascade ionisation. During

avalanche ionisation a free electron ionises an atom after a collision, releasing addi-

tional electrons which can then be accelerated by the electric field and cause further

ionisation. This results in an exponential increase in the number of free electrons.

As inverse bremsstrahlung becomes more prevalent in the presence of ions, ionisa-

tion further enhances the coupling of the laser to the electrons. The result is that

the target can be considered in the plasma state on the picosecond timescale during

the laser interaction. For the case of cascade ionisation, the vacancy in the atoms

electronic structure can be filled by electrons in higher energy levels, releasing pho-

tons or secondary electrons which can again result in a chain reaction of increasing

ionisation.

From the discussion of plasma frequency (eq. 2.18) it was seen that if ωl < ωpe

the laser will be screened by the electrons, defining a critical density above which

the laser cannot propagate. For this reason under-dense plasmas are considered,

where the electron density is ne � nc. Near the critical density the absorption of

laser light via resonance absorption is important [69]. If the resonance condition is

met then the laser can efficiently transfer energy into the plasma by exciting plasma

waves, such as Langmuir waves. For a sufficiently intense laser these waves can grow

in amplitude until they saturate by accelerating electrons, a process known as wave

breaking, generating a hot non-Maxwellian tail in the electron distribution. Further

collective absorption effects, such as parametric instabilities, are also tied to the
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location of the critical surface.

As the laser propagates through the plasma below the critical density the elec-

trons oscillate in the laser field at the quiver speed

vosc =
eE0

ωlme

where E0 =

√
2Il

c
√
εrε0

(2.124)

where εr = 1 − (ωp/ωl)
2 is the dielectric constant which for under-dense plasmas

where ωp � ωl is εr ≈ 1. Collisions with ions result in a fraction of the laser energy

then being converted into the internal energy of the plasma. This mechanism is

known as inverse bremsstrahlung, which is assumed to be dominant for the plasmas

studied here. Collisional effects tend to damp collective mechanisms. Note that over

shorter timescales and at larger quiver velocity, which occurs at higher intensity and

longer wavelength, collisions become less important. In these conditions collective

mechanisms are become more efficient at coupling energy to the plasma.

Inverse bremsstrahlung preferentially heats the colder electron population. The

inverse bremsstrahlung heating operator was developed by Langdon [70], and pro-

vides a modification to the kinetic f0 equation. Langdon demonstrated that electron-

electron collisions are insufficient to return the distribution function to a Maxwellian

on the heating time scale if Zvosc/vT & 1, resulting in a super-Gaussian distribution

fSG = C(m)
ne
v3T

exp

[
−
(

v

αevT

)m]
(2.125)

where C(m) =
m

4πα3
eΓ(3/m)

and α3
e =

3Γ(3/m)

2Γ(5/m)
(2.126)

with Γ(x) the gamma function. When the laser intensity increases the distortion

towards a super-Gaussian distribution increases. When the super-Gaussian power

m = 5 this is referred to as a ‘Langdon’ distribution.

Taking velocity moments the energy equation can be derived, but now accounting

for the effect of inverse bremsstrahlung heating. For a super-Gaussian distribution

the heating operator is [47]

∂U

∂t IB
=

4πcB
3

C(m)
neTosc
τB

where Tosc =
1

2
mev

2
osc. (2.127)

This introduces the new unknown m, for which the formula derived by Matte et al.

[71] is used
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Figure 2.7: Laser heating comparisons between the Maxwellian (m = 2) and Lang-
don operator for a square pulse with intensity of Il = 1016 Wcm−2. The initial
conditions of the plasma are Te = 20 eV, ne = 1025 m−3, Z = 7 and ln Λei = 6.

m = 2 +
3

1 + 1.66/α0.724
M

where αM = Z(vosc/vT )2. (2.128)

Note that while the change in internal energy density is independent of density,

the change in the plasma temperature scales as ∂Te∂t ∝ Tosc/τB. The inverse

bremsstrahlung heating rate is greater in more collision plasmas and at higher laser

intensity. In fig. 2.7 a comparison between the Maxwellian (m = 2) and Langdon

heating operators is shown. The latter results in reduced absorption of laser light

by the plasma, as the population of colder electrons which are preferentially heated

is reduced.

The consequences of inverse bremsstrahlung heating of the plasma are significant.

Kinetic simulations show that close to the laser spot the distribution can be far from

Maxwellian, with recent experiments confirming this result [72], although it becomes

increasingly local further from the laser spot. The fluid model derived previously

relied upon the assumption that the distribution function is near Maxwellian in

order to obtain accurate transport coefficients. At higher laser intensity this is no

longer the case, invalidating the transport theory. To this end, Ridgers et al. [47]

derived a new set of super-Gaussian transport coefficients for a Lorentz plasma, for

which transport is typically reduced compared to the Maxwellian coefficients. The

effective implementation of these coefficients remains challenging as typically a value

of m must be assumed for the plasma. Knowledge of m requires some knowledge of

the instantaneous shape of the distribution function, which is inherently a kinetic

problem. However, this theory does provide a bound to the transport coefficients
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under strong laser heating.

2.5 Non-local transport

The validity of classical transport theory presents one of the great challenges in

modern plasma physics. The theory was built on two assumptions. First, the distri-

bution function may be approximated using a Cartesian tensor expansion truncated

after f1 to close the kinetic equations. Secondly, the isotropic distribution function

can be approximated by a Maxwellian. It has already been demonstrated that the

second assumption can be invalidated under intense laser heating [70]. Here non-

local transport is described, which leads to higher order terms being significant in

the expansion, and non-Maxwellian distributions.

To demonstrate the inherent weakness of the classical transport theory consider

the diffusive heat-flow. This can be expressed as follows

|q⊥| =
neTeτB
me

κ⊥∇Te =
cBκ⊥

2
qFS

λT
lT

where lT =
Te
|∇Te|

(2.129)

and

qFS = neTevT (2.130)

is the free-streaming limit, an upper limit on the heat-flow which describes the

transport of the energy density of the plasma at the thermal velocity. If the ratio of

the mean-free-path to the length scale is sufficiently large with λT > lT the heat-flow

can be found to exceed this free-streaming limit. Note that the free-streaming limit

predicts a heat-flow that is density dependent.

Previously, it was stated the Chapman-Enskog expansion was in terms of the

small parameter Kn = λT/lT , so the condition λT > lT points to the breakdown of

the tensor expansion. This can be demonstrated using the f1 equation as written

in eq. 2.59 by obtaining an expression for the quantity |f1|/f0. This quantifies the

relative anisotropy for a given velocity in the distribution function. For the relative

anisotropy to be small requires λei � lf . For a Maxwellian distribution, it can

be shown that lf ∼ lT while λei = V 4λT with V the ratio of the velocity to the

thermal velocity. In this case on retaining higher-order terms in the expansion it

can be shown for transport in one-dimension (1D) that near local thermodynamic

equilibrium
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f0 : |f1| : |f2| ∼ 1 :

(
λT
lT

)
:

(
λT
lT

)2

. (2.131)

The truncation of the expansion at f1 is then only valid for λT � lT . If λT �
lT significant anisotropy arises and the distribution function can become highly

distorted. This is an inherent problem in laser-plasma experiments, where the length

scale is typically short on the order of the laser spot-size (10-100s of µm).

The physical interpretation of non-local electron transport is that when temper-

ature gradients are steep the electrons can stream to regions of the plasma in which

they are far from thermal equilibrium. Electron-electron collisions are required to

thermalise the electrons, but the scattering cross-section is reduced for these faster

particles. For unmagnetised plasmas this effect is most significant for the heat-

carrying population, which are those with V = 2.3 to 3vT [73]. As λei ∝ V 4 the

heat-carrying electrons then have mean-free-paths such that λei � lT when λT ≈ lT .

In fact, values of λT/|lT | � 0.01 are typically required for local transport, due to

the prevalent effect these suprathermal electrons have on heat-flow.

These particles originate at the top of the heat-front in the hot plasma, where the

mean-free-path is long, and stream to the cold plasma down the temperature gradi-

ent. Due to a shortage of heat-carrying electrons in the hot plasma, the distribution

function becomes super-Gaussian, with heat flow limited relative to a Maxwellian.

In the cold plasma at the base of the heat-front there is then an excess of suprather-

mal electrons with the distribution function bi-Maxwellian. This results in increased

heat-flow and pre-heating of the plasma.

In comparison, when transport is local λT � lT and electrons are scattered in

regions approximately at thermal equilibrium with their initial position. Each point

in the plasma is then at local thermodynamic equilibrium, and the distribution

function remains Maxwellian.

As the classical heat-flow predicts unphysically large heat-flow (|q‖| > qFS) in

the hot plasma, the initial solution to the problem was to arbitrarily ‘flux-limit’ the

heat-flow to some fraction f of the free-streaming limit (eq. 2.130) [74]. Typical

values range from 0.03 to 0.15 in inertial confinement fusion modelling [75, 76].

There are several methods through which a flux-limiter can be implemented [77],

for example using a harmonic average

qFL =
q⊥

1 + |q⊥|/fqFS
. (2.132)

However, the flux-limited approach cannot capture pre-heating of the cold plasma.
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Due to the coupling between magnetic field dynamics and heat-flow it is also nec-

essary to flux-limit the Nernst and Righi-Leduc coefficients [39]. A comprehensive

overview of their implementation was provided by Bissell [78].

A more analytic approach that can account for moderate degrees of non-locality

(λT/lT ∼ 0.1) is provided by convolution models [79], such as the SNB model [80].

The convolution function takes the form

qconv =

∫
W (x, x′)q⊥(x′)dx′ (2.133)

where W (x, x′) is a kernel designed to account for the heat-flux contribution from

surrounding regions. These offer a significant improvement on the flux-limited trans-

port model as they are able to account for the effects of electron pre-heat. While

most non-local models have been developed for unmagnetised plasmas, the SNB

model has been extended to magnetised regimes [81]. The accuracy of such models

remains an open question, with further comparison with VFP codes required.

Due to their complete description of non-local transport effects kinetic codes

remain the ultimate tool for the study of plasmas with significant anisotropy. Non-

local heat-flux effects were first demonstrated using VFP codes, with Bell et al. [20]

demonstrating that the heat-flow is no longer uniquely defined for a given value of

λT/lT . This result is not predicted by the local Spitzer (unmagnetised) heat-flow.

Early kinetic studies of non-local transport in magnetised plasmas demonstrated

[82, 83, 65, 84] demonstrated the suppression of non-local effects as the plasma

becomes strongly magnetised. In the strongly magnetised regime locality may be

restored even in plasmas for which Kn > 1, as the mean-free-path is limited by the

gyro-radius. The relevant non-locality parameter is then rg/lT .

Consider eq. 2.129 in the limit χB � 1. Here the diffusive transport coefficient

becomes κ⊥ ∝ 1/χ2
B. The equation for the heat-flow in a strongly magnetised plasma

is then

q⊥ ∝
cB
2
qFS

rg,T/χB
lT

(2.134)

in which it can be seen the heat-flow will exceed the free-streaming limit when

rg/χB > lT , which is the same dependence that was found for the diffusion coeffi-

cient in eq. 2.101. This appears to be a stricter non-local condition than originally

expected. Thus, the subject of the next chapters will be an investigation of the

non-local transport trend in the magnetised regime.
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2.6 Computational techniques

Computational simulations play a crucial role in both theoretical and experimental

studies of laser-plasma interactions. A variety of well-established codes are available

for different plasma models, such as the kinetic and fluid models discussed earlier

in this chapter. The choice of model depends on the specifics of the problem, with

the best code being one that balances accuracy, efficiency, and the relevant physical

processes, rather than simply focusing on complexity. In this thesis two computa-

tional codes will be used to investigate magnetised electron transport. These are

the kinetic Vlasov-Fokker-Planck code IMPACT, initially developed by Kingham

and Bell [42], and the extended magnetohydrodynamics ‘Classical Transport Code’

(CTC) developed by Bissell [85]. These codes do not include any radiation dynam-

ics, and assume a fully ionised plasma with the equation of state that of an ideal

gas (Pe = neTe). The following sections will detail the key properties of these codes,

along with any features involved in their operation.

2.6.1 IMPACT

IMPACT utilises an implicit finite-difference scheme to solve the Vlasov-Fokker-

Planck equation and Maxwell’s equations in two-dimensions (2D), including self-

consistent magnetic fields. This allows the coupling between heat-flow and magnetic

field dynamics to be explored in collisional plasmas, as typically encountered during

laser-plasma interactions, in the non-relativistic limit. The advantage of the kinetic

approach is that it enables an accurate description of transport properties in the non-

local regime, where the electron mean free path is comparable to the temperature

and density length scales, by evolving the electron distribution function.

The code utilises a Cartesian geometry solving for the Ex, Ey, and Bz elec-

tromagnetic field components. To maximise computational efficiency the electron

distribution function is expanded in Cartesian tensors, with the distribution function

truncated after terms of higher order than f1. As discussed earlier, this constitutes

the diffusive approximation, and is appropriate for more collisional plasmas. The

equations of interest are the f0-equation (eq. 2.58) and the f1-equation (eq. 2.59).

The Lorentz approximation is made, with a complete description of anisotropic

electron-electron collisions not included. Instead, they are approximated by multi-

plying the collision frequency by the collision fix of Epperlein and Short [38], which

will be discussed further in section 2.6.3. This inclusion of this feature is optional;

it will typically be disabled when considering temperature relaxation problems, but

included in experimentally relevant laser heating simulations. An additional feature
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of the code is the ability to disable the electron inertia term ∂tf1; this will be included

in all simulations unless explicitly stated otherwise.

Extensions to the code were made by Ridgers [49], who added the ability to sim-

ulate hydrodynamic ion motion. Previously, ions were treated only as a stationary

neutralising background. This was done by transforming the VFP equation into the

average rest frame of the ions, with electron transport taking place relative to the

motion of the ions. As a result, the effects of ion motion can be included allowing for

an improved description of transport during nanosecond laser-plasma interactions.

Laser heating in the code is modelled using the Langdon operator [70] although the

plasma can also be heated in such a way that f0 remains Maxwellian; this allows

the effect of IB heating to be separated from non-local transport.

2.6.2 CTC

The CTC code provides a fully-implicit solution to the coupled fluid equations out-

lined in section 2.3. While kinetic codes such as IMPACT that directly evolve

the electron distribution function provide a more accurate description of transport

phenomena, particularly when non-local effects are important, CTC offers greater

flexibility in exploring the physical processes relevant to a given problem. Cou-

pled with the greater efficiency of CTC allows for simulations with greater spatial

and temporal scales, broader parameter scans, and faster iteration when exploring

complex problems.

Similar to IMPACT, the code operates in a Cartesian geometry solving for the

Ex, Ey, and Bz electromagnetic field components. One of the central features of

a fluid code such as CTC is the ability to include specific terms in the equations

that are solved for a given simulation. This will be relevant when investigating the

Nernst effect in chapters 6 and 7, where the importance of Nernst advection relative

to hydrodynamic advection will be assessed. This investigation simulations will be

performed with all terms included in the equation matrix, hydrodynamic motion

excluded, or the Nernst effect excluded.

When solving the coupled Ohm’s law (eq. 2.86) and heat-flow (eq. 2.87) equa-

tions several choices can be made regarding the transport coefficients, including the

polynomial fits of Epperlein and Haines [46] and Sadler [48]. Alternatively, there

are the super-Gaussian transport coefficients of Ridgers [47] derived in the Lorentz

limit. Here, the m = 2 transport coefficients of Ridgers are used with the collision

fix. The collision fix applied to the electron-ion collision frequency in Ohm’s law and

the heat-flow equation. This is done for consistency with IMPACT, with all CTC

Chapter 2 79



2.6 Computational techniques

simulations in chapters 6 and 7 used to study laser-plasma heating experiments.

A final comment regards the use of flux-limiters CTC, with the code allowing for

separate flux-limitation of both the heat-flow and Nernst velocity. Note that several

studies [39, 86] have shown that it is most appropriate to limit both the heat-flow and

Nernst velocity by the same fraction when seeking to correct for non-local transport

effects when compared to kinetic simulations. In this thesis all simulations will be

conducted with unrestricted heat-flow and Nernst velocity, in an effort to highlight

non-local transport effects that may be occurring in a given fluid simulation when

compared to kinetic IMPACT simulations.

2.6.3 Electron-electron collision fix

The inclusion of electron-electron collisions in both IMPACT and CTC is done using

the collision fix to the frequency ν∗ei = νei(Z+4.2)/(Z+0.24). This is suitable when

correcting κ⊥ for weakly magnetised plasmas, but can lead to a large over-estimation

of other transport coefficients [39]. In fig. 2.8 the effect of the collision fix on κ⊥

and β∧ is shown, which determine the local perpendicular heat-flow and Nernst

velocity respectively, when Z = 7. Here κ⊥ initially demonstrates better agreement

when using the collision fix compared to the Lorentz value with the polynomial fits

of Epperlein and Haines, agreeing almost exactly when χB � 1 but decreasing in

accuracy as the magnetisation increases. In the strongly magnetised regime where

χT > 10 the collision fix provides a poorer approximation than the Lorentz limit.

For the β∧ coefficient the collision fix provides a better fit when χT . 0.1, but

the relative error is now larger than when used to correct κ⊥, and significantly

overestimates the transport coefficients at larger magnetisations. Thus, the collision

fix is better than treating the plasma in the Lorentz limit when the plasma is weakly

magnetised, although the Nernst velocity will be overestimated without a superior

treatment of anisotropic electron-electron collisions.
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Figure 2.8: The transport coefficients a) κ⊥ and b) β∧ from the polynomial fits of
Epperlein and Haines for both Z = 7 and in the Lorentz limit, as well when including
the collision fix ξ = (Z + 0.24)/(Z + 4.2) with Z = 7. The collision fix is applied
to the dimensionless transport coefficients by finding ξκ⊥(ξχB) and β∧(ξχB); the
difference arises because when multiplying the collision time by ξ it appears twice
in the dimensional thermal conductivity κ(ωgτB) = (neTeτB/me)κ

c(ωgτB), but only
once in β(ωgτB) = βc(ωgτB). Additionally, the fractional error is shown for both c)

κ⊥ and d) β∧ when using either the Lorentz limit or Lorentz limit in combination
with the collision fix.
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Chapter 3

Local transport phenomena in

magnetised plasmas

This chapter examines the VFP equation to identify novel trends in the growth of

relative anisotropy within the electron distribution function. Significant anisotropy

leads to non-local transport, shifting the distribution away from a Maxwellian.

Anisotropy is quantified by the ratio f1/f0, representing the relative anisotropy,

and can be expressed in terms of an ‘effective mean-free-path’, applicable to both

weakly and strongly magnetised plasmas. This chapter explores anisotropy in the

local limit. The results are used to calculate the electron velocities most influential

in determining transport trends as a function of magnetisation, with increasing mag-

netisation found to preferentially reduce the transport of faster electrons. Non-local

transport has the greatest impact on heat-flow and magnetic field dynamics when

anisotropy is large for these populations.

The interplay between kinetic electron heat transport and magnetic field dy-

namics has recently attracted considerable attention, particularly because magnetic

fields in many experiments are either self-generated [87, 88, 58] or applied [89, 1].

Magnetic fields are known to substantially alter plasma evolution, notably introduc-

ing anisotropy by reducing perpendicular transport, a property which is exploited in

MCF and magnetised ICF schemes [90, 14]. The development of diagnostics, such

as proton radiography and Thomson scattering, enable unprecedented exploration

of magnetic transport effects. These effects, including the Biermann battery and

Nernst effect [91, 39, 92, 93], which were previously theorised to be significantly

influenced by non-local transport, can now be studied in greater detail.

The local xMHD model developed by Braginskii has provided the foundation for

this work [3], relying upon the accurate calculation of transport coefficients [46, 48].

Entering the non-local regime the validity of classical transport theory is limited,
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Figure 3.1: A kinetic VFP simulation of a temperature ramp relaxation at t = 500
ps with ne = 1025 m−3, Z = 7, and B0 = 3 × 10−3 T. a) The isotropic component,
f0, shows adjacent regions of hot plasma and cold plasma, with a smooth transition
between the two regions, where the hotter region at smaller x can be seen to have a
greater population of high velocity electrons but smaller population of low velocity
electrons. b) The lowest-order anisotropic component, f1x, with regions in red show-
ing the high velocity outgoing current travelling down the temperature gradient and
blue corresponding to the lower velocity return current.

although magnetisation has been shown to restore locality even for large values of

the Knudsen number, Kn = λ/l, with l a representative physical length scale [82,

83, 65, 94]. In plasmas non-local transport is often described as being significant

when the mean-free-path of the thermal population (λT ), approaches and exceeds

the temperature length scale (lT = Te/|∇Te|). Incorporating these non-local effects

on heat-flow in predictive models is an ongoing challenge, with reduced kinetic [81,

95, 96] or kinetic Vlasov-Fokker-Planck (VFP) models [42, 41, 97] often required.

3.1 Equations governing anisotropy

While the kinetic modelling of plasma solves for f0 and f1 = (f1x, f1y, f1z) directly,

fluid models which use classical transport theory assume that the isotropic compo-

nent remains close to Maxwellian. Here, this assumption will be evaluated using

the f0 and f1-equations (eq. 2.58 and eq. 2.59), which govern the evolution of f0

and f1 respectively. In fig. 3.1 an example simulation shows the structure of these

two components in velocity phase space. To simplify this analysis the anisotropic

e-e collision term (Ce1) is neglected as part of the Lorentz approximation, which is

valid for high Z.
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Defining the axis using the magnetic field unit vector b = B/|B| eq. 2.59 can be

separated into components describing transport parallel and perpendicular to the

axis. This is done by substitution of the vector triple product f1 = b(f1 · b) + b ×
(f1 × b)

− νei(f1‖ + f1⊥) = ∂t(f1‖ + f1⊥) + v∇f0 + a∂vf0 + ω × (f1‖ + f1⊥) (3.1)

where the parallel and perpendicular components of f1 are defined f1‖ = b(f1 ·b) and

f1⊥ = b× (f1 × b). As the parallel component of f1 is then perpendicular to ω the

vector ω × f1‖ = 0. This then allows separation of the parallel and perpendicular

components

− νeif1‖ = ∂tf1‖ + v∇‖f0 + a‖∂vf0 (3.2)

− νeif1⊥ = ∂tf1⊥ + v∇⊥f0 + a⊥∂vf0 + ω × f1⊥. (3.3)

The perpendicular component can be developed further by inversion

−νeif1⊥ = ∂tf1⊥+v∇⊥f0+a⊥∂vf0−
ω

νei
×(∂tf1 + v∇⊥f0 + a⊥∂vf0 + ω × f1⊥) (3.4)

where the first term in the vector triple product ω× (ω× f1⊥) = ω(ω · f1⊥)−ω2
gf1⊥

is zero as ω and f1⊥ are perpendicular. The two vector components can then be

written

(
1 +

∂t
νei

)
f1‖ = −λei∇‖f0 −

a‖
νei
∂vf0 (3.5)(

1 +
∂t − χeib× ∂t
νei(1 + χ2

ei)

)
f1⊥ = − λei

1 + χ2
ei

[
(∇⊥ − χeib×∇⊥) f0

+ (a⊥ − χeib× a⊥)
∂vf0
v

]
.

(3.6)

The time derivatives on the left-hand side of the equation describes the role of

electron inertia; electrons do not respond instantaneously to gradients in the distri-

bution function. Instead, it takes time for flows to build and evolve. In fluid models

this term is dropped, as was mentioned earlier, to allow predictions to be made

from instantaneous macroscopic plasma parameters - otherwise some knowledge of

the time history of the distribution function is required. Furthermore, this assump-

tion is also made in reduced kinetic models, such as the SNB [81] or M1 model
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[95], to allow coupling with fluid codes. This will be done here, but is revisited in

section 4.4.

The condition with which the time derivative can be dropped varies between the

parallel and perpendicular transport regimes. Generally, this requires that the rate

of change of f1 must be small relative to the collision frequency (|∂tf1|/|f1| � νei).

The final expressions that are then obtained are

f‖ = −λei∇‖f0 −
a‖
νei
∂vf0 (3.7)

f1⊥ = − λei
1 + χ2

ei

[
(∇⊥ − χeib×∇⊥) f0 + (a⊥ − χeib× a⊥)

∂vf0
v

]
. (3.8)

In the limit that χei → 0 the governing equation for perpendicular transport is

equivalent to that of parallel transport. When a magnetic field is present two effects

are introduced; the first is a reduction in the anisotropy by an amount (1 + χ2
ei)
−1

that is significant when the electrons are magnetised, and the second a rotation in

the perpendicular plane. The former effect is the primary cause for the reduction

in perpendicular transport compared to parallel transport, with electrons exhibit-

ing gyro-motion in this plane once strongly magnetised. As a result, significant

anisotropy can arise between the axes. The effects of field line curvature will not be

considered in this thesis.

For a magnetic field such that B = Bzk̂ transport perpendicular to the mag-

netic field is along î and ĵ, with parallel transport along k̂. Expressions giving the

components of f1 are then obtained from eq. 3.7 and eq. 3.8

f1x =− λei
1 + χ2

ei

(
1

lf,x
− bzχei

lf,y
+
ax − bzχeiay

vlf,v

)
f0 (3.9a)

f1y =− λei
1 + χ2

ei

(
1

lf,y
+
bzχei
lf,x

+
ay + bzχeiax

vlf,v

)
f0 (3.9b)

f1z =− λei
(

1

lf,z
+

az
vlf,v

)
f0 (3.9c)

Here bz is the sign of the magnetic field and lf,i = f0/∂if0 provides a length scale of

the distribution function where the derivative i is taken with respect to the v, x, y

and z-axis. The numerical solution of these expressions is a common feature of many

magnetised plasma models based on the VFP equation, with subsequent assumptions

about the distribution function dictating whether a fluid, reduced kinetic, or kinetic

approach is taken.
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Taking a broader view of eqs. 3.9 it can be seen that each equation is in essence

formed of two terms. The first describes an effective mean-free-path λf1 ; for terms

perpendicular to the magnetic field axis this is given by λf1⊥ = λei/(1+χ2
ei), reducing

to λf1‖ = λei along the magnetic field axis or when Bz = 0. Here it can be seen that

the effective mean-free-path perpendicular to the magnetic field axis is reduced by a

factor (1+χ2
ei)
−1, which will prove fundamental to the perpendicular transport trends

that will be explored in this thesis. The other term in brackets can be interpreted

as a length scale and will be referred to as lf1 , and is formed of a harmonic average

of the composite length scales. Again, the length scale of the perpendicular terms

has the same form as the parallel term when Bz = 0. Thus, anisotropy will increase

along a given axis if the ratio between λf1 and lf1 increases.

It is the properties of perpendicular transport and the influence of magnetic fields

on non-local transport which are of primary interest here, with parallel transport

seen to be a subset of this problem for which Bz = 0. Therefore, the f1⊥ component

will now be investigated as it includes the magnetic field dependence.

3.2 Anisotropic transport in the local limit

Considering the case in which f0 is Maxwellian, fm = (ne/π
3/2v3T ) exp (−v2/v2T ), the

derivatives in eq. 2.59 are

∇f0 =

[
∇ne
ne

+

(
V 2 − 3

2

)
∇Te
Te

]
fm &

∂f0
∂v

=
−2v

v2T
fm (3.10)

with V = v/vT which on substitution into eq. 3.8 gives the f1⊥ component as

f1⊥ = − λei
1 + χ2

ei

[(
∇⊥ne
ne

− χeib×∇⊥ne
ne

)
+

(
∇⊥Te
Te
− χeib×∇⊥Te

Te

)(
V 2 − 3

2

)
−me (a⊥ − χeib× a⊥)

Te

]
fm

(3.11)

where terms involving gradients in ∇⊥ne and ∇⊥Te give length scales in the plane

perpendicular to the magnetic field axis.

Taking the 1st and 3rd velocity moments of each component allows Ohm’s law

(eq. 2.86) and the heat-flow equation (eq. 2.87) to then be obtained respectively,

as was shown in section 2.3 with the transport coefficients appearing as velocity
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moments of f0 that are dependent upon the magnetisation. The Z dependence

arises due to the inclusion of e-e collisions in eq. 2.59, as demonstrated numerically

by Epperlein and Haines [46]. As e-e collisions are neglected here the Lorentz limit

is taken for these terms. While e-e collisions can lead to significant modifications

in the magnitude of transport effects, their impact on the general trends that are

identified here are less pronounced.

Neglecting the displacement current in Ampere’s law means that a current is

only formed perpendicular to B. The acceleration term a⊥ = −eE/me can then be

expressed using Ohm’s law (eq. 2.86) as the sum E⊥ = E⊥,P + E⊥,B where

E⊥,P = −Te
e

[
∇⊥ne
ne

+
∇⊥Te
Te

(1 + β⊥) + β∧
b×∇⊥Te

Te

]
(3.12)

E⊥,B = −Te
e

2

β

[
∇⊥|B|
|B|

(
1− α∧

χB

)
+
α⊥
χB

b×∇⊥|B|
|B|

]
(3.13)

are contributions arising from gradients in the pressure, Ex,P , and magnetic field,

Ex,B. Each term here is then dependent on the length scale of either ne, Te, or |B|.

For the HED plasmas of interest in this thesis typically β � 1, with thermal

pressure dominant over magnetic pressure. Furthermore, the coupling between heat-

flow and magnetic field dynamics usually results in lT,x ≥ lB,x. Combining these

results the E⊥,P terms are found to be dominant in Ohm’s law for the scenarios

considered here. Accessing a regime where transport terms associated with gradients

in B and αc are dominant would require a small β.

Substitution of Ohm’s law into eq. 3.11, neglecting the contributions of E⊥,B,

then gives

f1⊥ = − λei
1 + χ2

ei

[(
∇⊥Te
Te

− χeib×∇⊥Te
Te

)(
V 2 − 5

2
− β⊥

)
+

(
χei∇⊥Te

Te
− b×∇⊥Te

Te

)
β∧

]
fm

(3.14)

where it is found that anisotropy that would arise due to gradients in ne is ex-

actly cancelled by the electric field resulting from the gradient. In this case the

x-component is

f1x = − λei
1 + χ2

ei

[(
1

lT,x
− bzχei

lT,y

)(
V 2 − 5

2
− β⊥

)
+

(
χei
lT,x
− bz
lT,y

)
β∧

]
fm. (3.15)
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Figure 3.2: The velocities which carry the most a) outgoing and b) return current as
a function of χT , with horizontal lines showing the asymptotic values in the weakly
and strongly magnetised limits. Shaded regions show the velocity band which carries
between 10 and 90% of the total current.

3.2.1 Electron current properties

To gain a greater understanding of the kinetics that drive transport a 1D system is

now considered, such that the temperature gradient is along the x-axis only (Te =

Te(x)) and ∂yTe = 0. Note that while the system is 1D this does not prohibit

transport from occurring along f1y due to the magnetic field (eq. 3.9b).

In 1D eq. 3.14 then becomes

f1x = − λei
1 + χ2

ei

1

lT,x

(
V 2 − 5

2
− β⊥ + χeiβ∧

)
fm (3.16)

allowing the behaviour of the effective length scale lf1 to be more clearly understood.

In the local limit this is proportional to lT , so as expected anisotropy will increase

as the relative temperature gradient in the plasma increases. For a given V both

the direction and magnitude of the length scale then varies in eq. 3.16; for values

where the term in brackets is positive the anisotropy is in the opposite direction to

lT , opposing the temperature gradient, while for negative values it is in the same

direction. When the term in brackets is positive, the length scale decreases rapidly

as V increases and the magnitude of the anisotropy increases.

Eq. 3.16 is related to the current by taking the first velocity moment Jx =

−(4πe/3)
∫∞
0
fxv

3dv. It is then seen that values for which the term in brackets

is positive correspond to an outgoing current, which occurs for the hot electron

88 Chapter 3



3.2 Anisotropic transport in the local limit

population, while negative values form a return current of colder electrons. When

the term in brackets equals zero the current changes direction. Taking the derivative

of the equation with respect to V the velocities which contribute the most to the

outgoing and return current can be found in the limits χT → 0 and ∞. These are

shown in fig. 3.2. As the plasma being considered is both 1D and quasi-neutral,

the current Jx associated with eq. 3.16 is approximately zero. More generally quasi-

neutrality requires ∇ · J = 0 so the current carried by the hot electrons Jh must be

such that ∇ · Jh = −∇ · Jc.

Returning to the lf1 component of eq. 3.8 there are then two effects at play

that control the magnitude and direction of the current, which arise when there are

gradients in the distribution function. The first is associated with spatial gradients

in f0 resulting in the diffusion of hot particles to cold regions of the plasma and

vice-versa. In the case that two neighbouring points in the plasma are defined by

Maxwellian distributions but are not at thermal equilibrium with each other, then

in the limit ∆T → 0 and E = 0 the current changes direction at V =
√

3/2 as can

be seen in eq. 3.10. At this point the population of the velocity band for each point

is equal.

Meanwhile, the lf,v term modifies the current as a result of the electric field that

arises to balance forces within the plasma. This takes the form of the product of

the velocity gradient of f0 with v/a, with a = −eE/me the acceleration by the

electric field, where the latter term provides a characteristic timescale over which

the velocity changes. Together, they describe a distance over which acceleration will

lead to a significant change in the velocity of a population of electrons.

For plasmas near LTE where β � 1 the electric field will oppose the temperature

gradient. This results in a reduction in the anisotropy of the population travelling

in the same direction, the outgoing current, but increasing the anisotropy within the

colder return current that travels in the opposite direction. As a result, the velocity

at which the current changes direction increases to V =
√

5/2 + β⊥0 in the absence

of a magnetic field. Increasing the magnetisation causes the velocity at which the

current changes direction to decrease, reaching a minimum of V = 1.065 using the

β∧ coefficient of Epperlein and Haines. This arises from the Ey component of the

electric field, which suggests that the E×B drift instead causes an increase in the

anisotropy of the electrons travelling in the same direction as the electric field. As a

1D problem is being considered this drift is independent of the sign of the magnetic

field, as changing the direction of Bz also changes that of Ey.
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Figure 3.3: The velocities which carry the most heat for the a) outgoing and b) return
current as a function of χT , with horizontal lines showing the asymptotic values in
the weakly and strongly magnetised limits. Shaded regions show the velocity band
which carries between 10 and 90% of the total energy.

3.2.2 Heat carrying velocity

Knowing that the heat-flow is given by qx ∝
∫∞
0
f1xv

5d3v, the values of V which

carry the most heat can be found as a function of χT for both the outgoing and

return current. Taking the derivative of the integrand using eq. 3.16 there are two

asymptotic limits at χT = 0 and ∞, with the results shown as a function of χT in

fig. 3.3. Intermediate values are found through numerical differentiation.

For the outgoing current the heat-carrying velocity is V = 2.62 and 1.81 in the

limits χT = 0 and ∞ respectively. The velocity which carries the most heat in the

return current is V = 1.62 and 0.76, again for χT = 0 and ∞. In the case that

χT = 0 these maximum values are given by

V =

√
±
√
β2
⊥ − 2β⊥ + 19 + β⊥ + 8

√
2

. (3.17)

This change in the outgoing heat-carrying velocity with magnetisation corre-

sponds to a factor of ∼ 3 increase in the collision rate of the heat-carrying electrons

as νei ∝ V −3. As χei ∝ V 3 hotter electrons are magnetised before colder electrons,

demonstrating how their contribution to qx is most affected by a magnetic field.

Defining the heat-carrying electron band as those in the outgoing current which

carry between 10 and 90 % of the heat this is 2.25 – 3.25 vT when χT = 0, but

reduces to 1.5–2.5 vT when χT =∞.
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Figure 3.4: Kinetic VFP simulations of a temperature ramp relaxation showing
f1xv

5, for plasmas (Z=7) that are a) weakly magnetised and b) strongly magnetised
at t = 500 ps. In the weakly magnetised case ne = 1027 m−3 and Bz = 0.3 T, while
for the strongly magnetised case ne = 1024 m−3 and Bz = 30 T. Overlaid are the
velocities which carry the most heat in the outgoing and return current for f0 = fm,
as well as vT .

To confirm this behaviour the heat-flow integrand, qxv
5, from IMPACT simu-

lations with electron inertia is plotted in fig. 3.4 for both a weakly and strongly

magnetised plasmas, in which the electrons with V = 2.62 and 1.81 carry the most

heat respectively. It is interesting to note that greater heat-flow is seen in the hot-

plasma compared to the cold plasma when weakly magnetised, but the opposite is

true when the plasma is strongly magnetised, reflecting the difference in the electron

mobility in the two regimes which will now be explored.

3.3 Anisotropy regimes in magnetised plasmas

Examining eq. 3.9 it was previously noted that there are two effects at play that

dictate the anisotropy, the effective mean-free-path λf1 or the length scale lf1 . Here

the focus will be on λf1 in order to explore the electron mobility in different regimes,

and the effect this has on anisotropy within the plasma. The length scale lf1 can

then be thought of as providing the setting in which diffusion processes that result

in anisotropy occur. In other words, it will be shown how λf1 varies relative to lf1 as

system parameters are changed in this section, with lf1 assumed to be either fixed

or slowly varying.

Considering the effective mean-free-path perpendicular to the magnetic field axis
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λf1 =
λei

1 + χ2
ei

=
v/νei

1 + (ωg/νei)
2 (3.18)

there is a distinct difference in behaviour between the weakly magnetised regime,

χei � 1, and the strongly magnetised regime, χei � 1, as highlighted in fig. 3.5.

Expressing the Hall parameter as χei = λei/rg it is clear that in the weakly

magnetised electrons are able to move freely between collisions, with their diffusion

distance limited by λei as rg � λei. It is then found that

λf1(χei � 1) = λei =
v

νei
∝ T 2

e

ne
(3.19)

so the effective mean-free-path scales linearly with the inverse of the collision fre-

quency, for which the definition provided in eq. 2.55 is used. As λei ∝ v4, hotter

electrons have significantly longer mean-free-paths than colder electrons.

Meanwhile, in the strongly magnetised regime the diffusion distance is limited

by the electron gyro-orbit when rg � λei. Here

λf1(χei � 1) =
λei
χ2
ei

=
rg
χei

=
vνei
ω2
g

∝ ne
TeB2

z

(3.20)

with the effective mean-free-path now scaling linearly with the collision frequency,

and the inverse square of the electron gyro-frequency. It is the scaling w−2g ∝ B−2z

that is exploited in magnetic confinement fusion to increase the confinement time.

It is of note that in the strongly magnetised regime λf1 = rg/χei < rg, with

increasing magnetisation resulting in a decrease of the effective mean-free-path below

the gyro-radius. Here, the particle may perform many gyro-orbits per collision.

In contrast to the weakly magnetised regime where collisions decrease the rate of

diffusion of particles, collisions are in fact now required in the strongly magnetised

regime for a drift of the particles guiding centre to occur. As a result, decreasing

νei for fixed rg, which requires Bz to be constant, causes particles to be less mobile.

This effect is compounded for higher velocity electrons as not only is νei ∝ v−3,

resulting in hotter electrons being magnetised more easily than colder electrons, but

rg ∝ v while λei ∝ v4. Together the result is that transport inhibition by a magnetic

field for hot electrons is more severe than for colder electrons, with λf1 ∝ v−2.

At the transition point between these two regimes where χei = 1 and rg = λei

λf1(χei = 1) =
v

2νei
=

v

2ωg
∝ T

1/2
e

Bz

(3.21)
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Figure 3.5: The effective mean-free-path λf1(Bz, ne, Te) of the heat-carrying electrons
with v = vH(χT ), where the subscript ‘H’ refers to the population with this velocity,
as a function of χH(Bz, ne, Te). Here χH is changed indirectly through its dependence
on either Bz, ne, or Te, with the other variables held constant. Each variable has a
unique effect on λf1 ; χei ∝ Bz with increasing Bz leading to a reduction in λf1 that
is most significant when χei > 1, νei ∝ ne which affects both λei and χei resulting in
a maximum where χei ≈ 1, and both v ∝ T

1/2
e and νei ∝ T

−3/2
e again leading to a

maximum but now at χei ≈
√

2.

the effective mean-free-path reaches a maximum as a function of νei which has

the Bohm diffusion scaling ∝ B−1z . At this point cross-field transport can reach a

maximum for a given electron velocity as a function of collision frequency.

Treating the diffusion of particles as a random walk of step size ∆x and frequency

ν [44] the diffusion coefficient is given by

D = ∆x2ν = v∆x. (3.22)

On substituting ∆x = λf1 and ν = νei the correct behaviour is found for perpen-

dicular transport across all magnetisation regimes, with these trends implicit in the

dimensionless form of the transport coefficients shown earlier in fig. 2.4.

The rate of diffusion is D ∝ v5 for weakly magnetised particles, but D ∝ v−1

when strongly magnetised. As the magnetisation of particles increases with velocity,

the particles which diffuse most rapidly across the magnetic field are found to be

those for which χei =
√

5, for which V ≈ 1.31χ
−1/3
T . While this suggests colder elec-

trons can diffuse much more effectively than hotter electrons, their small population

limits their overall contribution to diffusion processes. Thus, the transport of faster

electrons, which dominate heat-flow and are most susceptible to non-local transport
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3.4 Effect of anisotropic transport on f0

when unmagnetised, are most suppressed by the presence of a magnetic field.

3.4 Effect of anisotropic transport on f0

At this stage it has been seen how transport properties arise from anisotropy within

the distribution function, but the effect of this transport on the isotropic distribution

function has not been investigated. The assumptions of classical transport theory

rest upon the distribution being nearly Maxwellian, which will be shown to require

the anisotropy to be small. It is well known that when anisotropy is significant the

distribution will become non-Maxwellian due to non-local transport. To study how

anisotropy perturbs the isotropic distribution the f0-equation (eq. 2.58), which gov-

erns the evolution of f0, will be considered. Here it is expressed as the combination

of two competing effects

∂f0
∂t

= Ce0 −
∂f0A
∂t

(3.23)

where the Ce0 collision term drives the distribution function towards a Maxwellian,

while the second term transfers energy and perturbs the distribution function due

to gradients in f1. The perturbing term is given by

∂f0A
∂t

= −v
3
∇ · f1 −

1

3v2
∂

∂v

(
v2a · f1

)
(3.24)

which is a function of derivatives of f1. As the derivative of an arbitrary function g

dependent on a variable h can be expressed as the product ∂hg = g(h)/lh, where lh

is the length scale with respect to h, the perturbing term is written as

f0A
∂t

=

x,y,z∑
i

f1i/lA,i (3.25)

where the summation is taken over the x, y, and z components of f1 and lA,i is

a function describing a length scale over which each component varies. Following

the product rule the length scale of a product of multiple variables takes the form

of a harmonic mean over the length scales of the composite variables. For this

reason lA,i primarily has the form of a harmonic mean over the length scales of the

composite variables in f1. It has units of time, so when the variation in f1 decreases

the frequency with which the distribution function is perturbed also decreases.

For the case of the f1x term
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3.4 Effect of anisotropic transport on f0

∂f0A,x
∂t

= −v
3

∂f1x
∂x
− 1

3v2
∂

∂v
(v2axf1x), (3.26)

although the same process also follows for the f1y and f1z terms. Without loss of

generality this can be written as

∂f0A,x
∂t

= −f1x
3

(
v

lf1x,x
+

ax
lf1x,v

+
2ax
v

)
(3.27)

using the notation lf,g = f(g)/∂gf(g) for a function f(g) dependent on a variable g.

Dividing eq. 3.23 by f0, and substituting eq. 3.25, yields

∂tf0
f0

=
Ce0
f0
−

x,y,z∑
i

f1i
f0

1

lA,i
(3.28)

an equation providing the characteristic frequency with which f0 evolves. Here, the

perturbing term which drives the distribution away from a Maxwellian is shown to

be proportional to f1i/f0. Provided the amplitude of f1i varies more rapidly than

the length scale lA,i, or that the length scale over which f1i varies is constant, then

this ratio will play the most significant role in perturbing f0.

Taking the limit χT = 0 then in the 1D case described by eq. 3.16

lA,x = −3lT
v

[
g(V ) + lT

∂2xTe
∂xTe

]−1
(3.29)

if ∇ne = 0 where g(V ) is a function of V given by

g(V ) = V 2 + 3(β⊥0 + 1)V − β⊥0 −
3/2

V 2 − 5/2− β⊥0
− 5/2. (3.30)

If the temperature profile remains similar between problems, then lA,i will also re-

main similar and f1i/f0 will play the most significant role in dictating the rate at

which f0 is perturbed.

Furthermore, with f = f0 + f1 · v/v values of |f1| > f0 can be seen to result

in negative f0, which is unphysical. As |f1|/f0 increases the relative anisotropy at

a point in the velocity phase space of a plasma increases, with the maximum of

|f1|/f0 = 1 corresponding to a unidirectional flow. Once this point is reached then

f0 will only vary more rapidly if lA,i decreases. Thus, the ratio f1/f0 is an appro-

priate quantity that can be used to assess the validity of the fluid approximation

in magnetised plasma, with larger values corresponding to a greater departure from
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3.5 Summary

Figure 3.6: The ratio f1x/f0 at t = 500 ps for the temperature ramp relaxation
shown in fig. 3.1. Overlaid are the velocities corresponding to vT , vout, and vret for
a Maxwellian f0. A vertical line shows the position at which lT is at a minimum.

LTE and resulting non-local transport.

As can be seen in fig. 3.6 for a 1D temperature ramp relaxation, |f1x|/f0 is

largest in the region surrounding the temperature perturbation as expected. Here,

the evolution of f0 with time due to electron transport is most significant, and as

such is the primary region of interest when considering non-local effects. At velocities

much higher than vT truncation of the distribution at f1 in the IMPACT code breaks

down, leading to unphysically large values of f1x such that f1x > f0 and negative

f0. However, as there are so few particles in this regime they have little impact on

the transport effects considered here.

3.5 Summary

This chapter has shown how the introduction of a magnetic field naturally leads to a

separation of transport effects that occur parallel and perpendicular to the magnetic

field axis. When applied to the Cartesian tensor expansion of f the first anisotropic

term, which governs current and heat-flow, then becomes f1 = f1‖+ f1⊥. The degree

of anisotropy can then be seen to be proportional to λf1/lf1 , where λf1 = λei/(1+χ2
ei)

is an effective mean-free-path and lf1 describes a characteristic distance over which

the distribution function varies. The results here are taken in the Lorentz limit, and

as such assume electron-electron collisions can be neglected. If they were included,

a reduction in the effective mean-free-path for a given Z would be expected due to

the increased collision rate.
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3.5 Summary

Assuming that the distribution is close to LTE, where f0 can be described

by a Maxwellian, the properties of the electron current and heat-flow due to the

anisotropy can then be found. Due to their significantly increased mobility (λei ∝
V 4) and relatively large population, electrons with 2.25–3.25 vT are found here to be

typically responsible for heat-flow in an unmagnetised plasma. However, in a mag-

netic field, the mobility of hotter electrons is preferentially reduced because they are

more readily magnetised (χei ∝ V 3). This results in a reduction in the heat-carrying

electron velocity to 1.5–2.5 vT . The inclusion of electron-electron collisions are ex-

pected to result in a slight reduction in these velocities, with the peak heat-carrying

velocity at Z = 1 equal to V = 2.53, compared to V = 2.62 in the Lorentz limit

when χB = 0. The mobility of the electrons in different magnetisation regimes can

be explored in greater detail by considering the effective mean-free-path λf1 , which

the anisotropy is dependent upon.

Finally, it has been seen how the relative anisotropy f1/f0 = −λf1/lf1 plays

a central role in dictating how the distribution function is perturbed away from

a Maxwellian, leading to non-local transport. Thus, in the following chapter the

impact of the core trends of the effective mean-free-path, namely the different scaling

with νei and Bz between the weakly and strongly magnetised regimes, will form the

basis of our investigation of non-local transport trends.
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Chapter 4

Kinetic transport phenomena in

magnetised plasmas

In this chapter, the analysis of electron distribution function anisotropy from the pre-

vious chapter is applied to kinetic VFP simulations. The relative anisotropy f1/f0 is

varied by adjusting the systems magnetisation, which is dependent upon the collision

frequency and magnetic field, and its correlation with deviations from a Maxwellian

distribution is explored. This approach provides a novel demonstration of how

anisotropy, and consequently non-local transport, depends on magnetisation. The

chapter discusses a non-locality parameter based on the effective mean-free-path,

and compares it with those which use either the mean-free-path or the gyro-radius.

The relationship between relative anisotropy and electron transport effects can then

be explored, highlighting its impact on heat flow and magnetic field dynamics.

Typically, when seeking to quantify non-local transport trends in laser-plasmas

the Knudsen number λ/|lT | is used with v = vT . Motivation arises from the series

expansion of the distribution function for a small perturbation, where the pertur-

bation parameter is λT/|lT |. This result is demonstrated in eq. 3.16 when taking

χei = 0 in which case it can be seen that f1x ∝ λT/|lT |.

As transport in a plasma occurs across a broad distribution of particle velocities

care must be taken when inferring trends based on a single velocity group, as demon-

strated by the velocity phase space for f1x/f0 in fig. 3.6. In the unmagnetised case

the scaling λei ∝ v4 means that for suitably large v it will be found that λf1 � lf1 ,

causing rapid changes in f0 and unphysical negative values of f as f1x/f0 > 1.

However, it is important to consider the impact a given velocity group has on the

transport effect that is being considered. For the heat-flux, the contribution of the

higher energy electrons is small as seen in fig. 3.4 due to their small population.
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4.1 Temperature ramp relaxations

Gray and Kilkenny [73] considered this problem for the case of unmagnetised

heat-transport, finding that electrons with 2.3–3 vT provide a dominant contribution

to the heat-flux. Their criteria for non-local transport having an appreciable effect

on the heat-flux was then f1x/f0 > 1 for vT < 3 as this resulted in negative values

of f for this population. Following this reasoning, values of λT/|lT | � 0.01 are

typically associated with local transport, due to the role of electrons with 2.3–3 vT

which in turn have mean-free-paths 16-81 times larger as λ ∝ v4.

In the previous section, it was shown that magnetisation affects the velocity

of the heat-carrying population, so here the criteria for non-local heat-transport is

further generalised as being the point at which f1x/f0 > 1 for the electrons which

carry the most heat as defined in fig. 3.3. The velocity of these electrons will be

referred to as vH , with the subscript ‘H’ used to refer to the properties of the heat-

carrying population. Notably, this means that strongly magnetised plasmas are

more resistant to non-local heat-transport due to the reduction of vH from 2.62 vT

to 1.81 vT , for which λH is reduced by a factor of ∼ 4.

4.1 Temperature ramp relaxations

To investigate the dependence of λf1 on νei and Bz, and how this affects relative

anisotropy within the distribution function when varying plasma parameters, a tem-

perature ramp relaxation is considered using the VFP code IMPACT. These prob-

lems consist of adjacent hot and cold baths, with a smooth transition between the

two regions. Utilising suitably large temperature baths relaxes the requirement for

external heating/cooling mechanisms, while also ensuring that boundary effects that

arise when using reflective boundary conditions are not of importance. This allows

a quasi-static heat-flux to then be reached.

All problems here use an electron density and ionisation state that are homoge-

neous and do not vary with time. As it is of relevance to the problems considered

later in this thesis an under-dense nitrogen plasma (Z = 7) is chosen, with the

Coulomb logarithm log Λei = 6. IMPACT does not include the full e-e collision

operator, instead using the collision fix provided by Epperlein and Short [38] which

is only suitable when correcting κ⊥ for unmagnetised plasmas. For this reason, the

plasma is treated in the Lorentz limit, following the assumptions of eq. 3.9. How-

ever, the variation of Z and the inclusion of e-e collisions should not significantly

alter the conclusions here. For example, decreasing Z will result in the point at

which χH = 1 being shifted to higher density, while including e-e collisions modifies

the transport coefficients in eq. 3.16.

Chapter 4 99



4.1 Temperature ramp relaxations

Figure 4.1: A nitrogen temperature ramp relaxation simulated in IMPACT where
ne = 1025 m−3 and Bz = 3 mT. The initial temperature profile is shown, as well as
the temperature and heat-flow profile at t = 500 ps. The position where lT is at a
minimum is marked.

The temperature ramp is given by

Te =
Thot + Tcold + (Thot − Tcold) tanh(−x/L)

2
(4.1)

where the hot and cold bath temperatures are Thot = 500 eV and Tcold = 20 eV

respectively. Setting L = 150 µm the minimum length scale is lT = 112.5 µm. An

example of this profile can be seen in fig. 4.1. The parameter space is then explored

by varying ne which allows the effect of transitioning from the weakly to strongly

magnetised regime to be explored, as νei ∝ ne for ne = Zni, while also varying

λT/lT ∝ 1/ne. Additionally, χT is controlled by varying the strength of the initially

uniform magnetic field B0 at each density.

Fig. 4.2a) demonstrates the key effects of non-local transport on the heat-flow

profile for these test problems, where in this case χH � 1 and by decreasing the

density λei is increased relative to lT . At higher density qx ≈ qSH , while at lower

density the reduction in the maximum of qx and extended pre-heat compared to

qSH is seen. Despite the difference in density the magnitude of qx remains similar, a

result of the diffusive nature of heat-flow. Plotting qx/qFS as a function of λT/lT in

fig. 4.2b) the non-local nature becomes clear with qx/qSH no longer uniquely defined

for a given set of plasma parameters, a result that is not predicted in the local limit

as seen in eq. 2.129.

Having laid out the simulation framework with which the effect of magnetisation

on f1x/f0 is to be investigated, the final considerations in the following analysis will
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4.1 Temperature ramp relaxations

Figure 4.2: Heat-flow profiles obtained from nitrogen temperature relaxation prob-
lems where ne = 1025 and 1027 m−3 with Bz = 3 mT are compared to the local qSH
prediction at t = 500 ps, with a) showing a spatial comparison of the two results. In
b) the ratio qx/qFS is plotted against λT/lT , with the dashed black corresponding
to the Spitzer-Härm result where the intercept at λT/lT = 1 gives the conductivity
κc⊥(χB = 0) = 13.6. Points above and below this line demonstrate increased and
decreased heat-flow respectively compared to qSH . The simulated values in both
plots are coloured according to their x value; moving from the hot bath down the
temperature gradient into the cold plasma the points transition from dark to light.

regard the points in velocity phase space and time at which f1x/f0 is evaluated when

comparing simulations. As explained previously the velocity that is chosen will be

vH , as defined in fig. 3.3 for a Maxwellian f0. While the value of vH could be obtained

from the kinetic simulations, an estimation of the significance of non-locality based

on local parameters is desired.

As can be seen in fig. 4.3a) this assumption works well in the case of local

transport. Here 80% of the outgoing heat-flow is typically carried by particles v

between 2.29 and 3.29 vT when χT � 1. Ahead of the heat-front there is an increase

in the upper velocity due to a small population of free-streaming electrons, but the

magnitude of qx here is so low it is not of significance. When transport is non-local

in fig. 4.3b) heat-carrying electrons propagate away from the heat-front, leading to

a reduction in vH due to the loss of this population. Ahead of the heat-front these

particles now make the most significant contribution to qx, leading to an increase in

vH to ∼ 13 vT corresponding to the initial velocity of the heat-carrying electrons in

the hot bath at Thot = 500 eV.

There are then several points at which the spatial comparison can be made, with

the main requirement being that there is consistency between simulations. Ahead

of the heat-front the current will change direction as non-local transport causes vH
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4.1 Temperature ramp relaxations

Figure 4.3: Plots showing the velocity of the heat-carrying electrons normalised by
vT for the temperature ramp relaxation simulations shown in fig. 4.2 where ne is
a) 1027 m−3 and b) 1025 m−3. In both plots the value is found from the maximum
of the heat-flow integrand f1xv

5, with the shaded region highlighting the velocities
which contain between 10 and 90% of the cumulative outgoing heat-flow. This is
compared to vH assuming f0 = fm. The qx profile and position where lT is at a
minimum are shown.

to increase, so these positions are avoided. Two simple choices are where either

qx is at a maximum or where lT is at a minimum. Here the position where qx

is at a maximum is chosen, as the behaviour is most clearly understood; velocities

above vH will generally correspond to the outgoing current, with non-local transport

causing vH to decrease. That magnitude of f1x/f0 at this point is close to its

maximum, so will provide a good point to measure whether anisotropy is significantly

perturbing the distribution function away from a Maxwellian. Additionally, plasma

parameters which are not explicitly being varied are usually found to be similar

between simulations. While this position is chosen other choices remain valid, and

their choice is not expected to alter conclusions made regarding the influence of

anisotropy on f0.

As these simulations include electron inertia (∂tf1), they are allowed to evolve

until t = 500 ps at which point the distribution function has reached a quasi-static

state (∂tf1 ≈ 0) for all but the most non-local simulations (Bz = 3 mT, ne < 1025).

To check this is the case eq. 3.9 is used to compare f1x with the expected quasi-static

value; this allows the impact of electron inertia on the simulations to be quantified,

which will be examined further in section 4.4. The convergence of qx with the

quasi-static value is demonstrated in fig. 4.4 where it can be seen that after an

initial transient period the two results converge. The length of this transient period

depends on both the collision frequency and the gyro-frequency; as these increase
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4.2 Transition from local to non-local transport

Figure 4.4: Temporal evolution of the maximum heat-flow for a series of nitrogen
temperature ramp relaxations where ne = 1025 m−3 and Bz is varied. These values
are compared to those calculated using eq. 3.9 with the kinetic f0 which assumes
∂tf1 = 0. On the upper axis the time is shown normalised by collision time for
thermal particles in the hot-bath with Thot = 500 eV.

the time to reach steady-state decreases.

Once a quasi-static state has been reached a comparison could then be made after

some number of collision times, but this is not necessarily an appropriate timescale

for when the plasma is magnetised due to the influence of the gyro-frequency. Addi-

tionally, for particles with v = vH at 500 eV the collision times spans the picosecond

to nanosecond timescales between ne = 1027 m−3 and 1024 m−3. Experimentally it

is more common to compare measurements at a fixed time, so for these reasons it

is deemed more appropriate to examine a single time.

4.2 Transition from local to non-local transport

In the following section trends in the relative anisotropy for both weakly and strongly

magnetised plasmas will now be demonstrated by varying νei and Bz to investigate

the emergence of non-local transport. The quantity of interest is the ratio f1/f0,

with the most significant term for these 1D temperature ramp relaxations

f1x
f0

=
λf1x
lf1x

=
λei

1 + χ2
ei

1

lf1x
(4.2)

where the result in eq. 3.16 is used in defining lf1x .
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4.2 Transition from local to non-local transport

Figure 4.5: Results from a series of temperature ramp relaxations at t = 500 ps
exploring the weakly magnetised regime, taken at the point where qx is at a max-
imum. Here, the initial magnetic field strength was Bz = 3 mT and ne was varied
to modify the magnetisation. a) The ratio f1x/f0 for the heat-carrying electrons is
shown, and compared to estimates obtained using eq. 4.2, λ/lT , and rg/lT . Here, 〈χ〉
is a representative magnetisation obtained using average plasma parameters. b) The
root-mean-square difference between f0 and a Maxwellian distribution, obtained for
electrons in the velocity band 0.5vR to 1.5vH .

4.2.1 Dependence on ne in the weakly magnetised regime

In fig. 4.5a) the weakly magnetised regime is investigated by decreasing ne for an

applied magnetic field of Bz = 3 mT, leading to an increase in λei relative to the

plasma length scale. While the magnetisation also increases for the heat-carrying

electrons this remains χH < 1. The x-axis is inverted to emphasise the trend of

increasing f1x/f0 with decreasing ne predicted when using λH/lT , with both λH/lT

and eq. 4.2 demonstrating the same trend. VFP simulations show an initial increase

in f1x/f0 in agreement with both models, which tends towards the physical maximum

of f1x/f0 = 1 at the lowest density. The agreement is almost exact with eq. 4.2 at the

highest density, which is to be expected as the plasma here is near LTE, while λH/lT

is offset as this approximation neglects the constant factor dependent on vH/vT . The

divergence that then occurs between the kinetic result and models is largely a result

of f0 no longer remaining Maxwellian as transport becomes increasingly non-local.

Confirmation that an increase in f1x/f0 results in a larger deviation away from

a Maxwellian f0 is provided by calculating the root-mean-square (RMS) deviation

between f0 and the best fitting Maxwellian, as shown in fig. 4.5b). This is taken

for velocities between 0.5vR and 1.5vH to provide a measurement that is robust to

small local variations in f0. It can be seen that although the kinetic f1x/f0 reaches
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Figure 4.6: Results from a series of temperature ramp relaxations at t = 500 ps
exploring the transition from the weakly magnetised to strongly magnetised regime,
taken at the point where qx is at a maximum. Here, ne = 1025 m−3 and the initial
magnetic field strength was varied between Bz = 3× 10−5 and 3× 101 T to modify
the magnetisation. The plots are in the same style as fig. 4.5except the magnetic
field strength is now varied instead of the electron density.

a maximum in fig. 4.5a), the RMS deviation value continues to increase as the

density decreases. This is a result of increasing non-local transport both for the vH

population, as well as an increasing proportion of the lower velocity population for

which λf1x begins to exceed lf1 as the density decreases further.

4.2.2 Dependence on Bz in the strongly magnetised regime

To investigate the effect of magnetisation there are two approaches to be taken as

discussed earlier; increasing the gyro-frequency, or decreasing the collision frequency.

Usually, this regime has been explored using the former approach by varying the

magnetic field as χei ∝ r−1g ∝ Bz [89]. Electrons for which λei > lT can then be

localised by a magnetic field, provided rg is suitably small, allowing local transport to

occur in plasmas which would otherwise demonstrate significant non-local transport.

As a result, in the strongly magnetised regime rg is typically used when calculating

Kn, given that this now limits the maximum diffusion distance. However, once

strongly magnetised the effective mean-free-path instead becomes λf1x = rg/χei.

Thus, the effective mean-free-path can be decreased below the gyro-radius, and an

increasing magnetic field very rapidly localises transport as f1x/f0 ∝ B2
z .

The effect of increasing Bz is shown in fig. 4.6a) for ne = 1025 m−3. Initially, when

χH � 1, increasing Bz has no impact on the anisotropy as rg � λH . Using λH/lT or
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4.2 Transition from local to non-local transport

eq. 4.2 the correct trend is identified, with the near exact agreement between λH/lT

and the kinetic f1x/f0 a coincidence arising from the local plasma parameters giving

λH/lT = 1. On increasing Bz further anisotropy begins to reduce once χH ≈ 1, a

result not predicted using λH/lT which is independent of Bz. In this region Bohm

diffusion occurs, and rg/lT provides a reasonable estimate for the ratio f1x/f0 ∝ B−1z .

However, on entering the χH � 1 regime the anisotropy reduces rapidly and λf1x =

rg,H/χei ∝ B−2z must now be used to correctly predict the reduction in anisotropy

for increasing Bz. Again, by comparison of f0 with fm in fig. 4.6b) the correlation

between f1x/f0 and the variation in f0 away from a Maxwellian is highlighted, with

increasing magnetisation now resulting in an increasingly Maxwellian distribution

as transport is localised.

4.2.3 Dependence on ne in the strongly magnetised regime

If instead the magnetisation is increased by decreasing ne then in the weakly mag-

netised regime the relative anisotropy will initially increase as f1x/f0(χei � 1) ∝
λei ∝ n−1e . This result was demonstrated in fig. 4.5.

However, λf1x(χei � 1) = λei predicts an unbounded f1x/f0, increasing towards

infinity as the collision rate drops. Instead a maximum is found at χei = 1 taking

∂λf1x/∂ne = 0. At this point λei = rg with the maximum set by rg as f1x/f0 =

rg/2lf1x . Furthermore, not only will the relative anisotropy reach a maximum but

in the strongly magnetised regime f1x/f0(χei � 1) ∝ rg/χei ∝ ne and decreasing

the density will result in a reduction in f1x/f0. This relationship has already been

suggested in fig. 4.6, where it was found that f1x/f0 ∝ rg/χei matched the trend in

the relative anisotropy when varying Bz.

The transition from a weakly to strongly magnetised plasma when varying ne

is shown in fig. 4.7, where Bz is increased to 0.3 T compared to fig. 4.5. Initially

the same trend is found in fig. 4.5a), with decreasing ne leading to larger f1x/f0 as

predicted by λH/lT . At χH ≈ 1 a maximum is reached, at which point rg,H/lT is

a more appropriate estimate of f1x/f0 than λH/lT . However, this maximum does

not occur at χH = 1 due to variations in vH and lf1x , which are weakly dependent

on χT . On reaching the strongly magnetised regime f1x/f0 can then be seen to

decrease as the density decreases, a result that is not predicted by rg,H/lT which

remains roughly constant as rg is independent of ne. Only λf1x/lT correctly predicts

the trend in f1x/f0 across both weakly and strongly magnetised regimes, with the

use of eq. 4.2 required for closer agreement.

Observing the variation in f0 compared to fm in fig. 4.5b), it can be seen that
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Figure 4.7: Results from a series of temperature ramp relaxations at t = 500 ps
exploring the transition from the weakly magnetised to strongly magnetised regime,
taken at the point where lT is at a minimum. Here, the initial magnetic field strength
was Bz = 0.3 T and ne was varied to modify the magnetisation. The plots are the
same as shown in fig. 4.5.

this behaviour is reproduced. Here, as ne is decreased the deviation initially in-

creases before reaching a maximum at χH ≈ 1, at which point the distribution

function then becomes more Maxwellian. This result, that in a strongly magnetised

plasma decreasing collision rate leads to more local transport, has implications for

experiments on non-local effects in magnetised plasmas. It implies that for any fixed

magnetic field transport is most non-local when χH ≈ 1.

The two main goals of this investigation have then been met. First, it has been

shown that trends in the relative anisotropy f1x/f0 are proportional to λf1x . Sec-

ondly, the correlation between f1x/f0 and the deviation in f0 away from Maxwellian

due to non-local transport has been shown. Previous attempts to understand non-

local trends using a Knudsen number with the mean-free-path given by λei are

only applicable in the weakly magnetised regime, while rg reproduces trends when

χei ≈ 1. Using the effective mean-free-path λf1x covers both regimes, while also

extending the validity to the strongly magnetised plasmas.

While previously the velocity used in these calculations has been taken to be

v = vT , which is appropriate when considering transport in unmagnetised plasmas,

the heat-carrying electrons should be considered when a magnetic field is present.

As heat-carrying electrons are more readily magnetised than thermal electrons due

to χei = λei/rg ∝ V 3 the point at which χH = 1 is reached and non-local transport

is maximised occurs before χT ≈ 1. For example, in fig. 4.7 using v = vT would

shift the maximum in f1x/f0 to higher density, which would be offset from where
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4.2 Transition from local to non-local transport

Figure 4.8: A map of f1x/f0 as a function of λT/lT and χT obtained using eq. 4.3
for v = vH(χT ) in the Lorentz limit. Simulation points coloured according to the
value of f1x/f0 are overlaid for v = vH at t = 500 ps. In these simulations the initial
ne is varied, affecting both λT/lT and χT , as well as B0 which changes χT . Dashed
lines mark where rg = lT for electrons with vH = 2.62 and vT .

the deviation in f0 is found to be greatest.

4.2.4 Non-local parameter space

Having demonstrated the connection between eq. 4.2 and non-local transport, the

equation is now investigated in greater detail to examine its dependence on other

plasma parameters. To do so eq. 4.2 is re-written in terms of dimensionless quantities

f1x
f0

=
V 4λT/lT
1 + V 6χ2

T

(
V 2 − 5

2
− β⊥(χT ) + V 3χTβ∧(χT )

)
(4.3)

which in turn highlights that while a density regime of ne = 1024 to 1027 m−3 was

investigated earlier, the approach is general for weakly coupled plasmas provided the

expansion of the VFP equation (eq. 2.59) holds. For a weakly coupled plasma it is re-

quired that ωp � νei. At low temperatures and/or high densities the Fokker-Planck

treatment of collisions also breaks down, as the potential energy of the interaction

is no longer small relative to the thermal energy.

In fig. 4.8 the parameter space obtained using eq. 4.3 is shown as a function of

λT/lT and χT for electrons with v = vH . A parameter scan is performed using the

temperature ramp relaxation previously described for ne = 1024 to 1027 m−3 and

B0 = 3× 10−5 to 30 T and overlaid on the plot, with the simulations shown in the

previous section forming a subset of this scan. Here it can be seen that there is

excellent agreement between the kinetic and predicted value for f1x/f0 < 1.
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Figure 4.9: Normalised plots of f1x,H/f0(Bz, ne, Te) as a function of χH(Bz, ne, Te)
where the magnetisation is varied through its dependence on Bz, ne or Te.

The key purpose of this plot is to show how f1x/f0, which was shown previously

to be correlated with deviation from a Maxwellian f0, varies with λT/lT and χT .

Fundamentally, an increase in the f1x/f0 perturbation corresponds to not only in-

creasing non-local transport as the distribution is perturbed further, but an increase

in the relative magnitude of all transport processes dependent on f1x. By seeking to

maximise f1x/f0 the rate at which the plasma evolves can be increased, or similarly

decreased through minimisation. Only once f1x/f0 reaches a suitably large value for

velocity groups that are responsible for transport, will non-local transport begin to

significantly impact the underlying value of f0. Kinetic or non-local models are then

required to accurately capture transport processes.

Choosing v = vH was done on the basis that non-local transport within this

population will have the most significant impact on the heat-flow. Above the point

where eq. 4.3 predicts f1x/f0 = 1 increasing disagreement with the kinetic value

occurs, with non-local transport now significant in this region of parameter space

for the heat-carrying electron population. As such it provides a useful marker for

observing the region of parameter space where non-local transport is expected to

be significant. In the weakly magnetised case this occurs at λT/lT = 7.3 × 10−3,

although the initial onset of non-local effects can be found to occur before this due

to the transport of electrons with v > vH which still carry a large fraction of the

thermal energy (fig. 4.3). When χT ≈ 0.1 (at which point χH ≈ 1) the value of

λT/lT for which f1x/f0 = 1 increases rapidly as λT/lT ∝ χ2
T .

Increasing λT/lT always increases f1x/f0 for fixed χT , while in the reverse case

increasing χT decreases f1x/f0 when χei & 1. Due to the coupling between λT/lT
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and χT , as they both depend on νei, these can only be changed independently

by varying either lT or Bz respectively. Varying lT or Bz the parameter space

in fig. 4.8 is transversed horizontally or vertically respectively. Lines for which

χT = V (lT/rg)(λT/lT ) are equivalent to contours of constant Bz for a given lT and

V ; here the contours for which rg,T = lT and rg,H = lT are shown. The region

above these contours satisfies rg,V < lT . Modifying the collision frequency (eq. 2.55)

by varying ne these contours are then traversed as demonstrated in fig. 4.5 & 4.7.

If instead Te is varied λT/lT ∝ T 2
e increases more rapidly than χT ∝ T

3/2
e as it

has a greater dependence on Te. If only Te is varied then these lines have gradient

m = 3/4 compared to m = 1 for variable ne, while in the strongly magnetised regime

the contours for fixed f1x/f0 have gradient m = 1/2. As a result increasing Bz, ne,

or Te independently will eventually lead to the strongly magnetised regime in which

f1x/f0 decreases, with the trends shown in fig. 4.9.

For these reasons accessing a regime where both rg,H > lT and χH > 1, which

may be considered the ‘true’ magnetised non-local regime, is actually quite difficult.

On first inspection this requires the ordering lT < rg,H < λH for which the range of

possible magnetic field values is found to be approximately

3.37VH

(
Te
eV

)1/2(
lT
µm

)−1
> B > 22.0

Z ln Λei

V 3
H

( ne
1024

)( Te
eV

)−3/2
(4.4)

where Te and lT are in units of eV and µm respectively. Non-local effects may be

transient, allowing electrons to travel into regions of the plasma where they are out

of equilibrium but still remain bound to their original field line, unless the stricter

condition lT < rg,H/χH is met.

In both fig. 4.8 and the simulations examined here the Lorentz limit was taken,

despite e-e collisions playing a significant role in transport at Z = 7 (e.g. β⊥

experiences a 19% reduction). This was done in the simulations to allow the densities

to better represent those found in experiments conducted in under-dense gases. A

higher Z could have been used increasing the validity of the Lorentz approximation,

but this would result in a much higher collision frequency for a given ne, shifting the

maximum in f1x/f0 to lower ne. Including e-e collisions would result in a shift of the

maximum in f1x/f0 to lower density due to the increase in collisions. Additionally,

considering fig. 4.8 e-e collisions modify the behaviour when χT < 1 via the transport

coefficients, but have almost no effect when χT > 1 as in this regime the transport

coefficients do not depend strongly on Z. For χT < 1, the plot is largely translated

to lower λT/lT with the point at which f1x/f0 > 1 occurring at λT/lT = 5.7× 10−3

at Z = 1.
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Regarding the transport coefficients, it is useful to note that when χT << 1

these take the form

η⊥ = η‖ & η∧ ∝ χT (4.5)

while when χT � 1

η⊥ ∝ χ−2T & η∧ ∝ χ−1T (4.6)

for a general coefficient η. Expressing them in these limits it appears that the

perpendicular transport coefficients are related to the magnetic field dependence of

χT , while the wedge coefficients are due to the νei dependence. This symmetry in

the transport coefficients was only demonstrated recently by Sadler et al. [48].

A final consideration regards the effect of varying the spatial profile of the plasma

parameters, rather than uniformly modifying their magnitude. The collision fre-

quency of a test particle given by eq. 2.38 is independent of the temperature, pro-

vided the velocity of the test particle is greater than the thermal velocity. Heat-

carrying electrons can then propagate through the plasma without experiencing a

significant change in their collision frequency, which can then be found based on the

plasma parameters at their initial position. However, this collision frequency is de-

pendent on both Zs and ns of the scattering species. If a significant increase occurs

over the course of the particles trajectory, for example if the particle arrives at an

interface, then the collision frequency will vary depending on the particle position.

In this case, the approximated ratio of f1x/f0 can no longer be used, as the rate of

diffusion of the particle is no longer dependent solely on the initial conditions.

4.3 Linking anisotropy and transport effects

Having established that f1/f0 provides a measure of the relative significance of

anisotropy for a given plasma, and that as this relative anisotropy increases the

isotropic distribution function becomes increasingly perturbed, a link with the fun-

damental transport processes is now sought. Considering the f1 equation the two

transport processes associated with it are current and heat-flow, and by taking ap-

propriate velocity moments Ohm’s law and the heat-flow equation are obtained. In

the first part of the following section the focus will be on heat-flow, allowing q/qFS

to be shown to be a distribution averaged measure of the relative anisotropy. Then

in the second part Ohm’s law will be examined allowing the link between anisotropic

transport and magnetic field advection to be shown.
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4.3.1 Anisotropy and heat-flow relationship

The fundamental link between heat-flow and f1/f0 will be shown by considering the

heat-flow

q =
2πme

3

∫ ∞
0

f1v
5dv =

∫ ∞
0

qvdv (4.7)

where qv is the heat carried by each velocity band as was shown earlier in fig. 3.4

for heat-flow along the x-axis. It was previously stated that an increase in f1/f0

corresponds to an increase in the relative magnitude of transport processes. To

show this is true in the case of the heat-flow, the maximum flow of heat that can be

carried by each velocity band is given by

qFS,v = ne,vEkv (4.8)

where Ek = mev
2/2 and the kinetic energy density of the band is then transported

with velocity v. Using the relation

ne = 4π

∫ ∞
0

f0v
2dv =

∫ ∞
0

ne,vdv (4.9)

allows this to then be written as

qFS,v = 2πmef0v
5. (4.10)

Taking the ratio of the heat-flow carried by each velocity band to the free-

streaming limit

qv
qFS,v

=
(2/3)πmef1v

5

4πf0v2Ekv
=

1

3

f1
f0
. (4.11)

where we see that the heat-flow as a fraction of qFS,v is proportional to the relative

anisotropy. By increasing f1/f0 the heat-flow is then increased towards its maximum

value. This is true for any distribution as no assumption on the form of f0 is made.

The heat-flow as a function of qFS,v is then

q =
1

3

∫ ∞
0

f1
f0
qFS,vdv. (4.12)

When the relative anisotropy reaches its maximum value |qv| = qFS,v/3. If this
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occurs for all velocity groups then the maximum heat-flow is obtained such that

qmax =
1

3

∫ ∞
0

qFS,vdv =
2πme

3

∫ ∞
0

f0v
5dv. (4.13)

For a Maxwellian distribution f0 = fm

qmax =
2πme

3

∫ ∞
0

fmv
5dv =

4

3
√
π
neTevT =

qFS
cB

(4.14)

which is equal to the earlier definition of qFS (eq. 2.130) up to a constant factor of

c−1B ≈ 0.75. However, this results in a non-zero current of

J = −4π

3
e

∫ ∞
0

fmv
3dv = − ene

2cB
vT (4.15)

which does not maintain quasi-neutrality. Thus, by enforcing a flux-limited heat-

flow qFL = fqFS, such that the heat-flow cannot exceed some fraction f of the

free-streaming limit, two assumptions are then made about the plasma distribution;

that the relative anisotropy equals f for all velocities, and f0 is Maxwellian.

The link between q/qFS, relative anisotropy, and non-local transport in the

plasma can now be highlighted by expressing this ratio as

q

qFS
=

∫∞
0

f1v
5dv∫∞

0
fmv5dv

. (4.16)

This term quantifies the magnitude of the anisotropy, weighted towards the electrons

which contribute the most to the heat-flow. As it becomes larger relative anisotropy

within the heat-carrying population increases, which leads to a departure from a

Maxwellian f0. It is best suited to cases in which transport is local, as it is strictly

valid for f0 = fm, so when analysing kinetic simulation where f0 is known the ratio

q

qmax
=

∫∞
0

f1v
5dv∫∞

0
f0v5dv

(4.17)

can provide a superior metric as it accounts for the presence of an arbitrary distri-

bution function.

For the case of the diffusive Braginskii heat-flow the implicit dependence on the

effective mean-free-path is then highlighted by noting the variation between the

weakly and strongly magnetised regime
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Figure 4.10: Heat-flow results for the simulations shown in fig. 4.5 at t = 500 ps
where Bz = 3 mT and ne is varied in the weakly magnetised regime. Plots show
a) qx/qFS and b) the fraction qx/qSH at the position where qx is at a maximum.
Here qSH is calculated using the transport coefficient fittings of both Epperlein and
Sadler.

|q⊥(χT � 1)|
qFS

∝ λT
lT

and
|q⊥(χT � 1)|

qFS
∝ rg
χT lT

. (4.18)

The constant of proportionality then describes how the relative anisotropy varies

across the electron distribution, weighted towards the higher velocity electrons. In

the unmagnetised case this constant is κ‖/2, while for magnetised plasmas it is

slightly different from κ⊥/2 as the transport coefficient includes the magnetisation

dependence of the effective mean-free-path.

Returning to the simulations shown in section 4.2 trends in the heat-flow are

now considered, starting with those shown in fig. 4.5 where the plasma is weakly

magnetised. Comparing qx with the free-streaming heat-flux in fig. 4.10a) it can be

seen that as the density decreases the ratio qx/qFS increases. This is to be expected

as qFS ∝ ne while qx is independent (neglecting the ne dependence of ln Λei). As

was examined previously qx/qFS reflects the relative anisotropy of the heat-carrying

population (eq. 4.16), which should cause f0 to deviate from a Maxwellian as it

increases. This can be seen to be the case, with the trend in fig. 4.10a) closely

reflecting that seen in fig. 4.5b).

If f0 was Maxwellian then anisotropy would be maximised (i.e. f1x/f0 = 1)

within the heat-carrying population v = vH when qx/qFS = 0.066. Again, this result

reflects that found in fig. 4.5 where for the point of maximum heat-flow f1x/f0 ≈ 1 for

v = vH when qx/qFS = 0.066 in fig. 4.10a). While it was seen that the distribution
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Figure 4.11: Heat-flow results for the simulations shown in fig. 4.7 at t = 500
ps where Bz = 0.3 T and ne is varied to transition the plasma from the weakly
magnetised to strongly magnetised regime. The plots shown are the same as in
fig. 4.10.

function continues to become more non-Maxwellian after the point where f1x/f0 = 1

for electrons with v = vH in fig. 4.5, this was not reflected in the kinetic value

of f1x/f0 as the whole distribution must be considered rather than just a single

velocity group. For this reason, eq. 4.17 may provide a more useful measure when

assessing the relative anisotropy in kinetic simulations. While eq. 4.16 can also be

used the assumptions which it is based upon are no longer valid, as for the most

non-local simulations qx can be found to exceed qFS as the distribution function is

non-Maxwellian.

The non-Maxwellian distribution is reflected in the heat-flow, as demonstrated

in fig. 4.10b) when comparing qx to qSH . Where qx is at a maximum increasing

non-local transport causes a greater reduction in the conductivity compared to the

Spitzer prediction, due to the loss of free-streaming suprathermal electrons resulting

in a super-Gaussian distribution. As qx/qSH increases and the relative anisotropy

increases, the reduction in qx increases. These electrons then cause an increase in

qx compared to qSH at the base of the heat-front, where the distribution becomes

bi-Maxwellian, which again increases as transport becomes more non-local.

For the simulations in fig. 4.7 where varying ne transitions the plasma into the

strongly magnetised regime it can be seen in fig. 4.11 that the behaviour of qx/qFS

is reflected in qx/qSH . As qx/qFS increases the reduction in qx/qSH increases. Here a

maximum is seen in qx/qSH at ne ≈ 3× 1025 m−3, following the trend in f1x/f0 seen

earlier that decreasing the collision frequency leads to magnetisation of the plasma

and reduced relative anisotropy. At the maximum the reduction in the heat-flow
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is most significant with the magnetisation of the heat-carrying electrons χH ≈ 3

at this point. There are several subtleties associated with both plots that must be

considered if they are to be used to assess non-local transport.

Whether this maximum more accurately reflects where transport is most non-

local compared to fig. 4.7 is unclear, with the location of maximum differing between

these two approaches. Comparing fig. 4.11 with fig. 4.7b), where the variation in

the distribution function was calculated, the discrepancy appears to be associated

with several effects.

Considering the flaws in the approach taken in fig. 4.7, the most obvious relate

to the choice of velocity when performing the comparison. Firstly, as non-local

transport increases the heat-carrying velocity decreases. This causes the density

at which χei = 1 for the heat-carrying electrons to decrease, and the assumption

that those with v = vH contribute most significantly is less accurate. However, this

would result in a shift of less than an order of magnitude. Secondly, in fig. 4.7b)

a band of electrons was considered with all velocities having a similar weighting

(they are not the exact same as the velocity grid follows a geometric sequence, with

slightly greater resolution at lower velocity). As heat-flow is due to the 3rd velocity

moment of the distribution function, it is likely that deviations in the higher velocity

population are more significant.

A fundamental issue that then affects both figures relates to the calculation of

the transport coefficients. For the transport coefficients of Epperlein and Haines

used here the maximum error is reported as < 15% [46], while Sadler reported a

maximum error of< 9% [48]. Swapping between the two sets of transport coefficients

the latter are found to better match the expected trend. Given that the transport

coefficients are taken in the Lorentz limit here a solution may be to calculate the

analytic values as demonstrated by Epperlein [45], bypassing the requirement for an

accurate fitting.

While fig. 4.11a) does not require transport coefficients to estimate non-local

trends, relying solely on the ratio qx/qFS which can be calculated using the kinetic

approach of eq. 4.17, its interpretation is also not simple. As has been shown mag-

netic fields not only fundamentally reduce anisotropy for the entire distribution, but

also preferentially reduce the mobility of heat-carrying electrons. The result is a

decrease in the heat-carrying velocity, meaning λT/lT must be larger for similar de-

grees of non-locality to be achieved. In fig. 4.12 this is demonstrated by considering

the ratio of qSH/qFS required for f1x/fm = 1 in the heat-carrying population; the

result is that larger values of qSH/qFS can occur before non-local transport is sig-

nificant. Similarly, the Z dependence that arises in the transport coefficients means
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Figure 4.12: The ratio of qSH/qFS after which f1x,H/f0 > 1 as a function of χT for
a Lorentz plasma. The asymptotic limits are |qSH/qFS| = 0.066 and 0.57 at χT → 0
and ∞ respectively.

that lower Z plasmas can sustain high degrees of anisotropy before non-local trans-

port becomes significant. This latter point was highlighted previously by Brodrick

et al. [39], who noted the material dependence of the flux-limiter when comparing

trends between helium and zirconium plasmas. Less restrictive flux limiters are then

required in these plasmas to match kinetic results.

Together, these points along with the data shown in fig. 4.10a) and fig. 4.11a),

where qx/qFS can be seen to vary depending on the relative anisotropy, highlight

some of the weaknesses of flux limiters. Consideration must be given to the relative

anisotropy, magnetisation, and material when deciding appropriate flux limiters.

4.3.2 Ohm’s law and the induction equation

In a similar manner to which heat-flow has been linked to the relative anisotropy,

relationships with Ohm’s law and the induction equation are now sought. By ex-

pressing the f1 equation (eq. 2.59) without electron inertia in terms of the electric

field term

a = −v∇f0 + νeif1 + ω × f1
∂vf0

(4.19)

the connection between anisotropy and the electric field is highlighted.

Substituting this into Faraday’s equation
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∂B

∂t
= −me

e
∇× v∇f0 + νeif1 + ω × f1

∂vf0
(4.20)

which can be expanded using the notation φv = (∂vf0)
−1 to give

∂B

∂t
= −me

e
[∇φv × (v∇f0 + νeif1 + ω × f1)

+ φv∇× (v∇f0 + νeif1 + ω × f1)]
(4.21)

where ∇× (v∇f0) = 0. Fully expanded the induction equation then reads

∂B

∂t
= −me

e
[v∇φv ×∇f0 + νei∇φv × f1 + φv∇νei × f1 + φvνei∇× f1

+∇φv × (ω × f1) + φv∇× (ω × f1)].
(4.22)

The first term in this expansion is the non-local Biermann battery term, capable

of the generation of magnetic field even when ∇ne = 0 due to misaligned gradients

within the distribution function such that ∇(∂vf0)×∇f0 6= 0 [60]. This can be con-

firmed after making the substitution f0 = fm. The following three terms involving

νei have the appearance of source terms in collisional plasmas, while the fifth term

requires a magnetic field to already be present in the plasma.

The final term is an advection equation

[
∂B

∂t

]
adv.

=
1

∂vf0
∇× (f1 ×B) (4.23)

describing the transport of magnetic field due to anisotropy within the electron dis-

tribution function. This provides the fundamental link between anisotropic trans-

port processes and the advection of magnetic field. On taking the nth velocity

moment of this equation for n > 0

[
∂B

∂t

]
adv.

= − 3

n+ 2

∇× (ne〈vn〉 ×B)

ne〈vn−1〉
(4.24)

where 〈vn〉 = (4π/3ne)
∫
vnf1v

2dv and 〈vn〉 = (4π/ne)
∫
vnf0v

2dv. The 3rd velocity

moment of f1 gives the heat-flow q such that

[
∂B

∂t

]
adv.

= −2

5

∇× (q×B)

Pe
(4.25)
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is the Nernst effect, leading to the advection of magnetic field with heat-flow where

the advection velocity is q/(5/2)Pe. This motivates the flux-limitation of both the

heat-flow and Nernst velocity in hydrodynamic simulations [98]. Similarly, taking

the 1st velocity moment the magnetic field can be seen to be advected with the

current which is the Hall effect.

As no assumption on the form of either f0 or f1 is required, this expression

is general for both local and non-local transport. While the relationship between

heat-flow and the Nernst effect has been demonstrated previously using Ohm’s law,

use of the induction equation in combination with f1 makes the broader picture

in which the transport is due to anisotropy clear. The general advection velocity

for the magnetic field is then 〈vn〉/〈vn−1〉, which is clearly related to the relative

anisotropy. In the same way that the transport of heat was shown to be maximised

earlier by increasing the relative anisotropy (eq. 4.17), so too is the transport of

magnetic field maximised.

4.4 Impact of electron inertia

The inclusion of electron inertia in the preceding analysis was important as otherwise

eqs. 3.9 become exact in their description of electron transport within an ideal

Lorentz plasma, despite missing a key piece of physics that is important in the

non-local regime. Decreasing the collision frequency without electron inertia will

then always lead to more local transport in the strongly magnetised regime, even

on timescales that are short compared to both the collision rate and gyro-frequency.

As will be seen shortly non-local transport can be significant on these timescales

whenever λH and rg,H > lT . If the condition rg,H/χH is met then this non-local

transport can be transient, with the net effect similar to that expected by a fluid

code as the hot electrons diffuse slower than the cold electrons.

As eqs. 3.9 describe the anisotropy that is to be expected when ∂tf1 = 0, they

can be used to assess how electron inertia has impacted the distribution function.

By solving them to find f1 using f0, B, and E obtained from kinetic simulations

including electron inertia, any discrepancies that then arise when compared to the

simulated f1 are attributed to ∂tf1. Similarly, the deviation from a Maxwellian could

be assessed in this way by setting f0 = fm, provided ∂tf1 = 0, without the need for

transport coefficients.

In fig. 4.13 the heat-flow along the x-axis from a temperature ramp relaxation

including ∂tf1 is compared to the Braginskii heat-flow, as well as the heat-flow found

after calculating f1 using eq. 3.9. Transport is non-local as can by seen by comparison
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Figure 4.13: Heat-flow profiles from a temperature ramp relaxation at t = 500 ps
where ne = 1025 m−3 and Bz = 3 mT. The kinetic result qx is compared to qSH and
qx(∂xfx = 0), the quasi-static result expected when calculating fx using eq. 3.9a).

with the Braginskii prediction, with a reduction in the maximum heat-flow and pre-

heating of the cold plasma. The expected heat-flow without inertia (qx(∂tfx = 0))

then appears enhanced in the hot plasma, but reduced where the heat-flow is at a

maximum. This is a result of anisotropy introduced into the distribution function

velocity space by inertia, which does not appear when only the magnitude of each

velocity band is considered.

Based on the space and velocity gradients that appear at these positions in space,

the heat-flow differs from what is expected; remember that while the kinetic value

of E and B are used, only the properties of f0 are known about the distribution

function. As f0 is isotropic in velocity space, it assumes that the electron velocity

is distributed equally between all axes. However, along the x-axis where gradients

in the distribution function are found hot particles, which are collisionless on this

timescale, can propagate freely. In the hot plasma there is then a shortage of elec-

trons travelling along x compared to the other axis, resulting in lower heat-flow than

expected by f0. At the heat-front there is then an excess of electrons, causing an

increase in the heat-flow. The transport of relatively collisionless particles in this

manner is central to non-local transport. Two distinct regimes can be identified

depending on the importance of inertia; these will be referred to as the weakly and

strongly non-local regime.

120 Chapter 4



4.4 Impact of electron inertia

Figure 4.14: Temporal evolution of the maximum heat-flow for a temperature ramp
relaxation where ne = 1025 m−3 and Bz = 3 mT, compared to qSH and qx(∂tfx = 0)
calculated at the same position. On the upper axis the time is shown normalised by
τT for electrons in the hot bath where Thot = 500 eV.

4.4.1 Emergence of non-local inertial effects

In the weakly non-local regime the collision time is such that while the distribution

function is perturbed it remains effectively isotropic in velocity space as the timescale

of interest, which can be approximated as tc = lT/v, is greater than τei which restores

isotropy. Note that the ratio τei/tc = λei/lT , so increasing the collision time relative

to tc is equivalent to increasing the relative anisotropy by making λei larger relative

to lT . The distribution function then returns to a Maxwellian due to energy exchange

between electrons, which occurs with frequency νEee. The ratio between these two

processes can be expressed using eq. 2.38 and eq. 2.39 as

νei
νEee

=
Z

4ψ(V )
(4.26)

where if v � vT then ψ(V ) ∝ V −1. The timescale for energy exchange is then much

longer than the collision time for suprathermal electrons, with the ordering in the

weakly non-local regime τEee > tc > τei.

However, in the strongly non-local regime isotropy is no longer restored over the

timescale of interest, with the ordering τEee > τei > tc now applying. This implies

that λei > lT . Electron inertia then plays a significant role in electron transport.

These regimes have previously been observed by Brantov et al. [99] following the

linear non-local theory, who similarly noted the condition λei > lT led to non-

stationary effects when considering the relaxation of a temperature perturbation.

Chapter 4 121



4.4 Impact of electron inertia

Figure 4.15: Heat-flow results for simulations at t = 500 ps where Bz = 3 mT
and ne is varied in the weakly magnetised regime. Here the maximum heat-flow is
compared to qSH and qx(∂tfx = 0)

.

Following this work Brodrick et at. [100] came to a similar conclusion following a

more general approach using the Chapman-Enskog expansion, in the limit that the

length scale is of the order of 100λT for unmagnetised plasmas [100].

The differing timescales over which anisotropy and non-Maxwellian distribution

function characteristics decay can be observed in fig. 4.14. Initially there is a differ-

ence between the heat-flow and qx(∂tfx = 0), suggesting inertia is important. After

a period of ∼ 17.7τT the two results begin to converge, which is equivalent to 0.98

τH for the electrons in the hot plasma supporting the earlier statement that it takes

of the order of τei for inertial effects to decay. This initial period of transient iner-

tia can be attributed to the setup of the temperature ramp relaxation, as initially

f0 = fm and ∂tfx = 0. In real laser-heating problems one would expect that the

initial effects of inertia are not as significant. Over a much longer timescale qx and

the Braginskii result can be seen to converge as energy exchange occurs within the

distribution.

In fig. 4.15 the transition between the near local, weakly non-local, and strongly

non-local regimes is explored. Initially there is good agreement between qx, qSH

and qx(∂tfx = 0) with λH/lT ≈ 0.03 for the simulation where ne = 1027 m−3. On

decreasing the density the weakly non-local regime is entered, with discrepancies

then arising between qx and qSH . Finally, when ne = 1025 m−3 the qx and qx(∂tfx =

0) results begin to deviate, with λH/lT ≈ 1.

Investigating electron inertia in this manner highlights the consequences of study-

ing transport problems using a temperature ramp relaxation. Utilising a tempera-
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ture ramp relaxation makes no difference for plasmas near LTE, as electron inertia

has no significant impact with both τei and τEee less than tc, but this is not true

further from LTE when f1x/f0 ≈ 1 for v = vH electrons. In problems further from

LTE inertial effects are initially maximised.

Laser-heating issues were investigated, as they may reduce electron inertia com-

pared to temperature ramp relaxations, given that the system is not initially per-

turbed as dramatically. In these simulations, the laser heating rate was kept constant

by varying both the intensity and electron density (∂t,IBTe ∝ Il/ne), allowing a se-

ries of problems with similar temperature profiles to be examined. This also allows

the distribution function to be more representative of what is encountered exper-

imentally. However, the nature of inverse bremsstrahlung heating means that for

lower densities, and corresponding higher intensities, the plasma is driven towards

a Langdon distribution [70]. This then masks whether transport trends are due to

non-local transport or the heating mechanism [47], so a Maxwellian heating operator

could be beneficial in future to separate effects. As a result, it was not clear if these

initial simulations resulted in a reduction in electron inertia.

4.4.2 Electron inertia in magnetised plasmas

Earlier it was seen in eq. 3.6 that the condition required to neglect electron inertia

for perpendicular transport is given by

|f1⊥| �
|∂tf⊥ − χeib× ∂tf1⊥|

νei(1 + χ2
ei)

. (4.27)

In the weakly magnetised regime this can be stated as

νei �
|∂tf1⊥|
|f1⊥|

(4.28)

so the frequency with which the anisotropy changes must be small relative to νei,

which is equivalent to the timescale with which the anisotropy evolves being long

relative to τei.

Rearranging eq. 3.6 the frequency with which the anisotropy evolves is

|∂tf1⊥|
|f1⊥|

=
|v∇⊥f0 + a⊥∂vf0 + ω × f1⊥ + νeif1⊥|

|f1⊥|
. (4.29)

When an initially homogeneous plasma is perturbed the anisotropy is small, so

the dominant term in this expression is v∇⊥f0. This justifies the use of tc as the
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timescale of interest as then

|∂tf1⊥|
|f1⊥|

≈ v

|lf,⊥|
f0
|f1⊥|

= t−1c
f0
|f1⊥|

. (4.30)

Making the crude assumption that the distribution length scale remains constant,

and that the contributions of the electric and magnetic fields are not significant, then

for a collisionless plasma maximum anisotropy would be reached over a timescale

equal to tc. Considering a similarly ideal case, in the absence of gradients in the

distribution then anisotropy would decay exponentially over a timescale given by

τei.

Combining these effects in a collisional plasma the distribution function will

initially reach a quasi-static state once v∇⊥f0 ≈ −νeif1⊥, at which point f1⊥/f0 =

λei/lf,⊥ and heat-flow reaches a maximum. In the local limit this occurs at t ≈ τei,

as f0 is not significantly perturbed. If transport is non-local then f0 does not remain

near Maxwellian and the time to reach a quasi-static state approaches tc. Inertial

effects are seeded when large gradients in f0 arise and then decay over τei.

While it is easier to see the connection with temperature ramp relaxations as

the gradients in f0 vary less with time, similar reasoning can be applied to laser

heating problems. As the rate of inverse bremsstrahlung heating is greatest when

the plasma is cold for fixed laser intensity and decreases rapidly with temperature,

the most significant changes in f0 typically occur initially over a short time period.

During this period, inertia is then most significant.

Fig. 4.16 demonstrates how inertia is impacted as the collision rate decreases

with ne. As νei approaches |∂tf1⊥|/|f1⊥| inertia causes a greater increase in the heat-

flow where it is at a maximum. As expected this, effect is greatest initially with the

initial transient period decaying on the order of νH , although this trend is not seen

for the higher density simulations as this occurs before the first output time-step.

This point could be judged as being where qx(∂tfx = 0) reaches its initial maximum

in the weakly magnetised case. During the earlier time-steps qx would also have been

seen to reach an initial maximum, which as discussed varies on a timescale from νei

to tc as transport becomes more non-local. There is then a prolonged period in all

simulations where inertia continues to impact the heat-flow, although this lessens as

νei increases.

In the strongly magnetised regime the quasi-static condition is modified

ωgχei �
∂tf⊥ − χeib× ∂tf1⊥

f1⊥
(4.31)
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Figure 4.16: Temporal evolution of the maximum heat-flow compared to qx(∂tfx =
0), obtained from a series of nitrogen temperature ramp relaxations where Bz = 3
mT and ne is varied. The upper axis shows the time normalised by the product of
τT for the hot bath electrons with ne.

such that instead of the collision frequency the rate of change of the anisotropy

must be less than the gyro-frequency. This trend was demonstrated in fig. 4.4 where

increasing the magnetic field strength led to a reduction in the inertia, and a decrease

in the time required to reach a quasi-steady state for fixed collision frequency.

Both eq. 4.28 and this expression have a very similar form to eq. 3.5 and eq. 3.6,

which had to satisfy the condition λf1 � lf1 for transport to be local in the absence

of inertia for parallel and perpendicular transport respectively. In those expressions

the effective mean free path was given by λei = v/νei when weakly magnetised but

rg/χei = v/ωgχei when strongly magnetised, differing by a factor of χei2 as these

expressions do.

Eq. 4.31 is complicated by the contributions from the other axis in the plane

perpendicular to the magnetic field. While previously it was possible to avoid this

issue by considering 1D problems, here this assumption provides no assistance as

rotation by the magnetic field will result in anisotropy along both perpendicular

axes. It is worth noting that in the absence of collisions eq. 3.6 describes particle

orbits due to the magnetic field. Coupling this with the arguments made earlier that

the particle diffusion rate across a magnetic field increases with collision frequency,

making hotter particles less mobile than colder ones, the idea of a transient non-local

regime is now briefly discussed.

Occurring when the plasma is strongly magnetised, this regime is described as

transient as while instantaneously non-local transport is significant, the overall be-
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Figure 4.17: Temporal and spatial evolution of the heat-flow obtained from a nitro-
gen temperature ramp relaxation where Bz = 0.3 T and ne = 1024 m−3.

haviour remains similar to and soon converges with the fluid approximation after

t ≈ τH . This is despite both rg and ωg exceeding the length and timescale of interest.

The condition required to enter this regime, which broadens the parameter space in

which the fluid approximation is valid, is that when divided by χei these parameters

are less than the length and timescale of interest. Thus, it is the result of being

confined to multiple orbits that leads to this effect.

Evidence for this regime has already been seen, notably in fig. 4.7 when the

relative anisotropy was seen to decrease as ne decreased with rg,H ≈ lT . The distri-

bution function was then found to become increasingly Maxwellian. Observing the

structure of the heat-flow profile from this simulation in fig. 4.17 significant oscil-

lations are observed that would not be expected following the fluid approximation.

Initially, there is strong heat-flow down the temperature gradient, with significant

preheating of the cold plasma. The heat-flow then reduces, before reversing back

up the temperature gradient. The frequency of these oscillations is below ωg = 19.0

ps, while their radius is slightly larger than ωg,T = 251 µm. After t ≈ τH these

oscillations have decayed, with transport as expected from the fluid approximation.

However, significant variations in the effective mean-free-path of the electron over

the course of its orbit, such as due to variations in density or magnetic field, will

result in this non-local transport no longer being transient. Questions then remain

regarding the accuracy of the diffusion approximation in this regime, as terms of

higher order than f1 may be important initially when the anisotropy is significant.
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4.5 Summary

In this chapter the effect of anisotropic transport on the electron distribution func-

tion has been explored, with an increase in relative anisotropy shown to distort the

isotropic distribution away from a Maxwellian using VFP simulations. To under-

stand trends in the relative anisotropy the effective mean-free-path (λei/(1 + χ2
ei))

can be considered, and is used here to explore the effects of magnetisation. The

magnetisation (χei = ωg/νei) can be controlled by varying either the magnetic field

strength (ωg ∝ Bz) or the electron density (νei ∝ ne). The former effect is known

to suppress non-local transport when the magnetic field strength is increased by re-

stricting particles to their gyro-orbits. Here it is shown that decreasing the electron

density can also localise transport.

The effects of varying these parameters are dependent on the magnetisation

regime of the electrons. For weakly magnetised plasmas (rg � λei) the magnetic

field and the transport is unaffected by the magnetic field. Decreasing the electron

density increases relative anisotropy as the mean-free-path increases, provided the

electron is not limited by the gyro-radius. When strongly magnetised (rg � λei)

the magnetic field restricts transport. Increasing the magnetic field suppresses non-

local transport due to a reduction in the gyro-radius. However, the gyro-radius

is independent of the electron density, so is not obvious that this should localise

transport. Instead, decreasing the electron density further magnetises the electrons,

preventing them from escaping their orbits without collisions. As the magnetisation

increases as χei ∝ V 3, hotter electrons are then less mobile. In this regime, it

is suggested that the effective mean-free-path is used instead of λei or rg when

calculating the non-locality parameter. Furthermore, it is the velocity of the heat-

carrying electrons that should be considered as they are more rapidly magnetised.

Connecting the relative anisotropy to the heat-flow it is seen that the ratio q/qFS

is, in essence, a measure of the anisotropy of the distribution, weighted towards the

heat-carrying electrons. As the transport coefficients implicitly include the effective

mean-free-path, the ratio of the Braginskii heat-flow to the free-streaming limit is

an effective non-locality parameter. Some care must be given to its use as the free-

streaming limit is also found to be magnetisation dependent. It was then shown

that the fundamental link between the magnetic transport dynamics and heat-flow

is provided by the relative anisotropy of the distribution function.

The main limitation of this study was that the kinetic code used to investigate the

temperature ramp relaxations only included terms up to f1 in the expansion. When

the relative distribution function anisotropy was most pronounced, which occurred

in simulations at low density (λH > lT ) and weak magnetic field (rg,H > lT ), values
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of fx/f0 ≈ 1 were observed. Based on the ratio of successive terms in the expansion

given by eq. 2.131, it was expected that f2 and higher-order terms would also be

significant in this regime, making the truncation invalid and altering f1. However,

this may not apply when Bz is small and the plasma is very weakly magnetised, as

f2 is traceless and the system is 1D, so there is no anisotropic transport along other

axis and thus f2 ≈ 0. Once the magnetic field is strong enough to magnetise the

electrons fy becomes significant, and f2 may then modify f1.
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Chapter 5

Proton radiography in

laser-plasma experiments

This chapter reviews the use of proton radiography to diagnose the electric and

magnetic fields in plasmas. Experimental measurements of plasma parameters, such

as the electric and magnetic field, electron and ion density, ion charge, and electron

and ion temperature, are crucial for validating theoretical models. In this thesis, this

motivates the measurement of the Nernst effect, discussed in chapter 7, to validate

the extended MHD model. In laser-plasmas, the fundamental link between the

Nernst effect and heat-transport, explored in earlier chapters, makes it particularly

valuable for enhancing our understanding of non-local transport effects.

To obtain a conclusive measurement of the Nernst effect proton radiography

will be employed, a diagnostic technique often used in laser-plasma experiments to

measure transient magnetic and electric field phenomena. This chapter provides a

comprehensive review of how data is acquired and analysed using this technique,

which was integral to the measurement process, facilitated by an inversion code

developed by the author. To support this analysis, a synthetic proton radiography

code was also written by the author, which employs the Boris pusher algorithm [101].

Interactions between particles are neglected owing to the quasi-neutral nature of the

proton beam. The proton source can be configured with a specified spatial, angular,

and energy distribution. To approximate the radiochromic film (RCF) response, the

proton distribution is weighted according to the RCF response function.

Section 5.1 covers the characterisation of proton beams using RCF, converting

raw proton radiographs into dose measurements. Section 5.2 then explains how the

dose information is used to perform a deflection mapping from the object plane to

the image plane, recovering the deflection profile caused by the electric and magnetic

field structure. In chapter 7, differences in deflection profiles for cylindrically sym-
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Figure 5.1: A schematic diagram of an experiment using proton radiography to
study the magnetic fields in a plasma column. The proton beam, generated via
target normal sheath acceleration from a short-pulse laser interacting with a gold
foil, propagates through the plasma column. After being deflected by the fields in
the plasma, the proton beam’s intensity profile is measured on radiochromic film.

metric systems will be used to separate electric and magnetic field structures. The

electric field will then be utilised to estimate the temperature profile using Ohm’s

law, when supported by density measurements. At the end of the chapter analytic

calculations are presented to estimate the degree of smearing from a proton source,

following the work by Arran et al. [102]

In proton radiograph, MeV protons are directed through a target plasma, where

they are deflected by the Lorentz force [103]. Changes in the beam intensity profile

are measured using a particle detector, typically RCF, as shown in fig. 5.1. This

intensity profile is related to the deflection of the protons due to the path-integrated

magnetic and electric fields in the plasma, as well as the target density [104]. For the

technique to be successful, short pulse durations and a small virtual source size are

required, with proton energies exceeding a few MeV. A 3D image of the target can

then be constructed with micron-scale spatial resolution and picosecond temporal

resolution. The most common proton source uses target normal sheath acceleration

(TNSA) to generate a broadband proton beam [105]. The beam is quasi-neutral,

co-propagating with an electron cloud. Alternatively, an exploding pusher implosion

can be used to generate 14.7 MeV D3He and 3 MeV DD fusion protons [106].

5.1 Characterisation of proton beams

The development of chirped pulse amplification (CPA) [107] allowed short pulse (≤
ps) lasers to be amplified to terawatt powers, with the current next-generation of
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Figure 5.2: The target normal sheath acceleration mechanism during the interaction
of an ultra-intense short pulse laser with a solid target. The laser pre-pulse generates
a long-length scale plasma, which interacts with the main laser pulse leading to
the generation of fast electrons. The highest energy electrons can travel through
the target as their mean-free-path is greater than the target thickness, resulting in
ionisation of the rear surface. The most energetic electrons can escape the target,
which becomes charged, with the remainder refluxing into the expanding plasma
sheath. The resulting charge separation of the ion and electron fronts results in a
large electric field across a Debye sheath (∼ 1µm).

laser facilities set to reach 10s of petawatts. Focussing these lasers produces ultra-

intense (I0 & 1019 Wcm−2) pulses of light which can be used to explore novel physics

regimes. When interacting with thin (∼10 µm) solid targets numerous high energy

particle species are emitted as well as intense electromagnetic radiation; this can

include electrons, ions, x-rays and terahertz radiation [105].

Ions accelerated during short-pulse laser interactions are of particular interest as

greater energies can be reached than using plasma wave based accelerators, which are

limited by the higher mass of ions compared to electrons. One of the most studied

mechanisms for ion acceleration is the sheath acceleration mechanism [108], where

hot electrons that propagate through the target ionise the rear surface. Charge

separation in the expanding plasma occurs across a Debye sheath, which is of the

order of a few microns, resulting in a strong electric fields of the order of TV/m.

A schematic of this process is shown in fig. 5.2. Hydrogen which contaminates the

surface of a target, is preferentially accelerated instead of heavy ions due to their

higher charge to mass ratio. The resulting ion energy spectrum spans a broad, multi-

MeV range with proton energies up to 100 MeV [109]. Furthermore, while sheath

acceleration also occurs on the front surface of the target, the longer length scale

due to the extended pre-plasma on the front surface results in a smaller acceleration.

The proton beams generated via TNSA have several characteristics that make

them suitable for use as a particle diagnostic; these include the small source size, high
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flux, negligible space-charge effects, and short temporal duration. While the source

diameter on the rear surface is many times larger than the laser spot (typically

10s to 100s of µm) the beam is divergent, appearing as if it was produced by a

virtual source on the front side of the target with a diameter less than 10 µm. The

divergence of the beam is approximately 10-30◦, decreasing as the particle energy

increases [110]. The small virtual source size is a result of the highly laminar nature

with which ions are emitted from the target, caused by the neutralisation of space-

charge effects by co-propagating electrons and allowing the proton trajectories to be

treated realistically [111]. Furthermore, space-charge interactions between the beam

and the plasma are also negligible due to the much lower density of the beam, which

is of the order of np ≈ 1018 m−3. If there were space-charge effects associated with

the beam, these would be effectively screened by electrons in the target plasma. The

lower density also means that the growth rate of the beam-plasma instability, which

may excite turbulence in the target plasma, is much longer than the probe time.

As the duration of the ion source is of the order of the laser-pulse duration

(a few ps), fast dynamic phenomena can be observed provided the structures can

be regarded as quasi-static during the proton transit time. The broadband source

can make analysis challenging, as the proton beam will spread out in time as it

propagates into and across the target plasmas, with lower energy protons trailing

high energy protons. This chirped beam may also experience time varying deflection

by electric and magnetic fields. However, the use of spectrally resolved detectors

can make these characteristics advantageous. Firstly, the time-of-flight (ToF) from

source to target is shorter for higher energy protons, which can allow time evolution

of the target to be observed. Secondly, as described by the Lorentz equation the

deflection of protons due to a magnetic field varies as a function of v, resulting in

magnetic field deflections scaling with kinetic energy as E
−1/2
k while for electric fields

the scaling is E
−1/4
k [112]. This allows the deflections to be characterised as either

due to an electric or magnetic field, with the possibility of discriminating between

the two.

However, significant shot-to-shot variability is often found in the characteristics

of the proton source; variation can be found in properties such as the energy spec-

trum, position and size of the source, and angular profile. This is problematic for

use as an imaging diagnostic, as variations in the source characteristics must then be

separated from those caused by the target plasma. As there is no viable method to

obtain the beam intensity profile pre- and post-target interaction, the unperturbed

source profile must be reconstructed, which can result in large uncertainties during

analysis as discussed in section 5.2. These variations may arise from fluctuations in

the laser system, such as changes in the quality of the focal spot, or from the TNSA
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foil. The sheath that forms on the rear surface of the foil is particularly sensitive to

preplasma and x-ray cross talk [113]. As a result, it can be challenging to achieve

the desired target magnification and probe timing due to the configuration required

to mitigate these effects.

A final consideration relates to the generation of additional high energy species

and intense electromagnetic pulses (EMP) during short-pulse laser interactions. In

the case of the former, additional species must be accounted for when analysing

data obtained from the chosen particle detector, which will be discussed in the

following section. Meanwhile, EMP can severely degrade electrical measurements

and equipment if not mitigated [114].

5.1.1 Radiochromic film detectors

The primary feature required of the particle detector is the ability to obtain high-

resolution spatial measurements of the proton beam intensity profile. Additionally,

knowledge of the observed proton energy is needed, and spectral resolution is desir-

able. Film detectors, such as RCF or image plate (IP), are the most commonly used

passive diagnostics. These have the advantage of having high spatial resolution,

as well as being resilient to EMP often generated in short-pulse laser interactions.

These are single-shot diagnostics and with the advent of high repetition-rate, high-

power facilities new techniques, such as scintillator based diagnostics, which can

actively monitor shots with a much higher acquisition rate are essential [115]. In

the experiments shown in chapters 5 and 7 the particle detector used was a stack of

RCF.

When exposed to ionising radiation the active layer in RCF undergoes polymeri-

sation, resulting in transition in colour from nearly transparent to blue [116]. While

typically deployed in laser-plasma experiments to detect protons, this colour change

can also be induced by heavier ions, electrons, and photons. The RCF types shown

here were produced by GafChromic and are either HDV2 or EBT3, composite ma-

terials consisting of an active layer bound to a polyester substrate. The active layer

in HDV2 is 12 µm thick on a 97 µm substrate, while for EBT3 the active layer is 28

µm and sandwiched between two layers of 125 µm thick substrate.

To take advantage of the broadband TNSA source the RCF films are stacked

in order to leverage the physics of ion interactions and stopping with matter; a

specific ion energy will primarily deposit its energy at a given depth according to

its Bragg peak [110, 117]. As heavier ions have a much higher stopping power,

they are typically stopped by the first layer. Meanwhile electrons and photons
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Figure 5.3: a) Proton stopping power as a function of energy for aluminium, iron,
and mylar. b) Energy response curves for each active layer in an RCF stack, showing
the energy lost in each layer by an incident proton as a function of initial kinetic
energy. Energy bands show the regions corresponding to the 1/e values. Layer
1 corresponds to the first RCF layer in the stack, with layer 9 the last, and the
RCF material has been noted. In this case stack design ‘C’ from the Vulcan-Nernst
experiment investigating the Nernst effect is shown.

have a much lower stopping power, appearing as a much fainter and broader beam

which must be background subtracted for quantitative information about the proton

beam to be extracted. By placing filter materials between each layer of RCF, the

stack can then be tailored such that each layer is only sensitive to a specific proton

energy range. Once this proton energy is known, the spatially-resolved ion spectrum

can be reconstructed. Furthermore, the time-of-flight from source to detector can

be calculated, allowing the time at which the target was sampled to be obtained.

Sampling can then be performed at specific energies corresponding to particular

time windows at desired intervals.

Acquiring the energy response curves, R(E), for each layer in the RCF stack

requires stopping power curves for the different materials, which are obtained using

the Stopping and Range of Ions in Matter (SRIM) software [118]. The results for

typical aluminium, iron, and mylar filters are shown in fig. 5.3a). Here it can be seen

that as the energy of an ion (in this case a proton) decreases the stopping power

increases, leading to an exponential increase in the probability that an ion will be

stopped at a given depth. While the stopping power of mylar is higher than that of

aluminium or iron, the lower density of aluminium means that for a given thickness

is has a smaller stopping power per unit length.

Energy response curves are then obtained by numerical integration along the
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Figure 5.4: a) Energy deposition curves for stack design ‘C’ for a proton beam
containing 1012 particles with T = 10 MeV. These are given by the product of
the response curves, R, and the number of particles per energy band, dN/dE. b)
The width of the band containing 50% of the energy relative to the Bragg peak
energy, ∆E/EBragg, where each point corresponds to an active layer in an RCF
stack characterised by its Bragg peak energy. The series utilised mylar filters (as in
stack design ‘C’), or iron labelled (Fe). Temperatures of 5 and 10 MeV, and HDV2
and EBT3 are compared.

path of the proton over the energy range of interest. In fig. 5.3b) this is done for

an RCF stack from the Vulcan-Nernst experiment, consisting of HDV2 and EBT3

separated by aluminium and mylar filters of varying thickness. The response curves

show the amount of energy lost by protons in each layer of the stack as a function of

their initial kinetic energy. For the first layer of HDV2 protons with an initial energy

less than 3.28 MeV are stopped before they can penetrate this far into the stack.

Protons whose Bragg peak lies within this layer lose ∼ 0.65 MeV, corresponding

to approximately 20% of their energy. As the initial energy increases further the

amount of energy deposited decreases exponentially. Moving further into the stack

the lower cutoff energy increases, and the maximum deposited energy in the active

layer increases to ∼ 1.15 MeV as the stack material changes from HDV2 to EBT3

due to the increased active layer thickness.

For a typical proton spectrum generated by TNSA, most of the energy deposited

in a given layer is from protons whose stopping distance lies within the active layer

of that piece of RCF, so the signal is dominated by these particles. However, there

is also a contribution from higher energy protons that propagate through the layer

without being stopped. This can be inferred from fig. 5.3b) as the maximum response

in each layer remains the same despite the initial particle energy increasing, showing

that this corresponds to a smaller fraction of the particle’s total energy. The effect
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is most significant at the front of the stack and can result in an over-estimate in the

number of protons if not accounted for.

To further illustrate this behaviour the energy deposited in each active layer of

an RCF stack by an energy band is shown in fig. 5.4a) for a Maxwellian spectrum.

This is obtained via the product of R(E) with the number of particles per energy

band, dN/dE, where for a Maxwellian

dN

dE
=

4πV

m

√
2E

m
f0(E). (5.1)

Obtaining the relative width of the energy band containing half of the deposited

energy (fig. 5.4b) it can be seen that the energy spread is of the order of EBragg for

the first layers in the stack. As the energy increases further into the stack the relative

energy spread decreases as the contribution from higher energy protons lessens, with

the effect more pronounced experimentally due to the high energy cutoff.

As the temperature of the spectrum is increased the energy spread increases

as there are now more higher energy particles, with an increase from 5 to 10 MeV

leading to an energy spread approximately twice as large in each layer. On swapping

the RCF material and filters the energy spread curves have much the same form,

suggesting that the shape of the distribution function for a layer with a given EBragg

is largely independent of the composition of the preceding stack. This is due to

the physics of proton scattering in solids as shown in the stopping power curves

(fig. 5.3a), whose gradient is very similar for Ek > 0.1 MeV. Thus, for common filter

materials the energy spread can be easily approximated when the spectrum is close

to Maxwellian and T and EBragg are known.

5.1.2 Dosimetry of radiochromic film

The response of RCF to radiation dose is measured using a colour flatbed scanner,

which returns a 16-bit pixel value (PV) for a given output channel (red, green,

or blue) of the film. Several characteristics affect dose-response, so to improve

measurement accuracy the aim is to keep as many factors constant between the

calibration, measurement, and unexposed film datasets; these include film model

and lot number, radiation particle type and energy, and the readout system and

time [116]. The RCF used in this report, HDV2 and EBT3, are designed to deal

with higher dose (10 − 103 Gy) and lower dose (10−2 − 40 Gy) respectively [119].

Thus, when constructing an RCF stack HDV2 is placed at the front of the stack,

where the highest dose is expected, with EBT3 at the back to maximise the dynamic
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Figure 5.5: Dose-pixel response curves for the red (R), green (G) and blue (B)
channels for EBT3 obtained using a Nikon CoolScan 9000 in 2014.

range of the stack.

To obtain dose-response curves RCF samples are irradiated with known proton

doses and then scanned. In the calibration data sets this was done using a 36 MeV

proton beam obtained from a synchrotron, where the beam current and duration

were varied to deliver the required dose. The dose was measured using a Markus

ionisation chamber, which works on the principle of Bragg-Gray cavity theory. The

RCF was then scanned with either a Nikon CoolScan 9000 or an Epson 12000 XL.

In fig. 5.5 the dose-PV calibration curves obtained for EBT3 in 2014 are shown.

Here it can be seen that as the dose increases the PV decreases, corresponding to

a darkening of the film. This process is non-linear with three key stages; an initial

plateau at low dose where the response of a given channel is indistinguishable from

the unexposed result, a region where PV changes rapidly with dose, and plateau

at high dose where the film saturates. Measurements are sought in the second of

these regions, where the response of the film to a given dose is most noticeable.

The red channel is typically most sensitive to lower doses, while the blue channel is

more suited to higher dose measurements. These colour channels can be combined

to improve the dynamic range for a single layer.

Updated calibration data sets were obtained in 2021 for modern batches of HDV2

and EBT3, as well as new scanners. To calculate the PV associated with a given

dose a 2D super-Gaussian fitting was performed to find the centre of the beam on

the RCF, which had a FWHM of ∼ 12 mm. The average and standard deviation,

σPV, were then found over a ∼ 1.2 mm region in the centre of the beam where the

PV is fairly uniform. Fig. 5.6a) shows a comparison between the different calibration
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Figure 5.6: Calibration curves showing the a) dose-PV and b) dose-ODnet response
for the green channel obtained using a Nikon CoolScan 9000. The curves are shown
for multiple types of HDV2 and EBT3, with those denoted 0 obtained in 2014 and
1, 2 and 3 in 2020.

curves, including both the 2014 and 2021 data sets. Significant differences are seen

between the dose-PV response of the 2014 and 2021 batches of both HDV2 and

EBT3, demonstrating the importance of using the same lot number for calibration,

measurement, and null data.

Optical density (OD) is another measure by which dose-response can be mea-

sured with OD = log10(I0/I), where I0 and I are the light intensity recorded

by the scanners without and with the film respectively. The conversion OD =

log10(2
16/PV ) can be used for 16-bit PV data, so an increase in OD corresponds to

a decrease in PV. However, it is often more useful to convert to net optical density

by scanning unexposed films. In this case the change in OD between the signal

and unexposed (fog) value is ODnet = ODsig − ODfog = log10(Ifog/Isig). While it

is preferable to use dose-PV curves for dosimetry, as this does not introduce un-

certainties associated with the unexposed film, often it is convenient to work with

dose-ODnet curves due to slight variations in film composition between different lots

and batches. This is demonstrated in fig. 5.6b), where it can be seen that the dose-

ODnet response of different lot numbers of HDV2 and EBT3 is generally similar,

although differences to arise most noticeably at higher dose.

To convert pixel values corresponding to intermediate doses in the calibration

data requires fitting functions or interpolation. The dose-ODnet calibration curves

can be fit using several functions [110, 120], including one of the form y(x) =

ymin + (ymax − ymin)/(1 + 10c(log x0−log x)). In this function ymin, ymax, c, and x0 are
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Figure 5.7: A proton beam imaged on RCF (HDV2, layer 2) during the interaction
of a 168 J, 0.6 ps, 4.5 µm FWHM laser pulse with a 25 µm gold target from the
Vulcan-EMP campaign at Vulcan TAP. The images shown are the full colour, red,
blue, and green channels (clockwise from upper-left) scanned using an Epson 12000
XL.

Chapter 5 139



5.1 Characterisation of proton beams

fitting parameters corresponding to the minimum OD, maximum OD, width of the

region where OD changes rapidly with dose, and centre of this region respectively.

Extrapolation can also be performed to higher doses for films which have not yet

saturated. If available it is better to interpolate the raw PV or ODnet data, as

utilising a given fitting function assumes the underlying response of the film. When

linearly interpolating raw data the underlying function is assumed to be smooth,

or the separation between sample points sufficiently small. For this reason, it is

better to interpolate in log(dose)-ODnet space as the behaviour is more linear. The

standard deviation of the dose is then found using the upper and lower bounds for

a given PV value.

By converting PV to dose raw data obtained from experiments can be processed.

Shown in fig. 5.7 is an example layer from an RCF stack covering half the proton

beam placed normal to a 25 µm gold foil after the interaction with a 168 J, 0.6 ps,

4.5 µm FWHM laser pulse. This data was obtained during the Vulcan campaign in-

vestigating EMP sources at Vulcan Target-Area-Petawatt (TAP). The main feature

seen in this image is a beam of protons with a Bragg peak of 5.4 MeV. Comparing

the colour channels, as expected the red channel can be seen to be the darkest while

blue is the lightest due to their differing sensitivity to dose.

The dose-PV (or equally ODnet) response curves due to a proton beam define a

unique trajectory in RGB space, as each dose corresponds to a unique RGB value

with associated standard deviation. During data post-processing, this information

is used to remove artifacts such as marks and dust that can occur pre- and post-

shot before scanning [121]. The relationship between the R, G, and B values for the

Vulcan-EMP proton beam are shown in fig. 5.8a) where a well-defined curve can

be seen due to the proton beam. Points lying on this curve are identified as lying

within 5 standard deviations of the calibration data, with these bounds marked.

Values that are not bounded by these curves are removed by applying a mask. The

cleaned data, shown in fig. 5.8b), is interpolated over in the masked regions after

the PV values have been converted to dose. This is done as the spatial variation

in dose response is expected to be smooth and more linear than the PV response.

Channels for which the dose has saturated are not used, as the PV response becomes

multi-valued [115].

After converting each colour channel to the corresponding dose with standard

deviation σdose, the channels are combined in order to make full use of the dynamic

range. This is done using an inverse-variance weighted average of the colour chan-

nels, such that the weighting for each channel is w = 1/σ2
dose. Again, channels which

have been saturated are avoided when performing the average dose calculation. Pro-

cessing the data in fig. 5.7 results in the dose map shown in fig. 5.9. This has a
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Figure 5.8: a) Normalised histograms of the RGB space obtained from the images
of the proton beam shown in fig. 5.7. In each figure the lower and upper values
expected from the dose-PV calibration data are taken to 5 standard deviations,
coloured according to the channel they are from. Values outside these bounds are
removed. b) The resulting mask which is then used to clean the raw data, where
yellow points are kept and blue are discarded.
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Figure 5.9: Dose maps of the proton beam shown in fig. 5.7 where the artifact
cleaning process has been implemented, showing a) the linear data and b) after
taking the logarithm of the dose to the base 10 allowing finer structure to be seen.

maximum proton dose of ∼ 8 kGy.

The dose provides the energy deposited per unit mass, so to convert from dose

to energy the mass of the active layer is required. Using the scan resolution of 300

dpi for the Vulcan-EMP data the volume of the active layer per pixel in the HDV2

film is 86.0 × 103 µm3, which with a density of 1.08 gcm−3 has a mass of 92.9 ng.

Thus, the energy deposited per pixel per Gy is 580 MeV. For EBT3 with a density

of 1.20 ng the mass is 241 ng, with the energy deposited per pixel per Gy 1500 MeV.

5.1.3 Measurements of the proton spectrum

The energy deposited in a layer of the film, Di, where the subscript i is used to

indicate the stack layer, is

Di =

∫
dN

dE
Ri(E)dE (5.2)

where dN/dE can vary spatially depending on the structure of the proton beam

incident on the RCF. The deposited energy can then be either considered as the

total deposited in the film, summing all values for a given layer, or a particular

region can be chosen for a spatially resolved analysis.

Extracting the proton spectrum from eq. 5.2 requires knowledge of both Di and

Ri, with the latter found as demonstrated earlier in fig. 5.3b). A simple method for

extracting dN/dE is performed by making two assumptions about the nature of the

proton spectrum and the response. The first is that the response curves are localised

to some region E1 ≤ E ≤ E2, where E1 and E2 are taken as the 1/e values of the

response curves as shown in fig. 5.3b), with Ri = 0 otherwise. Secondly, dN/dE is
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then assumed to be constant in this region, allowing eq. 5.2 to be rearranged to give

dNi

dE
=

Di∫
Ri(E)dE

. (5.3)

Values for dNi/dE are attributed to EBragg,i, with intermediate points obtained via

interpolation. This is referred to as the Bragg peak dominated (BPD) assumption,

as it assumes that only protons whose Bragg peak lies within a given layer contribute

to the spectrum.

To obtain an improved result when reconstructing the proton spectrum the con-

tribution of all protons must be included. The standard approach is to work itera-

tively from the back of the stack to the front, accounting for the effect of the higher

energy protons in each successive layer. This process starts with the final layer in

the stack which measures a signal, the nth layer, corresponding to the maximum

proton energy of the beam. For this reason, it is desirable that the stack is designed

to measure energies in excess of the expected cutoff energy. In this layer the BPD

assumption provides a reasonable starting estimate of the dose, as the contribution

from higher energy protons is small, and can be used to obtain dNn/dE.

The (n− 1)th layer is then considered by initially making the BPD assumption.

However, by interpolating dN/dE between the (n − 1)th layer and nth layer the

integral in eq. 5.2 can be calculated. Comparing the calculated value of Di with

that found experimentally, dNn−1/dE in this (n − 1)th layer is then adjusted until

the deposited energy is within a specified tolerance. Fixing dNn−1/dE in this layer

the next layer (n-2) can then be considered, and the process is repeated until the

front of the stack is reached.

This approach is sensitive to noise in the values of Di extracted from the RCF.

If Di is overestimated in a layer at the back of the stack, the value of dNi/dE at this

point will be overestimated, then in the next layer dNi−1/dE will be underestimated

in order to ensure the calculated Di−1 agrees with the experimental value. This

accumulates in all following layers, with values that are underestimated then causing

the next layer to be overestimated. The layer which is most sensitive to noise is

usually the final layer of the stack, for which the BPD assumption is applied.

To further develop the approach instead of initialising the final layer of the stack

with the BPD assumption, dN/dE is assumed to be Maxwellian between dNn/dE

and the high energy cutoff dNmaxdE. Initial values for T and the cutoff energy are

provided, and N varied until the value of Dn calculated using eq. 5.2 agrees with the

measured value. This process proves to be much more robust to noise in the final

layer, and is only weakly dependent on the initial value of T which can be provided
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Figure 5.10: The reconstructed proton spectrum for a proton beam generated via
TNSA from the shot examined in the previous section from the Vulcan-EMP ex-
periment. Markers show the results obtained when using the Bragg peak dom-
inated (BPD) assumption and when employing the iterative (iter.) approach.
Maxwellian distributions (dashed lines) are fitted to each result; for the BPD
approach N = 5.7 × 1012 and T = 11.8 MeV, while for the iterative approach
N = 7.9 × 1011 and T = 8.9 MeV. Shaded regions show lower and upper T esti-
mates.

based on the BPD approximation for the stack. The important consideration is the

high energy cutoff, which has a greater impacted on the extracted dN/dE. Lower

and upper bounds for this value can be found through observation of the RCF stack

by finding the last layer with an observable dose. The resulting algorithm was tested

using arbitrary input distribution functions to obtain Di with various stack designs,

for which the spectrum was then obtained.

In fig. 5.10 a reconstructed proton spectrum is shown using both methods. The

most significant difference arises in the number of protons accelerated during the

interaction, which varies by a factor of ∼ 7, and can significantly modify the con-

version efficiency of laser-energy to proton-energy.

Estimates for the proton temperature are similar, although here the value ob-

tained from the BPD approximation is slightly higher than the iterative result.

Examining the behaviour of the BPD assumption with arbitrary distribution func-

tions and stack designs, it generally performs well with protons beams for lower T

spectrums. This is to be expected, as the contribution of higher energy protons lay-

ers at the front of the stack is small. In these cases the BPD approach will produce

higher estimates of T than the iterative approach.
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Figure 5.11: Deflection of a proton with initial velocity vz0 by an angle θ due to a
magnetic or electric field contained within a region of width 2a.

5.2 Proton radiography of electric and magnetic

field structures

5.2.1 Deflection of charged particles

The deflection of charged particles by electric and magnetic fields can be examined

by considering the case of a test particle initially travelling along the z-axis with

velocity v = (0, 0, vz0). As the particle passes through a region containing electric

and/or magnetic fields it is accelerated by the Lorentz force (fig. 5.11). Velocity

components in x and y can be introduced, resulting in a net deflection by an angle

θ. The particle then propagates ballistically to the detector, due to the quasi-neutral

nature of the proton beam. To obtain the magnitude of this deflection whilst the

particle passes through the target, the acceleration

a =
dv

dt
=

q

m
(E + v ×B) (5.4)

must be computed for a charge q. While E, B, and v can vary in both space

and time, analytic solutions can be obtained for many systems of interest [112, 122].

Usual assumptions are a well-defined geometry and quasi-static field structures along

the particle path. For the latter assumption the limit is given by 2a/vz0, which for

a plasma with 2a = 1 mm probed by a 1 MeV proton with vz0 = 13.8× 106 ms−1 is

72.3 ps.

In the limit of small deflections the z-component of the velocity is treated as being

constant in time, allowing the removal of the time dependence of the deflection

as dz = vz0dt. For plasmas generated during long-pulse laser interactions this is

approximately true, which is demonstrated by considering the ideal accelerating
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structure given by a uniform E. The relative change in the velocity can be shown to

be ∆v/vz = LzE/2Ek, where Lz = 2a is the length scale of the field structure and

the kinetic energy is in eV. For a 1 MeV proton probing a plasma with 2a = 1 mm,

E = 10 MVm−1 would be required to increase v by 1%, which is on the upper-limit

of the thermo-electric fields simulated earlier. Furthermore, the path-integrated

electric field
∫
Ezdz is usually zero due to the symmetry of many systems.

In the case of an electric field aligned along x, the deflection angle is developed

from

dvx
dt

=
q

m
Ex(x0, y0, z0) (5.5)

where the subscript ‘0’ is used to refer to deflections in the target region containing

the E-field structure. Making use of dz = vz0dt and that x0 and y0 are constant for

an unperturbed trajectory

vx =
q

mvz0

∫
Ex(x0, y0, z0)dz0. (5.6)

For small angles deflections are given by the ratio vx,y/vz0 as

θx,E =
q

2Ek,z0

∫
Ex(x0, y0, z0)dz0 (5.7a)

θy,E =
q

2Ek,z0

∫
Ey(x0, y0, z0)dz0. (5.7b)

A further assumption is the proton radiography is operated in the paraxial limit,

where dimensions of the imaging system are much larger than the target region

(2a). Small angle deflections can occur even if the field strength is large provided

the particle energy is high, the length scale is short, or the integrated field small.

Using similar reasoning the deflection due to a magnetic field can be assessed.

The structure which will introduce the largest net deflection to the particle trajectory

is a uniform B-field, aligned perpendicular to the initial particle velocity. Note that

when B is parallel to the initial v the particle experiences no deflection as v×B = 0.

The path of a particle in a uniform magnetic field is given by the gyro-radius, so

the equation for the velocity in the x-y plane perpendicular to the probe axis is

v⊥/vz0 = sin(ωgt). Thus, provided t � ωg the deflection will be small, which is

equivalent to the condition Lz = 2a � rg,z0. For reference the gyro-radius of a 1

MeV proton with B = 1 T is rg = 144 mm.
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Again, beginning with the x-component the acceleration is

dvx
dt

=
q

m
(vyBz(x0, y0, z0)− vzBy(x0, y0, z0)) (5.8)

so for an unperturbed trajectory through the target region (where vy/vz0 � 1)

vx = − q

m

vz
vz0

∫
By(x0, y0, z0)dz0. (5.9)

The ratio vz/vz0 gives the sign of vz, and will be referred to as sz. Obtaining the

deflection for the x and y-components the results are then

θx,B =− szq√
2mpEk,z0

∫
By(x0, y0, z0)dz0 (5.10a)

θy,B =
szq√

2mpEk,z0

∫
Bx(x0, y0, z0)dz0. (5.10b)

Comparing equations 5.7 and 5.10, it can be seen that the scaling of the deflection

angle with particle energy differs depending on whether an electric or magnetic

field is probed. For an electric field θE ∝ E
−1/4
k,z0 while for a magnetic field θB ∝

E
−1/2
k,z0 . This allows the two effects to be separated on a single shot when utilising

a broadband particle source in combination with a spectrally resolved detector, by

comparing the change in deflection angle as a function of energy. Furthermore, the

appearance of sz in eq. 5.10 opens up another avenue with which to separate the

two effects, by probing in either the forward or reverse directions. This has little

impact in the case of an electric field, but for a magnetic field the dependence on sz

means that the sign of the deflection flips depending on which direction along z is

probed. While this can provide clearer information about the nature of the target

field, there are additional costs associated as two laser pulses are required as well as

access to both probe geometries.

For most plasmas both electric and magnetic fields are present. Provided the

deflection angle remains small (the foundation upon which the preceding equations

were derived), equations 5.7 and 5.10 can be summed without compromising accu-

racy to give a more general solution. This is

θx =
q

2Ek,z0

∫ (
Ex −

√
2Ek,z0
mp

szBy

)
dz0 (5.11)
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for the x-component of the deflection. Thus, a given deflection is related to the

path-integrated fields experienced by a particle as it traverses the target region.

By re-casting the electric and magnetic fields in term of the electrostatic po-

tential, E(x0, y0, z0) = ∇φ(x0, y0, z0), and vector potential, B(x0, y0, z0) = ∇ ×
A(x0, y0, z0), respectively it is possible to consider the deflections as being due to

some general potential Φ(x0, y0, z0) such that θ⊥ ∝ −∇Φ. Again, considering the

x-components

θx,E ∝
∫
Exdz0 = − ∂

∂x0

∫
φdz0 (5.12a)

θx,B ∝
∫
Bydz0 = − ∂

∂x0

∫
Azdz0 +

∫
∂Ax
∂z0

dz0. (5.12b)

Gauge invariance allows a vector potential to be chosen such that Ax = Ay = 0, as

for our geometry Bz is arbitrary as it does not contribute to deflections, making the

second integral in eq. 5.12 zero. Combining these results θ⊥ and Φ are given by

θ⊥ = − q

2Ek,z0
∇Φ (5.13)

where

Φ =

∫ (
φ−

√
2Ek,z0
mp

szAz

)
dz0. (5.14)

For the common scenario in this thesis, where changes in the magnetic field

arise due to a curl in the electric field, the rotational component introduced in the

electric field can be shown to be small compared to the curl-free component provided

τ � a2/(Te/eB) [112].

5.2.2 Mapping procedure

The ultimate aim of the proton radiography setup is to identify the structure of the E

and B-fields, and there are several approaches that can be taken to this end. Initial

inspection can yield some qualitative data, which can be followed by quantitative

estimates using analytic scalings of the Lorentz force derived from eq. 5.11 [122,

123]. Other common techniques include the comparison between real and synthetic

proton deflectometry images, and utilising a grid placed before the target to track

deflections [124, 59, 125]. An analytic relation can be derived between the particle
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Figure 5.12: Schematic diagram of the proton radiography imaging system. A
proton source is located a distance l from the target to be imaged, with dimensions
2a where 2a � l is required to operate in the paraxial limit. Protons experience a
deflection θ due to electric and magnetic fields at the object plane at (x0, y0), before
continuing to propagate ballistically to the image place. For high magnification
l� L is desired.

deflection due to the path-integrated fields in eq. 5.11 with the mapping of the

proton intensity profile from the object to the image plane [112]. Establishing this

link allows a 2D deflection map of θx,y to be constructed from the intensity profile

found in the image plane, from which the path-integrated fields can be identified.

For a given subset of the beam, which will be referred to as a beamlet, the

mapping from the object plane to the image plane is

x(x0, y0) =x0

(
1 +

L

l

)
+ θx(x0, y0)L (5.15a)

y(x0, y0) =y0

(
1 +

L

l

)
+ θy(x0, y0)L (5.15b)

where l is the source-target distance and L is the target-detector distance following

the small deflection angle approximation. Here, L/l arises in the first term due to

the divergence of the beam from a point source a distance l from the target, and the

final term is the deflection term explored in the previous section. Fig. 5.12 illustrates

this arrangement.

Two additional conditions are imposed on the geometry of the imaging system

for eq. 5.15 to hold. First, the ratio a/l, known as the paraxiality parameter, must

be small such that the angle subtended by the object is much smaller than the

distribution of the source. Variations in the intensity in the image plane can then

be attributed to the target, rather than the proton beam. This also ensures that the

passage of a beamlet through the target region is close to parallel with the probe axis,
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so the angle with which it passes through the target does not matter. Secondly, the

displacement of the beamlet as it passes through the target is neglected, requiring

a� L so that deflections acquired during transit across the target are small relative

to the total deflection. Small deflections can then be treated as if acquired from a

point on the z-axis.

The system magnification for a point source is defined as M = 1 + L/l, where

M increases as the target-detector distance is increased relative to the source-target

distance. High magnification is often desired for many systems as the length scale

over which features may vary can be smaller than 100 µm, which approaches the

typical scanner resolution of 1000 dpi (25.4 µm). In the limit of high magnification

(L/l� 1) eq. 5.15 can be reduced such that

x(x0, y0) =L
(x0
l

+ θx(x0, y0)
)

(5.16a)

y(x0, y0) =L
(y0
l

+ θy(x0, y0)
)

(5.16b)

in which case varying L only affects the final size of the image rather than the shape.

For this reason, it is usually better to increase L instead of l when seeking higher

magnification. Care must be taken to ensure there is still adequate flux in the object

plane though, as the proton beam flux varies inversely with the square of the source-

detector distance. However, in certain circumstances varying l can be desirable as it

allows control over the ratio of the magnification term to the deflection term. This

in turn can be used to control the formation of caustics, a subject which will be

investigated shortly.

Of note when considering the magnification is that while the distance between

the source and target-centre is often taken as l, the virtual source position can lie

of the order of 100 µm from the front surface of the foil [126]. Provided l � 100

µm the virtual source position does not need to be considered when calculating the

magnification, which is the case for experiments in this thesis where typically l ≈ 10

mm.

Mapping of a surface in the object plane, dS0, to the image plane, dS, is done

using the Jacobian determinant

J(x0, y0) =
∂x

∂x0

∂y

∂y0
− ∂x

∂y0

∂y

∂x0
(5.17)

such that
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dS = |J(x0, y0)|dS0 =

∣∣∣∣ ∂(x, y)

∂(x0, y0)

∣∣∣∣ dS0 (5.18)

where the absolute value is taken as it is only the relative size of the image that is

of interest. A beamlet that passes through the surface dS0 then also passes through

dS, allowing the intensity in the image plane, I, to be related to the intensity in the

object plane, I0, as

I(x, y) = I0(x0, y0)
dS0

dS
= I0|J(x0, y0)|−1. (5.19)

For an unperturbed beam I0(x, y) = I0(x0, y0)/M
2 in 2D. To successfully retrieve the

deflection map I0(x, y) should be such that intensity increases can be seen without

saturating the RCF. This introduces a complication in retrieving deflection maps

from RCF, I0 is required yet cannot be retrieved on-shot. Ideally, a measurement

of the unperturbed beam would be made with no target present, but due to shot-

to-shot variation (associated with laser and target alignment) this must often be

inferred post-shot from the perturbed beam.

The Jacobian determinant in eq. 5.19 is invertible provided it is non-zero at all

points. Substituting eq. 5.15 into eq. 5.17

J(x0, y0) =

(
1 +

L

l
+
∂θx
∂x0

L

)(
1 +

L

l
+
∂θy
∂y0

L

)
− L2∂θx

∂y0

∂θy
∂x0

(5.20)

which can be further simplified to

J(x0, y0) =
L2

l2

[
1 + l

(
∂θx
∂x0

+
∂θy
∂y0

)
+ l2

(
∂θx
∂x0

∂θy
∂y0
− ∂θx
∂y0

∂θy
∂x0

)]
(5.21)

in the high magnification limit. If the gradient in the deflection angle is large -

which typically occurs when θx,y is large - the determinant can be close to zero. At

these points the intensity in the image plane becomes very large, as can be seen

from eq. 5.19, corresponding to the formation of caustic structures. These caustics

appear as sharp lines in the RCF image, and occur at the point where beamlets are

found to cross.

The relative magnitude of deflections can be characterised using a dimensionless

variable µ = Lθ/a [112], providing an estimate of the terms which describe gradients

in the deflection angle in eq. 5.20. It is often referred to as the contrast parameter, as

for increasing µ the amplitude of the intensity contrast in the RCF image increases.

Chapter 5 151



5.2 Proton radiography of electric and magnetic field structures

As µ is dependent on both θ and L/a, it is possible for large deflection angles to

result in smoothly varying images provided L� a, or for small deflection angles to

result in caustic structures if L� a. The former case will not be considered here, as

small angle deflections are assumed in the mapping process with L� a. There are

then four distinct contrast regimes which have been identified; these are the linear

(µ � 1), non-linear injective (µ < µc ∼ 1 where µc is some critical value), caustic

(µ ≥ µc), and diffusive (µ� 1) regimes [127].

In the linear regime where µ � 1 the second order terms in eq. 5.20 can be

neglected and the equation can be linearised, allowing a simplified expression for

eq. 5.19 if M � 1

I(x0, y0) = I0(x0, y0)

[
1− l

(
∂θx
∂x0

+
∂θy
∂y0

)]
(5.22)

where the fact θx,y � 1 has been used to Taylor expand the inverse of D(x0, y0).

For arbitrary µ, eqs. 5.15, 5.17, and 5.18 form a set of equations which must

be solved to obtain the deflection mapping. Their application will first be demon-

strated by considering the example case of a 1D mapping in the linear regime where

deflections only occur in the y-axis, which provides a reasonable approximation for

the experiments explored in chapter 7. In this case θx = 0 making the x(x0, y0)

mapping x = Mx0. As a result, ∂x/∂x0 = M in eq. 5.17, while the second term in

this equation is zero as ∂x/∂y0 = 0. Substituting this result into eq. 5.18

I(x, y) = I0(x0, y0)
1

M

∂y0
∂y

(5.23)

from which the point corresponding to a given y in the image plane can be found in

the object-plane can be found using

y0 = M

∫
I(x, y)

I0(x0, y0)
∂y =

1

M

∫
I(x, y)

I0(x, y)
∂y. (5.24)

Eq. 5.24 is solved by numerical integration in the image plane, with the results

linearly interpolated to return a regularly spaced grid. To obtain an estimate for

I0 the signal I(x, y) is convolved with a large 2D circular Hann window, whose

diameter is varied to ensure a balance between removal of the signal while retaining

information regarding the structure of the beam. Alternative approaches may be

to assume a flat mean-field, but this would produce spurious effects at the beam

edge, or a 2D 2nd order polynomial fit [128]. The calibrated dose signal can then be

normalised to obtain I/I0. Finally, the deflections resulting from the path-integrated
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fields are found using θy = (My0 − y)/l.

For a 2D mapping, where the field structures result in deflections in both x and

y, a more considered approach is required. Noting that the deflection can be written

in the form of the gradient of a deflection potential (eq. 5.13), the analytic linear

mapping (eq. 5.22) can be used to construct a Poisson equation of the form

∇2Φ =
1

l

2Ek,z0
q

(
I

I0
− 1

)
. (5.25)

Several solvers exist for Poisson’s equation, with this equation highlighting the anal-

ogous nature of optical shadowgraphy; instead of probing with protons rays of light

are used, and deflections arise due to gradients in the refractive index instead of

a potential field. For proton radiography, algorithms have been designed for the

extraction of quantitative information, based on the solution of the Monge-Ampère

equation. Kasim et al. [129] used a Voronoi cell based reconstruction technique,

where the cell sizes are optimised such that the proton flux passing through each

surface is equal. This is first done in the object plane, before the sites are rede-

ployed in the image plane and the cell weights varied to achieve the same flux as

in the object plane. The deflection potential can then be obtained by finding the

displacement between cell centres in the object plane and image plane. This method

produced errors of 10% for test data sets even when the intensity modulation, and

thus µ, was large.

Further developments in reconstruction techniques have followed [130, 127], where

eq. 5.18 was shown to pose a Monge-Kantorovich optimal transport problem. Re-

construction can then be performed in the non-linear injective regime, µ < µc, where

Poisson’s equation is no longer accurate. In a later work, Kasim et al. [131] devel-

oped a technique allowing the recovery of the deflection potential in the absence of

a source profile. Here, source profiles are generated statistically using hyperparam-

eters, obtained by making a reasonable prior assumption regarding the amplitude

of the deviations in the source intensity profile and the correlation lengths.

After recovering the deflection potential, integrated electric or magnetic fields

can be recovered using eq. 5.14 after making an assumption about the origin of the

field. While for many problems the electric and magnetic fields cannot be further

extracted from the path-integrated fields, some problems with well-defined symmetry

allow for further processing. Notably, those with cylindrical symmetry, which occurs

in many of the examples in this thesis. In these cases for a cylinder parallel to the

x-axis the θy is proportional to the forward Abel transform of the field profile. This

means that a reverse Abel transform can be used to extract the field profile [132].
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Figure 5.13: Synthetic lineouts showing the normalised intensity profile from a layer
of RCF from a proton radiography experiment. The proton beam is deflected as it
passes through an applied magnetic field, where the centre has been cavitated by
the Nernst effect (inset). The effect of smearing is demonstrated by comparing the
lineouts obtained from mono-energetic proton sources with Ek = 10 and 20 MeV,
to a poly-energetic proton source with a temperature of T = 5 MeV. The dashed
line shows the T = 5 MeV result after deconvolution with the smearing kernel.

5.2.3 Effects of smearing

While the energy dependence of the proton deflections for both electric and mag-

netic fields can prove a useful tool in the analysis of proton radiography data, the

finite energy resolution of the detector means that a range of proton energies are

observed in a single image. Attributing this image to a single energy, when the

typical energy spread exceeds 20% for protons with Ek < 5 MeV (fig. 5.4), can lead

to erroneous conclusions. Here, a more detailed analysis is required. Such an effect

was demonstrated earlier when it was shown that incorrect values of N and T for the

proton spectrum were found if the deposition of high energy protons in the front of

the stack was not considered. In the case of deflection measurements the scaling of

eq. 5.13 means that lower energy particles are deflected less than those with higher

energy. Thus, the signal is blurred, reducing the spatial resolution, unless the source

is monoenergetic. A quantitative assessment of this process was given by Arran et

al. [102] which is reviewed here.

Each image obtained from a layer in the RCF stack can be considered a summa-

tion formed of radiographs at successive energies. As the proton energy increases the

deflection angle decreases and the signal is offset further from the lowest energy de-

tectable signal, which is shown in fig. 5.13 by comparing two mono-energetic sources

with Ek 10 and 20 MeV. Typically, the energy associated with a layer of RCF is that

which deposits the maximum energy, which is roughly the lowest energy observed in

the layer spectrum (fig. 5.3b). The impact of a broad spectrum is then to reduce the
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observed deflection. For this reason, the smearing kernel is asymmetric, as will be

seen later in fig. 5.15. Observing the result for a poly-energetic source with T = 5

MeV, measured by a layer of RCF with a Bragg peak energy of 10.6 MeV, the signal

has decreased amplitude and is broader with a reduced deflection.

To approximate whether blurring is of concern eq. 5.13 is used, where the de-

flection angle was assumed to be small. The relative offset between two beamlets of

energy Ek,1 and Ek,2 is then ∆s = L(θ⊥,2 − θ⊥,1) so

∆s =
Lq

2Ek,1

(
∇Φ1 −

∇Φ2

∆Efrac + 1

)
= Lθ⊥,1

(
1− ∇Φ2

∇Φ1

1

∆Efrac + 1

)
(5.26)

where ∆Efrac = Ek,2/Ek,1−1 is the fractional energy spread, which is obtained from

fig. 5.4b) for Ek,2 > Ek,1 and Ek,1 = EBragg. For an electric field ∇Φ1 = ∇Φ2 =∫
φdz0, while for a magnetic field B = (Bx, 0, 0)

∆s =
Lszq

∫
Bxdz0√

2mpEk,1

(√
1

∆Efrac + 1
− 1

)
= −Lθy,1

(
1−

√
1

∆Efrac + 1

)
(5.27)

with θy,1 the deflection angle for a mono-energetic beam with Ek = Ek,1. These

expressions are found in the image plane, but in the limit of small deflections the

mapping y0 → y/M can be used to return to the object plane. The condition to

resolve a feature is that the minimum spatial length scale in the plasma amin �
∆s/M , which on substituting eq. 5.27

amin � ∆s/M = |l0θy,1(1− (∆Efrac + 1)−1/2)|. (5.28)

The relations shown in eq. 5.26 and eq. 5.28 convey several key points regarding

smearing of a poly-energetic proton source due to both electric and magnetic field

structures. Firstly, the term in brackets on the right-hand side that depends on

∆Efrac is the term responsible for smearing. In the limit ∆Efrac → 0 the source

is mono-energetic, and the terms inside the bracket cancel with no smearing of

the signal. As ∆Efrac increases the fraction which depends on it becomes smaller,

becoming negligible once ∆Efrac � 1. At this point the smearing reaches a maximum

∆s = −Lθ⊥,1, which conveys how the trajectory of the highest energy protons is

effectively unperturbed by the deflection potential. Thus, the signal is smeared from

the position of the lowest energy protons in the image plane to lower angles.
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Figure 5.14: A magnetic field map of an electromagnet with maximum field strength
Bz = −3 T. Shown are the trajectories of protons with kinetic energy 5, 10 and 20
MeV originating at x = −20, y = 0 mm as they pass through target-chamber centre
(TCC) at x = 0, y = 0 mm, where they are deflected by the magnetic field.

However, for finite ∆Efrac as found experimentally, whether smearing requires

consideration rests upon the deflection angle θ⊥,1. As the acquired deflection in-

creases, the absolute difference between the path of the lowest and highest energy

protons will increase reducing the spatial resolution. For most experiments small

angle deflections occur, as typically the path-integrated field in the plasma is small

due to its spatial scale, so this absolute difference is small. However, large path-

integrated fields can arise, notably in experiments which use applied fields that

occupy a large volume. This is of interest in this thesis, as an electromagnet was

used to pre-magnetise a plasma so that the Nernst effect could be investigated. As

shown in fig. 5.14 this field occupied a region spanning 10s of millimetres, reaching

strengths of several T, with a resulting path integrated field approaching Bxdz ≈ 100

T mm. Re-arranging eq. 5.28, an expression can be found providing a lower-bound

on the path-integrated magnetic field after which smearing is notable; for the setup

used in the Vulcan-Nernst experiment to achieve a spatial resolution of 10 µm this

is found to be Bxdz � 4 T mm for a layer of RCF with a Bragg peak at 10.6 MeV.

Having identified the mechanism through which a proton radiograph is smeared

the task is now to correct for this effect. This was first approached by Arran et al.

[102] who considered the case of a strong background magnetic field, as shown here,

using a linear deconvolution. The deconvolution requires obtaining the smearing

kernel, a point spread function, which relies upon an understanding of how the

trajectory of each energy band is modified by the field, and the relative contribution

of each energy band to the final image. Thus, knowledge of three properties of the
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radiography system are required; the displacement of the proton beam due to the

known background field, the response of the RCF stack, and the proton spectrum.

In fig. 5.14 computational proton tracking was used to demonstrate the change in

deflection angle as Ek is varied, resulting in an offset in the image plane for particles

passing through target-chamber centre (TCC). Here, a function is used to find the

angle of closest approach to TCC on leaving the same position at the source. The

displacement of the proton beam from TCC in the image plane, yd, can then be

found as a function of Ek, as shown in fig. 5.15a) for L = 167 mm. Alternatively,

if the background field has not been characterised it must be obtained during the

experiment. The proton beam displacement is fitted to the function yd = a+b/
√
Ek

to allow values to be found across the energy range. As the gradient of the function

becomes steeper, the change in deflection angle with energy increases, and the effect

of smearing is more significant.

Acquisition of the RCF response curves (fig. 5.3b) and the proton spectrum

(fig. 5.10) were outlined in section 5.1. Combining these results gives the energy

deposition curves in each layer of the stack (fig. 5.4a), the second component that

is required to obtain the smearing kernel. These energy deposition curves typically

have three characteristic properties; a region where negligible energy is deposited at

low energy that does not contribute to smearing, a sharp rise to a maximum which

corresponds to the energy band with the strongest signal, and an exponential decay

as the population of higher energy protons decreases while also losing less energy. It

is the width of this final region that then effects the amount of smearing (fig. 5.4b).

Considering how the significance of smearing changes through the stack, the

first point to note was mentioned previously - the relative energy spread decreases

with each successive layer, so smearing is less significant at the back of the stack.

However, as can be seen in fig. 5.15a) the gradient in the deflection of the proton

beam is also reduced at higher energy, further reducing smearing. Thus, there is a

two-fold benefit to making measurements at higher proton energies.

Now the smearing kernel will be derived in order to remove the effects of the

background magnetic field for the case of a 1D radiograph. The mapping from the

object plane to the image plane as given by eq. 5.16b) (where M � 1) with θy given

by eq. 5.10b). If dz = vz0dt then deflections are small, which can be checked in the

absence of electric fields by ensuring rg � L. The magnetic field is decomposed

such that Bx = Bsig + Bbg where the subscripts ‘sig’ and ‘bg’ denote contributions

from the signal and background fields respectively. The mapping is then

y = L
(y0
l

+ θsig + θbg

)
= yd + L

(y0
l

+ θsig

)
(5.29)
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Figure 5.15: a) The mapping from TCC x = 0, y = 0 mm to the image plane
for protons of varying kinetic energy passing through the magnetic field shown in
fig. 5.14. This is shown fitted to the function a + b/

√
Ek. b) The smearing kernel

in the object plane for a proton beam imaged with an RCF stack at L = 167 mm,
after passing through the electromagnet field. Here the results for layers 2, 3, and 4
in stack design ‘C’ from the Vulcan-Nernst experiment are shown, where the proton
beam is characterised by either a 5 or 10 MeV Maxwellian spectrum.

where yd = Lθbg.

If the path-integrated magnetic field is much larger for the background region

than the signal region, then yd � Lθsig and the mapping is primarily influenced

by the background field. As was demonstrated earlier in eq. 5.27, smearing is also

proportional to the path-integrated field, and so if
∫
Bbgdz �

∫
Bsigdz the smearing

kernel can be found using only the background field. As the spatial scale of the

background field is much larger than that of the signal, this is likely to be the case.

However, as found in eq. 5.23 it is the derivative of y which determines changes

in the relative intensity of the proton beam in the image plane. Provided variations

in the background field occur over much longer length scales than the signal field,

such that ∂θsig/∂y0 � ∂θbg/∂y0, then the intensity profile can be attributed solely

to the signal field. In the case of a mono-energetic radiograph, the final image will

then depend only on the signal field.

The intensity profile due to the signal field is assumed to be the same over the

energy range of protons that deposit energy in a layer of RCF. At lower energy

proton energies the deflection increases, so this will lead to inaccuracies in cases

where there are strong signal fields, low proton energies, or large energy spreads.

Thus, the smearing kernel will typically perform better towards the back of the stack

where protons are measured with higher energy and smaller energy spread.
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A surface containing a distribution of protons is mapped to the image plane via

dIj(y, E)

dE
=
dI0,j(y0, E)

dE

dS0

dS
(5.30)

where the spectral intensity dI0,j(y0, E)/dE varies for a given shot j. Assuming

that there is no spatial dependence on the energy distribution then I0,j(y0, E) =

I0Iy,j(y0)IE,j(E), where I0 is a constant and Iy,j and IE,j respectively are functions

of space and energy only. Then

dIj(y, E)

dE
= I0

dIE,j
dE

Iy,j(y0)
dS0

dS
= I0

dIE,j
dE

f(y − yd(E);E0) (5.31)

with f(y) a function describing the spatial intensity profile in the image plane for an

energy E ≈ E0 resulting from the signal, and yd the deflection due to the background

field. In other words, as described earlier the sharp gradients in the signal field

control the shape of the image, while the mapping from object to image plane and

smearing is dependent upon the background. The energy E0 of the mono-energetic

radiograph is chosen to be that which deposits the most energy in the layer of RCF.

Substituting this into eq. 5.2, the dose deposited in a layer of RCF is

Di,j(y) = I0

∫
Ri(E)

dIE,j
dE

f(y − yd(E);E0)dE (5.32)

which after changing the limits of integration using dyd/dE gives

Di,j(y) = D0,j

∫
gi,j(yd)f(y − yd;E0)dyd. (5.33)

This equation takes the form of a linear convolution of the mono-energetic radiograph

with a kernel

gi,j(yd) = Ri(E(yd))
dIE,j(E(yd))

dE

dE

dyd
(5.34)

from which D0,jf(y) can then be obtained via deconvolution with the dosed radio-

graph. In the linear regime this convolution kernel is general for any radiograph or

source position.

Using the mapping provided by eq. 5.29 in the limit θbg � θsig, the convolution

kernel can be provided as a function of y0 in the object plane. The width of the

kernel then describes the smearing-limited spatial resolution.
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In fig. 5.15b) the kernel is shown for the example problem considered here. The

kernel has a sharp peak at y0 = 0, corresponding to the ideal mono-energetic radio-

graph with E0 = EBragg, with a long tail towards lower deflection corresponding to

the higher energy tail of the distribution function. For a 5 MeV source using the

stack design shown in fig. 5.3b), smearing reduces the spatial resolution to ∼ 1.5

mm, which is undesirable for observing features smaller than 100 µm. This compares

favourably with the approximation provided by eq. 5.27, which estimates ∆s = 0.8

mm. The underestimation is likely a result of the full energy spread being considered

by the smearing kernel, instead of 50% in the approximated ∆E of eq. 5.27.

Progressing to layers 3 and 4 of the stack the width of the smearing kernel

decreases, reaching ∼ 1 mm at the 4th layer, as both the deflection angle and energy

spread in each layer decreases. This makes measurements at greater proton energy

desirable as the width of the smearing kernel decreases, resulting in an increase in

the spatial resolution.

On increasing the temperature of the distribution to 10 MeV the smearing kernel

can be seen to become broader in every layer, a result of the increased population

of higher energy protons. As increasing the temperature of the spectrum is often

desirable in order to achieve greater doses of high energy protons, this would sug-

gest there is a trade off between increasing the temperature of the spectrum and

maximising the spatial resolution. If the cut-off proton energy did not change with

increasing temperature, such that the maximum measured proton energy was un-

changed, then provided the signal was observable in all layers it would be undesirable

to increase the temperature further. However, provided increasing the temperature

also allows measurements of higher energy protons, then there is benefit to be found

in generating hotter spectra.

Now that the smearing kernel has been obtained in fig. 5.15b), a mono-energetic

radiograph can be found from the poly-energetic radiograph shown in fig. 5.13.

Here the Richardson-Lucy deconvolution technique is used [133, 134]. Comparing

the results before and after deconvolution in fig. 5.13, use of the kernel can be seen

to increase the contrast in the recovered image such that it more closely resembles

the mono-energetic radiograph.

Applying the full mapping procedure in combination with the smearing kernel,

using the processes outlined in section 5.2, the magnetic field profiles can now be

recovered. These are shown in fig. 5.16 for the synthetic data in fig. 5.13, where

the input magnetic field profile was taken from a simulation of the Vulcan-Nernst

experiment at t = 1.1 ns. As will be explored in chapter 6, this was obtained

from a VFP simulation of a laser-heating problem in which a nitrogen plasma with
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Figure 5.16: Comparison between the input and reconstructed change in the mag-
netic field spatial profile. Reconstructions were performed after imaging the input
field with either a 10 or 20 MeV mono-energetic proton source, or a poly-energetic
spectrum with T = 5 MeV, with the intensity profiles shown in fig. 5.13. For the
poly-energetic source the result after utilising the smearing kernel in fig. 5.15b) is
shown.

ne = 2.2× 1024 m−3 with an applied magnetic field of Bz = 3 T was heated.

The magnetic field reconstruction can be seen to perform well for both mono-

energetic cases where Ek = 10 and 20 MeV. Using an Abel transform means that

noise is amplified on axis in the region where ∆Bz = −3 T and Bz = 0 T, and the

reconstruction performs most poorly. However, the regions which experience field

amplification due to advection show a good match to the input field profile. It is

here where the ability to recover the field is most important, as this most strongly

influences this calculated advection velocity and as a result the inferred transport

coefficients.

In the poly-energetic case with a T = 5 MeV spectrum, the reconstruction shows

significant deviations from the input profile. This is noticeable both on axis and in

the amplified regions, with the amplitude of the peaks both shallower and broader,

resulting in greater uncertainty in the calculated advection velocity. The average

error is 38% compared to 6.2% and 6.5% for the 10 and 20 MeV mono-energetic

cases respectively. Furthermore, the reconstruction can be seen to be asymmetric

with a larger dip and broader peak on the left half of the image where y < 0

mm, a result of the asymmetric smearing effect. After performing the smearing

deconvolution the result improves significantly, with the average error decreasing

to 15%. While this is still greater than the mono-energetic result, the shape of

the input and reconstructed fields match much more closely, and there is greater
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certainty in the advection velocity.

Future use of a kernel offers the possibility of reducing the effects of smearing,

thereby increasing the spatial resolution. If the smearing field is unknown, utilising

an iterative technique where the integrated field is first approximated without a

smearing kernel, and then used as an input for the smearing kernel, the unknown

field may be found. This is most directly applicable to cases of spatially uniform

fields of greater scale than the signal field. Such an approach is similar to performing

a blind Richardson-Lucy deconvolution, in which the initial point spread function is

unknown [135].

Of greater interest though would be the application of such a technique to cases

in which it is the signal field that results in smearing of the radiograph, although

this would require a kernel that also varies in space. Magnetic fields exceeding 100

T would likely be required for plasmas less than 1 mm in size, but such a scenario

can be encountered in laser-driven capacitor-coils and solid-target Biermann battery

experiments. Alternatively, this could also be applied to electron radiography [136]

due to the much lower mass and resulting greater deflection experienced by electrons,

as well as the typically larger energy spread in film detectors. However, it is likely

that such experiments will lie in either the non-linear injective or caustic regimes.

5.3 Summary

Proton radiography’s ability to image electric and magnetic structures makes it

a core diagnostic in the assessment of transport phenomena. The TNSA sources

characteristics, namely high spatial and temporal resolution, allow the measurement

of fine electric and magnetic field structures in plasmas which evolve over sub-

nanosecond timescales in long-pulse laser experiments. This chapter first focused on

the characterisation of proton beams using radiochromic film, which is a crucial step

for obtaining quantitative information. To achieve this, it is essential to understand

the dose-response function, which can then be applied to characterise the proton

radiography image. In the case of proton beams generated through target-normal

sheath-acceleration, the properties of the distribution can be accurately determined.

Through inverse analysis, the electric and magnetic field structures can be an-

alytically extracted from the radiography data, following post-processing to obtain

the intensity profile, as outlined in the second part of this chapter. The complexity

of this analysis depends on the characteristics of the electric and magnetic fields.

For example, symmetry may simplify the process, enabling the mapping to be per-

formed in one dimension instead of two. Additionally, the extent to which the
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fields cause significant deflections of the protons is crucial, as strong gradients in

the path-integrated field can lead to caustics in the image plane, complicating the

analysis. If radiography is conducted in the presence of a background field, or if the

path-integrated field is sufficiently large, the poly-energetic source may experience

smearing due to variations in deflection with proton energy. This smearing leads to

a reduction in the spatial resolution of images captured on radiochromic film, which

have finite energy resolution. However, by applying a smearing kernel, it is possible

to recover a mono-energetic image with improved spatial resolution.

Several avenues for future development of the proton radiography diagnostic

remain. These include the application of advanced sources and detectors [137].

Next-generation laser systems have higher power, energy, and repetition rate, of-

fer significant potential for enhancing diagnostic capabilities. For instance, higher

energy proton beams, which experience smaller deflections, are less susceptible to

caustic formation. Additionally, higher energy protons enable imaging of denser

plasmas due to reduced scattering. However, the development of such laser systems,

especially those with higher repetition rates, also necessitates the development of

TNSA sources and detectors compatible with these systems. The radiochromic film

detector discussed here is not suitable for integration with these sources.

There are further challenges in reconstructing the electric and magnetic field

structures. A major source of uncertainty is the knowledge of the unperturbed

proton beam structure, which is essential for performing deflection mapping and

can vary between laser shots. Statistical methods are available to address this issue

[131]. Modifying the experimental setup by placing radiochromic film both before

and after the protons pass through the plasma may enable simultaneous imaging of

the beam with and without deflections. Additionally, improvements are being made

to reconstruction schemes that account for the poly-energetic nature of the proton

source. While deflection scaling with energy is already used to differentiate between

electric and magnetic fields, more refined approaches could help resolve current

uncertainties arising from the temporal evolution of the fields [138]. Furthermore,

images taken at different energies may help to constrain the electric and magnetic

field structures when caustics are present [139].
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Chapter 6

Simulations investigating

transport in laser-plasmas

This chapter demonstrates the emergence of kinetic effects in high-power laser-

plasma experiments by comparing VFP and extended MHD simulations. Unmagne-

tised simulations show that without a magnetic field, decreasing collision frequency

increases relative anisotropy, enhancing non-local transport. With an applied mag-

netic field, anisotropic transport perpendicular to the field is suppressed, and de-

creasing collision frequency leads to more local transport. This trend is explained

through the analysis of relative anisotropy from chapters 3 and 4. The Nernst ef-

fect, which forms a magnetic transport barrier by expelling the magnetic field with

heat-flow, is also discussed in this context.

Kinetic simulations have previously investigated the effects of non-local transport

and magnetic field dynamics on transport, and the interplay between these effects.

The transport effects at the centre of these studies have been those associated with

thermal conduction, namely the Biermann battery [92, 93] and Nernst effect [49, 39].

However, these studies have often considered either the role of the Knudsen number

λT/|lT | or the magnetisation χT , without considering the effect magnetisation has on

the effective mean-free-path and how this varies for different electron populations.

The problem is addressed by examining laser-plasma heating experiments with

cylindrical symmetry, both in unmagnetised and pre-magnetised plasmas. This

choice of geometry enables the isolation of the thermo-electric effect, which is central

to the Biermann battery, and Nernst effect. This approach is required to develop

an experimental platform where proton radiography can be used to clearly diagnose

electric and magnetic field structures, providing a basis for benchmarking kinetic

and extended MHD transport models.
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6.1 Plasmas with cylindrical symmetry

Figure 6.1: Schematic diagram of the laser geometry in cylindrical coordinates.

6.1 Plasmas with cylindrical symmetry

The experiment design concept here will be that of a single long-pulse laser incident

on an under-dense gas (ne � nc). A Gaussian laser spot is used to achieve cylindrical

symmetry, in combination with a long focal-length such that the Rayleigh range is

greater than the length of the region being studied. Use of a long focal-length laser

then ensures minimal gradients along the laser axis, provided the heating rate along

the length of the plasma column is uniform. The geometry is shown in fig. 6.1.

The resulting temperature gradient in cylindrical coordinates is given by ∇Te =

(∂ρTe, 0, 0). Transport will then occur perpendicular to the z-axis. For experiments

involving an applied magnetic field this will be orientated parallel to the z-axis, so

transport is also perpendicular to the magnetic field axis.

For the laser heating rate to be considered constant across the length of the

plasma the coupling between the laser and the plasma must be low, such that the

loss of laser energy is small and the intensity remains roughly constant. As the

plasma becomes increasingly transparent to the laser at higher temperature, an

analytic solution to the fractional energy loss of the laser is non-trivial. However,

assuming both ne and Te do not change with time then for fixed laser intensity the

energy deposited in the plasma as a fraction of the laser energy is

∆E

El
∼ ne
nc

νB
c
Ln (6.1)

where Ln is the length of the plasma column. Provided ne � nc then the plasma

can typically be considered uniform across its length. A second requirement is that

there must not be many collisions during the period the laser pulse passes through

the plasma, such that τB ∼ Ln/c, as otherwise a significant fraction of the laser
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Figure 6.2: Normalised variation in the temperature across a Ln = 1 mm plasma
column (initial Te = 20 eV, Z = 7, ln Λei = 6) due to inverse bremsstrahlung
heating (Langdon [70]) by a λl = 1.054 µm laser with a 1 ns square pulse and
varying intensity of Il. The energy loss normalised by the initial laser energy ∆E/E
is also shown.

energy can be converted to thermal energy even when ne � nc. As Ln is set by the

gas jet profile, this is typically of the order of 1 mm so the laser transit time is much

less than the collision time.

Assuming the temperature of the plasma is given by the initial temperature

T0, then eq. 6.1 will overestimate the deposited energy as ∂tU ∝ T
−3/2
e . More

detailed calculations of the energy deposition are displayed in fig. 6.2 for a laser

pulse propagating through a uniform density plasma in 1D. In these calculations

the energy of the laser pulse and intensity decrease as laser energy is converted to

thermal energy of the plasma, using the super-Gaussian heating operator (eq. 2.127).

It can be seen that as ne increases more energy is coupled into the plasma, resulting

in a greater temperature variation across the column. Decreasing the laser intensity

also causes the variation to increase, as the energy in the laser pulse decreases and

a larger fraction of the laser energy is converted to thermal energy.

6.2 Simulations considerations

The simulations conducted in this chapter utilise the VFP code IMPACT and

extended-MHD code CTC as outlined in section 2.6. The IMPACT simulations

will include both electron inertia (∂tf1) and hydrodynamic ion motion, unless stated

otherwise to allow the effects of these terms to be separated or for reasons of stabil-
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ity. Similarly, all terms will be enabled in the CTC equation matrix, allowing for the

full range of extended-MHD transport effects as well as hydrodynamic ion motion,

except when stated otherwise to allow the effects of specific terms to be separated.

Flux-limited CTC simulations will not be conducted here.

These simulations are 1D Cartesian in x, with typical spatial resolutions of ∆x =

5 and 1 µm for IMPACT and CTC respectively, and the magnetic field axis z.

Boundary conditions are reflective in IMPACT and periodic in CTC. In IMPACT

the normalising density is 1×1025 m−3 and the normalising temperature Te0 = 90.75

eV. The normalised thermal velocity is then vT0 =
√

2eTe0/me = 5.65 × 106 ms−1,

with the v grid having a maximum of vmax = 25vT0 and a spacing of ∆v = vT0/40.

This encompasses the hottest heat-carrying electron population.

As the simulations are performed in a 1D Cartesian geometry the advection

of energy, material, and magnetic field are constrained. Compared to cylindrical

simulations, an increase in the advection velocity is typically expected in planar

geometry as the expansion proceeds linearly with r, instead of r2, with gradient

only along a single axis. As a result, for conserved quantities such as the mass and

magnetic flux (in the absence of sources or sinks) greater rarefaction or compression

is observed for diverging or converging flows.

Both IMPACT and CTC use the Langdon operator, resulting in a super-Gaussian

distribution if transport is prohibited. As it of relevance to the Nernst experiment

discussed in section 7.1 all simulations here will use a laser wavelength of λl = 1.054

µm unless explicitly stated otherwise. This also motivates the choice of laser energy,

temporal profile, and spatial profile. These will be El = 205 J, tFWHM ≈ 1.5 ns,

wFWHM ≈ 19 µm leading to a peak intensity of Il ≈ 1.5× 1016 Wcm−2, again unless

stated otherwise. The temporal and spatial properties of the laser will be examined

in greater detail in section 7.1. At this intensity heating in the under-dense plasma

heating is dominated by inverse bremsstrahlung.

The laser is used to heat a nitrogen gas with density ρ = 7.5× 10−3 to 75× 10−3

kgm−3. In the IMPACT and CTC simulations conducted here, which do not include

ionisation physics, the gas will be pre-ionised to Z = 7. The electron density is

initially uniform, ranging from ne = 2.2 × 1024 to 2.4 × 1025 m−3, with an initial

temperature of Te = 20 eV. The fully ionised electron density relative to the critical

density is then ne/nc = 0.0239, so the gas is under-dense with little variation in the

temperature across the plasma column expected (fig. 6.2). A Coulomb logarithm of

ln Λei = 6 is used throughout.

As discussed in section 2.4, laser heating rapidly ionises and heats the plasma

in laser experiments. In fig. 6.3 the ionisation state of nitrogen was calculated
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Figure 6.3: The average ionisation state, Z, of nitrogen obtained using the FEOS
model [140] a) as a function of mass density and electron temperature, with b)
lineouts shown at ρ = 0.01 and 0.1 kgm−3.

using the FEOS model [140]. For mass densities below ρ = 1 kgm−3 an increase in

electron temperature results in greater ionisation. As the mass density increases, the

ionisation state decreases slightly, but this change is minimal and does not have a

significant impact within the mass density range considered in this context. Below

temperatures of 100 eV the outer shell electrons (Z ≤ 5) ionise rapidly, with a

slight plateau occurring before the inner shell electrons are ionised around 100 eV.

In fig. 2.7 it was demonstrated that temperatures on the order of 100 eV should

be achieved in the first 10s of picoseconds in the laser-heated region, justifying the

use of an ionisation state of Z = 7 here. Whether the use of Z = 7 is justified

throughout the remainder of the simulation will be dependent upon the magnitude

of the heat-flow at the heat-front.

It is worth noting that inner shell electrons are ionised at temperatures well below

their ionisation energy. As an example, the ionisation energy required to transition

from Z = 6 to 7 is IP = 667 eV. This results from several contributing factors,

including collisional ionisation by electrons in the hot tail of the electron distribu-

tion and Coulomb interactions within the Debye sphere, which lead to ionization

potential depression. [2].

The collision fix is included in both IMPACT and CTC simulations to gain

improved agreement with the transport coefficients appropriate for a fully ionised

nitrogen (Z = 7) plasma. As discussed earlier in fig. 2.8 this will be most appro-

priate for simulations of weakly magnetised plasmas, where it will provide a better

approximation than if the Lorentz limit was taken.
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Figure 6.4: Diagram showing the initial temperature and density gradient vectors
when a laser heats an under-dense gas with cylindrical symmetry in the radial plane.
An electric field is formed via the thermo-electric effect that opposes these gradients.

6.3 Thermo-electric effect

In the absence of an applied field the geometry precludes the generation of magnetic

fields; taking the Biermann battery as an example all density and temperature

gradients are parallel. The remaining terms in Ohms’ law (eq. 2.86) are then those

associated with the pressure gradient and thermo-electric tensor. For the geometry

under investigation here only the radial component of the electric field is then left

Eρ = −Te
e

[
(1 + β‖)

∂ρTe
Te

+
∂ρne
ne

]
, (6.2)

as shown in fig. 6.4.

The non-local form of this equation is found by taking the 6th velocity moment

of the Ohm’s law as written in eq. 4.19

Eρ = −me

6e

∂ρ(ne〈v5〉) + 3νcneJρ
ne〈v3〉

(6.3)

where νc = 4π/[Zne(e
2/ε0me)

2 ln Λei] are the terms in the collision frequency which

are independent of velocity (ln Λei is assumed constant). The current term then

disappears if the assumption ∇ × B = µ0J is made. When f0 is Maxwellian this

reduces to the local form as the moments are then 〈vn〉 = (2/
√
π)Γ[(n+ 3)/2]vnT .

Characterising the thermo-electric field is of great interest in part as it is the
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Figure 6.5: Temporal evolution of the temperature, density, and electric field profiles
during laser-heating of an initially uniform nitrogen plasma (Z = 7) with ne =
2.2× 1024 m−3, comparing the results of IMPACT (with electron inertia) and CTC.

seed field for the Biermann battery, and therefore affects the generation of mag-

netic fields in a wide range of plasma environments from astrophysical shocks to

laser-driven inertial confinement fusion experiments. Non-local transport distorts

the electron distribution function under such conditions, suppressing the Biermann

battery producing electric field [92]. The use of flux limiters to account for the non-

local heat-flux suppression in these scenarios leads to spuriously large temperature

gradients, as they do not capture electron pre-heat which smooth these gradients,

increasing the magnitude of the locally predicted electric field further [141].

6.3.1 Kinetic and fluid simulations

Example profiles obtained during the heating of a nitrogen plasma are shown in

fig. 6.5, comparing the results from IMPACT and CTC. It is immediately clear that

non-local transport is significant due to the discrepancies between the temperature

profiles, so much so that one might mistakenly draw the conclusion that pre-heat

is more significant in the MHD simulations due to the progression of the heat-

front. However, this is due to the significantly larger heat-flow predicted by the
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local model, leading to more rapid advection of the internal energy. In this case,

heat streams freely through the plasma, with the heat-flow approaching the free-

streaming limit. The non-local pre-heat is still significant and would be most notable

if the local simulations were flux-limited such that both IMPACT and VFP had the

same maximum heat-flow.

Additionally, as heat is more rapidly advected away from the region heated by

the laser, the maximum temperature remains lower in the local simulation. As

a result, more energy is coupled into the simulation as the collision rate remains

higher, leading to greater inverse bremsstrahlung heating. This is compounded

by the shallower depth of the electron density cavity in the local simulation also

resulting in a higher collision rate.

The properties of the temperature profile are reflected in the electron density. In

these unmagnetised simulations it is gradients in the thermal pressure which drive

bulk flows in the ion population (eq. 2.91). As ionisation is not included, heating

leads to an immediate cavitation in the density profile. The cavity grows steadily

with time after an initial period during which the heavier ions are accelerated. As

∇Pe remains higher in the centre of the VFP simulation, due to the reduction in

the heat-flow caused by non-local transport, a deeper cavity is formed. Meanwhile,

in the local simulation the rapidly progressing heat-front causes an extended region

where the pressure gradient may accelerate ions. As a result, hydrodynamic flow

is driven throughout this region, although the maximum flow speed is much lower

than the sound speed. While the heat-front expands at a velocity above the sound

speed, the pressure associated with it is not sufficient to accelerate the ions above

the sound speed.

The pressure gradient is reflected in the electric field. In local simulations

E ∝ ∇Te in the regime explored here, while in the non-local case there are greater

differences between the electric field and the pressure gradient due to the dependence

on different moments of the distribution function. The non-local pressure gradient

is (neglecting anisotropy due to f2) ∂ρPe ∝ ∂ρ
∫
w2f0v

2dv in comparison to eq. 6.3.

The manifestation of the electric field in the local and non-local cases are in

contrast. The local simulations having a pronounced spike at the edge of the heated

plasma where the heat-front is, while in the non-local case the electric field is greatest

closer to the core. As the gradients relax over time the magnitude of the fields then

decreases. In both instances gradients in the electron density are dominant in the

centre of the cavity, causing the sign of the electric field to change from positive to

negative, with the effect more pronounced for the non-local case.

In these simulations the assumption that Z = 7 is reasonable in the bulk of
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the plasma, but less justified in the sheath region where the temperature is lower.

Considering the diffusive heat-flow equation, where the conductivity is given by

(neTeτB/me)ξκ‖ using the collision fix, the heat-front may be expected to expand

more rapidly at lower ionisation as the conductivity scales as ξ/Z. However, this

neglects the conversion of thermal energy into the internal energy of the plasma

required to ionise electrons. This is expected to be the dominant effect, resulting in

reduced expansion of the heat-front and an increase in the temperature gradient for

both kinetic and fluid simulations.

6.3.2 Effect of non-local transport

These results implicitly demonstrate the suppression of the electric field by non-

local heat-flow. Although the magnitude of the electric field is lower in the kinetic

simulations, the differences in their evolution compared to the fluid simulation make

direct comparison challenging. To quantitatively demonstrate this suppression the

local Ohm’s law (eq. 6.2) can be used, as demonstrated in fig. 6.6. The result is

similar to that expected by non-local heat-flow, with a reduction in the maximum

of ∼ 50% while also extending further into the cold plasma. The reduction in the

heat-flow is even more severe, approaching ∼ 90%.

That the reduction in the heat-flow is so large is almost certainly a result of both

significant non-local transport and strong IB heating, resulting in the distribution

function being distorted towards a Langdon distribution in the heated region. In all

simulations it is found that αM � 1 within the laser FWHM, resulting in m ≈ 5

using the formula of Matte (eq. 2.128). To distinguish the balance between non-

local transport and IB heating simulations should be conducted with a Maxwellian

heating operator, which would also provide an opportunity to investigate the effect

of super-Gaussian transport on the electric field in greater detail.

A rough idea of the importance of super-Gaussian transport for the thermo-

electric simulations shown here is provided by calculating the ratio of the classical

transport coefficients to the super-Gaussian transport coefficients [47]. For simplicity

gradients in the density, which become important due to the breaking of Onsager

symmetry for non-Maxwellian distributions, are also neglected here. For the electric

field and heat-flow equation the ratios of interest are then

(
ESG
E

)
ρ,χT=0

=
γ‖,SG + β‖,SG

1 + β‖
and

(
qSG
q

)
ρ,χT=0

=
κ‖,SG + φ‖,SG

κ‖
(6.4)
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Figure 6.6: IMPACT simulations with the same initial conditions as fig. 6.5, al-
though ion motion is disabled. The top panels show the electric field compared to
that calculated using the local Ohm’s law. Hydrodynamic motion of the ions is
disabled so the maximum is not dominated by gradients in the electron density. In
a) the spatial profiles are compared at t = 0.5 ns, while in b) the normalised electric
field value and the ratio of the maximum to the local prediction are shown where
Ex is at a maximum. The bottom panels show the heat-flow compared to the Bra-
ginskii heat-flow. In c) the spatial profiles at t = 0.5 ns are shown, while in d) the
normalised heat-flow value and the ratio of the maximum to the local prediction are
shown where qx,Braginskii is at a maximum. A change in the ratio Ex,max/Ex,Braginskii

is seen between t = 0.3 and 0.4 ns due to Ex,max shifting away from the maximum
in Ex,Braginskii.

where the subscript ‘SG’ refers to the super-Gaussian transport coefficients. In the

limit m = 5 then ESG/E = 0.73 and qSG/q = 0.23, showing that the modification

to the heat-flow is greater than that to the electric field due to super-Gaussian

transport - although a moderate reduction in Eρ is still expected.

6.3.3 Knudsen number and inertia

To quantify the significance of non-local transport in these unmagnetised simulations

the Knudsen number |λT/lT | is evaluated, as shown in fig. 6.7. It can be seen that

|λT/lT | remains at a maximum near the heated region, with the laser power near its

maximum at all times shown here. The maximum value is |λT/lT | = 0.60 after 200

ps suggesting significant non-local transport, which was seen in the previous figures.
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Figure 6.7: Temporal evolution of the non-local parameter and heat-flow profiles
for the IMPACT simulations shown in fig. 6.5. The non-local parameter is evalu-
ated using the ratio λT/lT , while the heat-flow is shown normalised with both the
maximum heat-flow and the free-streaming limit.

The heat-flow can also be seen to reach a maximum near this position.

A second metric of interest is the ratio of the heat-flow to the free-streaming

limit. As described in section 4.3.1 this provides an alternative metric for judging

the significance of non-local transport, by means of a weighted average of the relative

anisotropy within the heat-carrying population. Here the classic definition of qFS

is used, although similar results are found using eq. 4.17. The ratio can be seen to

exceed 10% for the bulk of the hot-plasma, extending to the edge of the heat-front,

with a maximum of |qx/qFS| = 0.65 at 200 ps. The maximum is located at the base

of the heat-front, where collisionless electrons pre-heat the cold plasma.

The variation in the non-local parameter |qx/qFS| as the electron density is varied

in these simulations is shown in fig. 6.8 at two different positions. The first position

in the hot plasma experiences a reduction in heat-flow due to non-local transport,

while at the second heat-flow is increased. The relative anisotropy increases rapidly

with time, having reached a maximum at both points by t = 0.2 ns, before decaying

over a longer timescale. At both positions decreasing ne leads to an increase in

non-local in the unmagnetised plasma. Fundamentally, this increase in non-local

transport with decreasing density is tied to the variation in the IB heating rate with

density, and the resulting effect on λT/|lT |.

First, consider the variation in the mean-free-path with electron density. As

λT ∝ T 2
e /ne, increasing the density will result in larger values of λT . However, this

also results in a decrease in the IB heating rate, which causes the temperature to
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Figure 6.8: Temporal evolution of plasma parameters for laser-heating simulations
of an initially uniform nitrogen plasma (Z = 7) with varying density. In a) the heat-
flow as a fraction of the free-streaming limit is evaluated where qx is at a maximum
(circles) in the hot plasma, and where qx/qFS is at a maximum (crosses) near the
base of the heat-front. In b) the absolute minimum of the temperature length scale
is shown, as well as the length scale of the laser intensity profile at x = wFWHM.

decrease. For λT to increase as ne decreases, the heating rate must be such that for

a fixed laser profile the power law scaling of Te with ne is less than 1/2. This can be

shown to be the case for the simple case of 0D heating tests, such as those shown in

fig. 2.7. However, the inclusion of transport effects complicates this simple picture.

The global minimum lT perpendicular to the laser axis is found to be coupled

with the length scale of the laser intensity spatial profile; for a Gaussian spot this is

given by |lI | = wFWHM/(8 ln 2) at x = wFWHM, which is shorter than the minimum

in lT after 100 ps for all simulations shown here as seen in fig. 6.8. Initially the

minimum lT is found to be independent of ne, before approaching a quasi-steady

value in these 1D simulations which is dependent on ne that relaxes with time.

A final consideration then regards the importance of electron inertia, which has

so far been included in all IMPACT simulations. Fig. 6.9 shows that despite values

of |λT/lT | = 0.6, electron inertia has little effect on either the heat-flow or the

electric field. It is postulated that the presence of strong IB heating may distort

the distribution function in such a way as to reduce electron inertia, by providing

a source of thermal electrons at increasing temperature. Studying the relaxation of

the temperature perturbation after laser heating is finished may provide insight into

this problem, and is subject for future investigation. Additionally, the validity of

the diffusion approximation in this regime is also in question, which would require

comparison with a code that retains terms of higher order than f1.
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Figure 6.9: Heat-flow and electric field profiles at varying times for the simulation
setup at ne = 0.22 × 1025 m−3 shown in fig. 6.5, comparing the result with and
without electron inertia. Hydrodynamic ion motion is disabled in these simulations
as including hydrodynamic motion without electron inertia is found to be unstable.
A small kink can be seen to from in the electric field at late time that is attributed
to the numerical grid.

6.4 Nernst effect

The addition of an applied magnetic field to the experiment setup, aligned parallel

to the laser axis, the z-axis, means that the magnetic terms in Ohm’s law can

now affect transport and the induction equation becomes non-zero. Considering the

induction equation for problems with cylindrical symmetry, there are no gradients

along the z-axis , which results in Ez = 0, with only ∂tBz being non-zero. The

induction equation then reads

∂Bz

∂t
= ∂ρEφ. (6.5)

with the expressions for the radial and azimuthal components of the electric field

given by

Eρ = −Te
e

[
∂ρne
ne

+ (1 + β⊥)
∂ρTe
Te
− 2

β

(
1− α∧

χB

)
bz∂ρBz

|Bz|

]
(6.6)

and

Eφ = uρBz −
Te
e

[
β∧bz

∂ρTe
Te

+
2

β

α⊥
χB

∂ρBz

|Bz|

]
(6.7)

176 Chapter 6



6.4 Nernst effect

Figure 6.10: Diagram showing the temperature and density vectors resulting when
a laser heats and under-dense gas with cylindrical symmetry in the radial plane. A
circulating electric field is then formed via the thermo-electric effect in the presence
of an applied field, where the radial component opposes the gradient in the pressure
and the azimuthal component has the opposite sign to the product of bz∂ρTe.

following the form shown in eq. 3.12 and eq. 3.13, with the axial component zero.

The azimuthal component can be substituted into eq. 6.5 to give an equation

governing the evolution of the magnetic field. Provided the direction of the magnetic

field remains constant, the direction of Eφ can be shown to depend on the magnetic

field unit vector (i.e. reversing the direction of the magnetic field causes Eφ to

change sign). A schematic diagram of the electric and magnetic field structure is

shown in fig. 6.10. Eφ consists of contributions from the diffusive term and the

radial component of the advective term in Ohm’s law. Only components of the

advection velocity vB (eq. 2.106) perpendicular to the magnetic field axis give rise

to an electric field. Note that for the Nernst effect it is the second derivative of Te

that is responsible; this changes sign where ∂ρTe is at a maximum and a turning

point is found, resulting in suppression of the magnetic field towards the top of the

heat-front and amplification at the base.

Comparing eq. 6.7 to the expression for the magnetic field advection velocity

provided by eq. 2.106, it can be seen that there is actually some ambiguity in the

manner with which the resistive terms advect magnetic field. While it may seem

more natural to take the ratio of the γ⊥ to δ⊥ term when seeking to quantify the

importance of thermally versus current driven advection effects [63], actually the

more appropriate ratio is that of the γ⊥ to δ∧ term. This is a result of making the

approximation ∇×B = µ0J, as the field is then advected with respect to gradients

in B which give rise to the current. If the magnetic field varies over the same length
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scale as the temperature then the ratio between the thermal and current driven

advection velocities is

|vN⊥|
|vR∧|

≈ χBβ

2

γ⊥
δ∧
≈ β (6.8)

which is almost solely dependent upon the ratio of the thermal pressure to magnetic

pressure as (χBγ⊥)(2δ∧) ≈ 1. This result holds with thermal effects dominant over

current effects provided β � 1 and lB ≤ lT [50], with the latter point found to be true

due to the coupling between magnetic field advection and heat-flow as mentioned

previously.

The plasmas considered here are expected to have β > 1 in both the bulk and

at the heat-front. The regions of the plasma where β is smallest are those close to

the bottom of the heat-front, where the magnetic field is amplified due to advection

and the electron temperature is cooler. In these regions, the ratio of the thermal

pressure to magnetic pressure, based on the applied field strength, provides a reliable

estimate for whether current driven effects are likely to be important in the plasma;

if β � 1 here, then current driven effects are unlikely to be significant. This ratio

can be estimated using

β =
neTe
|B|2/2µ0

≈ ne
1025m−3

Te
eV

|B|
T

−2

. (6.9)

Higher density laser plasmas tend to have β � 1, as both the electron density

increases and the temperature increases due to greater IB heating.

Under these conditions, eq. 6.7 reduces to

Eφ = uρBz −
Te
e
β∧bz

∂ρTe
Te

(6.10)

so changes to the magnetic field structure are attributed to either hydrodynamic

motion or the Nernst effect.

Having established that thermal transport effects will be most significant in the

plasmas considered here, the remaining question is whether Nernst advection can be

separated from hydrodynamic motion; for a definitive measurement of the Nernst

effect vN⊥ � u. The hydrodynamic velocity can be estimated using eq. 2.91 as

u ≈ −∇Pe
ρi

∆t (6.11)
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where the gradient in the magnetic pressure has been dropped relative to gradients

in the thermal pressure, and the pressure gradients is assumed constant. While the

Nernst velocity is near instantaneous, owing to the response of the electrons, the

hydrodynamic velocity increases over a longer timescale ∆t as the heavier ions are

accelerated. The ratio of the velocities is then

|vN⊥|
|u|

=
τB
∆t

ρi
ρe
γ⊥ =

τB
∆t

mi

Zme

γ⊥ =
1

ωg∆t

mi

Zme

β∧ (6.12)

provided lT � ln [63]. This expression initially overestimates the impact of hydro-

dynamics when the plasma column is forming, but then underestimates the hydro-

dynamic velocity later in the plasma evolution as it does not account for the ion

inertia.

The fundamental parameter that quantifies that the advection mechanism is a

competition between electron and ion effects is mi/Zme; as this is much larger than

one electron behaviour and the Nernst effect is dominant on short timescales as

mentioned previously. While the ratio is only weakly dependent on the choice of gas

as when fully ionised mi/Zme ≈ mp/me = 1836, it can vary for different isotopes

of an element. This is most notable for lighter elements such as hydrogen, with the

Nernst effect being more significant for heavier isotopes due to the relative decrease

in the hydrodynamic velocity.

τB/∆t is a measure of the collisionality of the electrons over the hydrodynamic

timescale, with less collisional plasmas (greater τB) experiencing stronger Nernst

advection. This would appear to suggest that plasmas for which the Nernst effect

is significant are less likely to obey the fluid approximation. As time progresses

the ion response increases, while collisions also become more significant within the

electron population, providing the mechanism via which hydrodynamic advection

can become dominant. When ∆t � 1836τB this can be expected to occur for

χB < 1.

As seen in fig. 2.5, γ⊥ describes the effect of magnetisation on the Nernst effect;

γ⊥ is constant at low magnetisation, increasing magnetisation past χB ' 1 leads

to a reduction in γ⊥, and increasing Z leads to an order of magnitude increase

when χB � 1 but has almost no impact when χB � 1. However, this exposes a

fundamental conundrum - plasmas for which the magnetic field most significantly

impact thermal transport are impacted less by the Nernst effect, a result which is

implicit in eq. 4.25. Furthermore, as χB ∝ τB making the plasma collisionless also

magnetises the plasma, in turn leading to a maximum degree of non-local transport

when χB ≈ 1. With γ⊥(χB � 1) ∝ χ−2B , the Nernst advection velocity then
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Figure 6.11: Power law scaling of the transport coefficient γ⊥ with magnetisation.

decreases linearly with τB in this regime. In fact, taking the gradient of γ⊥ in

fig. 6.11 it can be shown that increasing τB for fixed χB only leads to an increase in

the advection velocity provided χB < 1 initially, regardless of Z.

Due to the coupling between magnetic field advection and heat-flow the require-

ment for non-local Nernst advection is simply that non-local heat-transport occurs

with a magnetic field present, which can be arbitrarily small, so can be expected

to readily occur in most laser-plasmas. However, for non-local Nernst advection to

occur in a plasma where the magnetic field is of interest requires both χH ≈ 1 (so

the heat-flow is impacted by the field) and rg,H ≈ λH & |lT | (so the transport is

non-local). This occurs because the heat-carrying electrons are more rapidly mag-

netised than the thermal population, leading to a much more restrictive condition.

To increase rg for fixed χ both the electron temperature and density must be in-

creased. If the electron density is not increased then the plasma will become strongly

magnetised, leading to a reduction in the relative anisotropy as the temperature is

increased following the theory outlined in chapter 4.

6.4.1 Kinetic and fluid simulations

Simulations comparing the results of IMPACT and CTC for the heating of a nitrogen

plasma with ne = 0.22 × 1025 m−3 and an applied magnetic field of Bz = 3 T are

shown in fig. 6.12. Electron inertia has not been included in the IMPACT simulations

due to the growth of significant unexplained oscillations in the magnetic field profile,

which has the additional consequence of meaning that the hydrodynamic motion of

the ions must also be prevented to maintain stability. However, as was demonstrated
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Figure 6.12: Temporal evolution of the temperature, heat-flow and magnetic field
profiles during laser-heating of an initially uniform nitrogen plasma (Z = 7) with
ne = 2.2 × 1024 m−3 and an applied field of Bz = 3 T, comparing the results of
IMPACT (without electron inertia) with CTC.

in fig. 6.9 electron inertia has little effect on the unmagnetised simulations, and as

magnetisation reduces inertial effects this may be justified. The effect of ion motion

will be considered again in section 6.4.4

The most noticeable difference between the simulations with and without (fig. 6.5)

an applied magnetic field is the increase in electron temperature and the confinement

of the heat-front. This is a result of the magnetisation of the electrons, which causes

the perpendicular thermal conductivity to be reduced. Previously for the IMPACT

simulations at t = 0.5 ns the maximum temperature was Te ≈ 350 eV with the

heat-front extending to x ≈ 1 mm, whereas with an applied field of Bz = 3 T the

maximum temperature increases to Te ≈ 650 eV while the heat-front is confined to

x ≈ 0.25 mm.

As hydrodynamic ion motion is not included, the dominant mechanism via which

the magnetic field is able to evolve here is the Nernst effect. Initially magnetic

field is advected from the region heated by the laser to the edge of the heat-front,

with demagnetisation further enhancing the rate of advection within the cavity.
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The Nernst velocity remains large in the cavity, as while the temperature gradient

decreases the temperature increases, causing complete expulsion of the magnetic

field. As more of the magnetic field is swept up by the expanding heat-front the

cavity grows, and amplification of the field at the heat-front increases. Where Bz is

at a maximum |vN⊥| ∼ 105 ms−1. At the heat-front the advection velocity decreases

with time; initially this is caused by an increase in the magnetisation, while after

t ∼ 0.5 ns it is a result of the relaxation of the temperature gradient.

Unlike simulations of the thermo-electric effect, which had the same laser and

initial plasma conditions but no applied magnetic field, the discrepancies between

the simulations are seen to be relatively minor. These are most noticeable inside

the magnetic field cavity and at the edge of the heat-front. However, the maximums

and advection speeds seen in all profiles are generally very similar. For this reason,

the use of CTC simulations to examine the balance between hydrodynamic and

Nernst advections will be considered representative of what might be expected had

IMPACT simulations with hydrodynamic ion motion been possible.

In these magnetised simulations the increase in the plasma temperature is likely

to increase the validity of the assumption that the plasma is fully ionised, although

discrepancies are likely to arise in the behaviour found in the sheath. Similar to the

unmagnetised simulations shown in section 6.3 the plasma’s thermal energy will be

reduced as it is converted into internal energy during ionisation. The inclusion of a

magnetic field makes the effect of ionisation more complex than in an unmagnetised

plasma, owing to the dependence of transport effects on the magnetisation. Specif-

ically, in the sheath region, variations in the collision frequency will influence the

degree of magnetisation. However, more substantial changes may arise from varia-

tions in the plasma’s resistivity. Currently, in the fully ionised simulations with a

background temperature of 20 eV, the plasma exhibits very low resistance, behav-

ing almost like an ideal conductor. If the resistivity increases, resistive diffusion will

become more pronounced, smoothing the magnetic field gradients and reducing the

peak of the amplified field.

6.4.2 Validity of fluid approximation

The agreement between fluid and kinetic simulations appears surprising as the mean-

free-path of thermal electrons is of the order of 100 µm, while the minimum length

scale is almost an order of magnitude shorter than in the simulations with no applied

magnetic field, resulting in λH � |lT | as seen in fig. 6.13. However, the effects of the

magnetic field must be considered. The properties of the plasma will be considered

in two separate regions; the heat-front where length scales are short and transport
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Figure 6.13: Temporal evolution of the non-local parameter, magnetisation and
heat-flow profiles for the IMPACT simulations shown in fig. 6.12. The non-local
parameters is evaluated using three values for the electron diffusion length of the
heat-carrying electrons relative to the temperature length scale; these are λH , rg,H ,
and λH/(1+χ2

H). The magnetisation is provided for both thermal and heat-carrying
electrons. Heat-flow is then shown normalised by both the maximum heat-flow and
the free-streaming limit.

most noticeably influences the evolution of the plasma, and the hot core which is

demagnetised by the Nernst effect.

The magnetisation at the heat-front is such that the heat-carrying population

is initially strongly magnetised, with electron diffusion in this regime limited by

the gyro-radius rather than the mean-free-path. Still, with rg,H ∼ |lT | non-local

transport may be expected to be significant. However, as χH � 1 the electron

diffusion distance is further constrained with the effective mean-free-path λf1,H =

λH/(1 + χ2
H) ≈ rg,H/χH in this regime. It is important to remember here that only

considering the thermal population (i.e. using χB ≈ χT ) may mistakenly lead to the

conclusion the plasma is not strongly magnetised and the identification of incorrect

trends - for transport effects it is the suprathermal electrons that are important. As

time progresses amplification of the magnetic field by the Nernst effect causes the

magnetic transport barrier to become more significant, further localising transport.
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Figure 6.14: Comparison of the heat-flow from the IMPACT simulation shown in
fig. 6.12 with the predicted local Braginskii heat-flow. Shown are a) the spatial
profiles at t = 0.5 ns and b) the evolution at the point where qx it at a maximum of
both the normalised heat-flow and the ratio of the heat-flow to the local prediction.

However, the localising effect at the heat-front is in stark contrast to the demag-

netising effect inside cavity, where expulsion of the magnetic field causes non-local

transport to occur within an initially localised plasma [49]. In fig. 6.14 the local

heat-flow obtained from the IMPACT simulation in fig. 6.12 is shown. While both

fluid and kinetic simulations have similar heat-flow profiles, the subtle gradient in

temperature of the kinetic simulation causes the predicted local heat-flow to be two-

orders of magnitude larger. A combination of IB heating driving the distribution

function towards a super-Gaussian, and non-local transport as λH/|lT | � 1 with

χH � 1, cause the distribution function to become highly distorted with an absence

of heat-carrying electrons. However, the heat-carrying electrons which travel down

the temperature gradient are immediately localised by the magnetic transport bar-

rier at the heat-front. For an electron with ∼ 2 vT originating in the hot cavity at

t = 0.5 ns initially λei ≈ 10 mm and χei ≈ 0, but on reaching the transport barrier

it will be restricted to rg ≈ 30 µm with χei ≈ 350.

Thus, while the system exhibits both local and non-local transport it is the

localising effect of the transport barrier which dominates the behaviour. If the

simulation was allowed to progress further, with heating maintained, it appears

unlikely that differences arising due to variations in the transport within the cavity

become significant due to the reduction in the IB heating rate at higher temperature.
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Figure 6.15: The same figure as fig. 6.12, but now with an increased electron density
of ne = 2.4× 1025 m−3.

6.4.3 Effect of varying electron density

By increasing the electron density the magnetisation of the plasma can be decreased,

leading to an increase in anisotropy of the distribution which results in greater

advection and more non-local transport. This result defies typical expectation in

laser-plasmas, where one would expect a more collisional plasma to exhibit more

local transport. That magnetisation increases with density is linked to the variation

of IB heating with density in a similar manner to that of the increase in non-local

transport with decreasing density. Now though as χT ∝ τT ∝ T
3/2
e /ne the plasma

will magnetised for a fixed laser profile provided the power law scaling of Te with ne

is less than 2/3.

To demonstrate this effect IMPACT and CTC simulations are conducted at

an increased electron density of ne = 2.4 × 1024 m−3 in fig. 6.15, compared to

ne = 0.22 × 1025 m−3 in fig. 6.12. For the temperature profile both the maximum

electron temperature and extent of the heat-front increase by a factor of ∼ 2. The

Nernst velocity and cavity radius also increase, with the amplitude of the maximum

magnetic field increasing by ∼ 50%. While the mean-free-path has decreased by a

factor of ∼ 2 the gyro-radius has increased by a similar amount, with the net effect a
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Figure 6.16: Spatial profile of the Nernst velocity from the simulations shown in
fig. 6.12 and fig. 6.15 at t = 0.2 ns, where ne = 0.22× 1025 (low) and 2.4× 1025 m−3

(high) respectively. Both the local and kinetic Nernst velocity are shown, as well as
the change in amplitude of the magnetic field profile relative to the applied field of
Bz = 3 T.

factor of ∼ 4 change in the magnetisation in the heated plasma. In the cold plasma

the collision time increases by a factor of ∼ 10 as the temperature remains the same,

with both the thermal and heat-carrying electrons now initially weakly magnetised.

The difference between the kinetic and fluid simulations is now more apparent,

particularly at early times. Evidence of non-local transport can be seen in both the

temperature and heat-flow profiles, with the loss of heat-carrying electrons causing

pre-heating of the cold plasma in the kinetic simulation and a reduction in the peak

heat-flow. Additionally, non-local ‘pre-Nernst’ is seen in the magnetic field profile

[39]. Even though the absolute magnitude of the heat-flow is small in this region the

heat-flow remains at ∼ 10% of the free-streaming limit, so the relative anisotropy is

significant and the Nernst velocity (eq. 4.25) an order of magnitude larger than the

local prediction (eq. 2.119) at |vN | ≈ 105 ms−1 as seen in fig. 6.16. In comparison,

significant pre-Nernst is not observed in the lower density simulations.

Later in the simulation the transport barrier formed by the Nernst effect acts to

keep the heat-flow in an increasingly local regime, despite the magnetic field inside

the cavity falling to zero. As was seen earlier transport within the cavity remains

highly kinetic, as is evident from the significant increase in the Nernst velocity

relative to the local result in fig. 6.16. However, localisation by the transport barrier

and a reduction in the IB heating mean that non-local transport is most significant

early in the plasma evolution.
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Figure 6.17: Temporal evolution of the heat-flow as a fraction of the free-streaming
limit for simulations of the laser-heating of a nitrogen plasma at varying density.
The heat-flow is evaluated where qx is at a maximum (circles) in the hot plasma,
and where qx/qFS is at a maximum (crosses) near the base of the heat-front.

In fig. 6.17 the variation in |qx/qFS| with time, reflecting the relative anisotropy

and significance of non-local transport in the plasma, is shown for simulations at

varying density as was done in the unmagnetised case in fig. 6.8. The change in

the ratio |qx/qFS| between unmagnetised and magnetised simulations is deceptively

small, only varying by a factor of ∼ 2, as the increase in non-local transport is

clearly significant in the unmagnetised case. As was examined in fig. 4.12 this is due

to the reduction of the mobility of the heat-carrying population with magnetisation,

causing the point at which maximum relative anisotropy occurs within the heat-

carrying population to shift to larger values of |qx/qFS|. As the density increases

here the increase in |qx/qFS| always corresponds to greater non-local transport. This

is because in all cases where |qx/qFS| increases with decreasing magnetisation, the

relative anisotropy decreases, although the increase is not linear. Maximum relative

anisotropy in the simulations is achieved before t = 0.1 ns and then decreases as the

simulation progresses, with the rate of decrease greatest initially.

To understand how greater magnetic non-locality can be observed, where heat-

carrying electrons are able to escape the magnetic transport barrier [92], fig. 4.9

which describes the variation of the effective mean-free-path with key plasma param-

eters can be revisited. The simplest approach to increasing anisotropy here would be

to decrease the strength of the magnetic field as the heat-carrying electrons remain

strongly magnetised, even in the highest density simulation. This would lower the

magnetisation and increase the gyro-radius for all electron populations, resulting in

increased anisotropy.

Chapter 6 187



6.4 Nernst effect

Increasing the density further may also initially result in an increase in relative

anisotropy compared to the highest density simulation shown here, but there are

diminishing returns as while the hottest electrons become less magnetised their

mean-free-path also decreases resulting in a smaller increase in relative anisotropy as

seen in fig. 6.17. Eventually a point will be reached when the heat-carrying electrons

are weakly magnetised, and increasing the density will again localise transport.

Similarly, decreasing the temperature may result in a slight increase in the rel-

ative anisotropy. The existence of this trend was identified during this simulation

campaign, with results showing a decrease in the initial plasma temperature from

Te = 50 to 20 eV led to an increase in non-local transport. It may seem that in-

creasing the temperature may provide access to a more non-local regime due to the

greater gyro-radius, with electron inertia then becoming more important. However,

due to the linear scaling of the gyro-radius with velocity (∝ T
1/2
e ), higher magnetisa-

tion at increased temperature, and decreased effectiveness of IB heating it is unlikely

to be a worthwhile avenue of pursuit. The bizarre result that arises from this is that

decreasing the laser intensity can lead to more non-local transport, despite coupling

less energy into the plasma, provided the magnetisation of the heat-carrying elec-

trons does not drop below χH = 1 at which point the electrons will enter the weakly

magnetised regime. However, at lower intensity the oscillation velocity decreases,

leading to less distortion towards a Langdon distribution which will act to somewhat

counter the increased non-local transport.

6.4.4 Simulations with ion hydrodynamics

The simulations discussed in the previous section (fig. 6.12 and 6.15) did not include

ion hydrodynamics. To assess the competition between advection driven by the

Nernst effect and ion hydrodynamics CTC simulations will be performed here. In

these simulations comparisons will be made between runs that include both the

Nernst effect and ion hydrodynamics in the equation matrix (Full), those where

ion hydrodynamics are disabled so that the Nernst effect will be responsible for

advection (Nernst), or where the Nernst effect is disabled so that ion hydrodynamics

drive advection (Hydro).

As it has now been established that the applied magnetic field causes transport to

remain in a regime where the fluid approximation performs remarkably well, despite

λT ∼ rg,T ∼ |lT |, the initial assumption is that these fluid simulations should be

representative of what would be found in kinetic IMPACT simulations.

Comparing simulations with ion hydrodynamics only to those which include the
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Figure 6.18: Temporal evolution of the temperature, density and magnetic field
profiles during laser-heating of an initially uniform nitrogen plasma (Z = 7) with
ne = 0.22 × 1025 m−3 and an applied field of Bz = 3 T performed using CTC.
Simulations are shown including both hydrodynamic ion motion and the Nernst
effect (Full), only the Nernst effect (Nernst), or only ion motion (Hydro).

Nernst effect, it is clear that only including ion hydrodynamics significantly alters

the temperature and magnetic field profiles in the plasma. This is largely a result

of reduced magnetic field advection at early times in ion hydrodynamic only sim-

ulations. As the magnetic field is largely frozen to the ions (with current effects

negligible) it reflects the density profile. Simulations with only ion hydrodynamics

then have reduced heat-flow due to higher magnetisation in the region where the

plasma temperature is highest, causing a slight increase in the maximum temper-

ature, but reducing the overall thermal energy density of the plasma. A deeper

cavity forms in the electron density profile than in the earlier simulations with no

applied magnetic field, as the gradient in the thermal pressure remains large in the

central region, which continues to develop over the course of the simulation. The

peak magnetic field is lower than when the Nernst effect is included due to the lower

advection velocity, although it continues to grow with time, forming a less significant

transport barrier that allows the heat-front to expand at a faster rate.

When both ion hydrodynamics and the Nernst effect are included there is initially

little difference with the Nernst only simulations at t = 0.2 ns, as it takes time for

the ions to be accelerated by thermal pressure and perturb the density profile. By
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Figure 6.19: Spatial profile of the hydrodynamic velocity ux and the Nernst advec-
tion velocity vN for the simulation shown in fig. 6.18 at t = 1.0 ns. The combined
advection velocity (ux + vN) is shown, as well as the Nernst velocity under the as-
sumption the electron density is uniform vN(ne0). The magnetic field profile Bz is
overlayed.

t = 0.5 ns the ion bulk flow has begun to more greatly perturb the density profile

and increase the advection of magnetic field, with the heat front seen to progress

a similar amount to the cavity. That the peak temperature is lower is attributed

to the conversion of thermal energy to ion kinetic energy; the IB heating rate is

higher in the simulations with hydrodynamic motion despite the decrease in electron

density. At t = 1.0 ns there is then a significant difference with the Nernst only

case, demonstrating the importance of hydrodynamics.

There is a coupling between heat-flow and ion hydrodynamics; variations in

density effect the heat-flow and the rate at which the internal energy changes, which

in turn effects the temperature gradient and the ion hydrodynamics. At higher

magnetisation variation in the density becomes increasingly significant in dictating

heat-flow. Comparing the local conductivity κ⊥(χB → 0) = κ‖ is independent

of density, while κ⊥(χB → ∞) ∝ χ−2B ∝ n2
e. For the plasmas considered here, ion

motion leads to an increase in the thermal conductivity, most noticeably by reducing

the magnetisation of the plasma at the magnetic transport barrier. The variation

in magnetisation has farther reaching consequences, which will be examined now.

Considering the electron density profile again when both hydrodynamic and

Nernst advection occur the depth of the cavity decreases. This is due to demagneti-

sation and increased heat-flow reducing the pressure gradient compared to simula-

tions with only hydrodynamic motion. Hydrodynamic motion alone is then unable

to cause complete cavitation of the magnetic field. However, Nernst advection is
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Figure 6.20: Temporal evolution of the maximum in the magnetic field and density
profiles for the simulations shown in fig. 6.18.

then increased by the variation in the electron as shown in fig. 6.19, resulting in

complete expulsion of field from the cavity.

A positive reinforcement between hydrodynamic and Nernst advection is then

found to occur at the heat-front, increasing the amplitude and sharpening both the

peak magnetic field and electron density (fig. 6.20). At late time hydrodynamic

motion has a demagnetising effect where the density is at a maximum, but behind

this point increased magnetisation is found in the region which is less dense and

hotter, fed by Nernst advection in the density cavity. This leads to a reduction

in the heat-flow and steeping of the temperature gradient that increases hydrody-

namic advection, with a kink seen in the temperature profile appearing, which then

increases the amplitude of the peak in both the density and magnetic field.

The relative anisotropy is quantified using |qx/qFS| in fig. 6.21. As is to be

expected from an increase in heat-flow and the Nernst velocity, hydrodynamic mo-

tion in combination with Nerst advection causes the simulations to become more

anisotropic compared to those with only the Nernst effect. For this reason, non-

local transport is expected to increase, challenging the initial assumption of these

simulations being near-local and representative of the kinetic result. Initially there

is little discrepancy, to be expected as hydrodynamic motion is less significant at

early time. While the largest relative increase in |qx/qFS| is seen in the hot core,

this is unlikely to be of much significance in these simulations due to the magnetic

transport barrier. Where |qx/qFS| is at a maximum near the barrier, a small increase

is seen due to a reduction in magnetisation.

The other observation of note relates to simulations with only hydrodynamic
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Figure 6.21: Temporal evolution of the heat-flow as a fraction of the free-streaming
limit for the simulations shown in fig. 6.18. The heat-flow is evaluated where qx
is at a maximum (circles) in the hot plasma, and where qx/qFS is at a maximum
(crosses) near the base of the heat-front.

motion. These demonstrate the least anisotropy in the hot-plasma, although at late

time they appear to be slightly more anisotropic than the Nernst only simulations.

However, the point at which |qx/qFS| results in non-locality increases with magneti-

sation. For this reason, these are expected to be more local, as they hot core remains

highly magnetised compared to the unmagnetised core in simulations including the

Nernst effect. At the base of the heat-front hydrodynamic only simulations demon-

strate the greatest anisotropy, as these do not form a significant transport barrier.

On varying the density of the simulations the position of the peak in the magnetic

field and electron density increase as the density increases as seen in fig. 6.22a); this

is due to increased cross-field transport at higher density as examined in the previous

section. Initially the peak in magnetic field lies ahead of the peak in the electron

density, but as time progresses hydrodynamic advection exceeds Nernst advection

and the positions coincide.

The advection velocities are also found to increase as the density increases, but

this does not mean that hydrodynamics motion is more important at higher density.

Rather, hydrodynamic advection is found to be more important in the lower density

simulations; evidence for this is found in fig. 6.22b), with ux exceeding vN at earlier

time. As the hydrodynamic advection velocity is not large enough to completely

cavitate the density profile the peak in the density is also found to increase as the

density decreases, attributed to the advection velocity at a given point remaining

larger for a longer period of time.
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Figure 6.22: Effect of varying density on the temporal evolution of a) the position of
the peak in the magnetic field and density profiles and b) the Nernst and hydrody-
namic advection velocities at peak density. The densities studies are ne = 0.22×1025

(Low ne), 1.0× 1025 (Mid ne), and 1.0× 1025 m−3 (High ne).

In all these simulations the ion sound speed is vs ∼ 106 ms−1, increasing slightly

with density as vs ∝ T
1/2
e , so the ion hydrodynamic velocity is sub-sonic. Ahead

of the heat-front the gradient in magnetic pressure is more significant, but in the

hot plasma where the ion velocity peaks the gradient in thermal pressure is greater.

The gradient in thermal pressure increases with density.

6.5 Summary

The main purpose of this chapter has been to demonstrate how non-local transport

effects arise during laser-plasma experiments using the VFP code IMPACT and

extended MHD code CTC. To guide this task two terms in the extended MHD

equation have been explored, the thermo-electric effect and the Nernst effect, which

can be isolated by exploiting either planar or cylindrical symmetry in unmagnetised

and pre-magnetised laser-heating experiments respectively. The thermo-electric field

is found to be significantly modified by non-local transport under the conditions

simulated here, affecting both the heat-flow and electric field. Despite being in a

highly non-local regime electron inertia is not found to significantly affect transport,

a topic worthy of further study. Meanwhile magnetisation and the formation of a

transport barrier mean that the Nernst simulations remain in a near-local regime.

The transport barrier is key in ensuring transport progresses in a local manner, as

the region demagnetised by the Nernst effect can experience significance non-locality.
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The increased collision rate that occurs at higher density is found to result in

greater non-local transport when in the strongly magnetised regime, a result pre-

dicted when considering the Knudsen number of heat-carrying electrons with veloc-

ity vH described using an effective mean-free-path given by λei/(1 + χ2
ei). The use

of |qx/qFS|, which provides a distribution averaged Knudsen number that implicitly

includes this scaling, provides the simplest route to assessing non-local transport in

both kinetic and fluid simulations. This result is applicable to non-local transport in

plasmas for which λH � |lT | provided rg,H ∼ |lT |; if the gyro-radius is much larger

than the length scale inertial effects are expected to become significant.

The conditions that were studied here are designed to aid in the understanding

of an experiment that is described in the following chapter, where the electric and

magnetic field structure during laser-heating of an unmagnetised and pre-magnetised

nitrogen gas were probed using proton radiography. This experiment provides a

benchmark that can be used to validate kinetic and extended MHD transport mod-

els. On the nanosecond timescale Nernst advection should be the dominant mech-

anism via which magnetic field is transported, with hydrodynamic ion motion be-

coming significant later in the simulation. The coupling between the Nernst effect

and hydrodynamic ion motion offers an interesting avenue for future exploration.

While the conditions studied here are limited to the scope of this experiment, the

non-local transport trends that have been identified aid in the understanding of a

much broader parameter space. It is the inverse bremsstrahlung heating rate that

influences many of the observed trends; specifically the increase in mean-free-path

and magnetisation when varying density.

In these simulations, the equation of state was that of an ideal gas, with no

ionisation effects. This simplification is expected to introduce the largest discrep-

ancies when comparing the results to an equivalent experimental system, such as

one with a planar geometry. For the unmagnetised simulations investigating the

thermo-electric field, this simplification is expected to reduce the rate at which the

heat front expands, as thermal energy is converted into internal energy. A similar

effect is expected in the simulations with an applied field, though additional, more

complex effects are likely to arise. Specifically, in the sheath region, the resistiv-

ity is expected to be significantly higher due to decreases in both temperature and

ionisation state. This will enhance resistive diffusion, causing the magnetic field to

diffuse into the sheath and reducing its peak amplitude. As a result, perpendicular

heat conduction may be less suppressed due to the weaker field, and magnetic field

advection may become more pronounced. Another missing aspect in the simulations

is radiation transport. While the emissivity of the nitrogen may be high, its opacity

is likely low due to the plasma’s density. Thus, radiation is likely to act primarily
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as a loss mechanism, lowering the plasma temperature and smoothing temperature

gradients.
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Chapter 7

Experiments investigating

transport in laser-plasmas

In this chapter an experiment is described which provides the first direct measure-

ment of the Nernst effect–the transport of magnetic field driven by heat-flow. The

work presented was published by Arran, Bradford, Dearling et al. [1], with simula-

tions conducted by the author. The analysis presented here represents the culmina-

tion of the work described in this thesis, which has advanced our understanding of

how magnetisation suppresses anisotropic electron transport and non-local effects.

The results also provide valuable insights for assessing kinetic and extended MHD

models in the context of laser-plasma experiments.

Experiment design is an iterative process that requires several key components

for success; identifying a novel platform to explore, determining the necessary di-

agnostics for measurement, and understanding the expected outcomes. The exper-

iment described here represents the next step in a series aimed at understanding

non-local transport using laser-heated gas jets on the nanosecond timescale. As

discussed in the previous chapter, this approach simplifies the transport problem

to one-dimension. The first experiment in this series could be considered that of

Gregori et al. [142]. who investigated the nanosecond heating of an unmagnetised

nitrogen gas target using Thomson scattering. While not the first to use a gas jet

target, earlier experiments focused on the picosecond heating of atomic gas clusters

[143]. Following this, Froula et al. [89] conducted a similar experiment but added

an applied magnetic field of varying strength aligned with the laser axis. Thomson

scattering measurements demonstrated the localisation of transport by magnetisa-

tion. This sequence of experiments is part of a broader campaign to understand

transport effects in laser plasmas.

Diagnostic developments, notably in Thomson scattering, have been foundational

196



7.1 Nernst experiment in an under-dense plasma

Figure 7.1: Schematic diagrams showing the experiment setup used at the Vulcan
TAW facility. On the left a full 3D schematic is shown, with 2D views of the top
and side shown on the right.

in these measurements. Recently, it has been shown that direct measurements of

the electron distribution function can be made using Thomson scattering [144, 72,

145], which will no doubt prove key in next-generation transport experiments. Here,

proton radiography will be used to provide the measurements of the electric and mag-

netic field structure, with conditions relevant to ICF and laboratory astrophysics.

The goal is to observe non-local modifications to the electric and magnetic field

structure, which have so far only been studied via kinetic simulation.

7.1 Nernst experiment in an under-dense plasma

For the experiment configuration discussed in the previous chapter it was shown the

only two mechanisms in the extended MHD model that can cause advection of the

magnetic field are hydrodynamic motion and the Nernst effect. In order to isolate

Nernst advection measurements of both the magnetic and density profile in the

plasma are required. A conclusive measurement is then provided by demonstrating

the decoupling of the magnetic field from the bulk motion of the plasma.

The platform used in this experiment is shown in fig. 7.1. Central to the exper-

iment is the gas-jet, which supplied nitrogen at a backing pressure between 1 and

10 bar via a 1 mm diameter nozzle. The gas-jet was surrounded by a pulse-powered

electromagnet in a Helmholtz coil configuration, capable of achieving magnetic field

strengths of |Bz| = 3 T which was measured pre-experiment as shown earlier in

fig. 5.14. The magnet current was measured using a Rogowski coil with the trigger-
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Figure 7.2: Gas jet a) phase map and b) recovered molecular density at y = 2 mm
after Abel inverting at a backing pressure of 38 bar from Arran et al. [1].

ing such that the laser used to heat the nitrogen plasma arrived at TCC when the

Rogowski current is zero, at which point the magnetic field was at a maximum.

Neutral gas interferometry was performed pre-experiment to calibrate the gas

jet and understand what backing pressure to operate at during the experiment.

The calibration was done using Argon as the neutral gas. The phase shift was

recovered using a Fourier transform algorithm [146]. Using an inverse Abel transform

then allows extraction of the density as the gas jet has cylindrical symmetry. The

relationship for a neutral gas is

nm(ρ, z) = − λl
4π2K

∫ ∞
r

d∆φ(y, z)

dy

dy√
y2 − r2

=
λl

4πK
∆φ′(ρ, z) (7.1)

where K is a constant that varies between gases. In fig. 7.2a) the recovered molecular

density profile is shown. At y = 2 mm the calibrated molecular density was n =

(1.6 ± 0.1) × 1023 m−3/bar, averaged over the central region where the density is

fairly uniform. As molecular nitrogen is diatomic, this then gives an electron density

of ne = (0.22± 0.01)× 1025 m−3/bar assuming full ionisation at Z = 7.

7.1.1 Laser characterisation

The nitrogen gas was ionised and heated by a nanosecond laser with a wavelength of

λl = 1.054 µm (1ω) that delivered El = 205±8 J on target. The laser passed through

the centre of the gas jet and magnetic field assembly, aligned in a direction anti-

parallel to the magnetic field axis which defines the z-axis. The beam was focussed
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Figure 7.3: Laser power as a function of time for 205 J.

using an f/10 lens with a focal length of 1.2 m to a point 2 mm above the centre of

the gas jet. For a collimated beam diameter of 15 cm, the diffraction limited width

is wFWHM = 12.6 µm with a Rayleigh range of (πw2
FWHM)/(λl

√
2 ln 2) = 0.341 mm.

The laser temporal profile is shown in fig. 7.3. While ideally a top-hat function,

the front of the beam was found to be amplified more than the rear as it passes

through the amplifier chain due to saturation of the gain medium. This results in

a super-Gaussian profile modified by an exponential decay, with the decay weakly

correlated with increase laser energy, described by the function

P (t) = a exp

[
−
(
t− t0
c

)16
]

exp

(
− t
d

)
. (7.2)

The FWHM of the laser pulse was tFWHM = 1.47 ns giving c = 0.755. The exponent

d was fitted by d = 1.3 − 8.16 × 10−3E, which with a pulse energy of 205 J gave

d = 3.425. After normalising the profile the amplitude can then be related to the

maximum power P0 by a = P0/0.9104 , and t0 = 0.8526 ns is then set so the pulse

at t = 0 starts at 0.1% of maximum power. The maximum power is found following

an iterative process to be P0 = 163± 6 GW.

An example focal spot is shown in fig. 7.4. This is characterised by finding the

intensity contour at 50% relative to the background and then fitting with an ellipse.

The focal spot obtained pre-shot is elliptical, with a semi-major axis of 32.3 ± 0.2

µm and a semi-minor axis of 23.4± 0.2 µm at FWHM giving an updated Rayleigh

range of 1.96± 0.02 mm. The peak intensity of the laser-pulse can then be found as
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Figure 7.4: Focal spot image showing the contour at 50% of the maximum intensity,
fitted with an ellipse.

I0 =
4 ln 2

π104

P0

wFWHM,x × wFWHM,y

(7.3)

with intensity units of Wcm−2. As can be seen in this focal spot image there is

excess energy in the wings, with 36 ± 5% contained within the FWHM intensity

contour compared to 76% for a perfect Gaussian. Reducing intensity accordingly,

the peak intensity is found to be I0 = 9± 1× 1015 Wcm−2.

7.1.2 Proton radiography

A short-pulse laser at 1ω with an energy of E = 74 ± 11 J in a 1 ps pulse was

used to generate a proton beam for radiography. The beam was focussed onto a

50 µm thick gold foil using an f/3 off-axis paraboloid mirror with a focal length of

0.6 m at 15◦ to the normal surface, leading to the generation of a proton beam via

TNSA. This source was located l0 = 20 mm away from TCC along the x-axis in the

negative x-direction. The proton beam was imaged using an RCF stack with the

front face of the stack placed L = 167 mm in the positive x-direction from TCC,

giving a magnification of M = 9.35. Due to the deflection of the proton beam in

the applied magnetic field (fig. 5.14) the RCF stack was raised 33 mm above TCC

in the positive y-direction. The design of the stack is tabulated in tbl. 7.1, with

the response curves shown earlier in fig. 5.3. Both the radiography and heater laser

were timed at TCC, with the radiography beam arriving at the foil −l0/c = −67

earlier in time. The radiography beam was then offset by either 0 or 700 ps allowing

different points in the evolution of the plasma to be probed.
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Layer Filter Material Energy (MeV) Probe time (ps)

1 Al 16 µm + Mylar 100 µm HDV2 3.2 743
2 Mylar 200 µm EBT3 7.6 460
3 Mylar 200 µm EBT3 10.6 377
4 Mylar 300 µm EBT3 13.6 329
5 Mylar 300 µm EBT3 16.1 298
6 Mylar 300 µm EBT3 18.3 276
7 Mylar 300 µm EBT3 20.3 259

Table 7.1: Stack design detailing the filtering and RCF material used in each layer.
The kinetic energy and probe time at TCC are associated with the Bragg peak for
each RCF layer.

Experimental measurements of the electric and magnetic field structure were

made using the proton radiography setup described previously. To reconstruct these

fields, the first step is the recovery of the proton intensity in the image plane (sec-

tion 5.1.2). This was done using the green and blue channels from the RCF image,

which was scanned using a Nikon CoolScan 9000, with pixel value converted to net

optical density.

In an applied magnetic field deflections occur due to the background, which blurs

and changes the symmetry of the response, and must be accounted for in the in-

tensity profile. The smearing kernel is found for shots in an applied magnetic field

with a Richardson-Lucy deconvolution used to recover the dose from a monoener-

getic proton beam (section 5.2.3); the response of the RCF stack, deflection by the

background magnetic field, and proton spectrum are accounted for. The proton

beam distribution was found to be approximately Maxwellian with a temperature

that varied shot-to-shot between Ek = 2 and 6 MeV (section 5.1.3). Accounting for

smearing the spatial resolution post-deconvolution is approximately 50 µm at 10.6

MeV, which decreases at higher energy [102].

The normalised intensity I(x, y)/I0(x, y) is estimated to perform the mapping

from the image plane to the object plane (5.2.2). Due to shot-to-shot variation the

spatial distribution of the proton source I0(x, y) is estimated by assuming that the

source is slowly varying compared to the electric and magnetic field. Convolution

is then performed with a circular Hann window with a diameter that is half that

of the signal region to give the spatial distribution of the source. A second smaller

Hann window with diameter spanning several pixels is also used to reduce higher

frequency speckle that appears in the image. It is this smoothing which provides an

upper limit on the spatial resolution of around 50 µm.

Reconstructions are performed using a 2D Voronoi cell algorithm found in Kasim
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et al. [129], using 802 cells corresponding to a spatial resolution of 50 µm. This

returns the deflection potential Φ(x, y) which can then be differentiated to give the

deflections θx and θy. The symmetry axis was found by autoconvolution.

Deflections by the magnetic field are given by

θy(y, z) = − szq

2mpEk

∫
Bz(ρ, z)dx (7.4)

which is an Abel transform of the radial magnetic field profile as Bz has cylindrical

symmetry. The Abel transform of an axially symmetric function f(r) is given by

F (y) = 2

∫ ∞
0

f(r)
r√

r2 − y2
dr. (7.5)

This allows the magnetic field to be extracted using an inverse Abel transform

f(r) = − 1

π

∫ ∞
r

dF (y)

dy

1√
y2 − r2

dy. (7.6)

However, for deflections by the electric field

θy(y, z) =
q

2Ek

∫
Ey(ρ, φ, z)dx (7.7)

which cannot be Abel inverted directly as Ey does not have cylindrical symmetry.

Instead, this can be integrated to give a result in terms of the electric field potential

Φ(y, z) =

∫
θy(y, z)∂y = − q

2Ek

∫
φ(ρ, z)dx. (7.8)

As φ has cylindrical symmetry it can be obtained using an Abel inversion, and then

differentiated to find the electric field profile. Abel inversions are performed in both

cases using pyAbel with the Hansen-Law algorithm [132].

To determine whether the data does indeed have cylindrical symmetry during

processing Abel inversions are performed separately for each half of the image, and

then compared to see whether the two Abel inversion match. Provided these closely

resemble one another the use of an Abel inversion is justified.

Due to the singularity in the integral of eq. 7.6 the Abel inversion can generate

very large errors on axis when r = 0. Furthermore, the derivative of F (y) can

greatly enhance noise which accumulates on axis. As a result, in much of the data

processing found later in this chapter the most significant errors will be observed
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on-axis.

7.1.3 Interferometry

An optical probe at 1ω with a pulse duration of 1 ps was used to obtain the electron

density profile. The probe was obtained using a 1-inch pick-off from the radiography

beam, which passed through a delay line before reaching TCC collimated at an angle

30◦ to the x-axis. This was imaged using two successive lenses in an imaging line

giving a magnification of M = 4.74, before passing through a Mach-Zehnder inter-

ferometer onto an Andor Neo CCD camera. The fringe spacing was 97± 8 µm. The

optical probe was timed to allow simultaneous measurements using interferometry

and proton radiography, with an offset of either 434 or 1134 ps from the time the

heater beam arrived at TCC dependent on the delay of the radiography beam.

The phase shift accumulated by an optical probe propagating through an under-

dense plasma (ωp � ωl) in the x-direction is

∆φ(y, z) =
λle

2

4πmeε0c2

∫
ne(x, y, z)dx. (7.9)

The phase change is encoded in the intensity profile recorded on the CCD camera

after interference with a second identical reference beam that has experienced no

change in phase. The processing of an interferogram consists of three phases; ob-

taining the phase profile, unwrapping the phase profile, and retrieval of the electron

density [147].

Ideally phase information would be recovered from the interferograms using the

Fourier transform based Takeda algorithm, as was done for the neutral gas inter-

ferometry, but steep gradients in the phase at high backing pressure mean that

this technique was insufficient for recovery. Steep gradients cause high frequency

components in Fourier space which are clipped when applying a window function

to remove the background, and the formation of discontinuous fringes which makes

the phase unwrapping ambiguous. Instead, the minima in the intensity was man-

ually traced along each fringe, repairing the broken fringes, and assigned a known

phase. The background phase was then estimated using a linear fit in regions of the

interferogram far from the plasma, and subtracted to find the phase change due to

the plasma. The phase map was then smoothed with a circular Hann window with

a diameter of four fringe periods. An estimate of the phase map is then retrieved,

with a spatial resolution better than π/2 ≈ 50 µm that is limited by the tracing.

Use of a higher frequency probe would have resulted in a smaller change in phase,
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allowing automated recovery of the phase change and higher spatial resolution.

Assuming cylindrical symmetry, eq. 7.9 has the form of an Abel transform of the

electron density profile, which can then be recovered using an inverse Abel transform.

Again, this was done using pyAbel with the Hansen-Law algorithm, with the axis of

symmetry found via autoconvolution. The symmetry can again be tested by Abel

inverting the upper and lower halves of the image separately, justifying the use of an

Abel inversion if the two halves of the image match. This was found to be the case

for all the data processed during the experiment, although discontinuities appear on

axis to the sensitive of the Abel inversion to noise. The data was symmetrised to

create the plots that are shown later in this chapter, removing these discontinuities.

7.2 Synthetic radiography

Synthetic proton radiography is a powerful tool that can be used to check the proton

radiography setup, investigate alternative geometries, and compare with experimen-

tal results. To simulate the passage of the proton beam through the electric and

magnetic field structure ray-tracing techniques are employed, with particle-in-cell

(PIC) codes such as EPOCH [148] commonly used for this function; typically in-

teractions between particles are disabled to approximate the quasi-neutral nature

of the proton beam. However, for a 3D grid with high-resolution this can quickly

become computationally expensive.

Here the code used to produce the results in section 5.2.3 is again used as it is

designed for deflections in 1D, with arbitrary source characteristics easily specified.

In order to increase the computational efficiency of the code the paraxial approxi-

mation can be made. This in essence works by finding the deflection potential for

the initial field configuration, and reducing the number of cells along the direction of

proton beam propagation accordingly; in the limit of small deflections this can de-

crease the number of calculations from O(N2) to O(N)for a square domain. A more

advanced approach has been shown to allow for the creation of extremely high-

resolution proton radiographs provided deflections are not in the diffusive regime

[127]; by sending a selection of test-particles through the field configuration the per-

pendicular deflection field can be obtained using a scattered interpolation algorithm,

which then assigns perpendicular velocities to the full distribution of test particles.

In the following section synthetic radiography will be conducted of simulations

shown in the previous chapter which are relevant to this experiment, using the proton

radiography setup described previously with l = 20 mm and L = 167 mm. To

simplify the results a mono-energetic proton beam with Ek = 10.6 MeV will be used
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Figure 7.5: Synthetic radiographs of the thermo-electric field configuration after
t = 0.4 ns at varying electron density. Simulations are conducted using a) CTC
and b) IMPACT (including electron inertia) with both sets of simulations including
hydrodynamic motion. In each plot successive densities are offset by 0.05 from
I/I0 = 1.

along with a point source, allowing the accuracy of the reconstructions to be tested

in this ideal case; these assumptions will increase the spatial resolution compared

to what is expected experimentally, and more significantly prevent smearing.

7.2.1 Thermo-electric effect

In fig. 7.5 synthetic radiographs are shown of the thermo-electric field configura-

tion. Deflections due to the electric field are weak, with the maximum deflection of

the order of 0.05-0.2 mrad which increases with density (fig. 7.10). The synthetic

radiographs of the fluid and kinetic simulations are clearly distinguishable, a reflec-

tion of the differences found in the electric field profiles. At the edge of the fluid

simulations the gradient in the electric field is at maximum, causing the greatest

change in the intensity as the gradient in the deflection angle is at a maximum.

While the magnitude of the deflection angle is similar in the kinetic simulations, the

gradient is much shallower so the variation in the intensity profile is much smaller.

Reconstructions of this field are the most challenging for a real proton beam as the

variation in the expected intensity is of the order of 1%, which can be difficult to

separate from structure in the beam.

The radial component of the electric field is reconstructed in fig. 7.6. To generate

these images the mapping procedure in section 5.2.2 is followed. As deflections due

to the electric field are anti-symmetric these are converted to deflection potential
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Figure 7.6: Reconstructed electric fields from the synthetic radiographs shown in
fig. 7.5 compared to the input electric field (solid lines) simulated using a) CTC and
b) IMPACT.

(eq. 5.13) which is symmetric before Abel inverting. It is then straightforward to

convert from deflection potential to electric field. These are almost exact in both

cases demonstrating the effectiveness of the reconstruction algorithm.

7.2.2 Temperature measurement

A novel use of the proton radiography technique is found in inferring temperature

measurements from the reconstructed electric field [1]. This is possible for the radial

thermo-electric field configuration described here by eq. 6.2, which can be rearranged

in terms of the temperature profile

∂Te
∂ρ

+
1

1 + β‖

∂ lnne
∂ρ

Te = − eEρ
1 + β‖

. (7.10)

Here the integrating factor I can be found to give a solution for Te of the form

Te(ρ) = −e
I

∫ ρ

∞

IEρ
1 + β‖

dρ (7.11)

where

I = exp

(∫ ρ

∞

1

1 + β‖

∂ lnne
∂ρ

dρ

)
(7.12)
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Figure 7.7: Temperature profiles obtained from the thermo-electric field reconstruc-
tions shown in fig. 7.6 for a) CTC and b) IMPACT.

To solve this equation then requires additional knowledge of both the electron

density and the ionisation level which β‖ depends upon. While the electron density

can be obtained using interferometry, the ionisation level typically varies spatially

and tends to depend on the temperature. Unless a supporting diagnostic is available,

progress can be made via an iterative approach; an initial guess is made for β‖ which

is used to calculate the temperature profile, that can then be used to update the

estimate for β‖ until a self-consistent solution is found. As β‖ lies in the range

0.70-1.21 for a nitrogen plasma, this should be fairly robust.

This method is demonstrated in fig. 7.7 where the temperature profile is obtained

from reconstructed electric fields for simulations where Z = 7. For simulations of

the electric field obtained using a fluid code the reconstruction is exact, showing

that the approach is valid in the local limit. In the kinetic simulations non-local

transport is significant and the electric field is no longer given by the local Ohm’s

law, which was the starting assumption for this approach, and is instead given by

eq. 6.3. The reconstruction fails in regions where pre-heat is significant but obtains

increasingly reliable estimates up the point of maximum temperature, where the

error is ∼ 10% for the synthetic radiographs shown here.

The problem can also be approached in the more general case of a magnetised

plasma with radial symmetry where β � 1, such as that studied in the Nernst

effect configuration. In this case the transport coefficient β‖ is replaced with β⊥,

which is also dependent upon the magnetisation. As with the ionisation level the

magnetisation is also temperature dependent so an iterative process is required find

a self-consistent solution for Te, but in the weakly magnetised limit β⊥ ≈ β‖ which
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Figure 7.8: Synthetic radiographs of the thermo-electric field configuration at
ne = 0.22 × 1025, 1.0 × 1025, and 2.4 × 1025 m−3 at t = 0.4 ns. Simulations are
conducted using a) CTC and b) IMPACT (excluding electron inertia) with hydro-
dynamic motion disabled in both sets of simulations. The electric field is included
in all radiography but has little effect as the deflections attributed to it are small.

somewhat constrains the problem. This process does pose a greater challenge as the

electric field is weak, and separating the deflections from those of the magnetic field

which are strong can result in large errors in the recovered electric field.

7.2.3 Nernst effect

In fig. 7.8 synthetic radiographs are shown of the Nernst effect field configuration.

The maximum deflection is almost an order of magnitude larger than those of the

thermo-electric configuration between 2-5 mrad (fig. 7.10), which again increases

with density as gradients in the deflection become larger. The similarity between

radiographs of fluid and kinetic simulations are now much greater as the discrepancy

between fluid and kinetic simulations is smaller. However, as the density increases

and the simulation becomes more non-local there is a change in the asymmetry be-

tween the peaks in the intensity profile, with the peak on the right of each lineout

now having greater magnitude than that on the peak on the left. While the sim-

ulations include both electric and magnetic fields the signal is dominated by the

magnetic field, which can be expected to cause the mapping to enter the non-linear

injective regime (µ < µc ∼ 1). Deflections associated with the radial component of

the electric field cause deflections of the order of ∼ 0.1 mrad, while the path-integral

of the azimuthal electric field is approximately zero.

The magnetic field reconstruction is shown in fig. 7.9. Again, the same procedure
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Figure 7.9: Reconstructed magnetic fields from the synthetic radiographs shown
in fig. 7.8 compared to the input magnetic field simulated using a) CTC and b)
IMPACT. The deflection maps were symmetrised to account for deflections by the
electric field.

is used as outlined in section 5.2.2. Deflections due to the magnetic field are sym-

metric unlike the electric field, so can be converted to the path-integrated magnetic

field and then Abel inverted directly. The recovered magnetic field again closely

approximates the input field; slight discrepancies may be caused by deflections in

the non-linear regime, which could be improved using a Voronoi cell based method

[129].

7.2.4 Deflection symmetry

The symmetry properties of the deflections have several advantageous properties

that can be exploited during analysis. For a plasma with cylindrical symmetry

deflections due to an electric field will be anti-symmetric about the axis, while for

a magnetic field they are symmetric. This is shown in fig. 7.10. By measuring

deflections that are either largely anti-symmetric or symmetric, the field can be

primarily attributed to either an electric or magnetic field respectively. When both

an electric and magnetic field are present the absolute symmetry of the deflection

profile is broken. As shown in synthetic radiographs of the Nernst experiment the

electric field introduces an asymmetry in the deflection profile, with the amplitude

of deflections above the axis of symmetry increased compared to those below the

axis. This comparison should be made after deconvolving any effects caused by the

smearing of a poly-energetic proton beam, as this is also a source of asymmetry.

After identifying the axis of symmetry this result can be used to separate electric
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Figure 7.10: Deflection mapping from the synthetic radiographs of IMPACT simu-
lations of a) the thermo-electric configuration and b) Nernst configuration, shown in
fig. 7.5 and fig. 7.8 respectively. For the thermo-electric the total deflection is shown,
while for the Nernst configuration both the total and anti-symmetric contribution
caused by the electric field are shown.

and magnetic field structures. Symmetrising the deflection by finding the average

of the lower and upper half of the cylinder the magnetic field is obtained, as anti-

symmetric contributions cancel. Meanwhile, the difference in deflection gives the

electric field deflection which is recovered in 7.10; this means that estimates of the

temperature profile can also be found from radiographs of the Nernst configuration.

This provides stronger motivation for making all the recovered magnetic field maps

symmetric, which was previously done to remove discontinuities on axis due to the

Abel inversion.

7.3 Measurement of the thermo-electric effect

In shots without an applied magnetic field interferometry shown in fig. 7.11a) a

plasma channel forms along the laser axis. The plasma is just over 1 mm in length

with a radius of about 0.1 mm after 400 ps. The peak electron density is found in

fig. 7.11b) to be in excess of 5 × 1025 m−3, slightly higher than the peak electron

density expected from the calibration of 2.3×1025 m−3. Periodic modulations along

the length of the plasma column suggest that there is likely an issue with the phase

recovery on this shot. There is no evidence that the plasma has begun to cavitate

at this time, with the plasma not yet expected to have fully ionised.

The proton radiography also shows a narrow horizontal column along the laser
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Figure 7.11: Experimental data obtained when imaging the thermo-electric field
configuration at a backing pressure of 10.7 bar after t = 0.4 ns. Interferometry data
shows a) the raw image with the contrast again adjusted to make the signal clear,
and b) the map of the reconstructed electron density. Proton radiography data is
shown of c) the raw proton image with the contrast adjusted to make the signal
clear, and d) the map of the reconstructed radial electric field is shown.

axis as shown in fig. 7.11c), similar in dimension to the structure seen in the interfer-

ometry. Along the y-axis the proton flux in the middle of the column is lower forming

a void, with higher flux at the edges of the void. Accounting for the magnification

the length of the column along the z-axis is around 2 mm, and is approximately uni-

form over a 1 mm region in the centre which is roughly equal to the laser Rayleigh

range. Approaching the end of the column the structure expands radially and dis-

sipates, with structure within the channel possibly attributed to the filamentation

instability [149]; this suggests the laser intensity should be decreased and focal spot

size increased.

The deflection profile is found to be anti-symmetric, confirming the structure is

due to an electric field which is reconstructed in fig. 7.11b). The signal is weak with

proton deflections below 0.1 mrad, making the separation of the signal from structure

in the proton beam challenging. In the reconstruction a central column can be seen

which spans the z-axis, where the amplitude of the peak electric field is of the order

of Er = 107 Vm−1 and the radius ∼ 0.1 mm. The column is surrounded by spurious

signals that are attributed to noise, masking any real signal in the region |r| & 0.1

mm. An electric field arising due to thermal pressure should predominantly be
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Figure 7.12: Lineouts of the reconstructed electric field and electron density as a
function of radius obtained from the interferometry and proton radiography mea-
surements in fig. 7.11 at t = 0.4 ns. These are longitudinally averaged over the
central 0.5 mm of the plasma column, with the shaded regions showing the stan-
dard deviation.

directed radially outwards from the heated region, particularly in the sheath where

significant gradients in the electron density are not expected. This is not always the

case here, with significant regions found where the electric field is in the opposite

direction to what is expected.

In fig. 7.12 lineouts averaged over the length of the plasma column are shown. At

40 µm the electric field reaches a maximum with an amplitude of (4±1)×107 Vm1,

with the standard deviation large across the entire radius of the column. The peak

electron density is (5±1)×1025 m−3 with a full-width at half-maximum of 70±10 µm.

As the plasma channel has not cavitated these results appear most comparable to

simulations without hydrodynamic motion. The presence of the maximum on axis

rather than in the sheath region also suggests that the kinetic description better

describes the behaviour of the plasma. In these the electric field remains close to

the edge of the laser spot compared to those with hydrodynamic motion (fig. 7.6),

where the maximum moves away and reduces in magnitude more rapidly. When

hydrodynamic motion is not present the radially electric field remains positive at all

points in space, suggesting that there is an issue with the reconstruction.

The temperature profile in the column can be estimated using these properties,

giving a temperature change of 500 ± 300 eV between r = 0 and 100 µm. As the

temperature cannot be reconstructed from the edge of the plasma (i.e. as r →
∞) this value is relative rather than absolute. The challenge in the temperature

reconstruction can be attributed to the minimum observable signal, and therefore
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the noise level, for both the proton radiography and interferometry diagnostics; both

are required for an accurate reconstruction at a given point in the plasma.

The minimum proton deflection measurable in the proton radiography is lim-

ited by the random noise in the proton distribution. This can be estimated by

looking at the recovered deflection in a region away from the signal. In this region

the root-mean-square deflection is around 0.3 mrad, which for a proton energy of

10.6 MeV corresponds to root-mean-square noise in the integrated electric field of

6 MVmm. The noise is expected to overwhelm most of the electric field measure-

ments, particularly in the sheath plasma. Either a proton beam with significantly

improved quality, or a much stronger electric field would be required for a definitive

measurement of the electric field.

Similarly, while interferometry performs well in the denser bulk of the plasma,

it is unable to recover the electron density in the sheath region due to its limited

dynamic range. Despite the plasma being tenuous in this region it is expected to

be hot (∼ 100 eV), with the heat-flow and electric field properties here important

for the overall understanding of transport within the plasma. Based on the probe

wavelength, fringe spacing, and CCD resolution the minimum detectable fringe shift

is ∆φ = 67±6 mrad, corresponding to an integrated density of 2.3±2×1022 m−3mm.

In practice tracing of the experimental data limited the spatial resolution rather than

the CCD, increasing the minimum detectable signal by a factor of ∼ 10. Increasing

the wavelength to improve the phase shift would be detrimental to the bulk, where

estimates of the density profile have already been affected by steep gradients in the

phase, although multiple wavelengths could be used to improve the dynamic range.

7.4 Measurement of the Nernst effect

In shots with an applied magnetic field the interferograms measure a plasma column

much longer than it is wide along the laser axis, with the recovered density shown

in fig. 7.13. Here a plasma column forms 0.4 ns after the start of the heater beam

at the highest density of 10.7 bar. The radius is around 150 µm over a length of

slightly under 2 mm longitudinally, with a peak density around 1025 m−3. At these

relatively early times, the plasma is not yet fully ionised and the plasma column

shows no sign of cavitation. As the heater beam continues to ionise more gas and

the plasma expands, a density cavity forms inside the plasma column by 1.1 ns after

the start of the heater beam.

Measurements were made at backing pressures of 1, 4.5, and 10.7 bar, corre-

sponding to peak electron densities of ne = 0.22 × 1025, 1.0 × 1025, and 2.4 × 1025
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m−3. The interferometry results are broadly in agreement with these expectations.

At all densities a cavity was found to have formed in the electron density profile after

1.1 ns. As the density decreased both the length and radius of the cavity decreased.

Proton radiography of these shots show a large horizontal column forming along

the laser axis as shown in fig. 7.14. The structure is distinct from that found in

shots with only an applied magnetic. Notable differences include a cavity that is

wider, asymmetry above and below the centre of the cavity, and greater longitudinal

uniformity, all of which may be attributed to magnetisation of the plasma. Confir-

mation that this structure is primarily due to a magnetic field is provided after the

deflection mapping, with the deflection profile found to be largely symmetric.

The differences in the intensity profile along the y-axis are as expected when

compared with the synthetic radiography performed earlier. That a larger cavity is

seen, when the plasma is now confined by a magnetic field, does not reflect a greater

extent of the plasma compared to the unmagnetised case. Rather, as the deflections

caused by changes in the magnetic field profile are larger it is easier to see where the

edge of the plasma might be located, compared to the thermo-electric field image

where only the very intense electric field on-axis causes significant deflection. The

smearing of the proton beam by the background field is also noticeable, particularly

for the peak below the centre of the cavity which is blurred towards y = 0 by higher

energy protons which are deflected less by the field. In some images the edge of

this blurred signal can even be seen to reduce for layers further into the RCF stack

which observe higher energy protons.

That the column is approximately uniform across the longitudinal axis, with the

field of view ∼ 3 mm, is surprising given it is much longer than Rayleigh range of

the laser. However, when the plasma is magnetised significant asymmetry is to be

expected along this axis, with heat-flow perpendicular to the axis restricted while

parallel it is unaffected. This leads to significant directional anisotropy of the heat-

flow, a result that has been seen to cause asymmetry in magnetised ICF implosions

[17]. Axial expansion of the column would then be enhanced compared to the

unmagnetised case due to larger temperature gradients, caused by the suppression

of perpendicular heat-flow.

In fig. 7.15 reconstructions are performed of the experimental data set. At the

highest density of 10.7 bar the cavity is seen to expand radially between t = 0.4 and

1.1 ns. Complete cavitation of the magnetic field is observed with ∆Bz = −3 T,

while the magnetic field is increasingly amplified outside of this region. Although not

seen in the reconstruction, a periodic structure with a wavelength of λ = 240±40 µm

is found to occur at late time in the raw radiograph. This forms along the lower
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Figure 7.13: Interferometry data when imaging the Nernst effect configuration at
varying backing pressure and time. On the left are the raw interferograms, where
the image contrast has been adjusted to make the signal clear, while on the right
the map of the reconstructed electron density is shown.
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Figure 7.14: Proton radiography of shots a) with and b) without an applied magnetic
field at a backing pressure of 10.7 bar after t = 0.4 ns. Normalised lineouts are shown
over the x-axis taken between the dashed-white vertical lines.

edge of the cavity, extending radially inwards towards the centre of the plasma.

As the backing pressure and electron density decrease, the radius and depth of

the cavity also decrease. This leads to a reduction in the path-integrated magnetic

field, which can make the recovery of the deflection profile challenging at the lowest

density. The random noise in the proton distribution corresponds to noise in the

integrated magnetic field of 0.1 Tmm, which is significant at 1 bar where the field

amplification is on the order of ∆Bz = 0.1 T.

There is a clear decoupling between the magnetic field profile and the plasma

flow in these measurements. This is most evident at 0.4 ns for a backing pressure of

10.7 bar, with significant cavitation of the magnetic field observed despite no cavita-

tion of the electron density. This separation of effects allows the first experimental

measurement of the Nernst effect to be made [1].

7.4.1 Separation of hydrodynamic and Nernst advection

The magnetic field and electron density profiles are compared for a backing pressure

of 10.7 bar at 0.4 and 1.1 ns in fig. 7.16. Initially it is seen that the magnetic field

is rapidly advected into the sheath region of the plasma beyond 200 µm, increasing

the maximum field strength by ∆Bz ≈ 0.3 T. In the hot plasma the magnetic field

is reduced by ∆Bz ≈ −1 T compared to the initial field strength of Bz0 = 3 T,

forming before any cavitation in the electron density profile. In this regime Nernst

advection is significantly faster than hydrodynamic motion over this timescale; this
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Figure 7.15: Proton radiography data when imaging the Nernst effect configuration
at varying backing pressure and time. On the left are the raw radiographs, where
the image contrast has been adjusted to make the signal clear, while on the right
the map of the reconstructed magnetic field relative to the applied field is shown.
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Figure 7.16: Lineouts of the reconstructed magnetic field and electron density as a
function of radius measured at a) 0.4 and b) 1.1 ns at a backing pressure of 10.7
bar. These profiles are longitudinally averaged over the central 1 mm of the plasma
column, with the shaded regions showing the standard deviation. The magnetic
field predicted by 1D Cartesian IMPACT and CTC simulations at c) 0.4 and d) 1.1
ns of the experiment in a Cartesian geometry. IMPACT simulations do not include
hydrodynamic motion, while CTC simulations either include the Nernst effect or
hydrodynamic motion.

is expected from eq. 6.12 as the collision time is long relative to the hydrodynamic

timescale. Due to the coupling of Nernst advection with heat-flow, this implies that

the electron pre-heat extends out to r > 0.5 mm.

Later on at 1.1 ns, the magnetic field cavity has continued to expand with the

reduction in the magnetic field strength in the hot plasma now ∆Bz ≈ −2 T, while

in the sheath region the magnetic field has been amplified further to ∆Bz ≈ 1.2 T.

However, the average advection velocity of the peak has decreased as the Nernst

velocity and heat-flow reduce with time. The plasma column has now expanded

significantly though, with cavitation of the density profile observed. At this point

measuring the maximum in the electron density profile gives an average hydrody-

namic advection velocity of approximately (1.8± 0.5)× 105 ms−1.

To confirm that the measured advection is indeed caused by the Nernst effect,

key parameters describing the plasma regime can be obtained using measurements of

the thermo-electric field to obtain the temperature; this is estimated to be 700±300

eV with a length scale of approximately 100 µm at 10.7 bar after 0.4 ns. At this

temperature full ionisation of nitrogen ions to Z = 7 can be expected. Under

these conditions the magnetisation is then between χT ≈ 1− 10, with the magnetic

field and heat-flow strongly coupled. The ratio of the thermal pressure to magnetic
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pressure is β � 1 suggesting that the thermal terms will be dominant in Ohm’s law.

Evaluating the terms in the induction equation in more detail, the magnetic

Reynolds number is ReM � 1 making advection the dominant term in the induc-

tion equation and allowing diffusion and resistivity gradient flow to be neglected.

Meanwhile, the thermal Peclet number, which measures the importance of the heat-

flux relative to bulk flow in energy transport, is Pe < 1 with the heat-flux then the

more important effect. No spontaneous generation of magnetic field was observed

in the absence of an applied field, confirming that the Biermann term is negligible.

Nernst advection is then the only remaining candidate which can be invoked to

explain the scale of the measured magnetic field cavitation.

The results of IMPACT and CTC simulations conducted in a 1D Cartesian ge-

ometry, described previously in section 6.4, are provided for comparison in fig. 7.16.

Models which do not include the Nernst effect are unable to correctly predict the

scale of the cavitation in the magnetic field; instead being frozen to the density

profile. On inclusion of the Nernst effect, both kinetic and fluid simulations capture

the shape of the magnetic field profile after 1.1 ns.

There remain qualitative differences between the experimental and simulation

profiles, although these differences are largely explained by the use of 1D Cartesian

simulations instead of either 1D radial or 2D simulations. In 2D, the advection

velocity is initially reduced by the increased energy spread resulting in shallower

temperature gradients. This is expected to result in both incomplete cavitation of

the plasma, as seen in the experiment, and a reduction in the magnetic transport

barrier at later time. The second effect, a reduction in the transport barrier, should

then drive faster advection in two-dimensions than one leading to the broader peak.

However, at the earlier time of 0.4 ns, it is believed that additional heating

mechanisms attributed to the higher laser intensity, such as those due to collective

laser-plasma interactions rather than inverse bremsstrahlung heating, are responsible

for the significantly faster magnetic field advection and heat-flow. Even if the laser

intensity was increased significantly, as was done for simulations in fig. 7.17, it would

appear that inverse bremsstrahlung is incapable of driving such rapid advection.

Evidence for such processes have already been seen in the raw radiographs for shots

without an applied field. That both the plasma temperature and advection velocity

are fairly insensitive to changes in the laser intensity, with Te ∝ I0.34±0.1l and vB ∝
T 0.42±0.8
e , provides further confidence in our results.
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Figure 7.17: IMPACT simulations showing the variation in a) the on-axis (x = 0)
electron temperature and b) the average magnetic field advection velocity with laser
intensity at t = 1.1 ns.

7.4.2 Nernst advection velocity and heat-flow

The magnetic field advection velocity is inferred by measuring the radius of the peak

magnetic field as a function of time as shown in fig. 7.18; for each shot a times series

can be obtained from the RCF stack, with layers 2-5 having Bragg peak energies

between 7.6 and 16.1 MeV corresponding to a time window of 162 ps. At early time

when the Nernst velocity greatly exceeds the hydrodynamic velocity an estimation of

the Nernst velocity can then be made, which is found to be vN = (7±2)×105 ms−1.

These agree to within error of the simulated results. Comparing the velocity of the

magnetic field peak in the simulation with the calculated Nernst velocity, it is seen

that this approach is likely to slightly overestimated the true Nernst velocity.

Using eq. 4.25 the following expression is obtained

q

qFS
=

5

2

vN
vT

(7.13)

which relates the Nernst velocity as a fraction of the thermal velocity to the heat-

flow as a fraction of the free-streaming limit. Following the work in section 4.3.1 the

ratio vN/vT can be seen to also act as non-local parameter, corresponding to the

relative anisotropy of the heat-carrying population. For an electron thermal velocity

at 700 eV of vT = 1.6 × 107 ms−1, the heat-flow is estimated to be approximately

|q|/qFS = 0.02± 0.01.

Later in time the advection velocity of the magnetic field decreases to (2 ±

220 Chapter 7



7.4 Measurement of the Nernst effect

Figure 7.18: In a) the position of the maximum field as a function of time is plotted
for an early and late-time shot at 10.7 bar. Fitting a linear trend to each dataset
allows the magnetic field advection velocity to be estimated in b), which is compared
with the velocity of the peak in the magnetic field and Nernst velocity at this point
from IMPACT and CTC simulations.

2) × 105 ms−1, while the hydrodynamic advection velocity has increased. At this

point in time both the Nernst effect and hydrodynamic motion are responsible for

the advection of magnetic field, and directly inferring the Nernst velocity from the

magnetic field profile is not possible. For the case shown here, where advection

continues in the sheath region, the significant decoupling between the magnetic field

and density profiles demonstrate that the Nernst effect is the dominant mechanism.

In general, when the hydrodynamic velocity begins to approach and exceed the

Nernst velocity it does not mean that the latter effect can be neglected though.

Depending on the plasma regime, different regions of the plasma can continue to

experience magnetic field advection dominated by the Nernst effect and vice-versa

as was seen in fig. 6.19.

The emergence of non-local transport under these conditions has been the subject

of much of this thesis, with this specific problem examined previously in section 6.4.

Despite mean-free-paths on the order of 100 µm, where the fluid model should break

down, the increase in the magnetic field at the edge of the hot plasma means the

Hall parameter at the heat front reaches χB ≈ 10 by 1.1 ns. In this regime the heat

transport becomes limited by the electron gyro-radius rather than by the mean-free-

path. The suppression of the Nernst velocity by non-local transport described by

Sherlock and Bissell [92] which scales with λT/lT is invalid in this regime, with the

gyro-radius a more appropriate quantity. At early times the kinetic and fluid simu-

lations predict different heat-flows, but at later times the Nernst effect increasingly
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Figure 7.19: a) Lineouts of the reconstructed magnetic field profiles as a function of
radius for varying backing pressure at t = 1.1 ns, averaged over the central 1 mm
of the plasma column. b) The average advection velocity of the peak magnetic field
as a function of electron density compared to IMPACT and CTC simulations, with
simulation uncertainty calculated by increasing the laser intensity by ±50%.

leads to a magnetic transport barrier which keeps the heat-flow in a relatively local

regime, even as the magnetic field inside the cavity falls to zero.

7.4.3 Magnetisation and non-local transport

To further explore the role of non-locality in both thermal and magnetic field trans-

port shots at three different backing pressure were performed. At lower densities

the plasma is less collisional, causing the inverse bremsstrahlung heating rate to de-

crease. As explored in section 6.4, this results in an increase in the mean-free-path

to a maximum of λT ≈ 1 mm at 1 bar after 1.1 ns, but also makes the plasma

more strongly magnetised with a maximum of χB ≈ 36. The net result is a re-

duction in relative anisotropy that reduces both the heat-flow and the advection of

the magnetic field. The expected scaling of the Nernst velocity with density and

temperature is vN ∝ τBγ⊥. In the intermediate magnetisation regime this scales as

τ 1+mB ∝ (T 1.5
e /ne)

1+m, where −2 ≥ m ≥ 0 and can be found in fig. 6.11 to be around

m ≈ −1 at χB = 1.

The magnetic field profiles from these shots at 1.1 ns are shown in fig. 7.19.

The Nernst advection rate is approximated by finding the average velocity of the

peak in the magnetic field for both the experimental data, as well as IMPACT

and CTC simulations. As expected, the advection velocity falls with decreasing

density, with the simulations closely reproducing the behaviour measured in the
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Figure 7.20: A map of the non-local parameter space as a function of λT/lT and
χT obtained using the relative anisotropy parameter in eq. 4.3 with v = vH(χT ).
Overlaid are points obtained from 1D Cartesian IMPACT simulations of the Nernst
experiment, obtained at the point where lT is at a minimum between t = 0.1 and
1.1 ns. Dashed lines show where the gyro-radius is equal to the temperature length
scale for thermal and heat-carrying electrons with velocity v = 2.62 vT .

experiment. Fitting the measured average advection velocities to a power law gives

a trend 〈vB〉 ∝ n0.30±0.03
e0 . Ideally, the fitting should be done against collision time

or magnetisation, as otherwise this approach assumes there is little variation in the

temperature. However, the nature of the trend implies that the experiment has been

conducted in the strongly magnetised regime, with anisotropic transport processes

reducing as the density and collision rate decrease.

In fig. 7.20 the position the simulations occupy in the non-local parameter space

is explored. While the Knudsen number λT/lT increases at lower density, the mag-

netisation increases and the ratio of the gyro-radius to the length scale remains

largely unchanged. That the ratio rg/lT remains almost constant at the heat-front

is a result of both rg and lT being insensitive to changes in the electron density. Heat-

carrying electrons are strongly magnetised at the heat-front causing their effective

mean-free-path to then decrease relative to the temperature length-scale. The result

is a localisation of transport as the plasma becomes increasingly collisionless, with

the mobility of hotter electrons most affected. This result has been demonstrated

in the experiment, where the Nernst advection velocity, which is coupled with the

heat-flow, is reduced at lower density.

Future experiments in this regime should pursue several avenues of investigation.

The first, which can be seen to complete the data set obtained during this experi-

ment, would be to demonstrate the transition from weakly to strongly magnetised

transport. Under the same laser conditions this would be done by increasing the
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electron density further, at which point a maximum in the Nernst advection velocity

should be found on entering the weakly magnetised regime. The next result that

is sought is the suppression of the Nernst by an increasing magnetic field, with the

suppression by magnetisation already demonstrated here through reduction of the

collision rate. At the same time, these results equally demonstrate enhancement

of Nernst advection as the magnetisation decreases. To access the non-local Nernst

regime the simplest path forward is a reduction in the magnetic field strength, as this

is the parameter which can be most easily tuned during laser-plasma experiments.

Field strengths around Bz = 1 T should result in a noticeable increase in non-local

transport, with the effective mean-free-path scaling as λei/(1 + χ2
ei) ∝ B−2z in the

strongly magnetised regime, while also providing changes in the path-integrated

magnetic field that are observable using proton radiography.

7.5 Summary

In summary, the results presented here mark the first direct measurement of mag-

netic cavitation driven by the Nernst effect, demonstrating the coupling of the mag-

netic field with heat-flow rather than hydrodynamic ion motion. Models simulating

the plasma evolution in this regime which do not include the Nernst effect predict

a spuriously high magnetic field within the hot plasma. Suppression of the Nernst

effect by magnetisation is observed, driven by an increase in the collision time at

lower density. Under these conditions at moderate magnetisation (χB > 1) extended

MHD models agree surprisingly well with kinetic VFP simulations despite both long

mean free paths and demagnetisation of the hot plasma; the heat-flow at the edge

of the hot plasma remaining relatively local due to the formation of a transport bar-

rier, with the gyro-radius limiting cross-field transport. Furthermore, the relative

anisotropy is reduced at lower density by increasing confinement to the magnetic

field, causing a decrease in heat-flow and non-local transport.

The implications of magnetic cavitation driven by the Nernst effect are significant

for plasmas with either self-generated or applied fields. Thermal transport effects

are typically most significant in laser heating experiments, where large temperature

gradients form in the rapidly heated plasma. As a result, the Nernst effect is often

the dominant mechanism in the transport of magnetic fields. The formation of

self-generated Biermann fields can be modified substantially which has relevance

to experiments investigating astrophysics, particularly magnetic reconnection [59,

150], and hydrodynamic instabilities [151, 152]. Self-generated and applied fields

are also of interest in inertial confinement fusion experiments, leading to higher hot

spot temperature and reducing instability growth [89, 90, 51, 17]. The expulsion of
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magnetic field from the hot plasma will increase the field strengths required in these

experiments [153, 154].

Exploring the thermo-electric field, both in unmagnetised and magnetised shots,

our understanding of transport phenomena is further improved. This is possible

because the geometry probed here allows for the separation of electric and magnetic

field effects, owing to the cylindrical symmetry of the plasma resulting in a change

in the symmetry of the deflection potential. Novel measurements of the temperature

profile can then be obtained in this manner. Furthermore, this allows us to consider

routes by which the thermo-electric field can be explored in the future, an effect

which underpins the Biermann battery.

While discrepancies were observed between the simulations and the experiments,

these are attributed to limitations of the simulations rather than to significant novel

physics. As discussed in this chapter, these discrepancies are primarily due to the

use of 1D Cartesian simulations instead of more physically accurate 2D Cartesian

or 1D cylindrical geometries. These will result in a reduced peak magnetic field

and higher advection velocities as the transport barrier is relaxed. Additionally,

as outlined in chapter 6, the use of an ideal gas equation of state and inclusion of

ionisation effects are expected to modify the magnetic field profile by allowing it

to diffuse into the sheath. Future simulations should address these limitations to

enable more rigorous benchmarking.
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Chapter 8

Conclusion

The work presented in this thesis has investigated the effect of magnetic fields on

plasmas in which thermal transport effects are dominant. It has been shown how

magnetisation suppresses anisotropic transport effects. These results are used to

understand an experiment in which the first direct measurement of the Nernst effect

was made.

8.1 Test problems for magnetised transport

In chapter 3 it was seen how after expanding the distribution function in Cartesian

tensors the anisotropic components naturally appear as the ratio of an effective

mean-free-path to a length scale. This effective mean-free-path was λei/(1 + χ2
ei),

which differs from the values of either λei (when χB � 1) or rg (when χB > 1) used

previously when assessing the non-locality parameter. In particular, it suggests that

in the strongly magnetised regime the effective mean-free-path can be reduced below

the gyro-radius.

The local limit was first considered to gain a greater understanding of how the

anisotropy perturbs the distribution function. Magnetisation was found to reduce

the heat-carrying velocity, suggesting that magnetised plasmas are naturally more

resilient to non-local transport as the relative increase in the electron diffusion dis-

tance with velocity is reduced. The rate at which the distribution function was

perturbed was then found to increase with the ratio |f1|/f0, which is the ratio of the

effective mean-free-path to length scale.

Kinetic VFP simulations were then performed in chapter 4, demonstrating a

correlation between an increase in the relative anisotropy and the degree to which

the isotropic distribution is perturbed away from a Maxwellian. This confirms that
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the ratio f1/f0 is an appropriate metric for considering non-local transport trends.

The magnetised parameter space was explored by varying the gyro-frequency and

the collision frequency, using the magnetic field and density, respectively. As ex-

pected an increasing magnetic field always led to the localisation of transport, with

the reduction scaling as expected when using the effective mean-free-path. In the

case of varying collision frequency the behaviour was again as expected for the ef-

fective mean-free-path, with both λei and rg failing to capture the trend observed in

the strongly magnetised regime. These results suggest the effective mean-free-path

should be used when calculating the non-locality parameter.

The relationship between the relative anisotropy, heat-flow, and magnetic advec-

tion velocity was highlighted. Of particular note was that the ratio of the heat-flow

to the free-streaming limit q/qFS was seen to provide a distribution averaged value

of the relative anisotropy, weighted towards heat-carrying particles. This is a much

easier number to interpret than the effective mean-free-path, as it is not velocity-

dependent. However, qFS is found to be magnetisation dependent-although only

weakly-so if q/qFS is the same at two points in the plasma it does not necessarily

suggest the relative anisotropy is actually the same.

In future, it may be worth starting with a less extreme temperature perturbation,

as the trends nearer to LTE will likely be clearer when the distribution function is

not highly distorted. Additionally, it would be beneficial to perform simulations

with a code that includes higher order terms in the distribution function, as it is

unclear whether this may change any of the results.

8.2 Laser heating experiments

In chapter 6, the modelling of an experiment investigating transport in a plasma

with cylindrical geometry was presented. As expected, simulations without a mag-

netic field were highly non-local. The purpose of these simulations was primarily

to highlight the differences that can arise due to significant non-local transport. A

more complete investigation into the effect of non-local transport on the electric field

would be of interest.

For simulations with an applied magnetic field, both VFP and extended MHD

simulations were in broad agreement. The MHD and kinetic simulations close agree-

ment is attributed to the formation of a magnetic transport barrier. Non-local

transport, while significant in the cavity, did not affect the overall progress of the

heat front in this regime. Transport trends followed the effective mean-free-path

trends explored earlier. Including ion hydrodynamics in the MHD simulations it
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was seen that some positive feedback appeared to be occurring between Nernst and

hydrodynamic advection. A more thorough investigation is worthwhile.

It is noted that the most significant improvement that could be made is to

conduct these simulations in either a one-dimensional cylindrical geometry or in

two dimensions. This would suppress the magnetic transport barrier, and likely

result in a stronger non-local signal. In these experiments it is unlikely the ions

would be magnetised, so it would also be interesting to investigate their behaviour.

Finally, in chapter 7 the Nernst effect was demonstrated experimentally with an

advection velocity of vN = (7± 2)× 105 ms−1, with the magnetic field and density

profiles decoupled. Suppression of the Nernst effect was then observed as the density

decreased. Based on the simulations it is expected that this is caused by the collision

frequency decreasing while the magnetisation increases. However, the difficulty in

obtaining the temperature profile in the sheath region makes confirmation of this

result challenging.

As discussed at the end of that chapter, several avenues can be pursued to develop

the Nernst experiment data set. These include running at different magnetic field

strengths, performing a broader density scan, and changing the gas. Regarding

the thermo-electric field measurements, greater consideration should be given to

maximising the integrated electric field to provide a strong signal in the radiography.
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