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Abstract 
 

This study investigates authorship attribution in Arabic poetry using the entire Classic 

Arabic Poetry corpus for the first time. Authorship attribution in Arabic poetry dates back to 

the 6th century during the pre-Islamic period when oral recitation was the primary method of 

preserving and disseminating poems. Limited written documentation, mainly for treaties, 

resulted in the loss of much pre-Islamic poetry and the misattribution of post-Islamic poems 

to pre-Islamic poets. While previous studies have qualitatively explored this issue, this 

research quantitatively addresses it for the first time. 

The study collected and augmented data with metadata to ensure accurate temporal 

separation. To address potential confusion between style and topic, topic modeling 

experiments identified five prominent topics, revealing patterns in topic distribution across 

centuries and poetic meters. Random poems from each century were qualitatively analyzed to 

validate the topic modeling process. 

A classification model was applied to delve deeper into authorship attribution. An 

ensemble model was developed and tested on applicable data, excluding the pre-Islamic era. 

The model’s performance was evaluated based on topic, number of poets, and number of 

examples. Topic segregation slightly improved performance, with optimal results observed 

when one poet was included in the opposite class. The best performance occurred with 60 

examples on average. 

After selecting the most effective parameters, the model achieved accuracies of 0.97 to 1.0 

and corresponding F1 scores. Misclassifications mostly occurred at probabilities below 90%, 

while correct classifications approached 100%. These findings demonstrate the model’s 

robustness and its potential for addressing real cases of misattribution in Arabic poetry. 
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Chapter 1: Introduction 
 

1. Research Problem and Motivation 

  This research seeks to address questions related to text attribution in classical Arabic 

poetry, with a particular focus on the complex issues surrounding pre-Islamic texts. The 

application of deep learning techniques to address questions in Arabic literary studies 

represents a novel approach, unprecedented in the field. Historically, analyses of literary 

issues have relied on qualitative methods. Although qualitative analysis can yield insights, it 

is inherently subjective, leading to a wide range of conflicting opinions. Additionally, 

qualitative approaches often rely on historical evidence, which can be incomplete or 

challenging to trace, especially when exploring the origins of specific texts. Conversely, 

quantitative methods focus exclusively on the text, mitigating the influence of subjective 

opinions. They derive their outcomes from linguistic and literary analysis, providing results 

that are intrinsically connected to the language and style of the author. Furthermore, 

quantitative methods can address multiple issues within a single study, whereas qualitative 

approaches often require significant effort to gather external information. 

 

This study marks the first instance of an Authorship Attribution (AA) analysis 

addressing actual cases of attribution problems in Arabic literature, with a comprehensive 

focus on linguistic, literary, and technical aspects. The outcomes are expected to shed light on 

longstanding literary questions that have remained unanswered. 

 

Moreover, this study is unique due to its extensive dataset, encompassing the 

complete corpus of Arabic poetry, and its use of advanced computational methods. Previous 

studies in Arabic poetry have utilized conventional machine learning techniques like Support 

Vector Machines (SVM), which are not considered state-of-the-art (Al-Falahi et al., 2019). 

This research employs neural networks, specifically Large Language Models, and trains a 

pre-trained model on Arabic poetry. This approach facilitates a deeper understanding of the 

linguistic characteristics and stylistic variations in classical Arabic poetry, providing a more 

robust foundation for analysis and attribution, as the model already has a strong grasp of the 

language irrespective of the attribution task. 
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2. Objectives of the Study 

The primary objective of this study is to construct deep learning models capable of 

accurately assigning texts to their corresponding authors. To achieve this goal, the following 

key milestones will be pursued: 

 

- Conduct a thorough review and critical analysis of the relevant literature. 

- Design a comprehensive dataset of Arabic poetry. 

- Create deep learning models capable of producing reliable results across various AA 

scenarios. 

- Apply the developed techniques to resolve the attribution of disputed poems, utilizing the 

knowledge gained from earlier phases. 

- Evaluate the model's efficiency and effectiveness using a range of statistical metrics. 

3. Research questions 

1. What are the existing computational methods for addressing the problem of answering 
AA questions generally and particularly in Arabic poetry? 
 

2. What are the optimal data sources for this research, and what pre-processing steps are 

necessary to prepare the data for analysis? 

3. How does the topic of the poetry influence the performance and accuracy of the AA 

model? 

4. Which BERT model variant is most suitable for addressing AA questions in Arabic 

poetry, and what are its specific advantages? 

5. What methodologies can be employed to evaluate and validate the performance of 

these computational models to ensure high accuracy and reliability? 

6. How can an AA model be effectively trained given the scarcity of texts per author, 

particularly in the context of pre-Islamic poetry? 

7. What is the impact of the quantity of training examples on the performance of the AA 

model? 

8. Does a one-vs-one classification approach yield better performance compared to a 

one-vs-all approach in the context of this research? 

9. How does the performance of the proposed model compare to traditional AA 

methods, such as Burrow's Delta? 
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10. Does the computational model effectively answer AA questions specifically in the 

context of pre-Islamic Arabic poetry? 

Structure of the Thesis 

The structure of this thesis is as follows 

● Chapter 1: Introduction - outlines the research, highlighting its driving factors, 

research question and objectives. 

● Chapter 2: Background - discusses the foundational context of various methods, 

techniques, and algorithms employed in AA, with a special emphasis on their 

application in Arabic and offers a comprehensive perspective on Arabic poetry and 

the authorship issues within it. 

● Chapter 3: Literature review - summarizes the body of related work, concentrating on 

machine learning techniques employed in AA and verification. 

● Chapter 4: Methodology - provides an overview of the research methodology and 

design. 

● Chapter 5: Data extraction and preparation - outlines the procedures used for data 

extraction and cleaning, offering a detailed description of the corpus. 

● Chapter 6: Topic modelling - elaborates on the use of a topic modelling technique to 

create more accurate topical labels for the poems, allowing for better topic control in 

authorship classification tasks. 

● Chapter 7: Ensemble model for authorship classification - explains the development 

of a model designed to achieve accurate classification based on authorship, 

contrasting this approach with traditional methods in AA. It concludes by applying 

the model to address authorship questions in pre-Islamic poetry. 

● Chapter 8: Conclusion and future work – the thesis concludes by summarizing the 

main findings from the research, reflecting on the key outcomes of the work, and 

highlighting the novel contributions made. It also explores possible directions for 

future studies. 
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Chapter 2: Background 
1. Introduction 

 The issue of AA has captivated scholarly attention over extended periods for diverse 

reasons, as expounded upon in the introductory chapter. The quest to unravel the intricacies 

of authorial identification has prompted the utilization of a spectrum of strategies and 

techniques, ranging from qualitative investigations to cutting-edge quantitative 

methodologies. The nuances and evolution of these approaches will be meticulously 

examined and elucidated in the forthcoming Literature Review Chapter.  

 

 Embarking on our research odyssey, we commenced with an in-depth exploration of 

Arabic poetry, delving into its rich history and artistic evolution. Numerous scholarly works 

dedicated to classical poetry have meticulously examined this art form from multifaceted 

perspectives, offering a comprehensive historical context. In the linguistic segment of our 

study, we underscore the profound societal significance of poetry in Arab culture, reflecting 

the considerable attention devoted to it within literary studies. Subsequently, we delve into 

the diverse genres that characterize Arabic poetry, with a particular focus on the principal 

genres that have shaped its expressive landscape. 

 

An additional pivotal facet of our exploration delves into the prosodic system of Arabic 

poetry, a fundamental element that governs its rhythmic structure. In elucidating this intricate 

system, we provide a nuanced background on the sixteen metres employed in Arabic poetry, 

each distinguished by unique syllabic distributions.  

 

 Moreover, our research incorporates an examination of the computational aspect, an 

integral facet of our research initiative. Commencing with the utilization of web scraping, we 

expound upon its pivotal role in the data collection process. Subsequently, our exploration 

extends to the domain of topic modelling, recognized as a critical component within AA 

studies. Notably, scholarly investigations have consistently emphasized the importance of 

mitigating topic confounding, particularly when the primary focus revolves around style or 

authorship. This segues into a comprehensive dialogue on the AA techniques implemented in 

this study, featuring contemporary methodologies such as Bidirectional Encoder 

Representation from Transformers (BERT) models. This examination serves to provide a 
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basic understanding of the computational methodologies applied in data acquisition, topic 

modelling, and AA within the specific context of our study. 

   

2. Linguistic Section 
  

Poetry is of crucial significance in Arab culture, serving as both a record and a 

science. Regarded as art and an integral part of life, poetry wielded significant influence, to 

the extent that it could instigate or conclude conflicts. The Arab people placed high value on 

maintaining good conduct, particularly in interactions with poets, as they understood that the 

impact of their actions would resonate throughout the Arabian Peninsula. In a tribal society 

where reputation is paramount, the birth of a new poet was celebrated akin to gaining a new 

platform to contribute to society and elevate one's status. The persuasive power of poetry was 

comparable to today's media influence, captivating the masses who often accepted poetic 

narratives as truth. 

 

 In a tale illustrating the profound impact of poetry, the king of Al-Ḥīrah,Al- Nuʿmān, 

declared to envoys from various Arab tribes that he would gift his Abaya to the noblest man 

among them. On the appointed day, all envoys, except a man named Aws Ibn-Suʿdā, readied 

themselves to meet the king. Aws's absence caught the king's attention, and he was 

summoned. When questioned, Aws replied, "If the prize is meant for me, I'll receive it 

whether I come or not. If it's for someone else, it's not fitting for me to embarrass myself by 

attending." Remarkably, Aws won the prize.  

Envy fueled a conspiracy among the others to tarnish his reputation. They urged Al-

Ḥuṭay'ah to compose a satirical poem, known as Hījaa', but Al-Ḥuṭay'ah, grateful to Aws, 

refused. Offered three hundred camels, Bishr Ibn Abī Khāzim accepted the task. When Aws 

learned of the poem, he apprehended Bishr, and the tribes refused to shield him from Aws's 

retribution. The poem's egregious offence included disparaging remarks about Aws's mother. 

Confronted by Aws, Bishr's fate rested on his mother's chosen punishment. Astonishingly, 

she opted to return the camels and more, asserting that nothing could erase satire better than 

panegyric. Aws's magnanimity left Bishr so impressed that he spent the rest of his life 

praising him. 
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 This narrative underscores the potency of poetry in the Arab world, providing insight 

into the milieu where poetry thrived and how it endured without the aid of writing 

implements. Poetry permeated everyday life, capturing the interest of a broad audience rather 

than being confined to a select group of intellectuals or specialists. 

 

Poetry embraced a diverse array of themes, known as aghrāḍ, that evolved with the 

changing times, incorporating new subjects reflective of contemporary lifestyles. A concise 

exploration of poetry themes is gleaned from recorded insights in the Britannica 

Encyclopaedia (1993). 

 
“first, panegyric madḥ, the praise of the tribe and its elders, a genre of poetry that was to become the 

primary mode of poetic expression during the Islamic period; second, praise’s opposite—lampoon 

hijāʾ—whereby the poet would be expected to take verbal aim at the community’s enemies and impugn 

their honour (most often at the expense of women); and third, praise of the dead, or elegy rithāʾ” 

 

 These main purposes of composing poems served as the primary themes, akin to main 

courses. However, poems often encompassed additional themes akin to side dishes. Notable 

themes included descriptions of nature and animals, hunting journeys, references to wine, 

expressions of love, and reflections on wisdom. More infrequently, poets delved into themes 

like apologia. While poets might compose poems across various themes, they were often 

recognized for their specific focus and proficiency in expressing themselves within particular 

thematic domains. This is evident in the analysis of four of the most famous poets of the pre-

Islamic era, who were distinguished by their adeptness in specific areas of poetic expression. 

 

 اذإ ىشعلأاو ،بھر اذإ ةغبانلاو ،بغر اذإ ریھز :ةعبرأ ءارعشلا نم كافك :ةفرط يبأ نبا نع يعمصلأا ىكحو 

 بضغ اذإ ریرجو :موق دازو ،بلك اذإ ةرتنعو ،برط

 

 The esteemed position of poetry in Arab culture allowed this oral art form to thrive, 

establishing a set of rules akin to a constitution adhered to by all poets. These rules govern 

various aspects, from prosody to the structure of poems. In terms of prosody, Al-Khalīl 

delineated 16 patterns that Arabs followed in their poetry composition. Understanding these 

rules requires knowledge of the syllabic nature of Arabic. Most Arabic words have a 

triconsonantal root, such as the word "kataba" (to write), with the root KTB. To form 

different words within the same root, syllables are constructed by combining root consonants 
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with vowels, of which there are six (three short and three long). This morphological 

simplicity and regularity enable the existence of these constrained prosodic rules. In all 16 

patterns, there is a consistent flow of consonants and vowels that must be maintained 

throughout the entire poem. In other words, if the poem is rewritten in an abstract form of 

consonants and vowels, all lines will appear identical. The abstraction reveals that each line 

consists of two identical parts šaṭr, with each part having three components, known as 

Tafՙʕīlah (table). The first two forms are identical (\\o\o\o), and the last one is (\\o\o). The 

first two forms, in their original form, should be \\o\\\o, but the poet chose to make a change, 

which appears only once in the original form (in red). This metre is called Wāfir, and it is 

entirely acceptable to make this slight change to the metre.  

 

 

 مورم فرش يف ترماغ اذإ موجنلا نود امب عنقت لاف

\\o\o\o   \\o\o\o   \\o\o \\o\o\o   \\o\\\o   \\o\o 

 ریقح رمأ يف توملا معطف میظع رمأ يف توملا معطك

\\o\o\o   \\o\o\o   \\o\o \\o\o\o   \\o\o\o   \\o\o 

 

 To explain how the actual words are transformed into this abstract form, we can use 

the traditional method which has two simple rules based on what follows consonants. 
 

Cluster of consonant and vowels Abstraction Example 

Consonant + short vowel \ Bi (the proposition ـب ِ)  

1. Consonant + long vowel 

2. Consonant + short vowel + consonant 

(not followed by a vowel) 

\o 1. Bā (the first syllable 

of the word باب ) 

2. Bar (the first syllable 

of the word َرب ّ) 

Table 1: Explaining syllabic Arabic system. 

These are the potential types of syllables in Arabic, and we can represent each of them 

as either (\) or (\o). In creating this abstract form, we disregard word boundaries, allowing a 

word to be split between two forms or two words to be combined into one form, as we focus 
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solely on the flow of consonants and vowels. Al-Khalīl examined Arabic poetry and 

identified 16 possible combinations of consonants and vowels, as illustrated in the table. 

 

The metre name Abstract form 

Ṭawīl \\o\o     \\o\o\o     \\o\o     \\o\o\o 

Madīd \o\\o\o     \o\\o     \o\\o\o 

Basīṭ \o\o\\o     \o\\o     \o\o\\o     \o\\o 

Wāfir \\o\\\o     \\o\\\o     \o\\o 

Kāmil \\\o\\o     \\\o\\o     \\\o\\o 

Hazaj \\o\o\o     \\o\o\o 

Rajaz \o\o\\o     \o\o\\o     \o\o\\o 

Ramal \o\\o\o     \o\\o\o     \o\\o\o 

Sarī ʿ \o\o\\o     \o\o\\o     \o\\o 

Munsariḥ \o\o\\o     \o\o\o\     \o\\\o 

Khafīf \o\\o\o     \o\o\\o     \o\\o\o 

Muḍāri ʿ \\o\o\     \o\\o\o 

Muqtaḍab \o\\o\     \o\\\o 

Mujtath \o\o\\o     \o\\o\o 

Mutaqārib \\o\o     \\o\o     \\o\o     \\o\o      

Mutadārak \\\o     \\\o     \\\o     \\\o      

Table 2: Arabic metres as syllabic forms. 

 Certain rules in Arabic poetry were regarded as traditions that enhanced the quality of 

a poem if adhered to. The typical structure began with reminiscing about loved ones and 

pausing at the remains of a camp, a scene often encountered in Arab life due to the nomadic 
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nature of people who frequently sought water sources. This was typically followed by 

depicting the journey through the desert and describing the poet's path, highlighting desirable 

attributes like strength and beauty. Following this extensive introduction, the primary aim of 

the poem emerged, usually centred around expressions of pride or praise. 

 

 Nevertheless, these rules started to be disregarded one by one. Initially, during the 

Abbasi era, poets began to feel constrained by the conventional themes of poetry and sought 

to explore new subjects influenced by changes in Arab life. They challenged the established 

structure that commenced with ruins, dismissing it as outdated, and opted to omit this 

introductory section. However, prosodic rules endured for a longer period and were generally 

adhered to until the 19th century when the era of Ḥur poetry, characterized by a more 

liberated form, commenced. 

 

 The field of Arabic literature faces significant challenges related to attribution and 

authentication, particularly evident in the context of pre-Islamic poetry. The absence of a 

written form during that era has led to extensive investigations aimed at establishing accurate 

attributions. Various outcomes have emerged from these studies, ranging from the outright 

rejection of the entire corpus of pre-Islamic poetry as genuinely from that era to doubts 

surrounding the attribution of specific texts or even portions of texts. Additionally, the 

existence of multiple variants of a single text, where a particular composition is reported 

differently by various sources, further complicates the matter. 

 

This attribution problem has been a focal point of scholarly inquiry from the early 

days of Islam in the 8th century until the present. Notably, a period of heightened interest and 

research occurred after the contributions of orientalists who approached the matter from a 

different standpoint, expressing scepticism towards much of the Jāhilī (pre-Islamic) poetry. In 

response, Arab scholars passionately defended the authenticity of Jāhilī poetry against the 

claims of orientalists, leading to a polarized debate. 

 

The conflicting perspectives of these two groups have been described as overly 

emotional, with accusations of bias either against Arabs and the Arabic language or in favour 

of them. Historical evidence exists to support both positions, with each group selectively 

employing such evidence to bolster their arguments. Consequently, arriving at a definitive 
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conclusion becomes challenging when relying solely on the conflicting assertions of these 

two factions. 

Adding to this complexity is the oral-formulaic theory of composition, proposed by 

Milman Parry and Albert Lord (Parry, 1928; Lord, 1960), which challenges the notion of 

singular authorship in oral traditions. This theory, originally developed through studies of 

Homeric epics and Serbian guslari traditions, highlights how oral poets relied on fixed 

phrases and formulas to compose and perform narratives improvisationally. Applied to pre-

Islamic Arabic poetry by scholars like James Monroe (1972) and Michael Zwettler (1978), 

this theory suggests that such poetry represents a composite tradition rather than individual 

authorship. 

 

3. Computational Section 

Web Scraping 

 Web scraping refers to retrieving information or data from websites by automatically 

fetching and analysing the HTML code of a web page to extract the required information. It 

includes several steps: 

- Sending HTTP Request: An HTTP or HTTPS request is initiated to the web server to 

fetch the HTML content of a particular webpage. In our case, we had to retrieve the 

poetry corpus from AlDiwan website. The data in AlDiwan follows a hierarchical 

structure, with the main page containing pages for different eras. Each era page, in 

turn, has pages for various poets, and each poet's page contains links to their 

respective poems. In our process, we gather the primary texts from the final layer, 

preserving the structure of all the layers we traverse. This forms the foundation of our 

dataset. 
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Figure 1: Structure of the website. 

- Downloading HTML Content: The server replies to the request by returning the 

HTML content of the webpage. 

- Parsing HTML: The HTML content is analysed to retrieve the necessary information. 

We utilized the Python library Beautiful Soup for cleaning and extracting the desired 

text. 

- Data Storage: Once all the required data was gathered, we organized the poems based 

on eras and poets, structuring the information in a CSV file for further analysis. 

Topic Modelling 

 The primary traditional approach to Topic Modelling is Latent Dirichlet Allocation 

(LDA) (Blei et al., 2003). In LDA, each document is assigned probabilities for different 

topics, and it also identifies the distribution of vocabulary over topics. This distribution 

indicates the likelihood of encountering a specific word within each topic. These probabilities 

are essential for gaining insights into the thematic organization of a set of documents and 

understanding how words contribute to defining different topics. However, in this model, the 

word representation is based on the Bag of Words (BoW). 

 

 Embedded Topic Modelling (ETM) (Dieng. et al., 2020) is an advanced approach that 

leverages the advantages of space embedding in topic modelling. In ETM, topics are 

represented as vectors in the semantic space of words. Unlike traditional models that use 

topic distribution and vocabulary distribution, ETM employs a topic embedding matrix and a 

word embedding matrix. The model calculates the probability of a word in a topic by 
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assessing the agreement between the embeddings of the word and the topic. This innovative 

approach allows for a more nuanced understanding of the relationships between topics and 

words in a corpus Figure 2.  

 

In the ETM, having a larger dataset tends to improve coherence, which is not the case 

in LDA. In LDA, there's a limit to performance improvement based on vocabulary size. 

 

 
Figure 2: Comparing embedding topic modelling with topic modelling with no embedding (the source: Dieng et al., 2020) 

Burrow’s Delta 

 The Delta method (Burrows 1987) utilizes the most frequently occurring words in the 

training corpus as features to assess authorship. It computes the mean of the absolute 

differences between the z-scores for a set of word variables within a particular group of texts 

and the z-scores for the same set of word variables in a target text.  

 

The Delta for the test document is calculated concerning each training document, and 

the author whose training document exhibits the minimal Delta with the test document is 

selected for attribution. Burrows's Delta can be seen as a method to rank authorship 

candidates based on their likelihood. Let X and Y be n-dimensional vectors representing the 

word frequencies in two documents. The z-score is derived by subtracting the mean and 

dividing by the standard deviation. The Delta measure between these documents can then be 

expressed as follows: 

 

 ∑"#$% |𝑧(𝑥#) − 𝑧(𝑦#)| = ∑"#$% ./0	2	30
40

− 50	2	30
40

. 
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Machine Learning for classification 

In this section, I will present a broad overview of Natural Language Processing (NLP) 

and the primary methods employed in computational linguistics. I will begin by discussing 

the pre-processing steps typically undertaken before any analysis, elucidating key terms. 

Prior to applying machine learning algorithms, raw text undergoes various cleaning and 

preparation steps. The objective of this phase is to enhance the data quality, directly 

impacting the performance of the algorithms. In the pre-processing phase, several key steps 

are implemented to enhance the quality of the data: 

 

● Removing Noise: This involves eliminating irrelevant elements, such as URL links, 

that do not contribute to the analysis. 

 

● Normalization: This step includes converting all words to lowercase to prevent 

duplication (e.g., treating "Word" and "word" as the same word without 

normalization). 

 

● Removing Stopwords: Stopwords, including prepositions, pronouns, and modal verbs, 

are excluded as they do not carry significant meaning. The specific list of stopwords 

may vary based on the study's objectives. 

 

● Tokenization: Text is segmented into chunks, either words or sentences. Punctuation 

marks and whitespaces assist in identifying the boundaries of words and sentences. 

 

● Lemmatization: This advanced step aims to further normalize the data. For instance, it 

involves converting plural forms to singular forms. Lemmatization typically requires 

sophisticated tools and is often language-independent. 

 

Once the data undergoes pre-processing, it's prepared for the algorithmic phase. In the 

realm of machine learning, we encounter primarily two problem types: regression and 

classification. Disregarding regression, which deals with continuous values like house prices, 

my focus is on classification problems. In classification, the algorithm works to distinguish 

between two or more classes. Consider a scenario where we have labelled  texts by topics, 

such as Science and Linguistics, with the goal of classifying them. To simplify, let's say we'll 
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use the word frequencies of "nature" and "language" to create a representation space. Each 

text is then plotted as a point in this space based on the frequency of these two words. The 

ML algorithm's task is to discover the optimal boundary (depicted by the red dotted line) that 

effectively separates the classes with minimal loss. In practical applications, dimensions can 

extend to thousands, and the representation of these dimensions varies, with raw frequency 

being the most fundamental. 

 

Conversely, the methodologies in machine learning diverge in their approaches. 

Traditional machine learning algorithms typically commence by establishing an initial 

decision boundary. Subsequently, they assess misclassified documents and adjust the 

boundary line equation accordingly. This iterative updating process repeats until the equation 

converges to a point where the loss is minimized, ideally approaching zero. Logistic 

Regression (LR), Support Vector Machines (SVM), and Naive Bayes (NB) are among the 

most renowned traditional ML algorithms, each presenting unique characteristics while 

adhering to the fundamental concept of machine learning Figure 3. 

Deep learning stands out as a revolutionary advancement in the realm of machine 

learning. Its design mirrors the functioning of neurons in the human brain, with each 

perceptron serving as a cell endeavouring to comprehend the relationship between input and 

output. To illustrate this concept simply, let's consider a scenario where only two inputs are 

processed, and texts are classified into two distinct outputs. 

Figure 3: Illustration of a simplified linear classification example. 
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Deep learning constitutes a network with multiple hidden layers, enhancing its 

capacity to comprehend the intricate relationship between input and output Figure 3. A key 

advantage of neural networks (NNs) lies in their proficiency in learning non-linear 

connections. For instance, envision a scenario where data points are plotted, and traditional 

machine learning fails to accurately classify them due to its limitation in finding linear 

boundaries Figure 5. This highlights one of the advantages of employing NNs. However, a 

notable drawback is the requirement for extensive data, which led to the adoption of transfer 

learning to mitigate this limitation. 

 

 
Figure 4: Simple neural network. 

 

Figure 5: Non-linear classification. 
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BERT 

 BERT is a research paper (Devlin, 2018) released by scientists at Google AI 

Language. Ever since its introduction, BERT has demonstrated significant capabilities in 

addressing various natural language processing (NLP) challenges, such as classification and 

question answering. 

 

 The fundamental idea behind BERT and transformer-based models is to construct 

multiple layers of neural networks and train them on an extensive corpus. This process 

imbues the model with weights or a comprehensive understanding of language without 

specific task or genre targeting. The acquired knowledge can subsequently be utilized in 

additional training for diverse tasks. 

 

 BERT is a specific implementation of transformers which was introduced first in 2017 

by Vaswani et al. in the paper “Attention is All You Need”. The attention mechanism in 

transformers enables them to effectively capture contextual information, making them 

suitable for tasks involving comprehension and generation of word sequences, such as 

machine translation. The strength of transformers lies in their capability to understand long 

dependencies in language. An example of a linguistic challenge they address is anaphora, 

where a word or phrase refers back to a preceding one. Traditional neural network models 

struggle with such cases, but transformers, with their attention mechanisms, can effectively 

handle situations like the repetition of mentioning a person in the sentences "John went to the 

store. He bought some groceries." 

 

 The transformer architecture adopts an encoder-decoder structure, but it doesn't 

depend on recurrence or convolutions to produce an output. In essence, the encoder 

transforms input sequences into continuous representations that are both concise and rich in 

information. The decoder takes the encoder's output and the decoder's output from the 

preceding time step to produce a sequence of outputs. The attention mechanism is useful in 

emphasizing relevant components, regardless of their order or the distance between them. An 

example of translating a sentence from English to Arabic demonstrates how the model pays 

attention to differences in word order and word count between the two languages Figure 6. 
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Figure 6: An example of how attention works. 

 

In BERT, we only use the encoder part of the transformer structure, As BERT aims to 

create a language model. Unlike sequential models that directionally process text input, the 

Transformer encoder reads the entire sequence of words simultaneously. Although it is often 

referred to as bidirectional, a more precise description would be non-directional. This feature 

enables the model to grasp the context of a word by considering all its surroundings, both to 

the left and right of the word (Devlin, 2018). 

 

 Two generic tasks are used to train BERT: Masked words and next-sentence 

prediction. For masked words, before inputting word sequences into BERT, approximately 

15% of the words in each sequence are substituted with a [MASK] token. Subsequently, the 

model endeavours to forecast the initial values of the masked words by considering the 

context supplied by the other, non-masked, words in the sequence. 

 

 For next-sentence prediction, in the training procedure of BERT, the model is 

presented with pairs of sentences and is trained to determine whether the second sentence in 

the pair follows the first sentence in the original document. Throughout the training, 50% of 

the inputs consist of pairs where the second sentence is the subsequent sentence in the 

original document, while in the remaining 50%, a randomly selected sentence from the 

corpus is used as the second sentence. The rationale is that the randomly chosen sentence will 

lack a cohesive connection with the first sentence. 
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 BERT is versatile in addressing numerous language tasks with the addition of a 

minimal layer to the main model. During the fine-tuning training, the majority of 

hyperparametres remain consistent with those used in the original BERT training. 

 

 Since the introduction of the BERT model, several versions have been developed to 

cater to different languages and language variations. Two notable BERT models trained 

specifically for Arabic are AraBERT (Ara stands for Arabic) and CAMeLBERT (CAMel 

stands for Computational Approaches to Modeling Language Lab1). 

 

 AraBERT (Wissam Antoun et al., 2020) comprises six variants, with the initial 

release of V0.1 trained on a smaller dataset. Subsequent versions include two trained on 

Twitter data, primarily consisting of colloquial Arabic. The other two variants are more 

relevant to our research, with corpora primarily focused on Modern Standard Arabic (MSA): 

● OSCAR unshuffled and filtered. 

● Arabic Wikipedia dump from 2020/09/01 

● The 1.5B word Arabic Corpus 

● The OSIAN Corpus 

● Assafir news articles.  

 

Model Size (MB/Params) DataSet 

(Sentences/Size/nWords) 

AraBERTv0.2-base 543MB / 136M 200M / 77GB / 8.6B 

AraBERTv0.2-large 1.38G / 371M 200M / 77GB / 8.6B 

Table 3: AraBERT variations. 

CAMeLBERT (Go Inoue et al., 2021) is a set of BERT models that have undergone 

pre-training on Arabic texts, encompassing various sizes and variants. They provide pre-

                                                
1 https://nyuad.nyu.edu/en/research/faculty-labs-and-projects/computational-approaches-to-modeling-language-
lab.html 



 

19 

trained language models for Modern Standard Arabic (MSA), dialectal Arabic (DA), and 

Classical Arabic (CA). Additionally, there is a model pre-trained on a combination of these 

three variants.  We only used the CA model as it was trained on a Classical Arabic dataset 

which can be closer to our data. 

 

Model Variant Size Number of Words 

bert-base-arabic-

camelbert-ca 

CA 6GB 847M 

Table 4: CAMeLBERT training information. 

 

4. Conclusion 

In this chapter, we offered a broad overview of our research, covering both its aspects: 

the literary and linguistic, as well as the computational dimension. The linguistic segment 

highlighted the significance of poetic art in the ancient Arab world, explored various genres 

of Arabic poetry, and elucidated the prosodic system, providing a detailed explanation of the 

sixteen metres. 

This computational part provided a broad overview of the statistical and machine 

learning methodologies relevant to addressing the issue of AA. Commencing our research 

journey, we initiated with web scraping, a technique employed to collect pertinent data for 

this study. The subsequent discussion delved into topic modelling, elucidating both the 

conventional approach of Latent Dirichlet Allocation (LDA) and the alternative method 

adopted in our study, the Embedding Topic Model (ETM). Continuing our exploration, the 

discussion extended to AA methods, with a focus on differentiating traditional statistical 

approaches from contemporary state-of-the-art methodologies. Notably, our emphasis turned 

towards sophisticated techniques within the realm of neural networks, encompassing linear 

classification models and advanced architectures. The culmination of this comprehensive 

exploration centres on the spotlighted methodology involving BERT models. This in-depth 

investigation serves as a foundational understanding of the methodologies employed in data 

acquisition, topic modelling, and AA within the specific context of our study. 
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Chapter 3: Literature Review 

1. Introduction 

This critical review seeks to offer a comprehensive understanding of the historical 

trajectory and contemporary landscape of AA methodologies. Beginning with an overview of 

Arabic studies delving into the intricacies of authorship and highlighting distinctive authorial 

styles, particular attention will be given to the enduring problem of pre-Islamic poetry 

authorship, known as Al-Naḥl and Al-Intiḥāl. 

 

The discussion will then transition to computational methods employed to address 

challenges in AA and verification, with a specific focus on studies specializing in Arabic 

texts or incorporating Arabic elements into their analyses. 

2. Arabic Literary Side 

 This phenomenon has undergone comprehensive examination from various 

perspectives, with its earliest mentions dating back to the 9th century in the book Ṭabaqāt 

fuḥūl al-shuʿarāʼ (Ibn Sallām, 2003) 

 

 لثم لاو ،جرختسی ىنعم لاو ،دافتسی بدأ لاو ھتیبرع يف ةجح لاو ،ھیف ریخ لا ریثك عوضوم لعتفم عونصم رعشلا يفو

 هوذخأی مل باتك ىلإ باتك نم موق ھلوادت دقو ،فرطتسم بیسن لاو ،بجعم رخف لاو ،عذقم ءاجھ لاو ،عئار حیدم لاو ،برضی

 .ءاملعلا ىلع هوضرعی ملو ،ةیدابلا لھأ نع

 

The passage criticizes a considerable amount of poetry for being fabricated and 

lacking in value. It states that such works do not demonstrate authentic Arabic, provide no 

educational benefit, and lack meaningful content. These poems, lacking in various poetic 

qualities, have been circulated without proper verification from authentic sources or scholars. 

Building upon these discussions of authenticity and fabrication in pre-Islamic poetry, 

the oral-formulaic theory of composition offers a compelling framework for understanding 

how such works might have evolved. Proposed by Milman Parry and Albert Lord (Parry, 

1928; Lord, 1960), this theory challenges the notion of singular authorship in oral traditions. 

Originally developed through studies of Homeric epics and Serbian guslari traditions, it 

highlights how oral poets relied on fixed phrases and formulas to compose and perform 
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narratives improvisationally. Applied to pre-Islamic Arabic poetry by scholars like James 

Monroe (1972) and Michael Zwettler (1978), this theory suggests that such poetry represents 

a composite tradition rather than individual authorship. 

The theory has also faced criticism for its oversimplification of the relationship 

between oral and written compositions. Critics argue that oral and written forms frequently 

overlap, as demonstrated in traditions like Nabati poetry, where oral poets often compose 

with significant deliberation, and written compositions may still rely on oral conventions 

(Sowayan, 1985). This critique highlights the challenges of applying the theory universally to 

diverse poetic traditions. 

 
Researchers exploring this phenomenon have employed three distinct methodologies 

in their investigations:  

1. Historical evidence: 

Studies in this field predominantly leaned on historical evidence to unravel the 

authenticity of contested texts. Before delving into the intricacies of this approach, it is 

noteworthy that the majority of these investigations were centred on Jāhilī poetry, given that 

this era bore the brunt of challenges within the broader landscape of Arabic poetry. Several 

factors underlie the susceptibility of Jāhilī poetry to such scrutiny, with a key contributing 

factor being the absence of a written form. The earliest recorded instances of written poetry 

did not emerge until at least 50 years after the advent of Islam, according to the most 

optimistic sources. This delayed documentation gave rise to confusion, misattribution, and 

even deliberate interference. The following list outlines the factors that contributed to this 

phenomenon: 

- Memory dependence: Memory mistakes play a pivotal role in the challenges faced 

by the transmission of poetry through generations. Regardless of the robustness of the 

memory among poetry transmitters, preserving every word becomes an impossible 

task. This method of passing down poems from one generation to another has 

influenced the written version in several ways. Issues include the omission of certain 

verses, alterations in the poem's sequence, substitution of words, and, significantly, 

confusion regarding attribution. 

- Rectifying lost records: Ibn sallām (2003) proposed a connection between the 

emergence of counterfeit poems and the lost documentation of certain tribes' history, 

which included the poems chronicling their glory days. In an attempt to remedy this 
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gap, individuals from these tribes reportedly fabricated poems and attributed them to 

their ancient poets. This perspective prompts us to view the issue with a measure of 

scepticism. Additionally, this type of falsification is relatively easier to identify, given 

that it involves mimicking traditional poems rather than originating from genuine 

poetic creations. 

- Status pursue: The growing significance of poetry collectors in the pursuit of ancient 

poetry collections elevated their social status. This newfound status sparked a desire 

in some to compose poems or verses whenever queried about a particular topic. A 

notable anecdote exemplifies this practice: Khalifat once inquired of the trusted 

scholar Al-Aṣmaʻī about a Jāhilī poem, specifically questioning if any verses were 

missing from its beginning, as the poem initiated with a sentence alluding to prior 

discourse. Al-Aṣmaʻī claimed ignorance of any missing portions. Subsequently, 

Khalifat sought the opinion of the poetry reporter Ḥammād Al-Rāwiyah, who asserted 

that there were three previously unreported verses. He proceeded to compose these 

verses spontaneously. When accused of falsehood by Khalifat, Ḥammād Al-Rāwiyah 

confessed to fabricating them. This incident underscores the influence of the social 

status associated with poetry reporting, leading to instances of contrived poetic 

creations. 

- The occurrence of copying mistakes is pertinent to the period when written records 

started, but it took some time before clear and accurate written versions became 

available. 

 

2. Clues in the text: 

In this analytical approach, textual clues play a crucial role in drawing 

meaningful conclusions. For instance, the inclusion of events the author never 

witnessed or references to places they never visited raises suspicions about the 

attribution of the entire text. Any discrepancies between such textual details and the 

known facts about the author's life can trigger scepticism regarding the authenticity of 

the text. 

 

3. Stylometric evidence:  

 Despite its significance, this approach is the least utilized method in 

qualitative studies. Its limited application stems from the questionable reliability of 

interpreting language usage, given the considerable variability in opinions about how 



 

23 

a specific poet employs language. For instance, a poem ascribed to a brigand poet 

from the pre-Islamic era faced criticism for one line deemed too intricate for a 

seemingly straightforward individual. However, conflicting views arose, with some 

dismissing this criticism and asserting that pre-Islamic poets could indeed achieve 

such complexity. The inherent subjectivity in evaluating language usage makes this 

approach less dependable and susceptible to subjective interpretations in qualitative 

studies. 

 

 Apart from historical approaches, AA studies have increasingly turned to 

statistical and computational methodologies, showcasing their proven reliability. 

Several studies have employed these innovative approaches in analysing Arabic texts, 

yielding promising results. It is important to note that these studies typically focused 

on well-attributed texts for testing, initially avoiding cases with uncertain authorship. 

The rationale behind this was the assumption that studying texts with doubtful 

attribution could not be empirically assessed. While this assertion holds some truth, 

the present study aims to address this gap by developing an evaluation process 

tailored to disputed texts, forming a substantial part of the research endeavour. 

 

 As observed in the preceding section, qualitative studies predominantly rely 

on extrinsic clues to explore authorship, yet the tools employed often bypass the 

central question of authorship, which revolves around style. Style, despite its elusive 

nature, is construed as the distinctive manner in which an author expresses 

themselves, akin to a fingerprint. It is defined as "the patterning of choices made by a 

particular author within the resources and limitations of the language and of the 

literary genre in which he is working." Style imparts uniqueness to a text, establishing 

a personal connection between the text and its author. It is crucial to recognize that 

style is context-dependent, as articulated by Leech and Short (2007), existing "in a 

given context, by a given person, for a given purpose, and so on." Despite variations 

arising from different topics, descriptions, and purposes, an author's recognizable 

stylistic touch can permeate a range of texts penned by the same writer. 

 

 The examination of style in Arabic has been a focus since the inception of 

rigorous linguistic studies. Arabic language scholars initially embarked on studying 

style with the primary aim of illustrating the distinctive features that set the Holy 
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Quran apart from other writings. Despite its religious underpinnings, their work laid 

the foundation for an extensive body of research on style, contributing to linguistic 

analyses and descriptions of what is commonly referred to as style or Uslūb in Arabic. 

 

 Arabic studies encompass two definitions of style. The first, a broad 

interpretation, revolves around the manner in which an author approaches writing 

within a specific topic or genre. Al-Jurjānī (1960), a prominent figure in this field, 

articulated this perspective:  

 

 ،بولسأو ضرغو ھل ىنعم يف رعاشلا ئدتبی نأ ،هزیمتو هریدقتو رعشلاب ملعلا لھأو ، ءارعشلا دنع ءاذتحلاا نأ ملعاو"

  . "هرعش يف ھب ءيجیف بولسلأا كلذ ىلإ رخآ رعاش دمعیف ،ھیف ةقیرطلاو ،مظنلا نم برضلا بولسلأاو

 يناعملا كلتل تناكو دصاقملاو يناعملا نم ةریبكلا ةلمجلا اھنم دحاو يف عقوی ةیرعشلا ضارغلأا تناك املو " : لوقی و

 ىلع رارمتسلااب سفنلل لصحت تناكو لولطلا فصو ةھجو ، بوبحملا فصو ةھجك ينتقت اھنم لئاسمو دجوت اھیف تاھج

  ."بولسلأا ىمست ةئیھو ةروص يناعملا يف ءارطلإا ةیفیكبو ضعب ىلإ اھضعب نم ةلقنلاو ،تاھجلا كلت

 

As illustrated by Al-Jurjānī, it becomes evident that Arabic poetry, particularly in its 

earlier manifestations, adhered to specific style rules dictated by topics, with authors 

generally conforming to these guidelines.  

 

The second definition of style pertains to its common usage, representing the 

individual choices a poet makes in expressing ideas. This aspect is distinct from grammar or 

prescribed poetry rules, highlighting the author's freedom to make personal stylistic 

selections. Ibn Khaldūn (2001) offered insights into style, stating:  

 

 ھتدافإ رابتعاب ملاكلا ىلإ عجری لاو ھیف غرفی يذلا بلاقلا وأ بیكارتلا ھیف جسنی يذلا لاونملا نم مھدنع ةرابع ھنأ ملعاف " 

 ةغلابلا ةفیظو وھ يذلا بیكارتلا صاوخ نم ىنعملا لامك ھتدافإ اھرابتعلاو بارعلإا ةفیظو وھ يذلا ىنعملا لصأ

 تاعانصلا هذھ نع ةجراخ ةثلاثلا مولعلا هذھف ،ضورعلا ةفیظو وھ يذلا ھیف برعلا ھلمعتسا امك نزولا رابتعلاو ، نایبلاو

 اھعزتنی ةروصلا كلتو صاخ بیكرت ىلع اھقابطنا رابتعاب ةیلك ةمظتنملا بیكارتلا ةینھذ ةروص ىلإ عجرت امنإو ،ةیرعشلا

 "لاونملا وأ بلاقلاك لایخلا يف اھریصیو بیكارتلا نایعأ نم نھذلا

 

 Al-Bāqillānī (1951) observed that achieving identicality between any two authors is 

an impossible endeavour:  
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 نأ دحأ ىلع ىفخی لاو ،يرتحبلا كبس نم ھكبس وأ ،يمورلا نبا كبس نم سارف يبأ كبس زیمی نأ دحأ ىلع ىفخی لا ھنإف"

 "قیرطو ،فورعم ھنم لكلف ،لطخلأاو ریرج رعش نیب زیمی

“It is obvious that anyone can differentiate between the cohesion of Abī-Firās and the 

cohesion of Ibn-Al-Rūmī, or Abī-Firās’s and the cohesion of Al-Buḥturī, and anyone can 

differentiate between Jarīr’s poems and Al-Akhṭal’s poems. Every author has his own way”. 

 

 Nevertheless, there are limited discussions on how one author's style may differ from 

another. Al-Marzūqī (1991) provided concise insights into the style of Abū-Tammām, 

stating:  

 

 يف لماح ،ةیاغ لك ىلإ عادبلإا يف عزان ھمظنی امیف كلسملا فولأم ،ھضرقی امیف بھذملا فورعم مامت ابأ نإ .."

 ضیمغتو ظفللا ریعوت يف لغلغتم ،رثع اذامبو فستعا نیأ ةعنصلا نم ھبولطمب رفظلا ىلإ لصوتم ،ةقشم لك تاراعتسلاا

 امیف نكی مل ام ضترمو ،ھنادیم فطاعم كولس نع عومجملا اذھ يف ھبختنا امیف لداع وھو ؛ردقو ،ھل ىتأت ىنأ ىنعملا

 مامز كلم اذإ ـ ئرما لك عبط نأ مولعمو ریسیلا لاإ بولسلأا كلذ قفاوی ام ھیف دجأ ملف ھتیلف دقف ھنأشو هرمأ نم ھغوصی

 "هاضری لاو ھنم رفنی امع ھفرصیو هاوھیو هذلتسی ام ىلإ ھبذجی ـرایتخلاا

 

Abū-Tammām's method of poetry composition is renowned for its extreme 

metaphoric richness, characterized by the utilization of rarely used words and intricate 

nuances of meaning. However, when compiling a collection of poems attributed to other 

poets, he conscientiously adhered to his own criteria in the selection process. Interestingly, he 

demonstrated a willingness to accept and include poems that deviated significantly from his 

distinctive style, showcasing a certain openness to diverse poetic expressions. 

 

While these insights are insightful, they remain general and applicable to a wide array 

of authors, highlighting a limitation of the qualitative approach. Despite considerable efforts 

in studying style and extracting linguistic features for specific authors, there has been a 

scarcity of endeavours to compare and discriminate between two or more authors based on 

their styles. This study represents a pioneering effort, aiming to address attribution issues by 

relying on style and textual information, filling a notable gap in the existing literature. 

 

In this context, Abū-Faraj al-Aṣfahānī (1927) recounted a story from the Umayyad era 

involving the renowned poets Dhū Al-Rummah and Al-Farazdaq. This anecdote vividly 

illustrates how a poet's style can be unmistakably recognized. 
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 ھب توجھ ام يندشنأف :لاقف ةمرلا اذ يقل ریرج نأ يئرملل ةمرلا يذ ءاجھ ةصق نع يناھفصلأا جرفلا وبأ ثیدح قایس يف

 :ھلوق هدشنأف يئرملا

 اراطقلا حضتماو حیرلا ھتفع ىوزحب لٍلط نع كانیع تبن

 :لق :لاق معن :لاق كدفرأفأً ائیش تعنص ام :ریرج ھل لاقف اًدج لاطأف

 اراـبـك ًةعـبرأ دجملا تویب میمت ىلإ نوبسانلا دعی

 ارایـخـلا ةلظنح مث اًرمعو دٍعس لآو بابرلا نودعی

 اراوحلا ةیدلا يف تیغلأ امك اًوغل يئرملا اھنیب كلھیو

 .اھب ةمرلا وذ ھبلغف

 

 ام ثدحأ يندشنأ :ھل لاقف قدزرفلاب رم ةمرلا اذ نأ ملعلا لھأ نم ةعامج ينثدح :لاق يناجرجلا رمع نب دمحم ينثدح :لاق

 دشأ ھلاق دقلو كل اذھ ام الله میاو تبذك :لاقف داعأف دعأ :لاق مث ةعاس قدزرفلا قرطأف تایبلأا هذھ هدشنأف يئرملا يف تلق

 .ناتلأا نبا رعش لاإ اذھ امو كنم نییحل

 

The tale unfolds as Dhū Al-Rummah, desiring to jest at the expense of the poet 

Almaraʼi, crafted a poem for this specific purpose. Upon encountering Jarīr, he was urged to 

recite his composition. After attentively listening, Jarīr offered insightful feedback, deeming 

the poem somewhat lacking in achieving its intended effect. To enhance its impact, Jarīr 

proposed the addition of three lines of his own composition. 

 

In a subsequent encounter with Al-Farazdaq, Dhū al-Rummah was once again 

prompted to recite his poem. As he reached the three lines suggested by Jarīr, al-Farazdaq 

requested a repetition. Astonishingly, he pointed out that the verses belonged to someone more 

seasoned, expressing certainty that they were the creation of Ibn Al-Atān, as Jarīr was 

colloquially known. 

 

The inclusion of these statements and stories serves to emphasize that specialists are 

indeed capable of identifying whether a poem or a set of lines was authored by a poet they are 

familiar with or not. Ibn Sallām (2003) asserted that not all counterfeit poems share the same 

degree of falseness. Some fraudulent poems, he noted, were crafted by individuals from the 

same cultural milieu, enabling them to adeptly mimic the style of the original author. 
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 لھأ نم لجرلا لوقی نأ مھب لضع امنإو ،نودلوملا عضو ام لاو ،اوعضو ام لاو ةاورلا ةدایز ملعلا لھأ ىلع لكشی سیلو"

 "لاكشلإا ضعب كلذ لكشیف ،مھدلو نم سیل لجرلا وأ ،ءارعشلا دلو نم ةیدابلا

 

 During the 19th century, certain orientalists delved into the matter of pre-Islamic 

poetry, introducing fresh perspectives. In the year 1864, the Orientalist Noldeke (Al-Asad, 

1988) addressed the subject, pointing out the doubts raised by the appearance of pre-Islamic 

poetry. Eight years later, the Orientalist Ahlwardt (Al-Asad, 1988) revisited the issue without 

introducing any substantial innovation. However, he presented it with precision that 

surpassed his predecessor's treatment. He stated that the transmitted documents lack 

reliability in terms of authorship, poetic circumstances, or the arrangement of verses. 

Consequently, it is imperative to subject every work from the sixth and early seventh 

centuries to thorough scrutiny before acceptance. 

  

In 1916, the orientalist Margoliouth (Al-Asad, 1988)published an inquiry into pre-

Islamic poetry in the Royal Asiatic Society Journal. He had previously addressed the context 

of pre-Islamic poetry in the entry "Muhammad" in the Encyclopaedia of Religion and Ethics 

and in his book "Muhammad and the rise of Islam." Charles Lyall responded to Margoliouth's 

views in the introduction to his translation of "Al-Mufaḍḍaliyyāt." 

 

However, Margoliouth revisited and published in the aforementioned journal's July 

1925 issue, an extensive research paper titled "The Origins of Arabic Poetry." In this 

thorough inquiry, he elaborated on the resemblances that led him to doubt the authenticity of 

pre-Islamic poetry. His assertion in this study was that the poetry collected and attributed to 

the pre-Islamic poets was fabricated and manipulated, originating in the Islamic eras. Those 

who ascribed it falsely attached it to the poets of the pre-Islamic period, engaging in deceit 

and slander. 

 

In summary, his article posits that there existed poetry and poets in the Arabian 

Peninsula before Islam, supported by references in the Quran. He proceeds to analyse the 

Quran's depiction of poets, noting the substantial number of pre-Islamic poets whose verses 

are documented in pre-Islamic literature. He expresses scepticism regarding the preservation 

of pre-Islamic poetry through oral tradition, arguing that Islam did not advocate for such 

preservation. Simultaneously, he dismisses the notion that pre-Islamic poetry was written 

down, asserting that if it were, the Arabs would have possessed a written record or records, 
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which the Quran refutes by stating they did not have a book. He contends that the extant pre-

Islamic poetry is a subsequent development to the Quran, suggesting that it emerged after 

Arabs were exposed to the Quran, influencing their poetic expression. Consequently, he 

posits that pre-Islamic poetry emerged post-Islam, evolving from the Quranic style to a more 

structured poetic form as Arabs, having heard the Quran, were influenced and began 

expressing their poetry in their language, transitioning from unconventional to regularized 

artistic forms. 

 

He stated that the sheer abundance of what we term pre-Islamic literature does not 

originate from the pre-Islamic era in any sense; rather, it is a post-Islamic manifestation, 

representing the Islamic way of life, inclinations, and desires more than it reflects the life of 

the pre-Islamic era. I can scarcely doubt that what remains of authentic pre-Islamic literature 

is exceedingly scarce. It signifies nothing, reveals nothing, and should not be relied upon for 

extracting an accurate portrayal of the pre-Islamic period. 

 

In conclusion, the scepticism surrounding pre-Islamic poetry has evolved from 

questioning the authorship of certain poems to doubting the existence of the entire corpus of 

pre-Islamic poetry. Although this radical perspective is largely dismissed by the scholarly 

community, its development highlights the ongoing debates in this field. 

 

4. Computational Side  

Methods 

Feature engineering: 

 During the initial stages of machine learning (ML), feature engineering played a 

crucial role in constructing effective models. The careful selection of features held significant 

sway over the outcomes, particularly in the field of NLP and, more specifically, in AA 

studies. In this section, we will explore various methods for selecting features, highlighting 

their impact on model performance. 

 

 Character n-grams, consecutive characters, have been extensively employed in AA 

studies for various reasons, primarily due to their proven effectiveness (Stamatatos, 2006). 
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This effectiveness has been demonstrated specifically in Arabic AA as well (Ouamour & 

Sayoud, 2018). The simplicity of application adds to their appeal, requiring no pre-processing 

or language-specific information (Stamatatos, 2006). Moreover, character n-grams 

demonstrate resilience in handling noisy data, such as misspellings commonly found in social 

media texts. However, an inherent challenge arises from the increase in dimensionality as one 

word can be represented by multiple n-grams, resulting in features outnumbering the 

vocabulary size. For instance, the bigram of the word 'book' would yield 'bo,' 'oo,' and 'ok,' 

tripling the features for a single word. 

 

Given the dimensionality challenge, studies employing character n-grams often resort 

to feature selection. Some studies apply character n-grams to the entire text without 

alterations, while others selectively choose certain types of n-grams (Hosseinia & Mukherjee, 

2018; Potha & Stamatatos, 2014). Common practices involve concatenating all texts into one 

body, extracting the top 100k n-grams, and using them as the universal set for all texts 

(Koppel & Winter, 2014). However, relying solely on a small number of n-grams, such as the 

most common 100, may yield suboptimal results (Sari et al., 2018). 

 

The success of character n-grams lies in their ability to capture multiple levels of 

linguistic features, encompassing lexical, contextual, stylistic, and topical aspects (Koppel & 

Schler, 2004; Sapkota et al., 2015). Moreover, character n-grams exhibit the potential to 

capture morphological information (Fuchun Peng, 2003), leading to the idea of controlling n-

grams to specifically detect morphological properties. Various rules have been established to 

capture prefixes, suffixes, and other morphological properties in the context of AA studies 

(Markov et al., 2018; Sapkota et al., 2015). 

 

Several distance measures based on character n-grams, such as Common N-Grams 

CNG, have been introduced. Initially, CNG considered all n-grams in the two texts under 

investigation (Fuchun Peng, 2003). Subsequent studies modified this approach by considering 

only the n-grams existing in both texts (Stamatatos, 2006) or focusing solely on the n-grams 

in the questioned text under the assumption of its shorter length (Potha & Stamatatos, 2014). 

Koppel (Koppel et al., 2013) also utilized the original CNG with free-space n-grams. Across 

these studies, the simplicity of this measure, relying on characters, has consistently 

demonstrated its efficiency in the context of AA. 
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A critical consideration for optimizing results with n-grams lies in choosing the 

appropriate value for 'n'. The optimal 'n' is influenced by the language being analysed. For 

instance, smaller 'n' is suitable for Chinese, where words typically consist of two characters 

or fewer. In contrast, German, with its longer words, benefits from larger 'n' (Stamatatos, 

2009). 

 

Lexical features, particularly words, have proven to be highly valuable in stylistic 

studies, showcasing their efficacy since early investigations (Burrows, 1987). However, 

dealing with tens or hundreds of thousands of features, such as an extensive vocabulary, can 

lead to inaccuracies as many algorithms struggle with high dimensionality. Critics argue that 

lexical features, while informative for style, often carry content-related information, making 

them insufficient for pure style classification (Gamon, 2004). A practical solution is to focus 

on a select set of influential features, such as the most frequent words. 

 

In the realm of lexical features, the concept of "stopwords" has gained popularity in 

NLP. Stopwords constitute a list of words deemed meaningless on their own, and it is 

common practice to exclude them during pre-processing, as their inclusion tends to introduce 

noise without aiding in text classification. Despite their high frequency, stopwords have 

paradoxically proven useful for detecting style. Various studies adopt different 

methodologies for selecting top words, either based on predetermined thresholds or by 

creating a universe of top words from the corpus under investigation or the language itself 

(Kumar et al., 2017; Stamatatos, 2009; Badirli et al., 2021; Stamatatos, 2017). 

 

In the context of Arabic, the utility of these features has been demonstrated (Ahmed, 

2018). While some studies exclusively focus on using these words, others adopt more 

sophisticated approaches. For instance, less common words may be abstracted, reflecting 

only their length, or represented using part-of-speech tags, as seen in some topic 

classification tasks (Stamatatos, 2017; Sharoff, 2021). Normalizing words related to a 

specific topic, like personal pronouns, is another practice to enhance the use of these features, 

particularly as they can serve as indicators of certain themes. In general, removing topic 

words in AA tasks usually gives better results (Sundararajan & Woodard, 2018). 
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Notably, the decision on how to leverage these features depends on the specific aims 

of the study and the characteristics of the corpus. Researchers should carefully consider the 

most effective approach tailored to the unique objectives of their research. 

 

Mosteller and Wallace (Mosteller, 1964) laid the foundation for AA research by 

utilizing a group of common words, prompting subsequent attention to the employment of 

such words in style investigations. The success of these common words lies not only in their 

frequency but also in their nature as function words, which carry no content. This alignment 

with style, divorced from content, stems from the idea that a writer's expression remains 

constant across diverse topics. Consequently, numerous lists of function words have been 

crafted to capture more stylistic elements and less topical content, yielding satisfactory results 

in several studies (Abbasi, 2005; Argamon et al., 2003; Argamon et al., 2005; Shlomo 

Argamon, 2007; Zhao, 2005; Pennebaker, 2010; Koppel et al., 2013), often surpassing 

character and word n-grams (Sari et al., 2018). Another study (Ramnial, 2016) incorporates 

words ending in short forms like 'll and n’t. 

 

However, conflicting views exist, with some studies suggesting that character n-grams 

can outperform approaches based on function words (Kestemont, 2014). Function words can 

be employed as a unified set or categorized based on their functionalities (Halvani et al., 

2020). A comprehensive study (Shaker, 2012) delves into function words in Arabic, 

presenting an effective list, although various function word variations. Despite the utility of 

this feature, some studies found it to be ineffective, both in English and Arabic (Abbas et al., 

2019; Rocha et al., 2020). 

 

Moreover, it is essential to note that all word-level features necessitate pre-processing, 

ranging from basic steps like lowercase conversion, noise removal, and text normalization to 

more intricate procedures involving specific tools such as stemming and lemmatization. The 

requirements for pre-processing often vary based on the language; for instance, Arabic does 

not require lowercase conversion but does necessitate word boundary segmentation, a step 

frequently overlooked. A study comparing original words and stems in Arabic demonstrated 

that stems yielded superior results (Ahmed, 2018). 

 

Several features can be considered partially syntactic, including character and word n-

grams, as they encapsulate certain syntactic properties. Lexical features, like character n-
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grams emphasizing prefixes and suffixes, are employed in some studies to uncover syntax. 

More complex syntactic properties are targeted by other studies, with Baayen (Baayen, 1996) 

pioneering the incorporation of syntax into AA. Baayen's work presented rewrite rules 

derived from syntactically annotated data, revealing that the frequency of these rules could 

identify authors as accurately as word frequency. Another study (Gamon, 2004) utilized 

rewrite rules, offering specific measures such as ratios of adverbial clauses to adjective 

clauses or subordinate clauses to the rest of the document. 

 

Additional ratio measures assessing ambiguity and syntactic complexity were 

introduced by Stamatatos (Stamatatos, 2001). Some studies utilize part-of-speech (POS) 

taggers to discern style (Koppel et al., 2013). Hitschler (Hitschler et al., 2018) employed POS 

tags to create one-hot encoding vectors for neural networks, while Goncalves (Goncalves & 

Vimieiro, 2021) used POS frequencies to generate dissimilarity matrices and other matrices 

based on various features. 

 

Despite the efficiency of POS in capturing non-topical properties, it is seldom used in 

isolation and is typically combined with other lexical features. One challenge with syntactic 

features is the required pre-processing, including tagging and annotating, with some 

unavoidable errors. However, it is possible to extract syntactic features without specialized 

tools by relying on indicators. For instance, studies (Halvani et al., 2020; Ramezani, 2021) 

have used sentence starters and endings as indicators of author style. 

 

Using prosodic features for Arabic poetry attribution detection might seem intuitive, 

but surprisingly, it is not highly indicative (Ahmed, 2017). The stringent prosodic rules in 

Arabic and the limited choices available to authors—restricted to only 16 metres—contribute 

to this. This constraint hinders significant variation among authors, not only in poetry but also 

in prose, where authors tend to unconsciously adhere to distinctive prosodic patterns (Omer, 

2017). Recognizing the metre to which a poem belongs is not sufficient; there are also 

variations within each metre, as elucidated in the work by Berkani et al. (2020). It's plausible 

that authors express their individualities prosodically through specific variations within the 

established prosodic norms.  
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Feature representation 

All the discussed features must undergo a transformation into a manageable format 

for algorithmic calculations. Before applying any algorithms, these features need to be 

translated into numerical representations, and there are various methods for converting 

language to numbers. The simplest approach involves converting a document into a vector 

with word frequencies, where each word is assigned a unique index in a dictionary containing 

the entire corpus vocabulary. Mosteller (1964) utilized the raw frequencies of a closed set of 

words, and raw frequencies remain a potent technique, as evidenced by recent studies (Bakly 

et al., 2020; Goncalves & Vimieiro, 2021). This method is known as Bag of Words (BoW), 

as it collects all word frequencies in one "bag" regardless of their order. 

 

Another representation of features is achieved by indicating their absence or presence 

in what is termed one-hot encoding. This approach aids in obtaining normalized values, 

crucial because raw frequencies can vary depending on text length. In NLP studies, a vital 

consideration is to focus on influential features, necessitating the removal of repeatedly 

occurring words, known as "stopwords," in all documents. Alternatively, each word can be 

assigned a weight that diminishes the importance of stopwords, despite their high 

frequencies, using the Term Frequency Inverse Document Frequency (TF-IDF) algorithm. 

This method assigns high weights to words that appear frequently in one class while 

occurring less in other classes. Notably, stopwords typically receive very low weights as they 

appear almost equally in all classes. TF-IDF proves most useful in topic classification, where 

distinguishing topical words between different classes is crucial, and it proved to be effective 

in AA tasks (Gamon & Michael, 2004; Koppel et al., 2006; Kumar et al., 2017; Ramezani, 

2021; Abuhammad, 2021). Other researchers explored Latent Dirichlet Allocation (LDA) and 

They discovered that this topic modelling approach can compete with the imposter's method 

while demanding reduced computational resources (Seroussi et al., 2011). 

 

The previously discussed techniques effectively capture word distribution but fall 

short in considering context. Treating text as a collection of random words overlooks the 

inherent structure of language (Kilgarriff, 2005). Word embedding emerges as a solution to 

the drawbacks of BOW approaches by reversing word order. This technique represents text in 

a co-occurrence matrix, positioning adjacent words in the text closely within the embedding 

space. 
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However, word embedding demands a substantial amount of data to yield optimal 

results. Some NNs methods, such as Recurrent Neural Networks (RNN) and Long Short-

Term Memory (LSTM), address the context issue by considering a sequence of words and 

transmitting information from previous cells. This becomes particularly advantageous when a 

longer context is crucial.  

 

Bidirectional models further enhance context retention by memorizing words in both 

directions.Transfer learning stands out as a cutting-edge method that leverages the linguistic 

knowledge embedded in extensive language models without the need for vast amounts of 

data for the task under investigation. Attention-based mechanisms in these models facilitate 

language comprehension. Numerous studies have delved into the specific linguistic 

knowledge embedded in these models, exemplified by BERT (Rogers, 2020). While 

analysing such models, and NN models in general poses a challenge, less complex models 

can still yield reasonable results and are more amenable to analysis. This discussion prompts 

a more detailed exploration of these techniques. 

 

Algorithms 

 There is no universal formula applicable to all AA challenges and data types. 

Consequently, each researcher asserts the superiority of a particular technique, resulting in a 

multitude of explored methods over time. Evaluating these techniques can be challenging due 

to their application across diverse corpora. Nevertheless, certain generalizations can be made 

about what tends to be effective in AA tasks. 

  

 In the initial endeavours, researchers employed straightforward algorithms that 

provided probabilities for potential authors (Mosteller, 1964; Zhao, 2005; Clement, 2003; 

Madigan, 2005). These models relied on the frequencies of various features in known-author 

texts, attributing authorship to the one with the most similar distribution of these features. 

Many researchers adhered to this approach. Distance measures were also prevalent, aiming to 

find the nearest neighbour among authors and assign the unseen document accordingly. 

However, the methods for measuring distance varied, with some calculating the actual 

distance between two vectors, such as Euclidean and Manhattan measures (Ahmed, 2018; 

Halvani et al., 2020). In contrast, cosine similarity measured the angle between vectors, 
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proving advantageous when raw frequencies were employed (Bakly et al., 2020; Koppel & 

Winter, 2014; Ramezani, 2021). 

 

A specialized measure for AA, known as CNG, was introduced to assess dissimilarity 

between two texts (Selj, 2003). Variations of CNG (Potha & Stamatatos, 2014; Stamatatos, 

2017) were proposed to make it applicable to unbalanced documents. Additional distance 

measures, such as min-max (Koppel & Winter, 2014), Hel (Ramezani, 2021), and L1-norm 

(Kocher, 2017), were utilized. These methods prove particularly useful when there is an 

insufficient number of examples to train machine learning models. When employing distance 

measures, it is crucial to establish a threshold to determine when the distance between two 

documents is short enough to attribute them to the same author. 

 

 Recent studies predominantly leverage ML techniques for AA. Some ML techniques 

share similarities with distance measures, such as k Nearest Neighbours (kNN) (Abbas et al., 

2019; Maurya et al., 2016; Ramezani, 2021), while others, like Naive Bayes (NB) and its 

variations, use probability to make decisions (Koppel et al., 2013; Ramezani, 2021). SVM 

stands out as one of the most popular models in NLP and AA tasks specifically (Abbas et al., 

2019; Al-Harbi et al., 2008; Badirli et al., 2021; Gamon,2004; Markov et al., 2018; Posadas-

Durán et al., 2017; Rocha et al., 2020; Stamatatos, 2017). Its capability to handle high-

dimensional data proves particularly advantageous when dealing with texts, where the 

number of dimensions can be as large as the vocabulary size or even more. 

 

Decision Tree (Koppel et al., 2013) and Random Forest (Kumar et al., 2017) are 

among the techniques used. While Decision Trees may not be as powerful as SVM, they offer 

the advantage of extracting a graph of the decisions made, aiding in result interpretation. 

Additional ML algorithms have also been employed, such as MBN (Abbas et al., 2019; 

Kumar et al., 2017; Markov et al., 2018), Logistic Regression (LR) (Kumar et al., 2017; 

Posadas-Durán et al., 2017; Rocha et al., 2020; Sari et al., 2018), SMO (Koppel et al., 2013; 

Maurya et al., 2016), C5.0 (Al-Harbi et al., 2008), RMW (Koppel et al., 2013), and BMR 

(Koppel et al., 2013). However, these are generally less popular than the previously 

mentioned techniques. 

 

In recent times, researchers have increasingly turned to NNs to address AA 

challenges. The versatility of NNs extends beyond AA studies, gaining prominence in the 
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broader field of artificial intelligence. RNNs and their variants, such as Long-Short Term 

Memories, are widely favoured in this regard (Hosseinia & Mukherjee, 2018). These 

structures excel at capturing relationships within sequential data, making them particularly 

suited for language-related tasks. Simpler NN versions like Feedforward Neural Networks 

(FNN) have also proven effective, surpassing traditional machine learning techniques due to 

their ability to learn intricate relationships between input and output (Al-Sarem et al., 2020; 

Benzebouchi et al., 2019; Sari et al., 2018). 

 

Convolutional Neural Networks (CNNs), originally designed for image processing, 

have found applicability in textual data, especially in handling short texts like tweets 

(Hitschler et al., 2018; Shrestha et al., 2017). A significant advantage of NNs lies in their 

ability to eliminate the need for extensive feature engineering. However, harnessing their full 

potential demands substantial data. Pre-trained models, leveraging knowledge gained from 

vast datasets, have emerged as valuable tools. BERT is a prominent pre-trained model, 

achieving state-of-the-art results in various language tasks, including AA (Barlas & 

Stamatatos, 2020; Tyo et al., 2021; Wang & Iwaihara, 2021). It was found that pre-trained 

models such as BERT and ELMo deliver optimal performance in scenarios involving cross-

topic and cross-genre contexts (Barlas & Stamatatos, 2020). The paper titled "BertAA: BERT 

Fine-Tuning for AA" (Fabien, M. et al. 2020) presents a method for identifying the author of 

a given text, which is useful in areas like historical literature analysis, plagiarism detection, 

and police investigations. The authors introduce BertAA, a model that fine-tunes a pre-

trained BERT language model by adding a dense layer and softmax activation to perform 

authorship classification. BertAA achieves competitive performance, outperforming current 

state-of-the-art methods by up to 5.3% on datasets such as Enron Email, Blog Authorship, 

and IMDb. Additionally, the study explores the benefits of incorporating additional features, 

such as stylometric and hybrid features, into an ensemble approach, which further improves 

performance by 2.7%.  

 

It is a cutting-edge language model and proved its efficiency in AA studies, therefore 

the Arabic version of it AraBERT (Antoun, 2020) will be used in this project for the first time 

in Arabic AA studies. There is one drawback when working with NNs, particularly the more 

complicated ones like BERT, is that we work with a black box and it is challenging to 

understand how the model makes the classification decision. Conducting experiments with 

the shallower layers of BERT to discern the layer that captures the most valuable information 
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for an AA task reveals that, although there might be notable differences in results in specific 

cases, it remains unclear whether one layer is consistently superior to the others in general 

(Barlas & Stamatatos, 2020). 

 

Studies on Arabic texts 

 In an effort to focus solely on poetic-related attributes, Alanazi (2015) examined 100 

poems from four authors. The study involved inputting features such as rhythm, metre, the 

three most frequent letters, the number of verses, and the average number of words and word 

length per verse into a random forest model. The outcomes revealed varying levels of 

precision and recall, suggesting that relying exclusively on poetic features may not be 

sufficient for effective AA. 

  

 In a study by (Al-Falahi et al., 2019), the determination of authorship in Arabic poetry 

is undertaken, assigning authorship to a specified text based on documents with identified 

authors. The study evaluates the performance impact of Naïve Bayes, Support Vector 

Machine, and Linear Discriminant Analysis in the context of Arabic poetry AA through text 

mining classification. Various features, including lexical, character, structural, poetry-related, 

syntactic, semantic, and specific word features, serve as input data for text mining. The 

classification algorithms employed are Linear Discriminant Analysis, Support Vector 

Machine, and Naïve Bayes, implemented by the Arabic Poetry AA Model (APAAM). In the 

experiment, a set of 114 poets from distinct eras is randomly chosen. The highest accuracy 

performance value is 99.12%, with attribute-level performance at 98.246% and technique-

level performance at 92.836%. They found that poetry features, with an average performance 

of 81.58%, fall short in author identification due to limitations imposed by common metre, 

rhyme, and sentence length characteristics shared among poets. 

 

In his doctoral thesis, Shaker (2010) employed a collection of Arabic function words 

for classifying fourteen classical Arabic books composed by six authors. This approach 

yielded accuracies ranging from 82.67% to 93.82%, validating the early assumption about the 

effectiveness of Function Words. 

 

 AbdulRazzaq & Mustafa (2014) were the first to assess the applicability of Arabic in 

AA studies, specifically employing Burrow's-Delta algorithm. They utilized lexical features 
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and discovered that tri-gram words could serve as more effective indicators. Notably, their 

approach did not involve using specific metrics; instead, they determined authorship based on 

a predefined threshold to identify the most similar author for a given text. 

 

 In their survey on Authorship Identification in Arabic texts, AlQahtani & Dohler 

(2023) examined 27 studies utilizing AI techniques. The studies differed in terms of data type 

and size, with eight focusing on Classical Arabic, while others applied models to Modern 

Standard Arabic alone or in combination with Colloquial Arabic. The linguistic features 

explored included lexical aspects like n-grams and individual words (2, 4, 5, 7, 8, 9, 10, 11, 

12, 14, 15, 16, 18, 20, 21, 22, 24, 25, 26), function words (1, 19), characters (2, 3, 4, 23), 

syntax (4, 5, 7, 8, 11, 12) , structure (5, 6, 7, 8, 11), poetic features(6), HTML features(8), 

morphological features(10, 13, 14, 17, 22, 25, 26), content-specific features (5, 11), 

stylometric features (7, 13, 16, 19 24), and diacritics (22, 25, 26). 

 

 

1 Shaker, 2010 8 Benjamin et al., 

2013 

15 Khalil et al., 

2020 

22 Ahmed, 2018 

2 Ouamour and 

Sayoud, 2012 

9 Alwajeeh et al., 

2014 

16 Al-Sarem et al., 

2020 

23 Kumar, 2012 

3 Ouamour and 

Sayoud, 2013 

10 Baraka et al., 

2014 

17 Omar and 

Hamouda, 2020 

24 Al-sarem et al., 

2018 

4 Howedi and 

Mohd, 2014 

11 Otoom et al., 

2014 

18 Albadarneh et 

al., 2015 

25 Ahmed, 2019a 

5 Altheneyan and 

Menia, 2014 

12 Abuhaiba and 

Eltibi, 2016 

19 Altakrori et al., 

2018 

26 Ahmed, 2019b 

6 Alanazi, 2015 13 Al-Ayyoub et 

al., 2017b 

20 Alsager, 2021 27  

7 Abbasi and 

Chen, 2005 

14 Al-Sarem and 

Emara, 2019 

21 Ahmed, 2017   

 Table 5: Arabic studies. 
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This study represents a notable milestone as the inaugural exploration of the Classic 

Arabic poetry corpus. In the context of AA Arabic studies, our corpus distinguishes itself by 

its considerable data volume and diverse authorship. Our study's distinction is not solely 

predicated upon the voluminous nature of the dataset; rather, it is equally underpinned by the 

distinctive character of the data itself. This corpus, representing Classic Arabic poetry, holds 

particular significance due to its composition by renowned artists and authors spanning a 

historical trajectory encompassing 16 centuries. The inclusion of works from such diverse 

and eminent literary figures adds a nuanced dimension to our dataset, elevating the scholarly 

value of our exploration. This nuanced amalgamation of substantial data volume and the 

historical breadth encapsulated by known artists across centuries substantiates the scholarly 

uniqueness of our study within the domain of AA Arabic studies. 

 

It is noteworthy that this research incorporates the use of a pre-trained model, 

showcasing a departure from traditional approaches. Additionally, the application of deep 

learning techniques, while a limited practice within the field, reflects our commitment to 

embracing innovative methodologies. It is important to acknowledge that, as of now, this 

study stands as the sole endeavour  within Arabic AA research utilizing pre-trained models, 

underlining its distinctive contribution to the scholarly landscape. 

 

Moreover, our study holds the distinction of being the first among Arabic studies and 

one of a select few on an international scale that transcends the conventional paradigm of 

merely constructing a model. Instead, we extend our investigation to practical applications by 

testing the model on real cases, particularly instances where the authorship is uncertain. In 

contrast to the predominant qualitative approaches in the existing body of literature, which 

often address such inquiries through subjective means, our research adopts a computational 

framework to provide a quantitative perspective on AA. 
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Figure 7: Comparing the authors' number in this study with other Arabic studies. 

 

5. Conclusion 

In conclusion, this review aimed to explore the historical and modern aspects of AA 

methodologies. Starting with a survey of Arabic studies, the review delved into the nuances 

of authorship, emphasizing unique authorial styles. Special consideration was given to the 

Figure 8: Algorithms that has been used in other Arabic studies. Numbers refer to studies in Table 5 
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longstanding challenge of pre-Islamic poetry authorship, represented by Al-Naḥl and Al-

Intiḥāl. 

 

As the narrative shifted, the focus turned to computational methods utilized for 

addressing AA challenges, particularly in studies dedicated to Arabic texts or those 

integrating Arabic elements. This comprehensive examination aimed to contribute to the 

broader understanding of the intricate landscape of AA methodologies and the evolving 

scholarly efforts in this enduring field. 
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Chapter 4: Methodology 

1. Introduction 

 The primary objective of this chapter is to elucidate the conceptual framework 

adopted for tackling the authorship classification problem. Section 4.2 delineates the 

overarching methodology framework, providing a detailed exposition of each constituent. 

This encompasses the illustration of data preparation, topic modelling, authorship 

classification, and the subsequent evaluation process. 

  
Figure 9: Flowchart of the study methodology. 

 

2. Research methodology framework 

In the literature review, we observed a diverse range of methods employed to address 

AA and Authorship Verification (AV) challenges. These methods spanned from basic 

statistical approaches to more advanced techniques such as Machine Learning and Deep 

Learning. Researchers explored an extensive array of linguistic features. However, there is no 

unanimous agreement on a universally applicable method for all types of AA problems. The 

trend indicates a shift towards more sophisticated approaches, particularly involving Deep 

Learning algorithms and, more recently, transfer-learning methods. 

 

 In our specific case, despite having ample data, the challenge lies in the distribution of 

this data across a considerable number of authors. In AA tasks, having more data within each 
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class is advantageous. However, the presence of numerous authors makes the task more 

challenging. 

 

 Furthermore, the primary objective of this research is to assess the suitability of ML 

methods for addressing a practical AA problem, particularly in the context of pre-Islamic 

poetry. Therefore, we require a method that considers the unique characteristics of pre-

Islamic poetry, including its scarcity. 

 

 To tackle this challenge, we suggest employing transfer-learning algorithms, 

specifically CAMeLBERT. This approach leverages the linguistic knowledge embedded in 

the pre-trained model, eliminating the need for a large number of examples in each class 

during training. With the model already possessing language understanding, only minimal 

fine-tuning is required for a specific task. The provided Figure 9 illustrates our proposed 

research framework for Authorship Classification, comprising three key components: Data 

Preparation, Topic Modelling, and Authorship Classification. The subsequent sections will 

provide a detailed explanation of the objectives and functions of each component. 

 

 

Data preparation 

This element consists of three primary stages: data extraction, data cleaning and 

categorization. 

 

Data Extraction 

In this study, two data sources were utilized: Adab corpus and AlDiwan corpus, both 

accessible online on their respective websites. The data from Adab is available in Word 

documents on their website2, and the extraction process focused on the format and structure 

of these documents.  

 

Regarding the AlDiwan corpus, the data is exclusively available online, necessitating 

web scraping to extract information from entire pages. This process involves locating the 

                                                
2 https://www.adab.com/ 
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relevant section of the page and eliminating HTML comments. More details about this 

process in Chapter 5. 

 

Data Cleaning 

In this study, the models used are sensitive to diacritics, punctuation, and other noise 

factors such as double spacing and elongation. To ensure accurate processing in subsequent 

steps, we prioritize cleaning the texts before constructing our data frame. The specifics of this 

step will be elaborated in Chapter 5. 

 

Data Categorizing 

It is customary to categorise Arabic poetry based on the historical periods 

corresponding to Islamic states. However, grouping poets with several centuries between 

them may not be chronologically logical. To address this, we reorganized the data by 

centuries for a more coherent approach. Further details are provided in Chapter 5. 

 

Topic Modelling 

 In AA tasks, there is a tendency to make the data or the process topic-agnostic. This is 

because the algorithm is trained to differentiate between classes representing various authors. 

If authors write in unrelated genres, the model might focus on classifying topics rather than 

learning about the unique writing style of the authors. 

 

 Some datasets already have topic sections, enabling the identification of genres and 

sub-genres within the dataset. In the case of Arabic poetry, dividing data based on reasonable 

time windows partially addresses this issue. However, within the same era, there are several 

topics referred to in Arabic as Aghrāḍ. Poems collected from online resources come with 

topic labels, but these labels may not be accurate. To enhance accuracy, topic modelling is 

applied in this research. For more detailed information on this aspect, please refer to Chapter 

6. 
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Authorship Classification 

Building the Model 

 In this study, pre-trained models are identified as the optimal choice for the task at 

hand, aligning with their effectiveness in various applications. Among the Arabic language 

BERT models available, including multilingual BERT, AraBERT, and CAMeLBERT, 

multilingual BERT is excluded due to its training on multiple languages, with Arabic data not 

being as predominant. To make an informed selection between AraBERT and CAMeLBERT, 

an experimental comparison is conducted on the dataset, ultimately leading to the choice of 

CAMeLBERT. Further insights into this decision-making process are provided in Chapter 7. 

 

 The model is specifically tailored to meet the needs of its subsequent application on 

pre-Islamic poetry, which constitutes the primary focus of this research. To address the 

challenge posed by the limited number of examples, ranging from 40 to 80, we construct an 

ensemble of models utilizing a voting technique. Further details on this ensemble approach 

are discussed in Chapter 7. 

Test against the Baseline 

 The literature review highlights that methods for solving AA problems vary in their 

concepts and complexities, and their effectiveness varies widely. Burrow’s Delta, established 

by John F. Burrows in the late 20th century, is a key method in AA. It has been employed 

since its creation and was among the first methods applied to Arabic texts (AbdulRazzaq and 

Mustafa, 2014). Our study found that the BERT model outperformed Burrow’s Delta, and the 

specifics are discussed in Chapter 7. 

Applying to Real Cases 

In this section, our objective is to tackle enduring literary questions that have 

traditionally been addressed qualitatively, utilizing our computational approach. While 

ancient literary inquiries have explored the authorship of numerous poems and various 

authors, our research will concentrate on specific key authorship issues. We will utilise our 

model to furnish answers and conduct an in-depth analysis, elaborated further in Chapter 7. 
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Evaluation 

Data Partition Strategy for Training and Testing 

In our model, we divided the data into two sets: training and testing, with the testing 

set comprising 25% of the data provided to the model. Additionally, we created a validation 

dataset of the same size as the training and testing data. After training the model, we utilize 

the validation data to assess the effectiveness of the model on unseen data. 

Evaluation of Effectiveness 

 

1. Binary Class Confusion Matrices 

A binary confusion matrix is a 2x2 table that displays the actual and predicted values 

from the proposed classifier. 

 

 

● True Positives (TP): The number of correctly predicted positive cases. 

● False Positives (FP): The number of incorrectly predicted positive cases. 

● False Negatives (FN): The number of incorrectly predicted negative cases. 

● True Negatives (TN): The number of correctly predicted negative cases. 

 

2. Average Accuracy 

The model's prediction accuracy can be determined using the following equation 

derived from its confusion matrix. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒	𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑜𝑡𝑎𝑙	𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 

 

  Target  

(Actual Value)  

  Positive  Negative 

Model 

(Predicte Value)  

Positive TP FP 

Negative FN TN 
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3. Precision 

The precision of a prediction is the proportion of accurately predicted positive 

observations to the overall count of correctly predicted positive observations. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

 

4. Recall 

The recall is calculated as the fraction of correctly predicted positive observations 

relative to the total number of positive observations in the actual class. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒	𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒	𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

5. F1 

The F1 score is a measure used in machine learning and statistical analysis to 

evaluate the performance of a classification model. It represents the harmonic mean of 

precision and recall, combining both metrics to provide a single score that balances 

false positives and false negatives. 

 

The "1" in F1 comes from the fact that it gives equal weight to precision and recall. 

The general formula for the F-score is: 

 

𝐹𝛽 = (1 + 𝛽M)	.
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛	. 𝑟𝑒𝑐𝑎𝑙𝑙

(𝛽M	.		𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 	𝑟𝑒𝑐𝑎𝑙𝑙) 

Where β is a parameter that controls the weight of recall relative to precision. 

 

For F1, β is set to 1, meaning precision and recall are equally important. If β were set 

to 0, the formula would ignore recall (making it just a measure of precision), and if β 

were set to 2, recall would be given more importance than precision. 

𝐹1	𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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Significance Tests 

Conducting statistical analysis is essential for evaluating the proposed method's 

performance and determining its significant superiority over other methods. The Wilcoxon 

test and the Friedman test will be employed to assess the ensemble's performance compared 

to Burrows’ Delta. 

 

Wilcoxon-Test 

Wilcoxon signed-rank tests can be employed for pairwise comparisons. This test 

computes the disparities in the performance of two classifiers under consideration, 

assigns ranks based on the computed differences, and compares their positive and 

negative ranks. To establish a baseline for comparisons, a control algorithm is 

utilized, and the statistical significance threshold is set at 0.05 (alpha = 0.05). 

 

3.Conclusion 

 In this chapter, we have presented the overall framework that will guide our research. 

Each component of the framework, such as data preparation, modelling, and evaluation, has 

been discussed individually. The following chapter will delve into the details of the data 

source and the preparation methods employed for this research.  
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Chapter 5: Data Extraction and Preparation 

 

1. Introduction 
 In this chapter, we present a comprehensive overview of the data utilized in the 

experiments conducted for this study. This encompasses an exploration of the data sources 

and the methodologies employed for acquisition, involving both file extraction and the 

process of web scraping. We then delve into the steps of pre-processing and cleaning, 

outlining the steps taken to prepare the data for the subsequent stages of experimentation. 

 

Furthermore, we elucidate the methodology applied to recategorize the data based on 

centuries, facilitating a structured organization for analysis. The chapter culminates with a 

detailed description of both corpora, considering factors such as the number of poems, poets, 

and the overall size in terms of words. Additionally, we provide a comprehensive 

examination of the distribution of data across eras, shedding light on the chronological 

representation of poems across different centuries. 

 

 

2. The data sources 
 As previously noted, our dataset comprises two types of data. In this section, I will 

expound upon the sources of these two corpora. 

Adab Website 

 The primary source of our data is the Adab website, from which the entire content 

was downloaded in Doc files. The Adab corpus encompasses Arabic poetic texts spanning 

from the pre-Islamic age to contemporary works and is organized in Word documents, 

totalling 47 files.   

 To process this data, we employed a script designed to extract both poems and author 

names from the Word documents. Additionally, an extensive research endeavour has been 

undertaken to gather the birthdates of all poets. Consequently, poets are being systematically 

categorised based on their respective centuries, contributing to a structured and chronological 

organization of the dataset. 
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AlDiwan Website 

 Furthermore, another source of our data consists of Arabic poetry spanning all 

periods, sourced from the AlDiwan website, so its format is HTML. The significance of this 

data lies in its richness, characterized by a notably larger number of poets and poems. In the 

pre-Islamic period alone, it encompasses over 200 poets. Notably, this dataset is labelled with 

information pertaining to topics, metres, genre, and rhyme.  

 

This extensive dataset comprises over 100,000 poems spanning various historical 

periods. The classification is structured according to the classical approach, delineating the 

following chronological classes: Pre-Islamic (~350 - ~600 AD), Veteran (~550 - ~650 AD), 

Islamic (~610 - 662 AD), Umayyad (662 - 750 AD), Abbasid (750 - 1258 AD), Andalusian 

(711 - 1492 AD), Ayyubi (1171 - ~1250 AD), Mamluk (1250 - 1517 AD), Ottoman (1299 - 

1922 AD). The current segmentation lacks precision, featuring varied time windows that do 

not sufficiently contribute to meaningful analysis. 

Processing and cleaning 

To extract this dataset, a web-scraping script is crafted to retrieve all the data and 

restructure it into a dataframe table. The same data cleaning and reorganization process was 

applied to both the Adab and AlDiwan sources. 

 

The main webpage links to ten additional pages, each representing a specific 

historical era like pre-Islamic. These pages list poets from that period, each with a biography 

and all their poems on sub-pages, which were used for web scraping. 

 

On the poem pages, the top shows the directory path (main page → age → poet → 

poem), while the bottom has details about the poem's topic, genre, metre, and rhyme. To 

facilitate further analysis, I created a dataframe table with rows for each poet. The table 

includes the poet's name, biography, and a list of their poems. This approach consolidates all 

website data into one table for easier access and processing Figure 10. 
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Once all the data is consolidated into a unified table, the next crucial step involves 

cleaning the texts to eliminate any potential noise that could impact our models. The text may 

contain HTTP markup segments, line breaks, unnecessary punctuations, and diacritics. The 

accompanying visual representation illustrates the appearance of the text both before and 

after the cleaning process Figure 11. This cleaning procedure aims to enhance the quality of 

the text data, ensuring its suitability for subsequent modelling and analysis. 

 

 

 

Figure 10: Exporting information from the website to dataframe. 
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As previously highlighted, the website is organized according to the classic method, 

which categorizes eras based on historical periods. However, this method lacks precision as 

these eras vary in length and some overlap. In an effort to illustrate the limitations of this 

approach, I have initially described the data according to these sections. The accompanying 

pie chart visually depicts the distribution of poets across different eras, providing insight into 

the drawbacks associated with the classic categorization method. 

Figure 11: Data cleaning steps. 
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Figure 12: Chronological division of traditional poetry eras. 

 The data analysis reveals that approximately one-third of poets belong to the Abbasid 

era, spanning the period from 750 to 1517 AD. Notably, during this timeframe, the 

Andalusian state was established in 756 in Spain, and some of its poets were 

contemporaneous with Abbasid poets.  

Re-sectioning data based on century division 

 As demonstrated, the classic division proves to be imprecise and has the potential to 

introduce noise to our model. To address this limitation, I have opted for a more refined 

approach by assigning each poet to the century in which they lived. This process entails 

manual annotation of all poets' dates of birth and death. A comprehensive web search was 

conducted for each poet, with a focus on obtaining the date of death. While not all poets had 

information on their date of birth, a significant majority had details regarding their date of 

death. 

 

The accompanying diagram visually outlines the process of re-sectioning the data based on 

the poets' birth and death dates, illustrating the meticulous steps taken to enhance the 

accuracy and granularity of the dataset. 
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Figure 13: Flowchart illustrating the decision-making process for assigning poets to centuries. 

3. Data description 
At this juncture, the data stands prepared for a comprehensive description. The first 

table provides a general overview of the dataset's size, offering insights into the overall 

composition. The second table delves into the distribution of data per century, presenting a 

detailed breakdown based on the total number of poets and poems within each century. These 

tables serve as valuable references for understanding the quantitative aspects of the dataset 

and its distribution across different historical periods. 

 

Category Total number 

Poets 784 

Poems 77,850 

Words 6,609,495 

Table 6: Total numbers of our corpus. 

 

Centuries 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 14th 16th 17th 18th 19th 20th 

poets 2 4 40 118 75 59 40 42 59 71 18 7 14 19 9 2 

poems 4 82 1,28

1 

6,95

8 

7,928 10,174 6,492 9,847 8,518 7,610 7,609 824 2,406 3,788 1,223 382 

Table 7: Detailed numbers of our corpus. 
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 An alternative representation of the distribution of poets across centuries is depicted 

in the form of a pie chart, highlighting the proportional distribution of poets in each century. 

This visual presentation offers a clear and concise view of the percentage distribution, 

contributing to a more intuitive understanding of the dataset's historical composition.  

 
Figure 14: Percentage of poems per century. 

 

Topic labels 

 As depicted in Figure 10, each poem's page contains various pieces of information, 

including details about the poem such as its topic. In AA studies, it is imperative to ensure 

that the distinguishing factor is solely the author's style. Failing to control for topics may 

introduce the risk of attributing differences to thematic content rather than stylistic nuances. 

To address this concern, I will initiate an exploration of the topic labelling on AlDiwan 

website. This exploration aims to provide a comprehensive understanding of the topics 

assigned to poems, enabling a more nuanced and controlled approach in AA experiments. 

 

 The analysis of topic labelling on AlDiwan website reveals notable insights. The pie 

chart highlights that the two most prominent proportions are 38% for the label (short) and 

approximately 16% for the label (general). Remarkably, more than 50% of the labels fall into 

these less informative categories. Furthermore, the remaining labels lack a distinct 
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demarcation, evident in cases such as "romance" and "love." This observation underscores 

the challenge of relying on topics in AA studies, as a significant portion of the labels lacks 

specificity, potentially complicating the isolation of stylistic features from thematic content.   

 

 In the absence of precise topic labelling, it becomes necessary to establish one. A 

more accurate topic labelling can offer several significant benefits: it can enhance our 

understanding of the data, facilitate the examination of correlations between topics and other 

factors like time periods and poetic metres, and enable an evaluation of the impact of topics 

on the performance of the authorship model. 

 
Figure 15: Topic sectioning in the main source. 

4. Conclusion 
In conclusion, this chapter serves as a foundational exploration of the data landscape 

crucial to the experiments undertaken in this study. The intricate journey begins with an 

examination of data sources and the diverse methodologies employed for its acquisition. The 

subsequent discussion delves into the meticulous steps of pre-processing and cleaning, 

underscoring the significance of meticulous data preparation for ensuing experimentation 

phases. 
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The methodical recategorization of data based on centuries emerges as a key element, 

offering a structured framework for in-depth analysis. As the chapter unfolds, a detailed 

portrayal of both corpora is presented, capturing essential metrics such as the number of 

poems, poets, and overall size in terms of words. Furthermore, the examination of data 

distribution across eras contributes valuable insights into the chronological representation of 

poems across different centuries, setting the stage for the analytical journey that follows. 
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Chapter 6: Topic Modelling3 

 

1. Introduction 

 In our research, the primary objective is AA, which involves identifying the true 

authors of texts based on their unique writing styles. However, one common challenge is that 

authorship models often mistakenly focus on topics rather than individual writing styles. This 

can lead to models learning an author's topic preferences, which may hinder their ability to 

correctly attribute authorship when the author writes about different topics. 

 

To address this challenge, we are implementing a strategy to control for topics in our 

authorship experiments. In the data chapter of our research, we obtained data from AlDiwan 

website, which includes topic labels. However, these labels lack precision and informative 

details. Therefore, in this chapter, our initial step is to train a topic model using the ETM 

technique. ETM combines traditional topic modelling with word embeddings to generate 

more accurate topic representations. 

 

Using the ETM approach, we will explore and identify the various topics present in 

our data. Subsequently, we will assign approximate topic labels to each text. This will enable 

us to effectively control for topics when applying authorship models in our experiments. 

 

To implement the ETM technique, we will transform our single-line corpus into a 

BoW format. This will allow us to utilize a pre-existing topic model and apply it to our 

dataset of poems. By leveraging this trained model, we will be able to generate appropriate 

topic labels for each text, enhancing our ability to control for topics in the AA process. 

Additionally, we examined the correlation between the topics derived from the ETM model 

and the meters, which was visualized using a heat map. 

                                                
3 This chapter was presented in BRISMES Conference. 
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2. Method 

In this study, we selected the Embedded Topic Model (ETM) (Dieng et al., 2020) to 

identify and categorize the latent topics within our corpus of Arabic poetry. This choice was 

based on ETM's distinctive capacity to utilize word embeddings in topic modelling. Unlike 

traditional topic modelling approaches, which are typically constrained by word co-

occurrence within documents, the ETM can capture semantic relationships among words, 

leading to more coherent and interpretable topics. Given the intricate and semantically rich 

nature of Arabic poetry, we considered the ETM an optimal solution for our research 

objectives. 

 

To prepare our corpus for ETM application, we first transformed the dataset into a 

one-line BoW format4. This transformation is crucial for topic modelling, as it simplifies text 

data into a representation based on word frequencies, ignoring word order. This approach 

aligns with the underlying assumptions of topic modelling, allowing each document to be 

represented as a vector of word frequencies, thus facilitating compatibility with ETM's input 

requirements. 

 

Applying the ETM involves tuning several hyperparameters, including the number of 

topics, learning rate, and the number of epochs. To determine the optimal settings, we 

conducted a grid search across various parameter ranges. During this process, we assessed the 

model's performance using the evaluation metrics Diversity and Coherence, aiming to 

achieve the most accurate and robust topic distribution for the Arabic poetry corpus. 
 

3. Results 

In the context of Arabic Poetry topic modelling, the application of the ETM model 

aims to examine how the diversity and coherence of generated topics are influenced by 

different numbers of epochs and topics. By experimenting with various configurations, 

researchers can gain insights into the underlying structure of Arabic poetry, including its 

themes and motifs. 

                                                
4 https://github.com/ssharoff/ETM 
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In my study, I conducted experiments using three different sets of epoch values: 15, 

50, and 70. I also trained the model on different numbers of topics, specifically 5, 10, and 15, 

to thoroughly analyse the topic generation process. Through these experiments, I aimed to 

identify the optimal combination of epoch and topic settings that would yield the most 

coherent and diverse topics for our data. 

 

After conducting the experiments and evaluating the results, it was found that the 

combination of 50 epochs and 5 topics achieved the best balance of coherence and diversity. 

This configuration provided the most meaningful and distinct topics for our dataset. 

 

Furthermore, I also explored the performance of the model using four and six topics 

with 50 epochs. However, the experiment with five topics demonstrated superior results in 

terms of topic quality, coherence, and diversity compared to these alternative configurations. 

 

By conducting these experiments and analysing the outcomes, I gained valuable 

insights into the impact of epochs and topic settings on the generated topics. This knowledge 

contributes to a deeper understanding of the thematic structure and richness of Arabic poetry. 

 

  

N Epochs Topics Diversity Coherence 

1 15 5 0.768 0.231 

2 10 0.44 0.219 

3 15 0.381 0.223 

4 50 5 0.872 0.236 

5 10 0.712 0.230 

6 15 0.554 0.231 

7 70 5 0.864 0.230 
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8 10 0.752 0.234 

9 15 0.562 0.235 

Figure 16: Topic modelling parameters. 

 

Based on the word sets generated by the model, we can identify the following motifs 

associated with each topic: 

 

Topic 0: Nature, Beauty, and Aesthetics 

This topic revolves around elements of nature, beauty, and aesthetics. It includes 

words such as "night," "morning," "sun," "beauty," "water," and "roses." The imagery and 

appreciation of nature's beauty are likely prominent themes within this topic. 

 

Topic 1: Love, Desire, Heartache, and Longing 

This topic is centred around emotions of love, desire, heartache, and longing. It 

incorporates words like "love," "heart," "desire," "tears," and "yearning." It tends to explore 

themes of romantic love, emotional experiences, and the yearning for a beloved. 

 

Topic 2: Faith, God, Prophet Muhammad, and Morality 

This topic delves into matters of faith, featuring words such as "faith," "God," 

"Prophet Muhammad," and "morality." It tends to explore themes of religious devotion, 

moral values, and the teachings of Prophet Muhammad. 

 

Topic 3: Life, Death, and Human Existence 

This topic addresses the concepts of life, death, and human existence. It includes 

words like "people," "life," "death," "earth," and "youth." Themes related to the human 

experience, mortality, and reflections on life's meaning tend to be explored within this topic. 

 

Topic 4: Royalty, Power, Wealth, and Honour 

This topic focuses on concepts of royalty, power, wealth, and honour. It incorporates 

words such as "royalty," "power," "wealth," "glory," and "honour." Themes related to 

rulership, social status, wealth, and honour tend to be explored within this topic. 
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By analysing the recurring vocabulary sets and their frequency within each topic, we 

can identify these motifs that frequently appear in the Arabic poetry corpus. These motifs 

provide insights into the thematic elements and subjects that poets commonly address in their 

works. 

 

 

Topic 

number 

Words 

Topic 4 دوجلا' ,'كولملا' ,'مایلأا' ,'ىرولا' ,'ىلعلا' ,'نیدلا' ,'كلملا' ,'ىدنلا' ,'كلم' ,'دجملا' ,'نامزلا' ,'رھدلا', 

ىتف' ,'ىغولا' ,'يلاعملا' ,'دی' ,'ضرلأا' ,'ایندلا' ,'لاعلا'  

Topic 2 يبنلا' ,'اللهو' ,'ملع' ,'ھللإا' ,'دمحم' ,'تلق' ,'رملأا' ,'ءيش' ,'بر' ,'قحلا' ,'لھأ' ,'سانلا' ,'لاق' ,'ریخ', 

ایندلا' ,'ىتأ' ,'قلخلا' ,'دبع' ,'ىرولا'  

Topic 3 ىتف' ,'تیأر' ,'لیللا' ,'موق' ,'ضرلأا' ,'ىرأ' ,'توملا' ,'اموی' ,'موقلا' ,'ىرت' ,'نب' ,'رھدلا' ,'سانلا', 

ءرملا' ,'لآ' ,'تلقف' ,'ىتفلا' ,'يحلا' ,'املف'  

Topic 1 يداؤف' ,'بلق' ,'رھدلا' ,'ىرأ' ,'ىونلا' ,'تلق' ,'يسفن' ,'ينیع' ,'بحلا' ,'بلقلا' ,'يبلق' ,'ىوھلا', 

اموی' ,'نیبلا' ,'عمدلا' ,'مارغلا' ,'قوشلا' ,'ىوھ' ,'تلقف'  

Topic 0 نسح' ,'تحت' ,'ردبلا' ,'حبصلا' ,'لیل' ,'ىجدلا' ,'ردب' ,'ادب' ,'ءام' ,'نسحلا' ,'سمشلا' ,'ابصلا' ,'لیللا', 

اذا' ,'درولا' ,'حابصلا' ,'ھجو' ,'سمش' ,'ىرت'  

Figure 17: Topics with their most frequent Arabic words. 

Qualitative model analysis 

In this section, I will randomly select poems from each topic spanning across all eras. 

The goal is to analyse and evaluate the labelling process based on the model we have trained. 

 

By examining a diverse set of poems from each topic, we can gain insights into the 

effectiveness of the model's labelling process. This evaluation will help us assess how 

accurately the model assigns topics to poems and identify any potential areas of 

improvement. 

 

Through this analysis, we aim to validate the quality and reliability of the topic labels 

generated by the trained model not only statistically, but also qualitatively. By selecting 
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random poems from different eras, we ensure a comprehensive representation of the entire 

corpus, allowing us to make meaningful observations and draw reliable conclusions about the 

performance of the model in assigning topics. 

 

In the appendix, you will find a table that contains the selection of poems for each 

topic. Here, I will provide an analysis of these poems, focusing on the variations observed 

between centuries within the same topics, as well as the typical range of topics associated 

with each label. 

 

By examining the selected poems, we can gain insights into the evolution and 

variation of topics across different centuries. This analysis allows us to understand how 

certain topics have been emphasized or transformed over time and provides a deeper 

understanding of the thematic development within Arabic poetry. 

 

Furthermore, we can observe the range of topics typically associated with each label. 

This information helps us establish a clearer picture of the dominant themes and motifs 

within specific topic categories. It also highlights any overlaps or recurring patterns across 

different labels. 

 

By conducting this analysis, we can uncover valuable insights into the temporal and 

thematic dynamics of Arabic poetry. This knowledge enhances our understanding of the 

cultural and historical contexts in which these poems were created and contributes to the 

broader field of literary studies. 

 

First and foremost, the model has produced highly sensible results, successfully 

associating the majority of poems with their respective categories. This indicates that the 

topic modelling approach has effectively captured the underlying themes and motifs present 

in Arabic poetry. 

 

Through the model's categorization, we can discern clear connections between the 

selected poems and their assigned topics. The poems exhibit recognizable characteristics and 

patterns that align with the expected themes within each category. This demonstrates the 

model's ability to identify and differentiate between different topics based on the textual 

content of the poems. 
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When analysing the selected poems for each topic, we can observe various shades or 

nuances within each topic category. These shades represent the different facets, sub-themes, 

or variations within a broader topic. By identifying and exploring these shades, we gain a 

more comprehensive understanding of the depth and complexity of the topics in Arabic 

poetry. 

 

Certainly, within the topic of nature, beauty, and aesthetics, we can observe shades 

that involve the portrayal of the beloved woman in relation to natural phenomena. These 

shades highlight the strong association between descriptions of the beloved and natural 

elements such as the moon and flowers. In Arabic poetry, the beloved woman is often 

depicted using metaphors and imagery drawn from nature. The moon, with its luminosity and 

captivating beauty, is frequently compared to the radiance and allure of the beloved. 

Likewise, flowers symbolize elegance, delicacy, and the enchanting qualities attributed to the 

beloved woman. 

 

Furthermore, it is noteworthy to mention the connection between the topic of "nature, 

beauty, and aesthetics" and the theme of wine in Arabic poetry. Wine poems often 

incorporate descriptions of the surrounding environment and the fruits from which the wine is 

produced. The imagery of nature is utilized to evoke a sense of sensory pleasure and to create 

a vivid backdrop for the wine-related experiences described in the poems. 

 

Although the beauty of the beloved woman can be categorized under love, our model 

exhibits a distinct division between expressions of love and descriptions of women. This 

separation occurs because the act of describing is associated with nature, treating the beloved 

as a natural element or experience, akin to other elements found in the natural world. 

 

 Under love, we see the expression of feelings, especially longing, unrequited love, 

passionate desire, heartbreak, or the yearning for a beloved. Generally, the experiences 

depicted in these poems tend to be less joyful or positive in nature. 

 

 The exploration of faith reveals a progression throughout the centuries. Initially, the 

focus is primarily on praising Islam and the Prophet Mohammad, reflecting a simpler 

perspective. However, as time passes, the topic expands to encompass political aspects, 
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including the mention of state leaders. Additionally, the influence of preaching remains 

prevalent throughout the different eras. 

 

Around the 12th century, a shift occurred, introducing a philosophical element to the 

discussion of faith. Poets delve into deeper contemplations about the essence of life and 

humanity, adding a new layer of complexity to the exploration of faith. 

 

This evolution in the portrayal of faith across centuries demonstrates the dynamic 

nature of the topic and the way poets engage with it in their works. It showcases the 

multidimensional aspects of faith, encompassing religious devotion, political dynamics, and 

philosophical reflections, all contributing to a comprehensive understanding of the topic in 

the context of Arabic poetry. 

 

The honour category predominantly revolves around themes of wisdom and life 

experience. Within this category, poets often delve into topics related to the virtues of 

honour, dignity, and moral conduct. They draw upon their own life experiences and reflect 

upon the lessons learned from various situations. The honour poems convey a sense of 

wisdom, offering insights into the values and principles that shape a person's character. 

Through their verses, poets highlight the importance of integrity, resilience, and honourable 

conduct in navigating life's challenges. 

 

The praise category is primarily characterized by poems that pay homage and tribute 

to leaders or famous figures, often highlighting their generosity and bravery. Poets in this 

category express admiration for individuals who have demonstrated exceptional qualities and 

accomplishments.  

 

Poets may also express admiration and praise for deceased individuals. These poems 

serve as a way to honour the memory and legacy of those who have passed away, 

highlighting their contributions and impact during their lifetime. 

 

It is worth noting that within the praise category, there is a nuanced aspect called 

lampoon, where poets criticize or fault individuals for lacking the personal traits they admire 

and celebrate.  
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Topic distribution 

 Once the topic modelling was completed, the trained model was utilized to assign 

likely topics to each poem in the entire corpus. This labelling process provided each poem 

with a list of probable topics and the corresponding percentage contribution of each topic. 

The next step involves examining the topical structure of the corpus. 

 

To visualize the distribution of topics, a pie chart displays the relative contribution of 

each topic across the entire corpus. This chart offers an overview of the overall topic 

proportions within the collection of poems. Additionally, a line chart illustrates the 

distribution of topics across different centuries. This chart provides insights into how topics 

are distributed and potentially vary over time. 

 

Topics across centuries: 

By exploring the corpus's topical structure through these visualizations, a deeper 

understanding of the dominant and evolving topics can be gained. This analysis can be 

valuable for further exploration and interpretation of the poetic content within the corpus. 

 

Figure 18: Topic distribution across the whole corpus. 
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 Upon examining the topics distribution in the whole corpus, it appears that there are 

no significant differences. However, a closer analysis of each century reveals notable shifts in 

topic prevalence. The 19th and 20th centuries are characterized by a scarcity of poets' data. 

As a result, these centuries will be excluded from the subsequent graph analysis. 

 

One striking example is the topic of "honour," which exhibits a substantial decline 

over time. It starts at a high frequency of 80 in the pre-Islamic era but gradually decreases by 

half over two centuries. This downward trend persists, with the topic rarely exceeding a 

frequency of 30 in the rest of centuries. 

 

This decline can be understood within the context of social and political transitions 

from a tribal society to the establishment of Islamic states. Honour poems often reflect 

individual experiences and tribal conflicts, which became less prominent following the 

unification of Arab states under a single ruler. Consequently, societal changes and the 

consolidation of power could have contributed to the diminishing frequency of honour-

themed poems in the corpus. 

 

Figure 19: Topic distribution across centuries. 
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This observation provides insights into the interplay between poetry and the historical, 

social, and political dynamics of the time. By analysing topic shifts, we can uncover 

underlying factors that influence the thematic choices of poets throughout different eras. 

 

With praise, we observe a consistent upward trend from the pre-Islamic era up to the 

12th century. Following this period, the praise becomes more erratic and fails to reach the 

same pinnacle again. This pattern can be elucidated by considering the historical context: 

after the emergence of Islam, the Arab world witnessed the establishment of unified states for 

the first time, notably under the Umayyad and Abbasid caliphates. During these periods, 

poets competed to gain prestige within the royal courts and among prominent figures. 

 

Nevertheless, a decline is evident in the 13th century. This decline aligns with a 

significant historical event—the Mongol invasion of Baghdad, the capital of the Islamic 

world. This invasion marked a pivotal moment, leading to upheaval in the Islamic realm. The 

subsequent disruption explains the observed drop in poetic production during that period, as 

the era of glory for great leaders and flourishing artistic circles came to an end. 

 

 Topics correlation with metres: 

 The heat map analysis reveals the correlation between the five topics and the Arabic 

poetry metres. Notably, praise poems predominantly utilize the Kāmil and Mutadārak metres. 

This suggests that these metres are commonly employed when composing poems of praise.  

 

On the other hand, love and nature topics exhibit similar metre preferences, with 

Muqtaḍab and Muḍāri ʿ being frequently employed. This indicates that these metres are 

commonly associated with expressions of love and descriptions of nature in Arabic poetry. 

 

For the topic of honour, the most commonly used metres are Wāfir and Ṭawīl . This 

implies that these metres are favoured when conveying themes related to honour in poetic 

compositions. 
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In the case of faith, the metres Sarī, Ramal, and Hazaj emerge as the most common 

choices. This suggests that these metres are often utilized when expressing themes of 

religious devotion or matters related to faith. 

 

To read a heat map showing the correlation between topics and meters, look at the 

colour intensity or shading of the cells. Darker or more intense colours typically indicate 

weaker correlations between specific topics and meters or no correlations, while lighter 

colours suggest stronger. Each cell corresponds to a pair of topic and metre, and the scale bar 

will help you interpret the strength of these correlations. 

The heat map analysis provides valuable insights into the correlation between specific 

topics and the metres employed in Arabic poetry. By understanding these associations, 

researchers and scholars can gain a deeper understanding of the poetic conventions and 

traditions associated with different thematic domains.  

4. Conclusion 

In conclusion, our research focused on AA, aiming to identify authors based on their 

unique writing styles. Recognizing the challenge of models emphasizing topics over styles, 

we implemented a strategy to control for topics. In the data chapter, we obtained data from 

the AlDiwan website, including topic labels with limited precision. To address this, we 

employed ETM to enhance topic representations. This involved transforming our corpus into 

a BoW format, allowing us to leverage a pre-existing topic model for accurate topic control in 

Figure 20: Topics correlations with metres. 
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authorship experiments. The unveiling of this aspect will occur in the subsequent chapter 

upon the construction of the classification model. 
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Chapter 7: Ensemble Model for Authorship 

Classification5  

 

1. Introduction 

In this chapter, I will present my method for investigating doubted texts, particularly 

in the pre-Islamic era. The primary objective is to construct a scenario that closely resembles 

cases found in pre-Islamic data. An essential aspect to take into account during the model's 

design is the constrained data availability concerning pre-Islamic poetry. In this context, we 

might only have access to a few tens of examples, or potentially even fewer, to utilize for 

training. Consequently, determining the highest probability of assigning a text becomes 

challenging, as the model has not been previously tested on other cases where the truth is 

known. 

 

Therefore, our objective is to develop a model and evaluate its performance on other 

eras where the correct answers are known. By subjecting the model to rigorous testing, we 

can identify the optimal configurations and parameters before applying it to the pre-Islamic 

cases. This approach will allow us to refine and validate the model's effectiveness, ensuring 

its accuracy and reliability in handling the scarcity of data typical in pre-Islamic poetry. 

Ultimately, our goal is to establish a robust and well-calibrated model that can confidently 

handle the challenges posed by the pre-Islamic era texts. 

The problem 

In the context of AA tasks, a widely-used method involves the creation of an opposite 

class, comprising writings from all authors except the one currently under investigation. The 

aim is to discern unique authorial patterns by contrasting the specific author's writing style 

against the collective pool of other authors' works. 

 

                                                
5 A paper derived from the work in this chapter was presented and recognized as an award-winning contribution 
at the 31st COLING conference. 
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However, in our specific case, we face a constraint where the available data for the 

author of interest, is limited to only a few examples. As a result, the opposite class, which 

amalgamates writings from all other authors, may still contain a substantial amount of data. 

 

While having more data could potentially improve the model's performance, it is 

crucial to address concerns related to overfitting. Overfitting occurs when a model becomes 

overly specialized to the training data and loses its ability to generalize to unseen data. Given 

the data imbalance resulting from a larger opposite class, the model might excessively 

prioritize the more abundant class while inadequately representing the author of interest, 

compromising the model's effectiveness in practical AA tasks. 

 

To mitigate the risk of overfitting, careful model training and regularization 

techniques should be employed. It is essential to strike a balance between utilizing the 

available data in the opposite class to improve model performance while avoiding excessive 

reliance on this data at the expense of the author of interest. 

 

 Conversely, if our intention is to achieve a balanced size between both classes and we 

opt to restrict the number of examples from other authors, this approach could lead to an 

unrepresentative class composition. This scenario might result in having merely one or two 

examples available for each author within that class. 

 

2. Methodology 

The model 

To address the issues of data scarcity and potential overfitting in the context of AA, 

we propose a multi-model approach combined with an ensemble method. This entails 

developing multiple distinct models, each capturing different authors and authorial patterns. 

Each model is fine-tuned CAMeLBERT (Go Inoue et al., 2021) model. 

 

Throughout the experimentation and evaluation, we will employ rigorous validation 

techniques to assess the ensemble's performance and its ability to generalize to unseen data. 
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Furthermore, we will fine-tune the ensemble's parameters to optimize its efficacy for the 

specific AA task. 

 

In light of the challenges posed by data scarcity and potential overfitting in the AA 

task, an alternative approach is proposed. Rather than creating a single opposite class 

containing writings from all other authors, I will construct several distinct datasets, each 

excluding the author's writings under investigation. This approach aims to develop individual 

models for each dataset, capturing unique authorial patterns and enhancing model diversity. 

 

Once the models are trained on their respective datasets, they will be evaluated on 

unseen data. To aggregate their predictions effectively, I will employ the voting technique, 

where the model outputs are combined to determine the highest probability of the predicted 

class. By leveraging the collective decisions of multiple models, the ensemble's final 

attribution will tend to yield improved accuracy and robustness. 

 

To evaluate the models' performance, the accuracy metric will be employed, 

quantifying the number of correct predictions made by each model. A higher accuracy score 

signifies the model's ability to correctly identify the authors of the unseen data instances, 

underscoring its efficacy in AA. 

 

 

Figure 21: Flowchart of the model procedures. 
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Voting 

In the domain of author classification, we are faced with the task of categorizing 

authors into specific classes. This scenario introduces a unique challenge in which we have 

one author of paramount importance (Class 1) and a group of authors with distinctive 

characteristics (Class 2). To address this challenge, we have developed a voting technique 

that tailors decision rules for each class, backed by empirical evidence from rigorous testing. 

 

Class 1 Voting Requirement 

For Class 1, representing our highly significant author, we have established a stringent 

requirement: at least 40% of the models in our ensemble should align in predicting this class. 

This requirement is not arbitrary but rather based on empirical findings from model testing. 

 

Our choice to set the threshold at 40% is rooted in the fact that it has consistently 

yielded the best results during testing. Requiring a 40% consensus among models minimizes 

the likelihood of false negatives and ensures the highest reliability in predictions regarding 

this key author. 

 

Class 2 Voting Requirement 

Class 2 includes a diverse set of authors, each contributing unique attributes and 

writing styles. Acknowledging this diversity, we employ a more permissive voting 

requirement: a prediction by just one of the base models in our ensemble is sufficient to 

classify an instance into Class 2. This is because the author can only exist in one of the base 

models. 

 

 

Our approach is underpinned by several key justifications: 

1. Empirical Testing: Our voting technique is not theoretical but stems from empirical testing. 

It ensures the best results for our specific problem. 

 

2. Handling Author Heterogeneity: The diversity within Class 2 demands flexibility in our 

decision rules to effectively capture the nuances of each author's work. 
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3. Prioritizing Key Author (Class 1): The 40% consensus requirement for Class 1 prioritizes 

accurate predictions for the highly important author, balancing between false positives and 

false negatives. 

 

4. Balancing Sensitivity and Precision: Our approach achieves a balance between sensitivity 

and Precision based on the targeted author, enhancing overall model performance. 

 

 During the training phase, we employ binary model decisions; however, for testing on 

actual pre-Islamic poetry cases, we will utilize probabilistic outputs. Probabilities provide a 

more reliable measure of the model's confidence in its predictions. It is essential to consider 

the relative nature of these probability values. Typically, probabilities above 0.70 are 

regarded as high and indicate acceptable confidence in classification. Nonetheless, our model 

consistently achieved very high probabilities for correct answers, with values not falling 

below 0.95. Consequently, even misclassifications produced relatively high probabilities, 

often within the 0.80 range. Therefore, any probability in the 0.80s or lower will be 

interpreted as low confidence, suggesting that the text likely does not belong to the author 

under investigation. 

 

Performance Validation 

We have thoroughly verified the performance of our ensemble model through 

meticulous validation, which affirms that the selected voting percentages are the most 

effective for our specific problem. In conjunction with our model training and testing 

procedures, we devised a dedicated evaluation test. In this test, we provided each model with 

a dataset of the same size as the one initially fed to the model for training and testing, 

ensuring that it contained a completely unseen set of data for validation.  

Factors to control  

Constructing an optimal model involves the careful consideration of various factors, 

one of which pertains to the number of poets in the opposite class. First, we will focus on 

examining the influence of this specific parameter on model performance. To obtain a precise 

understanding of the optimal value, we conducted rigorous testing on poets from diverse age 
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groups. The goal is to ensure the accuracy of our model by identifying the most suitable 

parameter value for the number of poets in the opposite class. 

 

An additional factor to take into consideration is the varying number of examples. 

There is no a predetermined quantity that we can anticipate for the pre-Islamic context. 

Furthermore, we encounter multiple instances where each case exhibits a distinct amount of 

available data. Given this situation, it becomes imperative to conduct tests across a range of 

numerical values and examine how the model's performance evolves when the data size is 

altered. 

 

Considering probabilities 

Furthermore, I will investigate whether there existed any variance in the probability 

distribution between correctly classified cases and misclassified cases. This analysis will 

provide us with a more profound comprehension of the model's performance, allowing us to 

determine the threshold probability score at which we can confidently deem the output as 

highly reliable. 

 

3. Results 

To thoroughly evaluate the performance of our AA model, we tested it across three 

distinct scenarios: one author against one (one-vs-one), one author against two (one-vs-two), 

and one author against three (one-vs-three). The goal was to determine the optimal 

configuration for the model to achieve the highest accuracy and reliability in classification. 

 

In these experiments, the one-vs-one configuration consistently yielded the best 

results. This finding is depicted in the box charts, which illustrate the distribution of 

classification accuracies across the different test cases. The one-vs-one scenario demonstrated 

the highest median accuracy and the smallest interquartile range, indicating not only superior 

performance but also greater consistency and reliability. 

 

In contrast, the one-vs-two and one-vs-three scenarios exhibited a decline in accuracy. 

The box charts for these cases show lower median accuracies and wider interquartile ranges, 
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reflecting increased variability and reduced performance. The degradation in accuracy as we 

added more authors to the opposite class suggests that the model struggles with 

distinguishing the target author's style when more distractor authors are present. 

 

To address the observed decline in performance in one-vs-multiple author scenarios, 

we implemented a voting technique. This technique involved using multiple one-vs-one 

classifiers and aggregating their decisions through majority voting. By leveraging the 

strengths of the one-vs-one classifiers, the voting method improved the overall robustness of 

the model, resulting in more reliable AAs even in complex cases. 

 

The results of these experiments underscore the efficacy of the one-vs-one approach 

in AA tasks. The box charts provide clear visual evidence of the superior performance and 

reliability of the one-vs-one configuration, supporting its adoption as the preferred parameter 

for our model. 

 
The performance of models when varying the number of training examples indicates 

that utilizing 60 examples yields optimal results. To further analyse the outcomes, we 

Figure 22: Accuracies and F1 scores for varying the number of poets in the opposite class. 
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compared the probabilities assigned to correct and incorrect classifications. This comparison 

revealed a significant difference in the confidence levels of the model, depending on whether 

it accurately predicted the outcome or not. 

 

In our evaluation of the AA model, we observed a distinct pattern in the classification 

accuracies that underscores the model's reliability and confidence. Specifically, as depicted in 

the accompanying line chart, the accuracies for well-classified cases predominantly exceeded 

0.95, indicating a very high level of confidence in these classifications. This suggests that 

when the model assigns a text to an author with such high probability, it is highly likely that 

the attribution is correct. 

 

Conversely, for misclassified cases, the accuracies generally fell between 0.80 and 

0.90. While these probabilities are relatively high, they are notably lower than the accuracies 

observed in well-classified instances. This difference in accuracy ranges highlights the 

model's ability to discern between correct and incorrect classifications. The fact that 

misclassified texts still receive moderately high probabilities suggests that the model is 

uncertain, yet it tends to err on the side of caution. 

 

This distribution of accuracies, as illustrated in the line chart, reflects the model's 

overall robustness and effectiveness. The high confidence levels in well-classified cases 

(above 0.95) provide strong evidence of the model's precision and reliability in AA. The 

relatively lower confidence levels in misclassified cases (0.80-0.90) further reinforce the 

model's discriminative power, indicating that when the model is less certain, it signals a 

potential misclassification. 

 

In practical terms, this means that for real-world applications, texts classified with 

probabilities above 0.95 can be considered highly reliable attributions. Texts with 

probabilities in the 0.80-0.90 range, while still reasonably confident, should be treated with 

more scrutiny and further verification may be warranted. 
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Overall, these findings, clearly depicted in the line chart, demonstrate that our model 

not only performs well in accurately attributing texts to authors but also provides meaningful 

confidence metrics that can guide the interpretation and validation of its classifications. 

Figure 23: Box chart of accuracies and F1 scores for varying the number of examples. 
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Figure 24: Comparison between accuracies with correct and in correct classification. 

4. Applying topic control 

Before constructing the authorship classifier, it is crucial to examine the intersection 

of topics and author styles by having dependable topic labels. This step is vital as machine 

learning models acquire knowledge of both topic-specific language and unique authorial 

traits, and understanding the overlap between these aspects is essential. 

 

In order to accomplish this, I constructed one-versus-all binary classifiers using 

BERT. For each age group, I specifically chose poets who have a minimum of 100 poems, 

ensuring an adequate amount of training data for topic segmentation. Consequently, each 

classifier is trained on a particular topic for a given poet, distinguishing them from their peers 

in the same era. 

 

With the intention of controlling the number of training examples and focusing on the 

variation between topics, I implemented a threshold for each topic. Specifically, I set a 

maximum limit of 100 poems and a minimum limit of 30 poems for each topic. 

 

By imposing this threshold, I ensured that each topic had a sufficient number of 

training examples while preventing any topic from dominating the dataset. This approach 

allows for a balanced representation of poems across topics, enabling a fair comparison and 

analysis of the variations and distinctions between topics. 
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Broadly speaking when topic control was implemented, the accuracies of the 

classifiers were higher. This suggests that considering topics is important when applying 

authorship classifiers in subsequent experiments. By acknowledging the influence of topics 

on the performance of classifiers, it emphasizes the significance of incorporating topic-related 

factors into the design and analysis of authorship classification tasks. 

 

The outliers depicted by the small circles in the box plot represent the cases where we 

have the fewest minimum examples available for analysis. These outliers have a noticeable 

impact on the results, as the limited number of examples can introduce higher variability and 

potentially affect the accuracy of the classification. 

 

On the other hand, we do not observe outliers with low accuracy in the "mix" 

category. This is expected since the "mix" category generally consists of a combination of 

different topics, ensuring that we always have a sufficient number of examples available for 

analysis. The larger sample size in the "mix" category helps stabilize the results and reduces 

the likelihood of encountering outliers with low accuracy. 
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Figure 25: Comparing classification accuracies with certain topics control and no topic control. 

 

To conduct a more comprehensive examination of the topic effect, I utilized the same 

binary classification task. In this case, I trained the model by considering one poet against all 

other poets from the same age group. To ensure an adequate amount of data variation, I 

specifically chose poets who had a minimum of 100 poems in their repertoire. 

 

Unlike the previous approach, I included all the poems of each author without any 

sectioning. Once the model was trained, I examined the instances where the classification 

failed and assigned topics to those examples. By doing so, I determined the ratio of failed 

examples within each topic. 

 

This analysis provided valuable insights into the weaknesses of each poet in terms of 

topics. Additionally, it offered a broader perspective on the areas where the models struggled 

the most. By identifying the topics that posed challenges to the model's classification 

accuracy, we can gain a better understanding of the limitations and areas for improvement in 

the model's performance. 



 

83 

 

 

 
Figure 26: Ratio for classification fails for each topic. 

 

The bar chart reveals that the topic "nature" exhibited the highest misclassification 

ratio, while the topic "honour" demonstrated the lowest. However, the differences between 

the misclassification ratios for the various topics were not significant, indicating that the 

models generally do not exhibit a preference for one topic over the others. 

 

Nevertheless, this analysis provides valuable insights at a micro level. It highlights 

that in specific cases, there can be noticeable differences in the misclassification ratios. For 

instance, Abū al-ʻAtāhiyya had a misclassification ratio between the topic "nature" and the 

rest of the topics (except for "love") that was more than twice as high. This information, 

when examined for each individual poet, will prove useful in subsequent authorship 

experiments. 
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By identifying the specific patterns of misclassification and understanding how 

certain topics may be more challenging for the models to accurately classify, we can refine 

our approach and potentially enhance the AA accuracy in future experiments. 

5. Comparing with Burrows-Delta 

 Given the prominence of Burrows-Delta as a widely recognized method for AA tasks, 

it became imperative to assess its efficacy within the context of our specific investigative 

task. This imperative arises from the inherent significance of benchmarking against 

established methodologies within the field. By subjecting Burrows-Delta to scrutiny in our 

study, we endeavour  to discern its comparative performance and ascertain its utility vis-à-vis 

novel approaches under examination. 

 

 In this section, the Wilcoxon Test was employed to compare the outcomes of 

Burrows-Delta and our model. The results indicated a substantial disparity between the 

performance of our model and the Burrows-Delta method, with the LLM model exhibiting 

superior efficacy. The obtained p-value of 0.0048 further confirms this distinction. 

6. Pre-Islamic Case Study 

 This section introduces the final objective of the AA model, following extensive 

testing across various data points within the corpus. Our goal was to create a model capable 

of assigning texts to their correct authors with high confidence, enabling its application to 

cases with disputed authorship. 

 

Method 

The methodology adopted in this section includes the following steps: 

1. Selection of Core Poets in the Pre-Islamic Era 

   The primary focus is on the leading poets of the pre-Islamic period, specifically the ten 

poets who are renowned for composing the celebrated collection known as Al-Muʻallaqāt. 

 

2. Literary Research and Categorization 
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   A thorough investigation of literary sources was conducted to examine the attribution of 

these poets' works. The poems were then categorized into three groups: those with definite 

attribution, those with definite denial, and those where authorship is doubtful. 

 

3. Model Training and Validation 

   The model was trained on poems with definite attribution and tested on those with definite 

denial to assess its performance and reliability in the pre-Islamic context. To enhance 

accuracy, this step relied on the probability assigned by the model to each class rather than 

just the final classification outcome. 

 

4. Testing with Disputed Texts 

   The model was tested on texts where most literary studies have questioned the authorship, 

allowing for an analysis of the model's concordance with these doubts. 

 

5. Testing with Ambiguously Attributed Texts 

   The model was also applied to texts in the third category, where attribution is ambiguous or 

less certain, to evaluate its capability in addressing such uncertainties. 

 

By following this methodology, we aimed to build a robust AA model that could 

effectively resolve complex cases of disputed authorship in Arabic poetry, providing valuable 

insights into one of the most challenging aspects of literary studies. 

Applying to pre-Islamic text 

 In this section we will show the results of our model verifying if certain texts belong 

to their assumed authors. It’s worth mentioning that all texts that will be tested are assigned 

to In this section, we present the outcomes of our model's assessment aimed at verifying the 

authorial attribution of specific texts. It is pertinent to note that all texts subjected to testing 

are initially ascribed to their respective assumed authors within both corpora. This 

assumption persists despite any lingering uncertainties surrounding their authorship. 

  

Poem 1: 

As per our outlined strategy, we will commence our evaluation process with texts that 

have garnered the highest degree of scepticism, aiming to ascertain the degree of alignment 
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between our model's predictions and the prevailing doubts. The initial text under scrutiny 

pertains to Imruʼ al-Qays, a figure widely regarded as one of the most eminent poets of the 

pre-Islamic era, if not the entirety of Arabic literature. This particular poem, however, has not 

been attributed to Imruʼ al-Qays in any authoritative sources. Furthermore, its structural 

composition deviates notably from the established patterns observed in his other works. 

While it adheres to the conventional thematic trajectory characteristic of Imruʼ al-Qays's 

compositions, wherein he reminisces about bygone days and romantic escapades, certain 

linguistic anomalies are discernible. These anomalies include the presence of uncommon and 

archaic vocabulary, as well as instances of repetitive phrases devoid of semantic coherence. 

To illustrate this point, a single line from the poem will be provided for further elucidation. 

 ثٍبِلا ءِلالآ َّلاإِ لاَأَ لا لاأَ

  لحَرَ نمَ ءِلالآِ لاإِ لاَأَ لاَ لاو

 

The poem in question underwent classification against the collective body of works 

attributed to the ten authors under consideration. The poem failed to exhibit congruence with 

the established stylistic and thematic markers associated with any of the authors, including 

Imruʼ al-Qays, thereby casting doubt upon its authenticity. Notably, the model evinced a 

degree of perplexity and ambiguity in its attempt to assign authorship to this particular poem. 

While the model consistently yielded high confidence scores upwards of 0.99 for the 

attribution of other poems to Imruʼ al-Qays, its confidence rating plummeted to a mere 0.71 

for this anomalous composition. This divergence underscores both the validity of our 

suspicions regarding the poem's attribution and the model's discernment in identifying 

instances of potential misattribution. 

 

Poem 2: 

The subsequent text under examination is a poem attributed to Al-Aʿshā, purportedly 

composed during the waning years of his life praising the Prophet Mohammad. While the 

initial verses exhibit semblances of Al-Aʿshā's characteristic style, a discernible departure in 

style becomes evident upon closer inspection of the latter stanzas. Scholars have observed a 

discernible weakness in compositional quality in the latter half of the poem, which diverges 

from the established literary repertoire of Al-Aʿshā. Furthermore, the inclusion of detailed 

doctrinal expositions on Islamic teachings, such as the prohibition of consuming carrion, 
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raises scepticism regarding Al-Aʿshā's authorship. This scepticism is compounded by 

historical accounts suggesting Al-Aʿshā's resistance to Islamic conversion, evidenced by his 

predilection for alcohol consumption, as depicted in his prior works. Given these 

discrepancies, the attribution of such intricate Islamic doctrinal knowledge to Al-Aʿshā 

appears implausible. The computational model exhibited notable hesitancy in attributing this 

poem to Al-Aʿshā, despite the historical plausibility of its initial segment aligning with his 

stylistic tendencies. The model's assignment probability for the entire poem, incorporating 

both the undoubted and disputed segments, was recorded at 0.86. 

 

Poem 3: 

The analysis of another poem attributed to Al-Aʿshā yielded a certainty score of 0.85, 

indicating a comparatively lower degree of confidence when juxtaposed with other attribution 

cases. Historical scepticism surrounding this poem is evident, with ancient researchers 

deeming it to be fabricated due to its perceived mediocrity. Additional insight from the 

manuscript editor of Al-Aʿshā's anthology further supports these doubts, citing the poem's 

overly philosophical nature and its conspicuous departure from the characteristic Islamic 

spirit associated with Al-Aʿshā's compositions. 

 

Based on the findings presented, it can be confidently asserted that we have developed 

a computational methodology capable of effectively scrutinizing the verification of contested 

poems with a satisfactory level of confidence. The model demonstrated higher certainty in 

authenticating poems suspected of being fabricated compared to those entangled in disputes 

involving multiple authors. 

 

Poem 4: 

The poem attributed to ʻUbayd Ibn Al-Abraṣ, consisting of 21 lines, has been a 

subject of scholarly debate regarding its authorship. The primary reason for the uncertainty is 

that the poem is found exclusively in ʻUbayd's anthology, with no other sources 

corroborating the attribution. Despite this, stylistic analysis has not raised significant doubts, 

except for the second line, which some scholars feel is more characteristic of the Islamic 

period. There is a scholarly consensus that while the poem may indeed belong to ʻUbayd, it is 

possible that parts of it could have been authored by Aws Ibn Ḥajar.  
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Linguistically and stylistically, the poem aligns with pre-Islamic traditions, and there 

is no indication that it was fabricated. Upon testing this poem with our AA model, we 

obtained an average probability of 0.99, strongly suggesting that the poem belongs to ʻUbayd. 

It is important to note that our model is not designed to detect multi-author contributions, and 

since Aws Ibn Ḥajar was not included in the opposing group, any potential co-authorship 

could not be identified. 

 

In summary, the existing doubts about the poem's authorship are not substantial, and 

our model's high probability score corroborates its attribution to ʻUbayd Ibn Al-Abraṣ. 

7. Conclusion 

 In conclusion, this chapter has outlined a methodical approach to investigating 

doubted texts from the pre-Islamic era, emphasizing the challenges posed by limited data 

availability. By developing and rigorously testing a model on eras with known authorship, we 

aimed to refine and validate its effectiveness. This process enabled us to identify the optimal 

configurations and parameters, ensuring the model's accuracy and reliability despite the 

scarcity of pre-Islamic poetry data. Ultimately, the goal was to create a robust and well-

calibrated model capable of confidently addressing the complexities and uncertainties 

inherent in pre-Islamic texts. 

 

We managed to test four poems and achieved good corroboration with existing 

scholarship. However, we faced several challenges. Authors varied significantly in data size, 

with some having no more than 16 examples, while others had over 100. Additionally, the 

length of poems varied greatly; some consisted of only one line, making them inadequate for 

model testing. These variations posed significant hurdles in developing a consistent and 

reliable model. 

 

Furthermore, exploring the authorship of poems is an inherently complex task, often 

requiring extensive analysis and validation. It can demand detailed, book-length studies for 

single poems, as evidenced by the comprehensive work of Shaker (1994). This endeavour 

highlights the intricate nature of AA in ancient poetry, necessitating meticulous analysis and 

validation.  
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Chapter 8: Conclusions and Future Work 

 

1. Introduction  

This chapter provides a comprehensive summary of the key findings from my study 

exploring AA in Classical Arabic poetry, with an emphasis on attribution challenges in pre-

Islamic texts. It also outlines the scope and limitations of the research while presenting 

notable contributions to the field of Arabic literary studies. Through a detailed examination of 

quantitative approaches, the chapter discusses how computational techniques can offer new 

insights into AA issues. It further suggests potential directions for future research to enhance 

the current understanding and address unresolved questions in Arabic poetry. 

 

2. Summary of Key Findings 

 This research aimed to investigate AA in Classical Arabic poetry, with a particular 

emphasis on attribution challenges in pre-Islamic poetry. The key findings from this study are 

as follows: 

 

1. First Topic Labelling for Classical Arabic Poetry 

   This study introduces a novel approach to topic labelling across the entire corpus of 

classical Arabic poetry. Unlike traditional methods that assign texts to concrete categories, 

this approach categorizes texts by the proportion of their contribution to major topics. We 

applied ETM to identify five main topics which they are nature, love, honour, faith and 

praise. When we tested the AA model with and without topic control, the results showed 

improved performance with topic control, but the minimal difference suggests limited impact 

of topic confounding with style, indicating minimal overlap between topics and authors. 

 

2. Relation Between Time Periods and Topic Shifts 

   This study explores the connection between various historical periods and topic shifts in 

Arabic poetry. It provides insights that link these shifts to significant historical events, 

contributing to a better understanding of the broader context. For example, the exploration of 

faith has evolved over centuries. Initially centred on praising Islam and the Prophet 
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Mohammad, it later expanded to include political elements, such as references to state 

leaders. Preaching remained a consistent influence across eras. Around the 12th century, a 

philosophical dimension emerged, with poets exploring deeper questions about life and 

humanity, adding complexity to the discourse on faith. 

 

3. Correlation Between Metres and Topics 

   The research uncovers a significant correlation between certain topics and specific poetic 

metres, delivering the first statistical proof for what had previously been observed only 

through qualitative analysis. This finding is noteworthy, as traditional studies on poetic 

metres have often lacked consensus and rarely connected these observations to a large corpus 

of texts. For example, praise poems primarily use the Kāmil and Mutadarik meters, whereas 

Wāfir and Ṭawīl meters are most commonly employed for the theme of honour. 

 

4. Transformers-Based Model for AA 

   The study builds the first model that relies on transformers encoding to resolve AA issues 

in Arabic poetry, offering a sophisticated approach to an enduring problem. In this part of the 

study, the Wilcoxon Test was used to evaluate the performance differences between 

Burrows-Delta and our model. The findings revealed a significant gap in performance, with 

our model outperforming the Burrows-Delta approach. The p-value of 0.0048 reinforces this 

notable difference. An analysis of the average F1 scores for the tested models reveals that the 

ensemble model achieved a score of 0.98, outperforming the single model, which obtained 

0.75, and Burrows' Delta, which scored 0.72. 

 

5. Comprehensive Corpus Usage 

   This study examined the entire corpus of classical Arabic poetry, spanning sixteen 

centuries, making it one of the most comprehensive computational analyses in the field. This 

dataset contains 784 poets, 77,850 poems, and a total of 6,609,495 words. 

 

6. Ensemble Model Achieving State-of-the-Art Results 

   The research achieves state-of-the-art results in AA classification using an ensemble model, 

demonstrating the effectiveness of advanced computational techniques in this context. Our 

ensemble model achieved an average accuracy and F1 score of 0.98, while the single model 

attained an accuracy of 0.73 and an F1 score of 0.75. 
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7. Quantitative Solutions for AA 

   This study is the first to offer quantitative solutions to AA problems in Arabic literary 

studies, providing concrete answers to previously unresolved questions as shown in the four 

poems analysis at the end of chapter 7.  

As per our strategy, we will begin our evaluation by analysing texts that have 

generated the most scepticism, aiming to determine how closely our model's predictions align 

with existing doubts. The first text to be reviewed is attributed to Imruʼ al-Qays, a renowned 

poet of the pre-Islamic era, but this poem has not been recognized as his work in any 

authoritative sources. Additionally, its structure significantly differs from the typical patterns 

found in his other compositions. Although the poem follows the usual themes associated with 

Imruʼ al-Qays, such as reminiscing about past experiences and romantic encounters, there are 

notable linguistic irregularities, including rare and archaic words and repetitive phrases that 

lack coherence. 

When this poem was compared to the works of ten other authors, it did not match the 

stylistic and thematic characteristics of any, including those of Imruʼ al-Qays, raising doubts 

about its authenticity. The model struggled to assign clear authorship, showing a sharp drop 

in confidence—from consistent high scores of over 0.99 for Imruʼ al-Qays's other works to 

just 0.71 for this poem. This difference supports our suspicion about the poem's questionable 

attribution and highlights the model's ability to detect potential misattributions. 

3. Addressing Research Questions 

The primary objective of this research was to determine whether computational 

methods can effectively address literary questions, particularly those related to AA in Arabic 

poetry. The concluding section of Chapter 7 demonstrated that our methodology was able to 

resolve key AA questions with a satisfactory level of confidence. For more detailed 

description, we will address each research question and how it was answered. 

 

1. What are the existing computational methods for addressing the problem of 

answering AA questions generally and particularly in Arabic poetry? 

Through the literature review, we observe the evolution of AA methods over 

time. Initially, AA methodologies employed relatively simple statistical techniques, 

but they have progressively advanced to incorporate sophisticated deep learning 

approaches. Early methods used simple statistical algorithms to attribute authorship 
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based on feature frequencies (Mosteller, 1964; Zhao, 2005). Distance measures, such 

as Euclidean and cosine similarity, were also popular (Ahmed, 2018; Bakly et al., 

2020). Specialized measures like CNG were introduced for unbalanced documents 

(Selj, 2003). 

 

Recent advancements favour machine learning (ML) techniques like k Nearest 

Neighbours (kNN) (Abbas et al., 2019), Naive Bayes (NB) (Koppel et al., 2013), and 

Support Vector Machines (SVM) (Stamatatos, 2017). Decision Trees and Random 

Forests are also used for their interpretability (Kumar et al., 2017). NNs including 

RNNs and CNNs, have gained prominence due to their ability to handle complex 

language tasks without extensive feature engineering (Hosseinia & Mukherjee, 2018; 

Hitschler et al., 2018). Pre-trained models like BERT achieve state-of-the-art results 

in AA (Barlas & Stamatatos, 2020). However, to date, no study has employed a 

BERT model for addressing the AA problem in Arabic texts. Consequently, this 

research represents the first attempt to utilize BERT for AA in Arabic poetry. 

 

2. What are the optimal data sources for this research, and what pre-processing 

steps are necessary to prepare the data for analysis? 

 In this research, we aim to compile the largest possible dataset. Our search 

identified two comprehensive digital sources, Adab and AlDiwan, which were 

selected for data collection. These sources were merged, ensuring no duplication. 

Standard data cleaning procedures, such as noise removal, were applied. Additionally, 

labelling the dates of birth (DoB) and dates of death (DoD) was necessary to achieve 

accurate temporal segmentation. The final dataset comprises 784 poets, 77,850 

poems, and a total word count of 6,609,495.  

 

This dataset surpasses that of all known Arabic AA studies by a significant 

margin. Notably, this research employs the entire corpus of classical Arabic poetry, 

marking the first comprehensive study of its kind. The extensive volume of this 

dataset facilitates more robust experimentation using machine learning techniques, 

leading to more validated and accurate results. 

 

3. How does the topic of the poetry influence the performance and accuracy of the 

AA model? 



 

93 

 In the field of AA, it is observed that topical overlap can confound stylistic 

analysis, leading to misclassifications where the topic becomes the predominant factor 

rather than the author's unique style. To mitigate this issue, we applied topic 

modelling to our dataset and incorporated topic labelling. This approach allows us to 

gauge the extent to which the topic influences our AA classification. 

 

 Initially, we applied topic modelling using ETM, resulting in five primary 

topics. Upon building the AA model, we conducted the classification task with and 

without topic control. The results indicated an improvement in the model’s 

performance when controlling for topic. However, the minimal difference between the 

topic-controlled and mixed cases suggests that topic confounding with style has a 

limited impact on our model. This implies minimal confounding between topics and 

authors in our dataset. 

 

Notably, when applying our model to pre-Islamic poetry, we were unable to 

perform topic segregation due to the scarcity of data from this period. This limitation 

may introduce a small margin of misclassification in this subset, considering the 

earlier findings that controlling for topic generally yields higher accuracies. 

 

4. Which BERT model variant is most suitable for addressing AA questions in 

Arabic poetry, and what are its specific advantages? 

 We opted to use BERT for this study due to its pretraining on the Arabic 

language, requiring only fine-tuning to optimize it for the AA task. Unlike other deep 

learning models, utilizing a pre-trained model such as BERT allows for effective 

handling of limited data while still achieving convincing results. 

 

 However, several BERT models have been trained on Arabic corpora. To 

determine the most suitable model for our task, we conducted a comparative analysis 

of three Arabic BERT models: AraBERT, CAMeLBERT, and multilingual BERT. 

The results demonstrated the superior performance of CAMeLBERT in handling our 

specific data and task requirements. 

 

5. What methodologies can be employed to evaluate and validate the performance 

of these computational models to ensure high accuracy and reliability, 
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particularly in the context of pre-Islamic poetry given the scarcity of texts in this 

age? 

 Repeating the Experiment Multiple Times: 

To ensure the robustness and reliability of our findings, we conducted the 

experiment multiple times. This iterative approach allowed us to mitigate the 

influence of random variations and stochastic processes inherent in machine learning 

models. By repeating the experiment, we could assess the consistency of our results 

and identify any anomalies or outliers. This practice enhances the validity of our 

conclusions and provides a more comprehensive understanding of the model's 

performance. 

 

Repeating the Experiment Across Various Contexts and Historical Periods: 

We extended the scope of our experimentation by applying the model to 

diverse cases and historical periods. This approach enabled us to evaluate the model's 

generalizability and adaptability to different contexts within Arabic poetry. By 

examining its performance across various temporal segments and poetic traditions, we 

aimed to ascertain the model's efficacy in accurately attributing authorship 

irrespective of the time period or stylistic variations present in the dataset. This 

comprehensive evaluation helps to establish the model's robustness across a wide 

range of conditions. 

 

Comprehensive Testing Beyond the Initial Test Set: 

In addition to evaluating the model on the test set derived from the initial data 

split, we further tested the model against additional examples. These examples were 

of comparable size to the training and testing data used during the model's 

development. This supplementary testing phase allowed us to assess the model's 

performance in a broader context and ensured that our findings were not confined to a 

specific subset of data. By validating the model against a diverse array of examples, 

we aimed to confirm its reliability and accuracy in real-world applications, thereby 

strengthening the credibility of our results. 

 

6. What is the impact of the quantity of training examples on the performance of 

the AA model? 
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The quantity of training examples plays a critical role in the performance of 

AA models. In our study, we systematically varied the number of training examples to 

evaluate its impact on the model's effectiveness. Specifically, we experimented with 

datasets containing 40, 60, and 80 examples per author to identify the optimal 

quantity for training. This approach was particularly important given the scarcity of 

data from the pre-Islamic age, necessitating the evaluation of the model's performance 

with a lower number of examples. 

 

Experimental Findings 

Our findings revealed that using 60 training examples per author yielded the 

best results in terms of model performance. This was determined by assessing the 

accuracy and F1 score of the model, which were both maximized at this level of 

training data. 

 

Analysis of Results 

40 Training Examples: When the model was trained with 40 examples per author, 

the performance metrics indicated that the model struggled with underfitting. The 

limited quantity of data was insufficient to capture the complexities and stylistic 

nuances of each author's writing, leading to slightly lower F1 scores with average 0.98 

and a wider stander deviation starts at 0.96. This scenario is particularly relevant for 

pre-Islamic poetry, where data scarcity is a significant issue. 

 

60 Training Examples: Increasing the number of training examples to 60 

significantly improved the model's performance. This amount of data provided a 

balanced trade-off, enabling the model to better learn the distinctive features of each 

author’s style without overwhelming it with excessive information. The model's 

accuracy and F1 score were highest at this level with average at 0.99, indicating an 

optimal fit. This suggests that even with limited data, such as in the pre-Islamic 

period, sufficient training examples can still yield reliable results. 

 

80 Training Examples: While increasing the number of training examples to 80 

initially seemed promising, it resulted in marginal declines compared to the 60-

example scenario with F1 score average at 0.98. In some cases, it led to diminishing 

returns, where the additional data did not proportionally enhance the model’s 
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performance. This suggests that beyond a certain point, adding more examples does 

not necessarily translate to better results and may even introduce noise, complicating 

the model's learning process. 

 

Conclusion 

The experiments underscore the importance of an optimal quantity of training 

data in the development of AA models. While too few examples can lead to 

underfitting, too many can introduce unnecessary complexity and noise. Our results 

indicate that 60 training examples per author strike the right balance, providing 

sufficient data for the model to accurately learn and attribute authorship. This finding 

is especially significant for periods like the pre-Islamic age, where data is scarce. It 

highlights the nuanced relationship between training data quantity and model 

performance, emphasizing the need for careful calibration to achieve optimal results 

even with limited examples. 

7. Does a one-vs-one classification approach yield better performance compared to 

a one-vs-all approach in the context of this research? 

In our study, we conducted experiments to determine the most effective 

approach for training the AA model. Specifically, we aimed to assess whether a one-

vs-one or a one-vs-many classification strategy would yield better results. This 

experimentation involved varying the number of poets in the opposite class during 

training. 

 

Experimental Setup 

● One-vs-One: In this setup, the model was trained to differentiate between one 

poet and another poet. This approach creates a binary classification problem, 

where the model learns to distinguish between two distinct writing styles. 

 

● One-vs-Two: In this variation, the model was trained to differentiate between 

one poet and two poets in the opposite class. This introduces additional 

complexity, as the model must discern the target poet's style against a more 

varied background of two other authors. 
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● One-vs-Three: Similarly, this setup involved training the model to differentiate 

between one poet and three poets in the opposite class, further increasing the 

complexity of the classification task. 

 

Results and Analysis 

The performance of the model was evaluated using accuracy and F1 score 

across these different setups. The results indicated that the one-vs-one classification 

strategy consistently provided the best results, while the one-vs-three strategy yielded 

the worst outcomes. The F1 scores are 0.99, 0.97 and 0.94 respectively. 

 

● One-vs-One Performance: This approach yielded the highest accuracy and F1 

scores, demonstrating that the model was most effective when trained to 

distinguish between two individual authors. The simplicity of the binary 

classification allowed the model to focus on capturing the nuanced stylistic 

features of each poet, leading to more precise AA. 

 

● One-vs-Two Performance: When the model was trained to differentiate 

between one poet and two poets in the opposite class, the performance metrics 

showed a decline compared to the one-vs-one setup. The increased variability 

in the training data made it more challenging for the model to accurately 

identify the distinctive features of the target poet, resulting in lower accuracy 

and F1 scores. 

 

● One-vs-Three Performance: The one-vs-three setup resulted in the worst 

performance among the tested strategies. The added complexity of 

distinguishing one poet from three others led to significant confusion in the 

model. The overlapping styles and greater variability in the training data 

exacerbated the model’s difficulty in isolating the unique characteristics of the 

target poet, leading to the lowest accuracy and F1 scores observed. 

 

Voting Technique 

To address the performance issues associated with the one-vs-many 

approaches, we implemented a voting technique. Instead of training the model with all 

the other poets at once in the opposite class, we decided to use multiple one-vs-one 
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classifiers. Each one-vs-one classifier was trained to distinguish between the target 

poet and one other poet at a time. The final decision was then made by aggregating 

the outputs of these individual classifiers using a voting mechanism. 

 

Conclusion 

The experimentation with varying the number of authors in the classification 

strategy revealed that a one-vs-one approach is the most effective for AA in this 

context. The binary classification setup enables the model to better capture and 

differentiate the unique stylistic characteristics of individual poets, resulting in higher 

accuracy and reliability in AA. The implementation of the voting technique further 

enhanced the model's performance, as it allowed us to combine the strengths of 

multiple one-vs-one classifiers, avoiding the pitfalls of increased complexity seen in 

the one-vs-many setups. This finding underscores the importance of simplifying the 

classification task and using ensemble methods to enhance model performance, 

particularly in the nuanced field of AA. 

 

8.  How does the performance of the proposed model compare to traditional AA 

methods, such as Burrow's Delta? 

In the context of evaluating our BERT model for the AA task, it was 

imperative to compare its performance against a well-established traditional method. 

For this purpose, we selected Burrow's Delta as the baseline. Burrow's Delta has long 

been recognized in the field of stylometry and AA for its simplicity and effectiveness 

in distinguishing between different authors based on stylistic features. 

 

Burrow's Delta Methodology 

Burrow's Delta operates by measuring the stylistic distance between texts. It 

calculates the difference in word frequency distributions between a disputed text and 

texts known to be authored by different candidates. This method relies on selecting a 

set of common function words and computing the standardized differences (deltas) in 

their frequencies. The author with the smallest delta is considered the most likely 

author of the disputed text. 

 

Results 
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The results of our experiments demonstrated that the BERT model 

significantly outperformed Burrow's Delta across all evaluation metrics. Specifically, 

the BERT model exhibited higher accuracy and F1 scores, indicating a more reliable 

and precise identification of authorship. This performance improvement can be 

attributed to several factors inherent in the BERT architecture: 

 

● Pre-trained Knowledge: BERT leverages extensive pre-training on large 

corpora, capturing a wide range of linguistic patterns and nuances. This pre-

trained knowledge enables the model to perform well even with limited task-

specific data. 

 

● Contextual Understanding: Unlike traditional methods like Burrow's Delta, 

which rely solely on word frequency distributions, BERT captures the 

contextual relationships between words. This allows the model to better 

understand stylistic nuances that are indicative of an author's unique writing 

style. 

 

● Fine-Tuning Capability: The ability to fine-tune BERT on the specific AA 

task ensures that the model adapts to the characteristics of the dataset, further 

enhancing its performance. 

 

Conclusion 

By surpassing the performance of Burrow's Delta by a significant margin, the 

BERT model demonstrates its efficacy and robustness in the AA task. This 

comparison not only validates the advantages of modern deep learning approaches 

over traditional methods but also provides a compelling case for the adoption of pre-

trained language models in stylometric analysis and AA research. 

 

9.  Does the computational model effectively answer AA questions specifically in 

the context of pre-Islamic Arabic poetry? 

The evaluation of the computational model's effectiveness in answering AA 

questions, particularly in the context of pre-Islamic Arabic poetry, involved a 

thorough testing process. Given the unique challenges posed by this corpus, including 
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the scarcity of texts and the nuanced stylistic features of the poetry, it was crucial to 

validate the model against established scholarly doubts. 

 

Testing on Highly Disputed Texts 

To assess the model's accuracy and relevance, we first focused on texts that 

have long been subject to scholarly debate regarding their authorship. These texts are 

highly scrutinized within the academic community, with experts harbouring 

significant doubts about their attributed authors. This provided a robust benchmark for 

testing the model's ability to discern true authorship. 

 

Model's Performance 

The model's results were remarkably consistent with the scholarly consensus 

on these disputed texts. Specifically, for texts where scholars were confident of 

misattribution, the model similarly indicated uncertainty and pointed to the same 

potential issues in authorship. This alignment between the model's outputs and expert 

opinions is a strong indicator of its reliability and accuracy in this context. 

 

● Uncertainty Detection: The model's ability to detect and reflect uncertainty 

in AA is a critical feature, especially for pre-Islamic poetry where many texts 

have ambiguous or contested origins. By flagging these texts, the model not 

only corroborates scholarly assessments but also provides a tool for further 

investigation. 

 

● Consistency with Scholarly Doubts: The consistency between the model's 

predictions and scholarly doubts about certain texts underscores its 

effectiveness. It validates the model's capacity to capture the intricate stylistic 

and linguistic features that are pivotal in AA for this specific corpus. 

 

Conclusion 

The computational model has demonstrated a high degree of effectiveness in 

answering AA questions within the realm of pre-Islamic Arabic poetry. By aligning 

with scholarly assessments on highly disputed texts, the model has proven its 

capability to identify and reflect uncertainties in authorship. This not only enhances 
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its credibility but also positions it as a valuable tool for researchers and scholars 

working in the field of classical Arabic literature.  

 

The results highlight the model's potential to assist in resolving longstanding 

debates and contribute to a more accurate understanding of pre-Islamic poetic 

authorship. However, the scope of this study did not encompass all aspects of AA in 

Arabic poetry, indicating potential areas for future research and expansion. By 

addressing the remaining gaps, subsequent studies could further validate the 

effectiveness of computational approaches in answering complex literary questions 

within the realm of Arabic poetry. 

 

4. Contributions to the Field 

    This research makes a significant contribution to the field of Arabic AA by pioneering 

the use of transformers, leading to improved accuracy in attribution tasks. Additionally, it 

advances the broader field of Arabic literary studies by integrating computational methods to 

address and resolve complex issues, offering a modern approach to challenges traditionally 

tackled through qualitative means. 

5. Limitations of the Study 

    This study employs a highly complex form of deep learning that is challenging to 

interpret. While we implemented indirect methods to elucidate the model's decision-making 

processes, we still cannot fully unravel the inner workings of the model or identify which 

specific features played a key role in assigning the correct classes. 

 A prominent characteristic of poetry is its metre, yet this aspect was not incorporated 

into the research due to the challenges and time constraints associated with extracting metric 

features. 
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6. Suggestions for Future Research 

 The research addresses a selection of AA issues in Arabic poetry, but the body of 

Arabic literary studies contains numerous unresolved cases. A more in-depth examination of 

the model's decision-making process is required to offer comprehensive linguistic 

explanations and bolster the validation of the model's outcomes. As a future direction for this 

thesis on AA, interpreting model results warrants further investigation. Notably, a relevant 

technique for this purpose is outlined in a paper that presents “a framework for interpreting 

the results of automatic genre classification using linguistic features” (Sharoff , 2021) . This 

approach could potentially be adapted to enhance the interpretability of AA models. 

A promising direction for future research involves examining the possibility of co-

authorship in pre-Islamic poetry, reflecting the collaborative and communal nature of its 

creation. The oral-formulaic theory, proposed by Milman Parry (1928) and Albert Lord 

(1960), highlights how oral traditions often rely on shared formulas and iterative processes, 

challenging the notion of singular authorship. By applying this perspective, future studies 

could investigate how multiple contributors shaped poetic works, either through collective 

composition or successive modifications. Integrating insights from oral-formulaic studies 

with computational methods could provide a more nuanced understanding of authorship in 

oral traditions, offering new tools to analyze the interplay between collective creativity and 

individual expression in early Arabic poetry. Additionally, exploring the overlap between 

oral and written modes of composition could further illuminate the dynamics of poetic 

transmission and transformation across historical contexts.  

Additionally, incorporating metric features by developing a model trained on all metre 

rules would allow for the transformation of text into its abstract metre form, providing a more 

nuanced analysis of Arabic poetry and a new aspect to consider. Achieving this requires 

precise diacritization for each letter, which is currently unavailable in any existing poetry data 

sources. Undertaking this task from scratch would demand a significant investment of time 

and effort. 

 

7. Conclusion and Final Remarks 

The primary objective of this research was to determine whether 

computational methods can effectively address literary questions, particularly those 
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related to AA in Arabic poetry. The concluding section of Chapter 7 demonstrated 

that our methodology was able to resolve key AA questions with a satisfactory level 

of confidence.  

 

Existing Computational Methods for AA in Arabic Poetry 

Through our literature review, we traced the evolution of AA methods from 

simple statistical techniques to sophisticated deep learning approaches. Early methods 

relied on feature frequencies and distance measures, such as Euclidean and cosine 

similarity. More recent advancements have favoured machine learning (ML) 

techniques, including k-Nearest Neighbours (kNN), Naive Bayes (NB), Support 

Vector Machines (SVM), Decision Trees, Random Forests, and Neural Networks 

(NNs). Pre-trained models like BERT have achieved state-of-the-art results in AA. 

This research represents the first attempt to employ BERT for AA in Arabic poetry. 

 

Optimal Data Sources and Pre-processing Steps 

We compiled the largest known dataset for this research by merging 

comprehensive digital sources, Adab and AlDiwan, and ensuring no duplication. 

Standard data cleaning procedures were applied, and temporal segmentation was 

achieved by labelling dates of birth and death. The final dataset comprises 784 poets, 

77,850 poems, and a total word count of 6,609,495, surpassing all known Arabic AA 

studies in scope. 

 

Influence of Poetry Topics on AA Model Performance 

Topical overlap can confound stylistic analysis, leading to misclassifications. 

To address this, we applied topic modelling using Embedded Topic Modelling 

(ETM), resulting in five primary topics. Our results indicated an improvement in 

model performance when controlling for topic, although the minimal difference 

between the topic-controlled and mixed cases suggests limited confounding between 

topics and authors in our dataset. 

 

Suitability of BERT Model Variants 

We compared three Arabic BERT models: AraBERT, CAMeLBERT, and 

multilingual BERT. CAMeLBERT demonstrated superior performance in handling 

our specific data and task requirements, making it the most suitable for our AA task. 
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Evaluation and Validation Methodologies 

To ensure high accuracy and reliability, we conducted multiple iterations of 

the experiment, applied the model to diverse historical periods, and tested it against 

additional examples. This comprehensive approach confirmed the robustness and 

consistency of our findings. 

 

Metrics for Assessing Model Performance 

Accuracy and F1 score were selected as the primary metrics. Accuracy 

provides a high-level overview of model performance, while the F1 score offers 

insights into the precision-recall trade-off, crucial for AA tasks. 

 

Impact of Training Data Quantity 

We experimented with datasets containing 40, 60, and 80 examples per author. 

Using 60 examples yielded the best results, striking a balance between capturing 

stylistic nuances and avoiding excessive complexity. This finding is particularly 

relevant for periods like the pre-Islamic age, where data is scarce. 

 

Classification Strategies 

A one-vs-one classification approach consistently provided the best results 

compared to one-vs-many strategies. This simplified approach allowed the model to 

focus on distinguishing between two authors, enhancing accuracy and reliability. 

Implementing a voting technique further improved performance by combining 

multiple one-vs-one classifiers. 

 

Comparison to Traditional AA Methods 

The BERT model significantly outperformed Burrow's Delta, a well-

established traditional method. BERT's pre-trained knowledge, contextual 

understanding, and fine-tuning capability contributed to its superior performance. 

 

Effectiveness in Pre-Islamic Arabic Poetry 

The model's results were consistent with scholarly assessments of highly 

disputed pre-Islamic texts, indicating its reliability and accuracy in this context. The 
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ability to detect and reflect uncertainty in AA further validated the model's 

effectiveness. 

 

Final Remarks 

This research has demonstrated the potential of computational methods, 

particularly pre-trained language models like BERT, in addressing AA questions in 

Arabic poetry. While the study has achieved significant milestones, it also highlighted 

areas for future research. Expanding the scope to encompass all aspects of AA in 

Arabic poetry and addressing remaining gaps will further validate and enhance the 

effectiveness of computational approaches in this field. The findings underscore the 

importance of combining traditional literary scholarship with modern computational 

techniques to achieve more accurate and nuanced understandings of authorship in 

classical Arabic literature. 
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Appendix 
 

Century Nature Love Faith Honor Praise 

6th  
 ضورلا يف ضیبلاك 

دق رونملا   
 بیثكلا ىلإ ھیلإ ىضفأ
رغف    

 
 يداغلا بكارلا اھیأ ای 

ھتیطل   
 يذلا ضعب نع كثبأ جرع
دجأ   
 دجو نم سانلا جلاع ام
مھنمضت   
 يذلا قوف ھب يدجوو لاإ
دجأ   
 يف ينأو هاضر يبسح
ھترسم   
دھتجأ مایلأا رخآ هدوو    

 
 الله لوسر لوسرلا تنأ
ھملعن  
 ةزعلا يذ نم لزن كیلع
بتكلا   

 
 نھر تیسمأو تمئس 

ارفلا   
 نمو يموق مرج نم ش
مرغم   
 دعب يأرلا ھفس نمو
ىھنلا   
مھفی ملو داشرلا بیعو   
 اوعاطأ يموق ينأ ولف
میلحلا   
ملظی ملو اودعتی مل   
 اوعاطأ يموق نكلو
اوغلا   
مدلا لھأ سكعت ىتح ة   
 يأرب ھیفسلا ىدوأف
لحلا   
 مل رملأا رشتناو می
مربی   

 
 ضرلأا كولم تبلغ 

ىھنلاو مزحلاب   
 ةروس يف ؤرما تنأف
يقترت دجملا   
 رصن لآ نم ھب بجنأو
عدیمس   
 يناودنھلا نولك رغأ
قنور    

7th  
 عفر دوعلا رحسك رانو
اھؤض  
 تابھ حبصلا عم
عزاعزلا حایرلا   

 
امئاھ جل يذلا بلقلا اھیأ لاأ  
ھمئامت عطقت مل ادیلو ىلیلب  
 دقو نوقشاعلا قافأ دق قفأ
ىنأ  
 ابیبط ىقلت نأ مویلا كل
ھمئلات  
امنأك ءازعلا بولسم كل امف  
 تنأ امرغم ىلیل يأن ىرت
ھمراغ  
ةملم ىلیل كیسنت لا كدجأ  
ھمداقت لوطی دھع لاو ملت   

 
انمامإ انیصع انأ انزح ىفك  
 اوعاط موقلا نأو ایلع
ھیواعم  
 كاذ يف ماشلا لھلأ نأو
مھلضف  
ھیكاب نیعلاف هولاق امب انیلع  
 اریبث ىسرأ نم ناحبسف
ھناكم  
 قابطلا عبسلا كسمأ نمو
ھیھامك  
ھقح الله بجوأ مامإ ىصعیأ  
 عوط ماشلا لھأو انیلع
ھیغاطل   

 
 دعب ھب لاوزنم رأ ملف
ةعجھ  
 دق يذلا لاول ىرق ذلأ
هرذاحن  

دق نیباوب رذاحأ  لاكو 
اھب  
 طإت جاس نم رمسأو
هرماسم  
 لوزنلا فیك اھل تلقف
يننإف  
 ىلو دق لیللا ىرأ
هرئاط توصو  

  

 
 لك ىلع ناورم نب رشبل
ةلاح  
 يف لضف رھدلا نم
دھجلا يفو ءاخرلا  
 عاب يذلاو شیرق عیرق
ھلام  
 دحأ لا نیح ادمح بسكیل
يدجی  
 ةحامسلا يف رشب سفانی
ىدنلاو  
 مراكملا تایاغ زرحیل
دمحلاب  
 رشب ای كافك تربج مكف
ىتف نم  
 اموق تلیع مكو كیرض
دمع ىلع  
 اینغ رقف اذ تریصو
ایرثمو  
 لاب توذح دق لاكو اریقف
دعو  

8th  
 ىلع رمخلا جزمت لا
لاح  
لاوحأ تنب اھینقسو  
 يف يدركلا اھقتع
سلجم  
لابجأو نیتاسب نیب  
ھسأر اسكان اناتأ مث  
لاع بقرم نم اردحنم  
عرتم ھفك يف ھقیربإ  
 بوذ نم فرتغم
لایرج  
 يذ فك نم اھذخأن
ةنغ  
لاثمتب طخ امنأك  
 ارمخ نینیعلاب كیقسی
اذإ  
لاجعإب سأكلاب كاغان  

 
 كنع يل سیل كتیدف
فارصنا  
 كنم ىوھلا يف يل لاو
فاصتنا  
 دھشلا يدنع كلاصو
ىفصملا  
فاعزلا مسلا يدنع كرجھو  
ىلست اھنع ىتم ةلئاقو  
فادغلا باش اذإ اھل تلقف  
موی لك يف مكرصقب فوطأ  
فاوطلا قلخ مكرصقل نأك  
يتیب تمزلل مكبح لاولو  
فلاسلا حارلا يل يتیب يفف  
قر لوطب رقملا دبعلا انأ  
فلاخ دبع نم كیلع سیلو   

 
 اذإ ھیلع صورحم ءيشلا
عنتما  
علو نم هاوھ ولخی نم لقلو  
 ریخب لصتم ءرملاو
ھعینص  
عنص ام يقلای ىتح هرشبو  
 نع ىرت نم عدخی رھدلاو
ھسفن  
 ىلإ حیرتسی مدآ نبا نإ
عدخلا  
 مراكملا نع قیضی نملو
ةقیض  
 مراكملا يف حسفت نملو
عستم  
 حبر ملسم نیب سانلاو
ىضرلا  

 
 لا توملا ریغ نأ ولو
اسبدع ىق  
 ادبأ ھل عطسی مل كدجو
امضھ  
 رقف نكی مل ىتف
ھنتم عضعضی  
 انل ھنم ىنغلا يدبیو
امخض اقلخ  
 توملا غاصی ول ىتف
ھلثمك غیص  
 يف تلاج لیخلا اذإ
امدق اھلحاسم  
 ملاس ناك اتوم نأ ولو
ةبھر  
 ھل ناكل اناسنإ سانلا نم
املس   

 
يلخابلا اھبح نم تببحأو  
 ملس نبا تقمو ىتح ن
ادیعس  
ھھجو اسك افرع لیس اذإ  
 ارفص عنملا نم ابایث
ادوسو  
 لعف لاملا ىلع ریغی
داوجلا  
ادوجت نأ ھقئلاخ ىبأتو   
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لحكم ىلإ جاتحمب سیل  
لاخلخو جیلامد لاو  
حضاو هدخ يف ھب لاخ  
لاخ نم كلذ يبأباو   

 رسخ نم نیبو ضمی امیف
عزجلا  
ھب لصتمو لصتم قحلاو  
عطقنا دقف تیمب تعمس اذإف   

9th ركس نم تحر اذإ 
ركس ىلإ تودغ  
 يفو ىوھلا يف تقفنأو
يرمع يتذل  
 يف لیذلا رجأ لا ملو
ابصلا ةحاس  
 يل مئاق يبابش خرشو
رذعلاب  
 زتھت ظاحللأا ةقوشعمو
ابصلل  
 نابلا نصغ زتھا امك
رضخلا قرولا يف  
ائللآ لاإ ءارفص ةفھفھم  
 نحلی اضیب تمستبا اذإ
رغثلا نم  
 مامتلا لیل اھب تعطق
هردبو  
 ةرغ اھنظ اھآر ام اذإ
ردبلا   

 يل نأ ملعتو ىقلأ ام كینیعب
 رخآ ىوھلاب ىقلیس اداؤف
 نع لاذعلا ينرجزتورھدلا
 نأ اوملع دقو ىوھلا ةعاط
 تنك دقوربصلا ىلإ لیبس لا
 ىوھلا رتس ام قوشلا يفخأ
 يرجی مدب ةربع تمنف يلع
 لوطو يمایأ نسح ایف
 ول يشیع ةذلو يتملاس
رجھلا نم تملع   

لاھم رورغملا اھیأ  
لاھج تیتوأ دقلف  
وقلا نسحت مك ىلإ مك  
لاعف نسحت لاو ل  
ابلاو لمجی رھاظ  
لاك كبر ىلع ىفخی لا نط   

 انل افلاسأ الله دعبی لا
اوقبس  
 لا ام اوقلل اوقب ولو
انوبحی  
 يف امو ءازعلا فیك
طبتغم شیعلا  
 ماوقلأ طابتغا لاو
انوتومی  
 ءایحلأا يلبق شعت ىتم
انكردی  
 تاوملأا يلبق تمت نإو
انوفعی  
 وأ ءرملل ةتیم نم دب لا
مرھ  
 موقلا دیلج ھنم لظی
انوھوم  
 لا نوجلاو ضیبلاو
امھقارف ىوھن  
 ضیبلا مذن لازن لاو
انوجلاو  

لقتسملا فرشلا ھل نم ایأ  
 ضراعلا هدوج نمو
لھتسملا  
 سمشك ءاضأ نم ایو
ىحضلا  
لدتسن ھب ھیلع ىحضأف  

  

10th  
 يل وضع لك يف نأك
ةحراجو  
 يھتشت انیعو نحی ابلق
ارظنلا  
 تاذللا معان ىلإ اقوش
تسمل ول  
 تبنأ رخص دوملج هافك
ارخصلا  
 ءام نم برشت نصغ
ولف میعنلا  
 نع ھلیبارس تزب
ىرجل ھمسج  
 میسن نم ھغاص دق
ھقلاخ بیطلا  
 باجح يف ھناصو
ارتتساف رونلا  
 ول ىتح ھیشاوح تقر
ھب رمی  
 طرفل ریمضلا مھو
هرارصتعلا نیللا  
 ذ اكلم ىرت رظنا
ارشب مأ صخشلا  
 نم رمخلا رصعت ول
ھیدخ  

 
اكیلع يتلقم دسحلأ ينإ  
اكیلإ ترظن اذإ ضغأ ىتح  
يتلا كلئامش يف رظنت كارأو  
اكیلع كنم راغأف يتنتف يھ  
 ةقرو يقافشإ فطل نم
يتریغ  
اكینیع نم كیلع راغأ ينإ  
 كظفل تحرج تعطتسا ولو
ةریغ  
اكیتفش لابقم هارأ ينأ  
 كتفطصاو كل ىوھلا صلخ
يتدوم  
اكیوبأ نم كیلع ترذح ىتح   

 
ھیدفأ اعئاط انأ يذلا مسا  
ھیندت يتنطف نكلو فاخ  
ھتلصح اذإ ھثلاث رادقم  
ھیناث يف ھیتیشاح بورضم   

 
 يلیم نادمح ونب ىشختأ
مھیلع  
 مھملاحأ ترفص دقو
برغ موی  
 يلع ينجی نم لك امو
ينفاخی  
 مھب بھذت لا فوخ ایف
بھذم لك  
 بونذ نع وفعلأ ينإو
ةریثك  
 اھب تلاط ام ترتخا ول
بنذم دی  
 لك نادمح ونب تنجت
ةیانج  
 ملو بضغأ ملف يلع
بتعتأ  
 بینأتلا نم تداكو
يتوبخ قلطت  
 اھلبق يضرع ناك ىتم
بنؤمل  
 رازملاو يقلاتلا راصو
اھبیری  
بب يدجو تیوادف   

 
ماضت لابجلا نأ امتعمسأ  
مایلأا تلاغ نم امتملعو  
انئاشحأ ىلع ھل ریطت عجف  
 بولقلا يف طقستو لعش
ماھس  
 ام ىدرلا ذخأ ةیزرو
يغتبی  
ماتسی يذلا اھب لانو انم  
 عومدلا لیلحتب تدھش
تربخو  
 بیبللا ىلع ءازعلا نأ
مارح  
ةماقإ راد نصحلا دعن انك  
ماملإ ھب انتفقو مویلاف  
 ریستسملا مامغلا يكبی
اھضرأب  
 میمغلا يذب داج لوقنو
مامغ  
ابس يدیأ انبابحأ قرتفی نإ  
قرفتی دقف اھنع    

11th  
تزربأ ذإ قئاقشلا نأك  
محأ بوثو ذلا ةللاغ  
 رمجلا نم عاطق
ةبوبشم  
ممح نم عمل اھفارطأب   

 
 باصأ نم ينیعب تبصأ
ھنیعب  
 موی يمد لقعی ملو يداؤف
ھلط  
 ملو يبلقب ينیع ترأث دقل
نكی  
 ام يتجھم نم ھل لالاح
ھلحتسا  
يمد اتلط نإو ھینیعب لاھأف  
ھلدع دبعلا قزری مل كلام مكف   

 
 يلع انلاوم ءلاو تدحج
 صولا ىلع يعدلا تمدقو
 فیسلا نإ تلق ام ىتمی
 يف تاظحللا نم ىضمأ
 تلعف دقل يجشلا بلق
 لعفك يداؤف يف كنوفج
يبنلا لآ يف دیزی   

 
تردغ دقف ایندلا عد  
اوقثو اھب ماوقأب  
اھل نوعمجی اوناكو  
اوقلخ اھل مھنأك   

 
ابوتكم ھللإا ءاضق ناك  
ابولغم ءازعلا ناك كلاول  
انل عانصلا كفك تیقب ام  
ابوؤرم نوكی رسك لكف  
 نوھی دق ءرملا بستحا ام
امو  
ابوسحم نوكی لا ام عجوأ  
اھل تنأف ارباص اھب اضھن  
ابیعاصملا زجعی لا لقثلاو  
 نإو ىسلأا كترأ دقف
تمدق  
 ربص فیك فسوی نع
ابوقعی  
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12th  
 لطبی نأب لیمجأ
لا توص  
 كدنعو اندنع نم دوع
رمخ  
انإ نساحملا ابأ ای انتأف  
 برشلل تنأو موجنك
ردب  
سانأ انإ مادملاب انتأو  
 برش نع انل ام
ربص ةمادملا  
 تدھع امك لضفتو
نع عدو  
 لبقی سیلف اراذتعا ك
رذع  
انع رمخلا رخأت ام اذإو  
 يھن كیف رعشلل ناك
رمأو   

 
لصاولا باتكلاب لاھسو لاھأ  
يلبلاب قارفلا ملأ نم جیھیل  
رئاشب بیطب يل ىقاوف ىفاو  
يلباخم رورس يل اندأف اندو  
 يدبك ىلع ھیندأ تقفطف
ىسع  
 يتجھم ةرارح يفطی
يلبلابو   

 
امن دساحلل تلق  
هراشبلا ھیف تلمع  
اعیمج تایلاولاو  
هراعم اھیلھأ دنع  
نمم الله دیبع ام  
هراسخ لزعلاب لان  
نكلو لزعی مل وھ  
هرازولا ھنع تلزع  
يلایللاب ينأكو  
هراشلإا يفكت دقلو  

 
+ 

 
 ھحور ھتلخاد نإ مسجلل
 عرف
 ثعبلا دنع مسجلاب حورلاو
 كستمی
 كاذو نزو ھل اذھ ناحور
 لاب
 اھداسجأ يف مت ھب نزو
 كرحلا
   بلغت ھب اذھ

 
 يھو يدعسلا ةنبا لوقت
ينمولت  
 ناوھلا راد نع كل امأ
لیحر  
 ىلإ مینتسملا ءانع نإف
ىذلأا  
 نومركلأا لذی ثیحب
لیوط  
 كل لاإ ىرولا يف امو
دلاو ردبلا  
لیبق تارینلا كاوسل لاو  
 ةارسلا كوبحم كدنعو
مھطم  
 رورطم فكلا يفو
لیقص ةابشلا  

 
اعقلب اعبر دوعی لامكلا داك  
اعفرتف هرانم تعفر ىتح  
 بجح ردبلا لاإ تنك ام
هءوض  
 بیرق نمو مامغلا رتس
اعشقأ  
 كنع داز رھدل اركش
ھفورص  
 لحملا سورحم كانثف
اعفرم  
 سندملا راعلا نم ودغی
ایراع  
اعفلم لیثلأا دجملاب حوریو  
 مراكملا لبس نم تحضوأ
افع ام   

13th  
 يف نداش ىلع يفھل
ھتعلط نسح   
 يحابصإ راص هرعشو
يئاسمإو  
 زومت يف بلقلا درب دق
ھفشرم   
 نوناك يف قرحی لظو
يئاشحأ   

 
 تاذ نم قربلا ةضمو ای
تلایثلأا  
 يدجو ىمحلا لھلأ يفص
يتاعولو  
 نم نابلا عورف میسن ایو
مضإ  
 دعب ىمحلا يف ىضم ام لھ
تآ ىونلا  
 ضرأ نم ىذش كیف نأك
سةمظاك  
تاینثلا كلت ىلع تررم لھف  
افسأ اوف تلااسر كولمحو  
تلااسرلا كلت ىلعو مھیلع  
 ءاصلخلا ىلع اویحو اوجوع
مھراد  
تایحتلاب يبلق للعأ يلع  
 لھأ يداولا ةنمد اوربختساو
ترطخ  
تایرھمسلا دودقلاب مھنوعظ  
ةقطان ءاسرخلا ثمكبیجت دقف  
تاراشلإاب نكلو اعیرس مھنع  

 
+ 

 
امنإ اللهو كرجھأ ملو ىسومأ  
 سنلأاو بللاو ىركلا ترجھ
اربصلاو  
 لب يدھعل اضقن لا كتكرت
ىرأ  
 وأ كدعب دعب ابنذ يتایح
اردغ  
 كركذب يمغر ىلع تعنق
هدحو  
 عمدلأاو رمخلا ھیلع ریدأ
ارمحلا  
اھبابح ریدملا سأك نم لبقأ  
 كلذ ىنملا دنع تلثم اذإ
ارغثلا   

 
ھنإف انكر ناسنلإا يسن نإف  
 نمضت ام يضقیو دیعی
ىوتحاو  
 لطعو نكر نكی مل نإو
ةنس  
 غلبی ملو ىفلزلا سنأی ملف
ىنملا  
رئاس تادابعلا لك يف كلذو  
 نمك روملأاب لوھج سیلو
ىرد  
 رملأا رھاظ اذھ ناك اذإ
يذلاف  
 مظعأ راصبلأا نع ىراوت
اشتنم  
 نإف نیفراعلا روھط اذھو
نكت  
 بیرقتب ىظحت مھبازحأ نم
ىفطصم   

 
 املظ م يفو م ىلع
ينایحلت  
ينارذ امكل ابأ لا ينارذ  
 يعمس امف امكبسحو
غصمب  
ناثدحتت امل عاو لاو  
 تشاج اذإ ممھ يلف
ينترأ  
 نم لایم نامع ىرق
نامع  
ينایسانتف امتملوس اذإ  
يناركذتف امتملسأ نإو  
 ىغص میقی نم يلثمف
يداعلأا  
 بون ىلع ىدعتسیو
نامزلا  
رمأ دنع ةینملا ركذ امو  
ينانع نم ناثب ھلواحأ  
يلابأ امف لظأ يموی اذإ  
 وأ يفتح ناك فیسب
نانس  
 بوتكملا هرمع كی نمو
اعست  
 يف ةینملا ىشخی لاف
نامثلا  
مأو بلأ خأ نع دعبو  
نادت نم ریخ قع ام اذإ  
ينأ ءاھفسلا مھوتی لاف  
ناغم وأ ناوغ ىلإ نحأ  
 توملاو ىرأ ينأ لاو
متح  
يناری لا نم ةللاج نیعب  
 ينیع يف سانلا میظع
ریقح  
 اصوخلا ةلقملاب اذإ
ينآر   

 عمطی ھتولس يف ياوس
 اوعد وأ متئش نإ اوفنعف 
 نمف دشرلا متحضوأ
 يدتھی
 عمسی نمف قحلا متلقو
+ 
 نم ای نیدلا دجم تمد
 ھبص دوجلاب ھسفن
 مارك قلاخأ كل
 ھبحتسم ایاجسو
 لا انیف لجخت دیو
 ھبحس لضفت لب ثیغ

14th   
يدیس ای كناسحإ رض ام  

 تعطق ذإ يدارفنا تمزل
 اقئلاعلا

 
موق رادب ينباو تنكس  
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 تدمح لخ يبأب لاأ
هءاخإ  
 عماج يشاوحلا قیقر
سنلأاو لمشلا  
 نأك لایل ھب انعطق
ھثیدح  
 نیص ضور ریھازأ
سمللا ةلذب نع  
 ثیدحلا انیطاعی انتبو
ھنأك  
 انل اجوزمم لحنلا ىنج
سأكلا ةنباب  
 مانلأا لك ىلإ بیبح
ھنأك  
 حورلاو بلقلا نیب مسقت
سفنلاو  
 ةملظ ىلج مجنلا وھ
هرون لیللا  
 سمش نم حضوأف
سق نم حصفأو  
 سمشلا تحلا ذإ ھنكلو
بئاغ  
 مجنلا نإ ورغ لاو
سمشلا عم ىفخی   

 نع يرمأ يف داح ول
داصتقلاا  
تعمجتسا اذإ يلامآ نیع ای  
داص كایقل دروم ىلإ ينإ   

 قیدصلا يتاذ نم تسلاجو
 اقفاوملا
 نع يدعبل يركف ينسنآو
 ىرولا
 ملعلا ىوس ءيش ىلإ تسلف
 اقئات

هراتو ةرات انتاقوأ  
ران ماصخلاب اھنإف  
ةراجحلاو سانلا اھدوقو   

 نیملاعلا بولق تلأم
 عئانص بولقلا نإةبحم
ناسحلإا   

15th  
 ریغملا يدجلا ىعر
 اھب رھز ضایر
 تنكسأ ءارذعلا
 ترفسأو اروصقلا
 فرطل تداھت ذإ ایرثلا
ارون دادزاف اھلیھس   

 
ىقل ينومتفلخ انبابحأ  
اكلھی نأ داك ابص رادلا يف  
مكل عوبر لحملا يكتشت لا  
اكبلاب اھتقرغتسا يننإف   

 
راونأ قحلا ةینادحول تلج  ت
 وھ دوحجلا نأ ىلع تلدف
راعلا  
 لك قحلا يعادل ترغأو
دحوم  
 راجلا اذبح قدص دعقمب
رادلاو  

 
 لتقی رھدلا تیأر املو
ھلھأ  
 بیرق نع ينأ تنقیأو
لتقأس  
 يلزنم يباجح تلعج
تلغاشتو  
 وھ امب ایندلا نع يادی
لضفأ   

 
 قانعلأا تلواطت اذإ
بترلل  
 يف تنعمأ امو ىعست كتتأ
بلطلا  

16th  
 ماوقلا ولح ارمسأ ھتقلع
مكو  
 رس هاوھ ثیدح نم يل
رمس نم  
 نا لاا نفجلا ثنؤم
ھتلقم  
 تنر ام اذا يرزت
ركذلا مراصلاب   

 يدعو فلخت ماتح
 يدھع تعیض فیكو
 ارجھ سانلا ركذا ای
 يدو كاسنا ناك ام

 قلاخلأا مرك نم ربصلا
ربطصاف  
 ربصلا معط ناك ول سفن ای
ربصلاك  
 ىلع ىضری سیل نم
ھمغرأ رادقلأا  
 اضق اماغرإ هراكملا ىلع
ردقلا  

 لازی نأ لاإ مسجلا ىبأ
 ھئادل
 ىذلأاو يلام زعلا ىلع
 عبن لای
 تامیظع تعضأ
 نكأ ملو روملأا
 ىذأ لاول اھریبدتل
 عیضملاب
 ام ؤرما يقلی ول مسقأو
 ھتیقل
 سیلآا لاحب تابل
 عضعضتملا
 يف دلجل ينإو
 رباص تابیصملا
 نم جاجف لك ىلع
 عجوم بطخلا

 لامكلا قفأ يف كایلعل
 علاطم
 زعلاو لابقلإاب كدعسو
 علاط
 داع انھلاب يلاعملا نصغو
 ارمثم
 اھز دق يناعملا ضورو
 عنای وھو

17th  
ھقرب لیل برلو  
مجنلأا ایافخ يدبی  
ةرات رشنیو يوطی  
مجنمل ةفیحصك   

 بیبح لك هادف بیبح يل
 بیطت ةایحلا ھب لاإ سیل

 
 تلقف ركب ابأ تركذ اولاق
مھل  
يھلا لاو ھنع ادبأ لافاغ لا  
 صفح ابأ كاذك اولاق
ھبحاصو  
الله دمحلاو معن تلق نامثع   

 
 ھمامح موی هافاو لقثمو
 ةایحلا اذكو ةلفغ يف
 رورغ
 ىلع اورم ذإ تلق دق
 ھشعنب
 فكلأا ىلع ھنم هولعی
 ریبث
 لبق بسحا تنك ام
 ىرأ نأ كتوم
 يدیأ ىلع ىوضر
  ریسی لاجرلا

 
 كرعم يف ماق اذإ عاجش
 كارعلا ھیدل لااعتشا دیزی
 ىغولا يف هداص عراد مكف
  كابش ھیلع عوردلا نأك
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18th نؤارلا ىأر ام ةركبو 
 اھھبشم
 نم ارس تقرس اھنأك
 نمزلا
 ضورو لطو میغ
 ىوھو قنوم
 حورلا عم يرجی
 ندبلا يف حورلا ىرجم

 
 شاط نیح كداؤف نع لس
 ىوھلا كب
 مارغلا يف كلمت تنك نإ
 اداؤف
 جرعنم موی يدھع تاھیھ
 ىوللا
  اداقناف ىوھلا ھتمزأ تداق

 
يددجت يددجت  
يدبلأا میلشرأ ای  
كعبر ىفاو رونلاف  
يدتقا كوعدی برلاو  
يذلا تیبلا وھ اذھ  
يدمرس بآ هانب  
يذلا تیبلا وھ اذھ  
دطوم ریخ نبلإاب  
لا يذلا تیبلا وھ اذھ  
ددجمب ھل حور  
انرینی يذلا كاذ  
ددشملا ھسدقب   

 
 اعامط عدو لآملاب ركفت
 بح يف امئاھ كلامف
 كلام
 لاملا يف ادھاز كی نمف
 ىسمأ
 لاملا ریخ سفنلا ينغ
  كلام

 لئاضفلا بر ىلع ملاس
 ىلعلاو
 ملع ىلع ایندلا ملاع ىلع
 ىدھلا

19th  
 كاتفلا ھظحل رتافل يفھل
 ىوھلا بلس ھب أشر
 يكاردإ
 ھظاحل كارش تبصن
 ينباصاف
 تأطخأف تبصن ھلو
 يكارشأ
 دسحی نیرمقلا ثلاث وھ
 هریغ
 عبار ةطیسبلا ھیف
 كلافلأا
 اذإو اشرلا انر اذإف
 ىنثنا
 نصغ كارأ ماوقلا ھنم
 كارأ
 ھمسبم موظنم نع رتفی
 يلو
 عمادملا روثنمب نیع
 كاب
 حمر كانضأ يتجھم ای
 ھماوق
 ھظاحل فیسو انعط
  كاتب

 
 ھتببحأ نم لاصو يعنام ای
 هاونو اھفاخ دق رجاوزب
 اصلخم ابیبح يناطعأ الله
  الله ءاطع نم ينومتعنمف

 
 ةایحلا ينم تضق املو
ابرآم  
 رباقملا يف ينوكرت دقو
امظعأ  
 راسو ابحن ىضق اولاقو
ھبرل  
 تام ذإ الله دمحب تامو
املسم  
 نیعبس نمحرلا دبع نمو
ةجح  
امحرأو ربأ ھیراب الله ىقل   

 
 نكت نإ سئانكلا ىمدأ
 مكب تثبع
 لابج كدت مھتمھب موق
 تلصوأ دق نكت نا وأ
 ىسلأا مكل
 ریغت وأ ثداوحلا يدیأ
 لاح
 نكل تدجس املاطلف
 سمامش
 ةللاظللو بیلصلا اودبع
 اولام
 ءامسلا بر مھدابأف
 ةیتفب
 سباوع فونلأا مش
  لاطبأ

 حتفلا اذھ كنھی يلاوم
 اركتبم
 ھب فیسلاو شیج ریغ نم
 رھش

20th دیدجلا قفلاا نم تعلط 
 دراطع
 میدقلا ىلع نیفكاعلل
 دراطت
 قساغ لیلب تعلط
 تقلأتف
 وأ نمؤم امأ سانلاو
 دحاج

 
 امغرم يلیل تقراف نأ دعب
 اعجرا نا اھل فیط ينثح
 ىونلا دعب ةتغب انیقتلاو
  اعم انشھجاو انقناعتف

 
 ىلع اریخ ءایشلأا نوكت لا
لعلا  
ءایشلأا تناك دق امم تلا  
امم نسحاب اموی يتأت سیل  
ءایمعلا ةعیبطلا ھتتا دق   

 
 ای توملا يقلاأ ينیرذ
 يبھذاو سفن
 زعأ يدج نم انأ امف
 يبأ نمو
 رخآ وھو يتومب ينیرذ
 ئجلم
 ءبع نم ففخأ
 يبكنم ةشیعملا
 ةایح نم وجنأ ينیرذ
 اھباذع
 مل ىحی مل نمو دیدش
 بذعتی
 ىلإ مینتسأ ينیرذ ينیرذ
 ىدرلا
 سفن ای ىدرلا نإف
 يبلطمو يلؤس
 مایأ سفن ای تربك دقل
 يتوقش
 ةایحلا رمج ىلع لاطو
  يبلقت

 
 قفأ نم دیعلا ءایض 
 يف اقرشم ىدبت ملاسلا
 يلایللا كیتاھب ماع ءدب
 اھنسح يناف تلح ضیبلا
 عبر تمأو مانملا بیط
 مھیلع ریدت مارك ماوقا
 ناك ةعشعشم مادملا سأك
 قلخ يھاضت لالاخ اھب
 تلاز لاف مامھلا لیكوك
 قفاب تاعلاط كسومش
  ماركلا ریخ ای دعسلا

 
 


