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Abstract

Understanding crowd behaviors is crucial in many vital areas e.g. public safety, urban
planning, autonomous vehicles, etc. Although numerous excellent models have been
proposed for the study of crowd behaviors, challenges persist due to the complexity
of human behaviors. This thesis focuses on two primary challenges: crowd dynam-
ics modeling in low-density crowds and physical interaction modeling in high-density
crowds. To this end, we propose novel methods for prediction and uncertainty analysis
of crowd dynamics in low-density scenarios while we introduce and solve a new research
question about full-body motion to model physical interactions.

This thesis first models crowd dynamics to predict crowd movements in low-density
crowds, which is also known as human trajectory prediction. Existing methods are typ-
ically divided into model-based and model-free methods. We design a new framework
Neural Social Physics incorporating the advantages of both methodologies based on
neural differential equation models. Then we propose a novel method under the frame-
work by combining the social force model with neural networks. Our method trains
neural networks to estimate the parameters of the social force model instead of hand-
picking or fixing them. A deep generative model is employed to capture the stochasticity
of human trajectories. Through exhaustive evaluation, our method outperforms exist-
ing methods in prediction accuracy by up to 70%. In addition, our method provides
plausible explanations for pedestrian behaviors and shows strong generalizability.

This thesis further explores uncertainty modeling in human trajectory prediction to
capture stochastic future trajectories. The uncertainty of human trajectories consists
of the data and model uncertainty. However, existing methods either only consider the
data uncertainty or mix the two uncertainties, which is coarse-grained. To overcome the
challenge, we propose a new Bayesian stochastic social force model, which captures fine-
grained uncertainty through a decoupling strategy. Specifically, our method captures
the data and model uncertainty by using a new Bayesian neural stochastic differential
equation model and a deep generative model, respectively. We designed the uncertainty-
aware training scheme allowing the two models to catch corresponding uncertainties
well. Extensive experiments demonstrate that our method has strong explainability
and improves the state-of-the-art prediction accuracy by as much as 60.17%.

Lastly, this thesis proposes a new research question that predicts 3D full-body mo-
tions under unexpected physical perturbation on both individual and group levels to
study physical interactions between individuals. However, incorporating physical inter-
actions in motion prediction brings new challenges e.g. complex interactions and data
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scarcity. To this end, we propose a latent differentiable physics model based on differ-
entiable physics and neural networks. Our model introduces a latent physics space to
learn body physics. Motions in the latent physics space are estimated first and conver-
ted then back into 3D full-body motions through a deep generative model. Considering
that there is no similar research, we carefully choose 11 baselines from relevant domains
and adapt them to the new task. Extensive evaluation and comparison demonstrate
that our method outperforms other baselines in prediction accuracy by up to 70% and
has outstanding data efficiency, strong generalizability, and good explainability.

iv



Contents

1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Our Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Related Work 8
2.1 Crowd Dynamics Modeling in Low-density Crowds . . . . . . . . . . . . 9

2.1.1 Human Trajectory Prediction . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Uncertainty in Human Trajectory Prediction . . . . . . . . . . . 12
2.1.3 Crowd Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Physical Interactions in High-density Crowds . . . . . . . . . . . . . . . 15
2.2.1 Traditional Research on Physical Interactions . . . . . . . . . . . 15
2.2.2 Human Motion Prediction . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Neural Differential Equations and Differentiable Physics . . . . . . . . . 18

3 Human Trajectory via Neural Social Physics 20
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 Trajectory Analysis and Prediction . . . . . . . . . . . . . . . . . 23
3.2.2 Crowd Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.3 Deep Learning and Differential Equations . . . . . . . . . . . . . 24

3.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.1 Neural Social Physics (NSP) . . . . . . . . . . . . . . . . . . . . 25
3.3.2 NSP-SFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

v



CONTENTS

3.3.3 NSP vs. Deep Neural Networks . . . . . . . . . . . . . . . . . . . 31
3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.2 Trajectory Prediction . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.3 Generalization to Unseen Scenarios . . . . . . . . . . . . . . . . . 34
3.4.4 Interpretability of Prediction . . . . . . . . . . . . . . . . . . . . 36
3.4.5 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 Conclusions, Limitations, and Future Work . . . . . . . . . . . . . . . . 38

4 Uncertainty-aware Human Trajectory Prediction 39
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.2 Bayesian Stochastic Social Force Model . . . . . . . . . . . . . . 44
4.3.3 Training Scheme and Loss Function . . . . . . . . . . . . . . . . 48

4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4.2 Fine-grained Uncertainty and Explainability . . . . . . . . . . . . 50
4.4.3 Trajectory Forecasting . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4.4 Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4.5 Data Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4.6 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5 Human Motion Prediction under Unexpected Perturbation 58
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.3.1 Latent Physics Space for Full-body Motions . . . . . . . . . . . . 64
5.3.2 Skeleton Restoration Model . . . . . . . . . . . . . . . . . . . . . 68
5.3.3 Training with Auxiliary Losses . . . . . . . . . . . . . . . . . . . 69

5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.4.1 Dataset and Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 69

vi



CONTENTS

5.4.2 Baselines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4.3 Quantitative Results . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4.4 Qualitative Results . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.5 Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4.6 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6 Discussion, Conclusion and Future Work 77
6.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

A Supplementary Material for Chapter 3 84
A.1 Additional Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

A.1.1 Generalization to Unseen Scenarios . . . . . . . . . . . . . . . . . 85
A.1.2 Interpretability of Prediction . . . . . . . . . . . . . . . . . . . . 86
A.1.3 Ablation Experiments . . . . . . . . . . . . . . . . . . . . . . . . 87

A.2 Details of NSP-SFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
A.2.1 Goal Sampling Network . . . . . . . . . . . . . . . . . . . . . . . 89
A.2.2 Conditional Variational Autoencoder . . . . . . . . . . . . . . . . 91

A.3 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

B Supplementary Material for Chapter 4 94
B.1 Additional Explainability Experiments . . . . . . . . . . . . . . . . . . . 95
B.2 Network Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
B.3 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

C Supplementary Material for Chapter 5 98
C.1 Additional Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

C.1.1 Single-person Results . . . . . . . . . . . . . . . . . . . . . . . . 99
C.1.2 Multi-people Results . . . . . . . . . . . . . . . . . . . . . . . . . 103
C.1.3 Data Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

C.2 Additional Experiment Details . . . . . . . . . . . . . . . . . . . . . . . 108
C.2.1 Dataset Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
C.2.2 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

vii



CONTENTS

C.2.3 Baseline Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . 110
C.2.4 Additional Details of Ablation Study . . . . . . . . . . . . . . . . 112

C.3 Additional Details of Methodology . . . . . . . . . . . . . . . . . . . . . 113
C.3.1 Differentiable Inverted Pendulum Model . . . . . . . . . . . . . . 113
C.3.2 Skeleton Restoration Model . . . . . . . . . . . . . . . . . . . . . 115
C.3.3 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

References 119

viii



List of Figures

1.1 Examples of low-density crowds and high-density crowds. . . . . . . . . 3

3.1 Overview of NSP-SFM. . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Architectures of the Goal-Network and Collision-Network in NSP-SFM. 27
3.3 The architecture of the CVAE in NSP-SFM. . . . . . . . . . . . . . . . . 28
3.4 The neighborhood and view field in NSP-SFM. . . . . . . . . . . . . . . 29
3.5 Interpretability of prediction. . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6 Examples for ablation study. . . . . . . . . . . . . . . . . . . . . . . . . 38

4.1 Overview of BSSFM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 The CVAE architecture in BSSFM. . . . . . . . . . . . . . . . . . . . . . 47
4.3 Visualization of uncertainties. . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Visualization comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Generalization experiments. . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.1 Overview of LDP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 FZJ Push. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Perturbations with different magnitudes in single-person. . . . . . . . . 71
5.4 Perturbations with different magnitudes in multi-people. . . . . . . . . . 72
5.5 Visual results in the single-person scenario. . . . . . . . . . . . . . . . . 73
5.6 Multi-people comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.7 Learned net forces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.8 A 13-person group in a diamond formation with three people (indicated

by orange arrows) being pushed. . . . . . . . . . . . . . . . . . . . . . . 74

ix



LIST OF FIGURES

A.1 The collision rate and the number of collisions against the number of
agents are shown in (a) and (b), respectively. . . . . . . . . . . . . . . . 87

A.2 The visualization results of generalization to 74, 100, 150, and 200 agents
on coupa0 are shown in (a), (b), (c), and (d), respectively. . . . . . . . . 88

A.3 Examples of interpretability. . . . . . . . . . . . . . . . . . . . . . . . . . 89
A.4 Motion randomness is captured by our model. . . . . . . . . . . . . . . . 89
A.5 Model architecture of the goal sampling network. . . . . . . . . . . . . . 91
A.6 The architecture of the CVAE . . . . . . . . . . . . . . . . . . . . . . . . 91

B.1 Explainability of behaviors. . . . . . . . . . . . . . . . . . . . . . . . . . 95
B.2 Network architectures of the actuation block and the neighbor block. . . 96
B.3 The CVAE architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

C.1 Visual comparison on pushes with different magnitudes. . . . . . . . . . 99
C.2 Perturbations with different magnitudes in single-person. . . . . . . . . 100
C.3 The Generalization to an extra strong push. . . . . . . . . . . . . . . . . 101
C.4 The Generalization to a multi-push scenario. . . . . . . . . . . . . . . . 101
C.5 Visual comparison on pushes with different magnitudes and group form-

ations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
C.6 Perturbations with different magnitudes in multi-people. . . . . . . . . . 105
C.7 Generalization on ten people in a line. . . . . . . . . . . . . . . . . . . . 105
C.8 FZJ Push . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
C.9 The architecture of the CVAE-Lower. . . . . . . . . . . . . . . . . . . . 116
C.10 The architecture of the CVAE-Upper. . . . . . . . . . . . . . . . . . . . 117

x



List of Tables

3.1 Results on ETH/UCY and SDD based on standard-sampling. . . . . . . 33
3.2 Results on ETH/UCY (left) and SDD (right) based on ultra-sampling. . 34
3.3 Collision rates on testing data in ETH/UCY and SDD. . . . . . . . . . 35
3.4 Collision rates of the generalization experiments on ZARA2 (Z) and

coupa0 (C). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Ablation study on SDD. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.1 Results on SDD based on standard-sampling. . . . . . . . . . . . . . . . 53
4.2 Results on ETH/UCY based on standard-sampling. . . . . . . . . . . . . 53
4.3 Results on ETH/UCY and SDD based on ultra-sampling. . . . . . . . . 54
4.4 Results on partial training data of SDD based on ultra-sampling . . . . 55
4.5 Ablation study on SDD. . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.1 Metrics in single-person. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Metrics in multi-people. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Ablation study with (1) IPM and no IPM, (2) Full body and Low-up

body pose reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . . 75

A.1 Collision rates of the generalization experiments on Coupa0. . . . . . . . 86
A.2 Ablation experiments on network architecture. . . . . . . . . . . . . . . 90
A.3 Ablation experiments on SDD. . . . . . . . . . . . . . . . . . . . . . . . 90
A.4 Hyperparameters for all six datasets. . . . . . . . . . . . . . . . . . . . . 92

C.1 Comparison with full-body physics-based baselines. . . . . . . . . . . . . 102
C.2 Metrics in complete (top) and 25% (bottom) training data for single-

person. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

xi



LIST OF TABLES

C.3 Model size in single-person (left) and multi-people (right). . . . . . . . 107
C.4 Metrics in complete (top) and 25% (bottom) training data for multi-people.107
C.5 Dataset details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
C.6 Adaptation for motion prediction methods. . . . . . . . . . . . . . . . . 113
C.7 Basic interaction force on angles. . . . . . . . . . . . . . . . . . . . . . . 115

xii



Abbreviations

SFM Social Force Model RNN Recurrent Neural Network
CNN Convolutional Neural Network LSTM Long Short Term Memory
VAE Variational Autoencoder GAN Generative Adversarial Network
CVAE Conditional Variational Autoen-

coder
NSP Neural Social Physics

GNN Graph Neural Network DE Differential Equation
GSN Goal Sampling Network MLP Multi-layer Perceptron
NN Neural Network PDE Partial Differential Equation
SDD Stanford Drone Dataset FPS Frames Per Second
ADE Average Displacement Error FDE Final Displacement Error
S-GAN Social GAN CF-VAE Conditional Flow VAE
CGNS Conditional Generative Neural

System
BSSFM Bayesian Stochastic Social Force

Model
SDE Stochastic Differential Equation DGM Deep Generative Model
HNP Highest Number of People LDP Latent Differentiable Physics
DP Differentiable Physics IPM Inverted Pendulum Model
MSE Mean Squared Error PD Proportional Derivative
DIM Differential Interaction Model MPJPE Mean Per Joint Position Error
hipADE Average Displacement Error at

the hip
hipFDE Final Displacement Error at the

hip
MBLE Mean Bone Length Error FSE Foot Skating Error
TTST Test-time Sampling Trick Dof Degree of Freedom
A2M Action2Motion ACTOR Action-conditioned Transformer

VAE
MDM Motion Diffusion Model RMDiffuse Retrieval-augmented Motion

Diffusion model
PhyVae Physics-based VAE BE/BA Before/Back

xiii



Chapter 1

Introduction

1



1.1 Background

1.1 Background

Different research fields like transportation and computer science have their specific
definitions of a crowd for diverse research objectives. This thesis focuses on the general
crowds that have the definition: a crowd is a group of individuals in the same physical
location and at the same time [1]. Crowd research is crucial across various fields, includ-
ing public safety [2, 3], urban planning [4, 5], virtual reality [6, 7], etc. As the global
population grows rapidly, crowd research attracts more and more attention from aca-
demia and industry [8]. Given crowd research is a broad topic, this thesis focuses on the
study of crowd behaviors which is one of the most important subtopics [9, 10]. Crowd
behavior research has extremely high application value in many areas. For instance,
understanding crowd behaviors in public safety contributes to developing strategies to
mitigate risks from large gatherings of people like stampedes and crushes [2]. Crowd be-
havior research is also crucial for urban planning, which can bring insights from crowd
behaviors into the design of transportation systems, large buildings such as shopping
malls and concert halls, etc. to enhance the overall functionality and livability of urban
areas [4, 5].

We aim to understand underlying behavior patterns in crowds by machine learn-
ing in this thesis. Although there has been a lot of outstanding work across various
fields in crowd behavior research [11–16], many challenges remain because of complex
human behaviors [17, 18]. We concentrate on two main challenges in this thesis, which
are crowd dynamics modeling in low-density crowds and physical interaction modeling
in high-density crowds. High-density crowds typically refer to crowds whose densities
exceed 5 people per square meter, while low-density crowds have 5 or fewer people per
square meter [19]. Crowds are classified by density in crowd behavior research [20]
because low-density and high-density crowds have significantly different behavior pat-
terns. For instance, physical interactions are common in high-density scenarios but
scarce in low-density scenarios. Examples of low-density and high-density crowds can
be found in Fig. 1.1.

Crowd dynamics modeling in low-density crowds is crucial for crowd management,
crowd control, urban planning, etc. Individuals tend to be regarded as mass points
to model crowd dynamics in low-density crowds efficiently. The influence of bodies
and poses is ignored due to the scarcity of physical interactions in low-density crowds.
However, despite using the simplification, crowd dynamics remain complicated. This is

2



1.1 Background

Figure 1.1: Examples of low-density crowds [21] and high-density crowds [22]. Pedes-
trians are marked by purple squares in the low-density crowd.

because crowd movement is influenced by various factors including individual psycho-
logy, social norms, environment, etc. [23] and has intrinsic stochasticity. Therefore, it
is typically difficult to model crowd dynamics, especially in complex contexts. In sum-
mary, crowd dynamics modeling in low-density scenarios is challenging but significantly
meaningful.

For high-density crowds, we focus on modeling physical interactions between in-
dividuals rather than overall crowd dynamics, where physical interactions refer to
limb-to-limb contact between individuals e.g. pushing and pulling. This is because
physical interactions are the indispensable factor for accurate high-density crowd dy-
namics modeling, but they still haven’t been studied well [18]. The achievements in
physical interaction modeling can facilitate the accurate modeling of complex phenom-
ena in dense crowds such as crowd turbulence [24], density waves [25], and so on. Then
this will drive the development of crowd dynamics modeling in high-density scenarios,
which plays an important role in multiple domains e.g. public safety, crowd manage-
ment, etc. Modeling physical interactions is crucial, yet it remains a highly challenging
task. The first challenge is data. It’s hard to record the direct influence e.g. forces
from physical interactions. One possible way is to record the data containing physical
interactions such as full-body human motions. Even so, existing data related to phys-
ical interactions are extremely scarce. Another challenge is the complexity of physical
interactions. Specifically, multiple factors can influence physical interactions, includ-
ing contact positions, interaction magnitude, and individual psychology. Moreover, we
can’t overlook the variability of individuals since different people can react diversely to
the same contact force.
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1.2 Research Questions

1.2 Research Questions

We conduct crowd behavior research in two directions: crowd dynamics modeling in
low-density crowds and physical interaction modeling in high-density crowds. For the
former, people and their movements are generally viewed as 2D points and trajectories
consisting of a series of 2D points [11, 15, 26], respectively, because specific body shapes
do not influence the crowd dynamics observably and thus can be ignored in low-density
scenarios. Considering that predicting future movements is a critical capability of
crowd dynamics models and is significantly valuable in many applications e.g. crowd
management [27, 28], this thesis explores crowd dynamics modeling in low-density
crowds by solving the problem of human trajectory prediction. Specifically, we pay
attention to the following two research questions:

1. How to predict human trajectories accurately given their past trajectories and
the environment while possessing the explainability of predictions?

2. Uncertainty analysis is vital in crowd dynamics and human trajectories. How
can we model the uncertainty in human trajectory prediction?

As for the physical interaction modeling in high-density crowds, it is hard to capture
the interaction data such as forces of pulls and pushes accurately. To address this
problem, we use 3D full-body motion data including physical interactions since the
motion data are the direct results of these interactions and are captured more easily.
Then, to obtain physical interaction models influencing 3D full-body human motions
accurately, we propose and solve a research question:

3. How to predict 3D full-body human motions, on both individual and group
levels, under unexpected physical perturbation?

In the rest of this thesis, human trajectories denote human 2D point trajectories and
human motions denote human 3D full-body motions if not specified.

1.3 Our Methods

We propose three methods, presented in Chapters 3 - 5, to solve the aforementioned
corresponding research questions. Their overviews are presented as follows.
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1.3 Our Methods

Question 1: How to predict human trajectories accurately given their past traject-
ories and the environment while possessing the explainability of predictions?

Human trajectory prediction is a crucial task for understanding crowd dynamics and
has been studied in many research areas like computer vision, robotics, and transporta-
tion [29–31]. In addition, this task plays a vital role in many applications such as auto-
matic driving, service robots, and transportation systems [28, 32]. However, predict-
ing the crowd movement is highly challenging because of multiple complicated impact
factors like social interactions and complex environments. Early methods [11, 33, 34]
tend to explicitly model human behaviors to predict future trajectories, which pos-
sess good explainability but cannot obtain highly accurate predictions. More recently,
model-free methods [15, 26, 35] based on deep learning have shown their surprising
prediction accuracy and prevail in human trajectory prediction. However, the lack of
explainability prevents applications of these methods in other areas such as crowd sim-
ulation. To the end, our first work designs a new framework considering explainability
and prediction accuracy simultaneously based on neural differential equations [36, 37],
where we model crowd dynamics as physical models. In this framework, we propose a
novel trajectory prediction model that performs well on both explainability and predic-
tion accuracy by combining the traditional social force model (SFM) [11] with neural
networks.

Question 2: Uncertainty analysis is vital in crowd dynamics and human trajectories.
How can we model the uncertainty in human trajectory prediction?

Uncertainty in the trajectory prediction task is that a past trajectory can correspond
to multiple future trajectories. The one-to-many relationship arises because humans
make movement decisions with randomness based on a complex mixture of conscious
and unconscious factors. Uncertainty modeling is employed widely in applications such
as safety-critical autonomous vehicles and crowd evacuation [38, 39]. However, it is
challenging to model uncertainty consisting of the data and model uncertainty [38, 40]
in human trajectories, as it needs to consider many factors like social interactions,
the environment, and even unknown factors. Moreover, existing methods that focus
on uncertainty either consider solely the data uncertainty or mix these two different
uncertainties, which limits the explainability of models. To obtain better explainability,
we propose a novel Bayesian stochastic social force model based on deep learning, which
decouples the uncertainty in human trajectories. Our method models and estimates the

5



1.4 Organization of the Thesis

data and model uncertainty individually and introduces an uncertainty-aware training
scheme to ensure the effect of decoupling.

Question 3: How to predict 3D full-body human motions, on both individual and
group levels, under unexpected physical perturbation?

3D Full-body human motion prediction is a well-established task and has been stud-
ied in depth [41–44], which aims to predict future motions given past movement. We
propose the new research question extending the existing task by incorporating phys-
ical perturbation to understand human motions further and study physical interactions
between individuals. The research of the new task can facilitate that human motion
prediction techniques are applied in more new domains such as reactive motions for
character animation [14, 45], crowd crush with physical interactions [3, 46], balance
recovery in biomechanics [47, 48], etc. Nevertheless, new challenges arise as the intro-
duction of physical perturbation. Specifically, the motions in the new task are much
more complex than those in traditional human motion prediction, where physical in-
teractions and their propagation need to be modeled. Moreover, the available data
are scarce because of the difficulty of capturing motions with physical interactions. To
overcome the aforementioned challenges, we propose the latent differentiable physics
model. 3D Full-body poses are mapped onto a scalable differentiable physics model
to reduce the complexity of motions incorporating physical interactions. Our model
is trained to estimate motions on the level of the physics model, which requires small
data due to the simplicity of the physics model. Neural networks are used to restore
3D full-body poses under the guidance of estimations based on the physics model.

1.4 Organization of the Thesis

The rest of this thesis is organized as follows:

Chapter 2: Related Work
This chapter offers a comprehensive literature review of research fields covered in
Chapters 3, 4, and 5, including human trajectory prediction, uncertainty in human
trajectory prediction, crowd simulation, traditional research on physical interactions,
human motion prediction, neural differential equations, and differentiable physics.

Chapter 3: Human Trajectory via Neural Social Physics
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This chapter introduces a novel framework considering prediction accuracy and ex-
plainability for human trajectory prediction and proposes a new model based on SFM
and neural networks under this framework. Extensive experimental results demonstrate
that our model has state-of-the-art trajectory prediction accuracy, good crowd behavior
explanation, and strong generalizability.

Chapter 4: Uncertainty-aware Human Trajectory Prediction
This chapter proposes a novel Bayesian stochastic social force model that captures the
fine-grained uncertainty in human trajectories through a decoupling strategy. Through
experiments, we demonstrate that our model possesses strong explainability while out-
performing existing methods in prediction accuracy.

Chapter 5: Human Motion Prediction under Unexpected Perturbation
This chapter proposes a new task setting: predicting human motions, on both individual
and group levels, under unexpected physical perturbation to study physical interactions
between people. To this end, we have identified new challenges and proposed a novel
deep learning model based on differentiable physics to address them. Through extens-
ive evaluation, we demonstrate the advantages of our model in several aspects including
prediction accuracy, data efficiency, generalizability, and explainability.

Chapter 6: Conclusion and Future Work
This chapter presents the research conclusions of this thesis and discusses potential
future work.

7



Chapter 2

Related Work
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2.1 Crowd Dynamics Modeling in Low-density Crowds

This chapter provides a thorough literature review of research topics covered in Chapters
3, 4, and 5. First, we review methods related to our study on crowd dynamics modeling
in low-density crowds in Section 2.1. In Section 2.2, we present literature related to
our research on physical interactions in high-density crowds. Lastly, Section 2.3 reviews
literature about neural differential equations and differentiable physics, which is crucial
to the methods presented in Chapters 3, 4, and 5.

2.1 Crowd Dynamics Modeling in Low-density Crowds

This thesis studies human trajectory prediction and its uncertainty modeling to explore
crowd dynamics in low-density crowds, covered in chapters 3 and 4, respectively. Con-
sequently, we discuss primary approaches to predicting human trajectories in Section
2.1.1. Subsequently, mainstream uncertainty models in human trajectory prediction
are reviewed in Section 2.1.2. Finally, Section 2.1.3 presents the related literature in
the field of crowd simulation, to which our methods in chapters 3 and 4 also contribute.

2.1.1 Human Trajectory Prediction

Modeling human trajectories is key to understanding crowd dynamics. Therefore, a
wide range of domains have been studying this problem. With the development of
technology, existing approaches can generally be divided into model-based, model-free,
and hybrid approaches, based on the proportion of explicitly modeling crowd behaviors
in approaches. Specifically, it is the core of model-based methods to model crowd
behaviors explicitly. Model-free methods focus on learning crowd behaviors from data.
Hybrid methods bridge the two categories of methods to leverage the strengths of both.
Our model, as detailed in Chapter 3, is among the first hybrid methods., which exploits
the advantages of model-based and model-free methods.

Model-based Methods. These methods tend to be early human trajectory pre-
diction work. They typically describe human trajectory movement through ordin-
ary/partial differential equations, optimization problems, etc. based on their proposed
fundamental hypotheses about human trajectories. For example, [11, 49, 50] assume
that Newton’s laws of motion govern human trajectory movement and offer various
modeling of forces, which uses differential equations to represent and predict the move-
ment. [21, 51] formulate human trajectory prediction as an energy minimization prob-
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lem, in which energy functions are designed to describe factors influencing trajectories,
including individual characteristics, social norms, and environmental conditions.

Model-free Methods. Rapid development of deep learning has facilitated the
prosperity of model-free methods in human trajectory prediction. Predominant model-
free methods generally are based on deep learning, leveraging its strong data-fitting
ability. Therefore, this thesis focuses on model-free methods based on deep learning.
With the progress of deep learning, a variety of networks have been introduced to the
task, including Recurrent Neural Networks (RNNs) [52], Convolutional Neural Net-
works (CNNs) [53], generative networks [54–56], transformers [57], etc. Consequently,
we can classify broadly existing model-free methods based on deep learning according
to network architectures into RNN-based, CNN-based, generative networks-based, and
transformer-based.

RNN-based Methods. RNNs were first used in human trajectory prediction because
of their excellent performance in sequence prediction tasks [58, 59]. Social-LSTM [15] is
the pioneering work extending an RNN to human trajectory prediction, which proposes
a model based on the Long Short Term Memory (LSTM) network to learn human move-
ment. This LSTM-based model assigns an LSTM to each pedestrian to model their dy-
namics and introduces a social pooling layer connecting different LSTMs to learn social
interactions. The success of [15] has inspired the subsequent RNN-based methods [60–
64]. Specifically, Bartoli et al. [60] designed a context-aware LSTM model that not
only considers social interactions but includes human-environment interactions. Tran
et al. [63] proposed a dual-channel recurrent neural network, where the goal channel
predicts destinations while the trajectory channel estimates complete future positions
based on results from the goal channel.

CNN-based Methods. CNNs receive interest in modeling human trajectories because
of their strong capability of capturing spatial and temporal correlation and computa-
tionally efficient parallel operations. The first end-to-end convolutional neural network
proposed by [65] encodes each position of observed trajectories to corresponding em-
bedding vectors and the concatenated vectors are fed into a CNN to extract the history
features. A fully connected layer, finally, takes the history features as inputs and
estimates future trajectories. Subsequently, more variants of CNN [66–69] were pro-
posed to predict human trajectories. For instance, Social-STGCNN [66] constructs the
spatio-temporal graph representation of input trajectories fed into a graph convolution
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neural network to extract features. Then these features are passed through the time-
extrapolator convolution neural network to generate future trajectories. Shi et al. [67]
proposed a sparse graph convolution network model to address redundant interactions,
which employs the sparse directed spatial graph to adaptively capture interactions and
the sparse directed temporal graph to estimate movement tendency. Then a sparse
graph convolution network takes the two graphs as inputs to output history trajectory
feature which is fed into a time convolution network to predict future positions.

Generative network-based Methods. With the significant progress of generative
networks, capturing accurate distributions of future trajectories has become possible.
Considering the intrinsic stochasticity of human trajectories, it has attracted much
attention to predict the distributions rather than a single future prediction given the
observed trajectory. To obtain accurate future distributions, multiple different gener-
ative networks have been used in the task, including Generative Adversarial Networks
(GANs) [26, 70, 71], Conditional Variational Autoencoders (CVAEs) [72–74], diffusion
models [75, 76], etc. Specifically, Gupta et al. [26] designed a new GAN to predict
distributions of future trajectories with a novel pooling mechanism modeling social in-
teractions, which is one of the earliest generative network-based methods. PECNet [73]
is a goal-conditioned method that predicts distributions of future trajectories based on
distributions of destinations estimated by a CVAE. Inspired by diffusion models, Gu
et al. [75] modeled the motion indeterminacy diffusion to predict future trajectories,
where the desired trajectory can be estimated from walkable areas by progressively
removing indeterminacy.

Transformer-based Methods. Transformers utilize attention mechanisms to encode
global features, which can capture global information and long-range dependencies
effectively. This drives the application of transformers in human trajectory predic-
tion [77–79]. For example, Shi et al. [78] designed a novel transformer to predict future
trajectories, which models human movement on temporal and social dimensions simul-
taneously. The authors introduced a new agent-aware attention mechanism to solve the
problem that the original attention mechanism ignores the agent identity. TUTR [79]
employs a clustering model and a mode-level transformer encoder to capture the mul-
timodality of future trajectories and uses a social-level transformer decoder to model
social interactions. Features from the encoder and decoder, finally, are passed through
two fully connected networks to predict multimodal future trajectories and their prob-
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abilities.
Hybrid Methods. These methods aim to incorporate the advantages of model-

based and model-free methods. Model-based methods tend to have strong explainability
from explicit behavior modeling but perform poorly in prediction accuracy because
of their limited data-fitting ability. In contrast, model-free methods based on deep
learning tend to achieve outstanding performance in prediction due to the strong data-
fitting capability of deep learning. However, the black-box nature of these model-
free methods leads to a lack of explainability, which limits their applications in other
domains such as crowd simulation and analysis. Hybrid methods [80–82] expect to
obtain high prediction accuracy while retaining explainability. Our work [80] in Chapter
3 embeds crowd physics models into neural networks to combine the advantages of
both model-based and model-free approaches. Subsequently, the proposed method
in [81] integrates a data-driven neural ordinary differential equation and a model-based
computational graph for the trajectory prediction task while [82] combines socially
explainable energy maps with CVAEs to model stochasticity in trajectory data.

2.1.2 Uncertainty in Human Trajectory Prediction

An important observation is that multiple future trajectories are plausible given the his-
tory trajectory [26, 83]. Therefore, it is necessary to model this uncertainty/stochasticity
in human trajectory prediction. Moreover, the modeling of the trajectory uncertainty
plays a crucial role in many applications such as crowd evacuation and autonomous
vehicles [38, 39]. Although the uncertainty of trajectories is often overlooked in early
trajectory prediction work [11, 15, 51], recent mainstream methods [79, 84, 85] have em-
phasized the uncertainty and studied stochastic trajectory prediction. Existing methods
focusing on modeling the trajectory uncertainty can be divided into explainable and
unexplainable according to the explainability of uncertainty modeled in these methods.
Explainability is a delimiter since explainable methods generally are more important
than unexplainable ones, especially in safety-critical tasks like autonomous vehicles, by
providing human-understood reasons for predicted trajectories [38].

The explainable methods typically model the trajectory uncertainty explicitly. For
example, the Gaussian distribution and the Gaussian mixture model have been ex-
ploited in many methods [86–88] to represent uncertainty. Specifically, [88] exploits a
Gaussian mixture model involving multiple predefined movement patterns to capture
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multimodal future trajectories explicitly and introduces an artificial potential field to
improve prediction accuracy and safety. In addition, Shi et al. [85] proposed a tree-
based stochastic trajectory prediction model that uses a coarse-to-fine scheme, where
the trajectory uncertainty can be explained by paths in the tree. The model initially
constructs a coarse tree with acceptable complexity and enough coverage and optimizes
the tree greedily to capture uncertainty. Finally, the coarse predictions from the coarse
tree are refined by the teacher forcing to generate fine predictions. Moreover, Shi et
al. [79] used a clustering model to estimate general motion modes that can represent
various pedestrian behaviors e.g. going straight and turning and designed a trans-
former conditioned on the motion modes to predict multimodal future trajectories and
corresponding probabilities.

On the contrary, the unexplainable methods generally model the trajectory un-
certainty implicitly. For instance, [89] employs Bayesian neural networks [90] whose
weights are probabilistic to model human movement and use Monte Carlo dropout [91]
to estimate the uncertainty in trajectories, where uncertainty is learned from data
via probabilistic network weights implicitly. Amirian et al. [84] utilized the GAN to
generate plausible future trajectories given the observed trajectories, in which the tra-
jectory uncertainty is captured implicitly by training the GAN. This model extends
the Info-GAN [92] to stochastic trajectory prediction and proposes a new attention-
based pooling layer incorporating some hand-crafted interaction features. Similarly,
many unexplainable methods employ other generative networks to model uncertainty
implicitly, including CVAE-based [72, 80, 93], diffusion model-based [75, 76], etc.

Our work in Chapter 4 is an explainable stochastic trajectory prediction method.
Furthermore, our model explores the fine-grained uncertainty structure, in contrast to
existing methods with coarse-grained uncertainty. Therefore, our model performs better
in explainability compared with existing methods and enhances prediction accuracy
slightly.

2.1.3 Crowd Simulation

Crowd simulation aims to simulate the movement of virtual individuals given initial
conditions such as initial positions and predefined destinations [94]. This field has
advanced significantly and continues to develop rapidly, which has two foundations:
empirical and data-driven methods.
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The vast majority of crowd simulation methods are empirical methods that typ-
ically abstract crowd dynamics into deterministic systems based on rules and hypo-
theses predefined carefully. These methods model crowd behaviors at different scales
and generally fall into microscope, microscope, and mesoscope. Microscopic methods
highlight individual-level motion details and features, which include force-based mod-
els [95–97], velocity-based models [98–100], vision-based models [101–103], agent-based
models [104–106], etc. By comparison, macroscopic methods tend to ignore individual-
level information and view the crowd as a unified and continuous entity to simulate
crowd behaviors using global solvers. As a result, these macroscopic methods com-
monly aim to simulate large-scale and dense crowds. Mainstream macroscopic methods
contain potential field-based models [107–109], aggregate dynamics [110], continuum
models [12, 111, 112], etc. Recently, mesoscopic methods considering local and global
features simultaneously attracted the attention of researchers, which involves interact-
ive formation models [113–115], dynamic group models [116–118], social psychological
models [119–121], etc.

More recently, as more and more real crowd data are captured, data-driven meth-
ods have been drawing increasing interest, which learn crowd dynamics from real-world
data. For example, In [122], Charalambous and Chrysanthou proposed a real-time
agent-based crowd simulation method, which introduces the perception-action graph
constructed based on the input data to guide the simulation. Yao et al. [123] established
a crowd simulation framework based on a residual network, in which the residual net-
work predicting future movement is trained on real data and used to enhance the visual
realism of simulated crowd movement. Chen et al. [124] proposed a social physics-based
diffusion model to generate the diversity of crowd behaviors in simulation results. This
trained model estimates the distribution of the next position through the reverse dif-
fusion process based on current interaction dynamics and historical movement, which
is guided by physics models.

Both of the proposed methods in Chapter 3 and 4 are novel data-driven crowd
simulators. Distinct from existing methods, they construct the differential forward
movement estimation based on neural differential equations and predict required para-
meters using neural networks to achieve good performance in many tasks including
crowd simulation while our method in Chapter 4 further explores the multimodality of
crowd dynamics by modeling fine-grained uncertainty.
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2.2 Physical Interactions in High-density Crowds

We present traditional research on physical interactions in Section 2.2.1 across different
disciplines. Deviating from traditional methods, this thesis studies physical interactions
by solving the new full-body human motion prediction task incorporating perturbation.
Therefore, we discuss mainstream methods in human motion prediction in Section 2.2.2.

2.2.1 Traditional Research on Physical Interactions

Physical interactions can influence individual-level behaviors and crowd-level move-
ments. Then physical interaction research focuses on how people respond to external
forces and how these forces propagate in crowds, which helps to prevent dangerous situ-
ations causing discomfort or deaths such as losing balance and crowd disasters [18, 48].
Further, related research attracts attention from multiple domains such as balance
recovery [47, 48], crowd simulation [3, 46], and motion synthesis of character anima-
tion [14, 125]. In this section, we review the predominant traditional approaches on
physical interaction modeling, which are from disciplines: biomechanics, dynamical
systems, and computer graphics.

Biomechanics emphasizes the coordination and change of bones, muscles, and joints
within the human body during/after physical interactions. For example, [48, 126] fo-
cus on biomechanical mechanisms such as trunk rotation and center-of-mass movement
for balance recovery after physical interactions. [127, 128] conducted research on bio-
mechanical responses like the change of hips to external perturbations during motions
such as walking. The aforementioned work tends to be based on existing muscle and
musculoskeletal models that describe how muscles, bones, and joints within bodies sys-
tematically support human movement and interaction. In addition, many researchers
concentrate on developing muscle and musculoskeletal modeling [129–132] for further
understanding of the human body and interaction. For instance, Ross et al. [129] con-
nected the traditional Hill-type muscle model [133] with an oscillating external load
to propose a novel forward dynamics framework for muscle modeling, while van Soest
et al. [132] improved the musculoskeletal modeling and simulations by introducing
cross-bridge muscle models [134].

Research on physical interactions in dynamical systems can be generally categor-
ized as macroscopic or microscopic methods. The former [12, 13, 24, 135] describes the
crowd as a continuum and focuses on the evolution of the density and mean velocity of
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the crowd containing physical interactions in space and time. For example, Hughes [13]
proposed the “thinking fluid” incorporating human decision and interaction based on
fluid dynamics. Golas et al. [24] proposed a continuum method to model the crucial
phenomena in high-density crowds “crowd turbulence”, where discomfort and friction
in crowds determine the stress fields that represent physical interactions. Microscopic
methods consider the heterogeneity of individuals and pay attention to the positions
and velocities of individual entities. For instance, the social force model [11] describes
pedestrians as particles in the particle system governed by Newton’s laws of motion and
defines social forces including driving, repulsive, and attractive forces to model inter-
actions between individuals and govern the movement of pedestrians. Subsequently, a
lot of methods [136–138] generalized and developed the social force model and enabled
it to cover various natural crowd phenomena. Moreover, a large number of microscopic
approaches [139–141] model crowd behavior based on cellular automata models [142],
where pedestrians are regarded as automata in cells and the walkway is represented as
grid cells. Distinct from the aforementioned microscopic methods ignoring the physical
shapes of individuals, some approaches [3, 18] try to model more accurate physical
interactions by introducing 3D body models to understand the further microscopic
mechanism.

In computer graphics, researchers are mainly interested in how to simulate physical
interactions through computer technologies. For instance, Arikan et al. [14] presented
an algorithm to simulate the motion of the character being pushed by external forces
via selecting and modifying motions from the recorded collection of motions of a real
person being pushed. Mordatch et al. [125] proposed a motion synthesis framework
that can simulate a broad range of human behaviors including interaction actions of
two characters based on the contact-invariant optimization method capable of optim-
izing contact and behavior simultaneously. In addition, [111, 143] study the impact of
physical interactions on crowd behaviors. For example, van Toll et al. [143] designed
a crowd simulation model based on smoothed particle hydrodynamics, where agents
interact as fluid particles.

Overall, traditional research on physical interactions either cannot learn from data
or only possesses limited learning ability. As a result, it is hard to solve the new research
question proposed in Chapter 5, predicting motions under physical interactions, for
traditional methods. We identify challenges imposed by the research question and
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overcome them to solve the new task by proposing a latent differentiable physics model
combining deep neural networks with differentiable physics in Chapter 5.

2.2.2 Human Motion Prediction

Unlike traditional research, we model physical interactions by proposing and solving
a new human motion prediction task that considers perturbation. Therefore, we re-
view existing human motion prediction approaches in this section, which broadly fall
into traditional and deep learning methods. Traditional methods commonly predict
human motions by applying hidden Markov models [144, 145], restricted Boltzmann
machines [146, 147], Gaussian processes [148–150], etc. For example, Lehrmann et
al. [144] proposed the Dynamic Forest Model based on autoregressive trees and the
non-parametric and nonlinear Markov model to model human motions, which can in-
fer efficiently and represent complex distributions. Taylor et al. [146] introduced a
nonlinear autoregressive model to generate and predict human motions by using a con-
ditional Restricted Boltzmann Machine to learn local restraints and global movement
of human motions. Wang et al. [148] proposed the Gaussian Process Dynamical Model
that employs Gaussian process regression to learn motion dynamics and observation
mappings.

Deep learning methods have dominated human motion prediction recently because
of the strong prediction capability of neural networks. Early work deemed human
motion prediction as sequence-to-sequence prediction tasks and solved it based on re-
current neural networks [151–155]. As an example, the Dropout Autoencoder LSTM
introduced by Ghosh et al. [154] employs a recurrent neural network (LSTM) to pre-
dict human motions and prevents error accumulation by designing an autoencoder to
refine the predictions. Then, convolutional networks are employed for human motion
prediction [156–160] considering their strength of capturing spatial features. For in-
stance, Li et al. [157] proposed a convolutional sequence-to-sequence model, which uses
a convolutional encoder to extract features from the known motions and introduces a
decoder consisting of convolutional networks and fully-connected networks to predict
future motions based on the features. Cui et al. [158] constructed the dynamic graphs
to represent skeleton poses and exploit the natural connectivity of human joints expli-
citly and solved the task by introducing a generative model based on graph convolution
networks. Subsequently, deep generative models e.g. GAN, CVAE, diffusion models,

17



2.3 Neural Differential Equations and Differentiable Physics

etc. facilitated the exploration of inherent stochasticity in human motions [161–165].
To illustrate, BiHMP-GAN [162] is a probabilistic generative model that generates and
predicts human motions given input motions and a random vector from a predefined
prior distribution, in which the novel bidirectional framework and recursive prediction
scheme are designed to regularize the training. More recently, transformer-based meth-
ods [166–168] performed well in catching long-term spatial and temporal correlations
through the attention mechanism. For example, Aksanet al. [167] proposed a spatio-
temporal transformer model, introducing a self-attention mechanism decoupling space
and time for identifying effective information from input sequences. Besides, multi-
people motion prediction has been increasingly popular recently [16, 43, 169, 170].
In [169], a framework for multi-people motion prediction has been proposed, where in-
dividual motions and social interactions are modeled by the local and global encoders,
respectively.

However, existing motion prediction methods tend to neglect the modeling of expli-
cit physical interactions between individuals. As a result, they generally can’t perform
well in the new task which is to predict motions involving physical interactions. This
limits the effectiveness of these methods in many application domains such as balance
recovery research and humanoid robots. Our latent differentiable physics model in
Chapter 5 addresses the challenging new task by combining differentiable physics with
deep generative models. Different from existing methods, our model proposes a novel
latent differentiable physics space to learn body physics with physical interactions,
which can alleviate data scarcity and ensure high scalability, while a new differenti-
able interaction model is introduced to learn explicit physical interactions and their
propagation.

2.3 Neural Differential Equations and Differentiable Phys-
ics

The combination of differential equations and deep learning is a rapidly developing
research area [36, 171–174]. Our work within this thesis is inspired by related research
including neural differential equations and differentiable physics. Neural differential
equations aim to parameterize the vector fields of differential equations using neural
networks, which can fill the gap between theory and observation. Therefore, they have
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a wide range of applications, e.g. computer vision [175–177], climate science [178, 179],
and time series modeling [36, 180, 181]. To be specific, Ramadhan et al. [178] designed
a data-driven parameterization framework for climate models, where neural differential
equations are employed to enhance existing base parameterizations by capturing the
residual fluxes. Meng et al. [176] applied neural stochastic differential equations to
guided image synthesis and editing. Given a user guide as an input image, their method
adds Gaussian noise to the input and then denoises it through reverse neural stochastic
differential equations to output desired images. Chen et al. [36] constructed neural
ordinary differential equations to model time series data, which regards hidden states
as continuous variables rather than discrete ones in traditional neural networks such as
RNN and parameterize their derivatives through neural networks.

Differentiable physics applies deep learning technologies and frameworks to con-
vert physics models usually containing differential equations into differentiable sys-
tems. It typically offers strong data-fitting capability, explainability, generalizability,
etc. Consequently, differentiable physics has been used and developed by a large num-
ber of domains: robotics [172, 182, 183], computer graphics [184, 185], fluid dynam-
ics [173, 186, 187], etc. Specifically, Dojo proposed in [172] is a differentiable simulator
based on rigid body dynamics for robotics, which utilizes the implicit-function theorem
to obtain smooth gradients. Gong et al. [185] proposed a novel differentiable fabric
model to simulate various composite materials, which introduces differentiable forces to
realize gradient-based learning. The model considers the physics of the single yarn and
interactions between yarns simultaneously to achieve good simulation results. Nava et
al. [173] established a differentiable physics model for fluid-structure interaction, which
uses a physics-based neural network surrogate combined with a 2D differentiable model
simulating the deformable solid structure to model hydrodynamic effects. Additionally,
the method introduces a differentiable layer to build the interaction between the solid
and the fluid.

Our work in Chapter 3 and 4 is inspired by neural differential equations. The
method in Chapter 3 extends neural differential equations to human trajectory pre-
diction, while our method in Chapter 4 studies the application of neural differential
equations in trajectory uncertainty modeling. The work in Chapter 5 is motivated by
differentiable physics, where our method extends differentiable physics further to a new
research question about 3D human full-body motions.
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Human Trajectory via Neural Social
Physics
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3.1 Introduction

This chapter aims to study 2D human trajectory prediction, where pedestrians are
represented as 2D points, and their trajectories are defined as a sequence of 2D points.
Trajectory prediction has been widely pursued in many fields, and many model-based
and model-free methods have been explored. The former include rule-based, geometric
or optimization-based models, and the latter are mainly comprised of deep learning ap-
proaches. In this chapter, we propose a new framework (Neural Social Physics or NSP)
combining both methodologies based on neural differential equations. NSP is a class
of deep neural networks within which we use explicit physics models with learnable
parameters. The explicit physics models serve as a strong inductive bias in model-
ing pedestrian behaviors, while the rest of the networks provide a strong data-fitting
capability in terms of system parameter estimation and dynamics stochasticity mod-
eling. We introduce a new model under this framework by combining the social force
model with neural networks. We compare our model with 15 recent deep learning
methods on 6 datasets and improve the state-of-the-art performance by 5.56%-70%.
Besides, we show that our model has better generalizability in predicting plausible
trajectories in drastically different scenarios where the density is 2-5 times as high as
the testing data. Finally, we show that the physics model in our model can provide
plausible explanations for pedestrian behaviors, as opposed to black-box deep learn-
ing. Code is available: https://github.com/realcrane/Human-Trajectory-Prediction-
via-Neural-Social-Physics.

3.1 Introduction

Understanding human trajectories is key to many research areas such as physics, com-
puter science, and social sciences. Being able to learn behaviors with non-invasive
sensors is important to analyzing the natural behaviors of humans. This problem has
been widely studied in computer graphics, computer vision, and machine learning [188].
Existing approaches generally fall into model-based and model-free methods. Early
model-based methods tended to be empirical or rule-based methods derived via the
first-principles approach: summarizing observations into rules and deterministic sys-
tems based on fundamental assumptions on human motion. In such a perspective, social
interactions can be modeled as forces in a particle system [11] or an optimization prob-
lem [33], and individuals can be influenced by affective states [189]. Later, data-driven
model-based methods were introduced, in which the model behavior is still dominated
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by the assumptions on the dynamics, e.g. a linear dynamical system [190], but retains
sufficient flexibility so that the model can be adjusted to fit observations. More recently,
model-free methods based on deep learning have also been explored, and these demon-
strate surprising trajectory prediction capability [15, 26, 35, 70, 73, 74, 83, 93, 191–198].

Empirical or rule-based methods possess good explainability because they are formed
as explicit geometric optimization or ordinary/partial differential equations where spe-
cific terms correspond to certain behaviors. Therefore, they have been used for not
only prediction but also analysis and simulation [199]. However, they are less effective
in data fitting with respect to noise and are therefore unable to predict accurately, even
when the model is calibrated on data [200]. Data-driven model-based methods (e.g.,
statistical machine learning) improve the ability of data fitting but are restricted by the
specific statistical models employed which have limited capacities to learn from large
amounts of data [190]. Finally, deep learning approaches excel at data fitting. They
can learn from large datasets, but lack explainability and therefore have been mainly
used for prediction rather than analysis and simulation [15, 73, 74].

We explore a framework that can explain pedestrian behaviors and retain good data-
fitting capabilities by combining model-based with model-free approaches. Inspired
by recent research in neural differential equations [36, 37, 201, 202], we propose a
new framework consisting of two parts based on them. The first is a deterministic
model formulated using a neural differential equation. Although this equation can be
arbitrary, we use a dynamical system inspired by the social force model (SFM) [11] to
instantiate the framework. In contrast to the social force model and its variants, the
key parameters of our deterministic model are learnable through data instead of being
hand-picked and fixed. The second part of our framework captures complex uncertainty
in the trajectory dynamics and observations via neural networks. In our instantiation,
a conditional variational autoencoder is employed as the second component. Overall,
the whole framework is a class of deep neural networks with embedded explicit models.
We call this framework and the proposed instantiation Neural Social Physics (NSP)
and NSP-SFM, respectively.

We demonstrate that our NSP-SFM model outperforms the state-of-the-art meth-
ods [26, 35, 70, 73, 74, 83, 93, 191–198] in standard trajectory prediction tasks across
various benchmark datasets [21, 203, 204] and metrics. In addition, we show that NSP-
SFM can generalize to unseen scenarios with higher densities and still predict plausible
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motions with less collision between people, as opposed to pure black-box deep learning
approaches. Finally, from the explicit model in NSP-SFM, we demonstrate that our
method can provide plausible explanations for motions. Formally, (1) we propose a
new framework based on neural differential equations and a novel model under this
framework for trajectory prediction and analysis. (2) we propose a new mechanism to
combine explicit and deterministic models with deep neural networks for crowd mod-
eling. (3) We demonstrate the advantages of the NSP-SFM model in several aspects:
prediction accuracy, generalization, and explaining behaviors.

3.2 Related Work

3.2.1 Trajectory Analysis and Prediction

Statistical machine learning has been used for trajectory analysis in computer vis-
ion [205–210]. They aim to learn individual motion dynamics [211], structured latent
patterns in data [209, 212], anomalies [210, 213], etc. These methods provide a cer-
tain level of explainability but are limited in model capacity for learning from large
amounts of data. Compared with these methods, our model leverages the ability of
deep neural networks to handle high-dimensional and large data. More recently, deep
learning has been exploited for trajectory prediction [214]. Recurrent neural networks
(RNNs) [15, 60, 61] have been explored first due to their ability to learn from temporal
data. Subsequently, other deep learning techniques and neural network architectures
are introduced into trajectory prediction, such as Generative Adversarial Networks
(GANs) [26], conditional variational autoencoders (CVAEs) [72–74] and Convolutional
Neural Networks (CNNs) [66]. In order to capture the spatial features of trajectories
and the interactions between pedestrians accurately, graph neural networks (GNNs)
have also been used to reason and predict future trajectories [66, 67]. Compared with
existing deep learning methods, our method achieves better prediction accuracy. Fur-
ther, our method has an explicit model that can explain pedestrian motions and lead
to better generalizability. Very recently, attempts have been made to combine physics
with deep learning for trajectory prediction [215–217]. However, their methods are tied
to specific physics models and are deterministic, while NSP is a general framework
that aims to accommodate diverse physics models and is designed to be intrinsically
stochastic to capture motion randomness.
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3.2.2 Crowd Simulation

Crowd simulation aims to generate trajectories given the initial position and destination
of each agent [199], which essentially aims to predict individual motions. Empirical
modeling and data-driven methods have been the two foundations in simulation [110,
218]. Early research is dominated by empirical modeling or rule-based methods, where
crowd motions are abstracted into mathematical equations and deterministic systems,
such as flows [110], particle systems [11], and velocity and geometric optimization [33,
219]. Meanwhile, data-driven methods using statistical machine learning have also
been employed, e.g., using first-person vision to guide steering behaviors [218] or using
trajectories to extract features to describe motions [220, 221]. While the key parameters
in these approaches are either fixed or learned from small datasets, our NSP is more
general in crowd simulation. It can take existing deterministic systems as a component
and provide better data-fitting capacity via deep neural networks. Compared with
the aforementioned model-based methods, our NSP can be regarded as using deep
learning for model calibration. Our model possesses the ability to learn from large
amounts of data, which is difficult for traditional parameter estimation methods based
on optimization or sampling [222]. Meanwhile, the formulation of our NSP is more
general and flexible than traditional model-based methods.

3.2.3 Deep Learning and Differential Equations

Solving differential equations (DEs) with the assistance of deep learning has recently
spiked strong interests [36, 202, 223, 224]. Based on the involvement depth of deep
learning, the research can be categorized into deep learning assisted DE, differenti-
able physics, neural differential equations, and physics-informed neural networks. Deep
learning assisted DE involves accelerating various steps during the DE solve, such as
Finite Element mesh generation [171, 225]. The deeper involvement of neural networks
is shown in differentiable physics and neural differential equations, where the former
aims to make the whole simulation process differentiable [182, 184, 226], and the latter
focuses on the part of the equations being parameterized by neural networks [36, 201].
Physics-informed neural networks aim to bypass the DE solve and use neural networks
for prediction [174, 227]. Highly inspired by the research above, we propose a new
neural differential equation framework in a new application domain for human traject-
ory prediction.
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3.3 Methodology

3.3.1 Neural Social Physics (NSP)

At any time t, the position pt
i of the ith pedestrian can be observed in a crowd. Then

a trajectory can be represented as a function of time q(t), where we have discrete
observations in time up to T , {q0, q1, · · · , qT }. An observation or state of a person at
time t is represented by qt = [pt, ṗt]T where p, ṗ ∈ R2 are the position and velocity.
For most datasets, p is given and ṗ can be estimated via finite difference. Given an
observation qt

n of the nth person, we consider her neighborhood set Ωt
n containing other

nearby pedestrians {qt
j : j ∈ Ωt

n}. The neighborhood is also a function of time Ω(t).
Then, in NSP the dynamics of a person (agent) in a crowd can be formulated as:

dq

dt
(t) = fθ,ϕ(t, q(t), Ω(t), qT , E) + αϕ(t, qt:t−M ), (3.1)

where θ and ϕ are learnable parameters, E represents the environment. Functions f

and α are realized by neural networks. θ contains interpretable parameters explained
later and ϕ contains uninterpretable parameters (neural network weights). The agent
dynamics are governed by f which depends on time t, its current state q(t), its time-
varying neighborhood Ω(t) and the environment E. Similar to existing work, we assume
there is dynamics stochasticity in NSP. But unlike them which assume simple forms
(e.g. white noise) [190], we model time-varying stochasticity in a more general form:
as a function of time, the current state and the brief history of the agent, αϕ(t, qt:t−M ).
Then we have the following equation in NSP:

qT = q0 +
∫ T

t=0
fθ,ϕ(t, q(t), Ω(t), qT , E) + αϕ(t, qt:t−M )dt, (3.2)

given the initial and final condition q(0) = q0 and q(T ) = qT . If we divide the time
horizon [0, T ] into L smaller intervals △t = T/L, we can derive the time-discretized
version of Eq. 3.2:

qT = q0 +
L−1∑
l=0

(f l△t
θ,ϕ + αl△t

ϕ )△t (3.3)

where f l△t
θ,ϕ and αl△t

ϕ are the values of fθ,ϕ and αϕ at l△t.
Physics models have been widely used to model crowd dynamics [11, 110]. To

leverage their interpretability, we model the dynamics as a physical system in NSP.
Assuming the second-order differentiability of p(t), NSP expands q(t) via Taylor’s series
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Figure 3.1: Overview of NSP-SFM. Fgoal, Fcol and Fenv are estimated in every time step
by Goal-Network, Collision-Network, and Eq. 3.8 before solving Eq. 3.5. The output is
used to update the position and velocity which are then combined with the estimated
noise from α for the final prediction

for a first-order approximation:

q(t + △t) ≈ q(t) + q̇(t)△t =

p(t)
ṗ(t)

 + △t

ṗ(t) + α(t, qt:t−M )
p̈(t)

 , (3.4)

where △t is the time step. The stochasticity α(t, qt:t−M ) is assumed to only influence
ṗ. Eq. 3.4 is general and any dynamical system with second-order differentiability can
be employed here. Below, we realize NSP by combining a type of physics model, the
social force model [11], with neural networks. We refer to our model NSP-SFM.

3.3.2 NSP-SFM

We design the NSP-SFM by assuming each person acts as a particle in a particle system
and each particle is governed by Newton’s second law of motion. p̈(t) is designed to
be dependent on three forces: goal attraction Fgoal, inter-agent repulsion Fcol and
environment repulsion Fenv.

p̈(t) = Fgoal(t, qT , qt) + Fcol(t, qt, Ωt) + Fenv(t, qt, E), (3.5)

where E is the environment and explained later. During the deterministic forward pass,
we use a semi-implicit scheme for stability: ṗt+1 = ṗt + △tp̈t and pt+1 = pt + △tṗt+1.
Considering stochasticity, we have pt+1 = pt +△t(ṗt+1 +αt+1). In addition, unlike [11],
the three forces are partially realized by neural networks. The overall model is shown
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Figure 3.2: Architectures of the Goal-Network and Collision-Network in NSP-SFM.
Left: Goal-Network with the input (qt, pT ) and Right: Collision-Network with the
input (qt

n, qt
j). The numbers in square brackets show both the number and dimension

of the layers in each component.

in Fig. 3.1. Note that, in Eq. 3.1 and Eq. 3.5, we assume pT is given, although it is not
available during prediction. Therefore, we employ a Goal Sampling Network (GSN) to
sample pT . During testing, we either first sample a pT for prediction or require the
user to input pT . The GSN is similar to a part of Y-net [83] and is pre-trained, which
is detailed in the appendix A.

Given the current state and the goal, we compute Fgoal using the Goal-Network
NNϕ1 in Eq. 3.6 (Fig. 3.2 Left), Fcol using the Collision-Network NNϕ2 in Eq. 3.7
(Fig. 3.2 Right) and Fenv using Eq. 3.8 directly. The Goal-Network encodes qt then
feeds it into a Long Short Term Memory (LSTM) network to capture dynamics. After
a linear transformation, the LSTM output is concatenated with the embedded pT . Fi-
nally, τ is computed by an MLP (multi-layer perceptron). In Collision-Network, the
architecture is similar. Every agent qt

j in the neighborhood Ωt
n is encoded and concat-

enated with the encoded agent qt
n. Then knj is computed. τ and knj are interpretable

key parameters of Fgoal and Fcol. The corresponding parameter in Fenv is kenv. Finally,
we show our network for α for stochasticity modeling in Fig. 3.3.

Goal attraction. Pedestrians are always drawn to destinations, which can be
abstracted into a goal attraction force. At time t, a pedestrian has a desired walking
direction et determined by the goal pT and the current position pt: et = pT −pt

∥pT −pt∥ . If
there are no other forces, she/he will change her/his current velocity to the desired
velocity vt

des = vt
0et where vt

0 and et are the magnitude and direction respectively.
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Figure 3.3: The architecture of the CVAE in NSP-SFM. p̄t+1 is the intermediate pre-
diction out of our force model and αt+1 = pt+1 − p̄t+1. Encoder Ebias, Epast, Elatent and
decoder Dlatent are all MLP networks with dimensions indicated in the square brackets.
More Details of the network can be found in the appendix A.

Instead of using a fixed v0 as in [11], we update vt
0 at every t to mimic the change of the

desired speed as the pedestrian approaches the destination: vt
0 = ∥pT −pt∥

(T −t)△t . Therefore,
the desired velocity is defined as vt

des = vt
0et = pT −pt

(T −t)△t . The goal attraction force Fgoal

represents the tendency of a pedestrian changing her current velocity ṗt to the desired
velocity vt

des within time τ :

Fgoal = 1
τ

(vt
des − ṗt) where τ = a1 ∗ sigmoid(NNϕ1(qt, pT )) + b1, (3.6)

where τ is learned through a neural network (NN) parameterized by ϕ1. To ensure
that the learned τ value is valid, we apply a sigmoid activation function and two
hyperparameters (a1 and b1) to constrain outputs of the network NNϕ1 as Eq. 3.6.

Inter-agent Repulsion. Pedestrians often steer to avoid potential collisions and
maintain personal space when other people are in the immediate neighborhood (Fig. 3.4
a). Given an agent j in Ωt

n of agent n and her state qt
j , agent j repels agent n based

on rnj = pt
n − pt

j :

F nj
col = −∇rnjUnj (∥rnj∥) , where Unj (∥rnj∥) = rcolknje−∥rnj∥/rcol , (3.7)

where we employ a repulsive potential field Unj (∥rnj∥) modeled by a monotonic de-
creasing function of ∥rnj∥. Then the repulsive force caused by agent j ∈ Ωt

n to agent
n is the gradient of Unj . Previously, simple functions such as symmetric elliptic fields
were employed for Unj [11]. Here, we model Unj as a time-varying field parameterized
by knj which is learned via a neural network. Similar to the learning of τ , we set
knj = a2 ∗ sigmoid(NNϕ2(qt

n, qt
j,j∈Ωt

n
)) + b2 instead of directly learning knj , where a2
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Figure 3.4: The neighborhood and view field in NSP-SFM. (a) The neighborhood Ω(t)
of a person is a sector within a circle (centered at this person with radius rcol) spanned
by an angle ω from the current velocity vector (green arrow). (b) Each person has a
view field (orange box) within which the environment repels a pedestrian. The view
field is a square with dimension renv based on the current velocity vector (green arrow).
The current velocity is along the diagonal of the orange box. (c) The environment is
segmented into walkable (red) and unwalkable (blue) areas. Within the view field of the
pedestrian in (b), the yellow pixels are the environment pixels that repel the pedestrian.
ω, rcol and renv are hyperparameters.

and b2 are hyperparameters. If we have m agents at time t in Ωt
n, the net repulsive

force on agent n is: F n
col = ∑m

j=0 F nj
col.

Environment Repulsion. Besides collisions with others, people also avoid nearby
obstacles. We model the repulsion from the environment as:

Fenv = kenv

∥pt
n − pobs∥

( pt
n − pobs

∥pt
n − pobs∥

), (3.8)

where pobs is the position of the obstacle and kenv is a learnable parameter. NSP-SFM
learns kenv directly via back-propagation and stochastic gradient descent. Since the
environment is big, we assume the agent mainly focuses on her view field (Fig. 3.4 b)
within which the environment (Fig. 3.4 c) repels the pedestrian. We calculate pobs as
the center of the pixels that are classified as obstacles in the view field of an agent.
kenv is shared among all obstacles. So far, we have introduced all the interpretable
parameters θ = {τ, knj , kenv} in Eq. 3.1.

Dynamics Stochasticity α(t, qt:t−M ). Trajectory prediction needs to explicitly
model the motion randomness caused by intrinsic motion stochasticity and observa-
tional noises [212, 228]. We employ a more general setting by assuming the noise
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distribution can have arbitrary shapes and is also time varying, unlike previous for-
mulations such as white noise [190] which is too restrictive. Generally, learning such
functions requires large amounts of data, as it is unconstrained. To constrain the learn-
ing, we further assume the noise is Normally distributed in a latent space, rather than
in the data space.

Given a prediction p̄t+1 without dynamics stochasticity and its corresponding ob-
servation pt+1, there is an error αt+1 = p̄t+1 − pt+1. To model the arbitrary and
time-varying shape of the distribution of αt+1, we assume it depends on the brief his-
tory pt:t−M which implicitly considers the environment and other people. Then the
conditional likelihood of αt+1 is: P (αt+1|pt:t−M ) =

∫
P (αt+1|pt:t−M , z)P (z)dz, where

z is a latent variable. Assuming a mapping Q(z|αt+1, pt:t−M ) and z being Normally
distributed, minimizing the KL divergence between Q, i.e., the variational posterior,
and P (z|αt+1, pt:t−M ) leads to a conditional Variational Autoencoder [229].

Our overall loss function is defined as L = ltraj + lcvae where:

ltraj = 1
N(T − M)

N∑
n=1

T∑
t=M+1

∥pt
n − p̄t

n∥2
2,

lcvae = 1
N(T − M)

N∑
n=1

T∑
t=M+1

{∥αt
n − α̃t

n∥2
2

+ λDKL(Q(z|αt
n, pt:t−M )||P (z|αt

n, pt:t−M ))}. (3.9)

N is the total number of samples, M is the length of the history, and T is the total
length of the trajectory. ltraj minimizes the difference between the predicted position
and the ground-truth, while lcvae learns the distribution of randomness α. During
training, in each iteration, we assume the first M + 1 frames of the trajectory are given
and run the forward pass iteratively to predict the rest of the trajectory, then back-
propagate to compute the gradient to update all parameters. We employ a progressive
training scheme for the sub-nets. We first train Goal-Network with ltraj only, then
fix Goal-Network and add Collision-Network and Fenv for training using ltraj . Finally,
we fix Goal-Network, Collision-Network and Fenv, add α for training under lcvae. We
find this progressive training significantly improves the convergence speed. This is
because we first train the deterministic part with the main forces added gradually,
which converges quickly. Then the stochasticity part is trained separately to capture
complex randomness. Please see the appendix A for implementation details.
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3.3.3 NSP vs. Deep Neural Networks

One big difference between NSP and existing deep learning is the deterministic system
embedded in NSP. Instead of learning any function mapping the input to the output
(as black-box deep learning does), the deterministic system acts as a strong inductive
bias and constrains the functional space within which the target mapping should lie.
This is because a PDE family can be seen as a flow connecting the input and the output
space [230], and the learning is essentially a process of finding the most fitting PDE
within this flow. In addition to better data-fitting capability, this strong inductive
bias also comes with two other advantages. First, the learned model can help explain
motions because the PDE we employ is a physics system where the learnable parameters
have physical meanings. Second, after learning, the PDE can be used to predict motions
in drastically different scenes (e.g., with higher densities) and generate more plausible
trajectories (e.g., fewer collisions). This is difficult for existing deep learning as it
requires extrapolating significantly to unseen interactions between pedestrians.

3.4 Experiments

3.4.1 Datasets

We employ six widely used datasets in human trajectory prediction tasks: the Stanford
Drone Dataset [21], ETH Hotel, ETH University [203], UCY University, Zara1, and
Zara2 datasets [204]. Stanford Drone Dataset (SDD): SDD contains videos of a
university campus with six classes of agents (pedestrians, cars, etc.) with rich interac-
tions. We follow previous research [70, 73, 83] to preprocess the raw data. Specifically,
raw videos recorded in FPS (Frames Per Second) = 30 are downsampled to FPS = 2.5.
Then, trajectories are extracted from these videos with FPS = 2.5, yielding approx-
imately 10,000 available human trajectories. We split all trajectories into train/test
sets in a ratio of approximately 75%/25%. Eventually, we segment trajectories into
20-frame samples to train and test models, where given the first 8 frames (3.2 seconds)
models need to predict the remaining 12 frames (4.8 seconds) for each trajectory.

ETH/UCY: The dataset consists of five sub-datasets (ETH Hotel, ETH Univer-
sity, UCY University, Zara1, and Zara2). Every sub-dataset has videos captured in FPS
= 25. We also follow previous work [73, 83, 195] to preprocess the raw videos. We down-
sample these videos to FPS = 2.5 and then extract human trajectories. ETH/UCY has
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a total of about 30,000 human trajectories, where ETH Hotel, ETH University, UCY
University, Zara1, and Zara2 approximately contain 1,000, 200, 20,000, 2,000, and 6,000
trajectories, respectively. Following previous research [73, 83, 195], we adopt the stand-
ard leave-one-out evaluation protocol, where the model is trained on four sub-datasets
and evaluated on the remaining one. Similar to SDD, all human trajectories are seg-
mented into 20-frame samples for training and testing, where the history/prediction
split is 8/12 frames (3.2/4.8 seconds). Since our goal sampling network and Fenv need
to work in the pixel space, we project the world coordinates in ETH/UCY into the
pixel space using the homography matrices provided in Y-net [83]. When computing
the prediction error, we project the predictions in the pixel space back into the world
space.

3.4.2 Trajectory Prediction

Average Displacement Error (ADE) and Final Displacement Error (FDE) are employed
widely as previous research [15, 26, 73, 83]. ADE is calculated as the l2 error between a
predicted trajectory and the ground truth, averaged over the entire trajectory. FDE is
calculated as the l2 error between the predicted final point and the ground truth. Fol-
lowing prior works, in the presence of multiple possible future predictions, the minimal
error is reported. We compare our NSP-SFM with an extensive list of baselines, in-
cluding published papers and unpublished technical reports: Social GAN (S-GAN) [26],
Sophie [70], Conditional Flow VAE (CF-VAE) [93], Conditional Generative Neural Sys-
tem (CGNS) [191], NEXT [192], P2TIRL [193], SimAug [194], PECNet [73], Traj++
[195], Multiverse [196], Y-Net [83], SIT [197], S-CSR [74], Social-DualCVAE [35] and
CSCNet [198]. We divide the baselines into two groups due to their setting differences.
All baseline methods except S-CSR report the minimal error out of 20 sampled traject-
ories. S-CSR achieved better results by predicting 20 possible states in each step, and
it is the only method adopting such sampling to our best knowledge. We refer to the
former as standard-sampling and the latter as ultra-sampling. We compare NSP-SFM
with S-CSR and other baseline methods under their respective settings.

Standard-sampling results are shown in Tab. 3.1. On SDD, NSP-SFM outperforms
the best baseline Y-Net by 16.94% and 10.46% in ADE and FDE, respectively. In
ETH/UCY, the improvement on average is 5.56% and 11.11% in ADE and FDE, with
the maximal ADE improvement 12.5% in UNIV and the maximal FDE improvement
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Table 3.1: Results on ETH/UCY and SDD based on standard-sampling. NSP-SFM
outperforms all baseline methods in both ADE and FDE. 20 samples are used in pre-
diction and the minimal error is reported. M = 7 in all experiments. The unit is meters
on ETH/UCY and pixels on SDD.

Methods Metrics ETH Hotel UNIV ZARA1 ZARA2 AVG SDD

S-GAN [26] ADE 0.81 0.72 0.60 0.34 0.42 0.58 27.23
FDE 1.52 1.61 1.26 0.69 0.84 1.18 41.44

Sophie [70] ADE 0.70 0.76 0.54 0.30 0.38 0.54 16.27
FDE 1.43 1.67 1.24 0.63 0.78 1.15 29.38

CF-VAE [93] ADE N/A N/A N/A N/A N/A N/A 12.60
FDE N/A N/A N/A N/A N/A N/A 22.30

CGNS [191] ADE 0.62 0.70 0.48 0.32 0.35 0.49 15.6
FDE 1.40 0.93 1.22 0.59 0.71 0.97 28.2

NEXT [192] ADE 0.73 0.30 0.60 0.38 0.31 0.46 N/A
FDE 1.65 0.59 1.27 0.81 0.68 1.00 N/A

P2TIRL [193] ADE N/A N/A N/A N/A N/A N/A 12.58
FDE N/A N/A N/A N/A N/A N/A 22.07

SimAug [194] ADE N/A N/A N/A N/A N/A N/A 10.27
FDE N/A N/A N/A N/A N/A N/A 19.71

PECNet [73] ADE 0.54 0.18 0.35 0.22 0.17 0.29 9.96
FDE 0.87 0.24 0.60 0.39 0.30 0.48 15.88

Traj++ [195] ADE 0.39 0.12 0.20 0.15 0.11 0.19 N/A
FDE 0.83 0.21 0.44 0.33 0.25 0.41 N/A

Multiverse [196] ADE N/A N/A N/A N/A N/A N/A 14.78
FDE N/A N/A N/A N/A N/A N/A 27.09

Y-net [83] ADE 0.28 0.10 0.24 0.17 0.13 0.18 7.85
FDE 0.33 0.14 0.41 0.27 0.22 0.27 11.85

SIT [197] ADE 0.38 0.11 0.20 0.16 0.12 0.19 N/A
FDE 0.88 0.21 0.46 0.37 0.27 0.44 N/A

Social ADE 0.66 0.34 0.39 0.27 0.24 0.38 N/A
DualCVAE [35] FDE 1.18 0.61 0.74 0.48 0.42 0.69 N/A

CSCNet [198] ADE 0.51 0.22 0.36 0.31 0.47 0.37 14.63
FDE 1.05 0.42 0.81 0.68 1.02 0.79 26.91

NSP-SFM ADE 0.25 0.09 0.21 0.16 0.12 0.17 6.52
(Ours) FDE 0.24 0.13 0.38 0.27 0.20 0.24 10.61

27.27% in ETH. We also compare NSP-SFM with S-CSR in Tab. 3.2. NSP-SFM outper-
forms S-CSR on ETH/UCY by 70% and 62.5% on average in ADE and FDE. In SDD,
the improvement is 35.74% and 0.3% (Tab. 3.2). S-CSR is stochastic and learns per-
step distributions, which enables it to draw 20 samples for every step during prediction.
Therefore, the min error of S-CSR is much smaller than the other baselines. Similarly,
NSP-SFM also learns a per-step distribution (the α function) despite its main beha-
vior being dictated by a deterministic system. Under the same ultra-sampling setting,
NSP-SFM outperforms S-CSR.
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Table 3.2: Results on ETH/UCY (left) and SDD (right) based on ultra-sampling. 20
samples per step are used for prediction and the overall minimal error is reported.
NSP-SFM outperforms S-CSR on both datasets in ADE and FDE.

Methods Metrics ETH Hotel UNIV ZARA1 ZARA2 Avg SDD

S-CSR [74]
ADE 0.19 0.06 0.13 0.06 0.06 0.10 2.77
FDE 0.35 0.07 0.21 0.07 0.08 0.16 3.45

NSP-SFM
ADE 0.07 0.03 0.03 0.02 0.02 0.03 1.78
FDE 0.09 0.07 0.04 0.04 0.04 0.06 3.44

3.4.3 Generalization to Unseen Scenarios

We evaluate NSP-SFM on significantly different scenarios after training. We increase
the scene density as it is a major factor in pedestrian dynamics [231]. This is through
randomly sampling initial and goal positions and letting NSP-SFM simulate the tra-
jectories. Since there is no ground truth, to evaluate the prediction plausibility, we
employ collision rate because it is widely adopted [232] and parsimonious: regardless
of the specific behaviors of agents, they do not penetrate each other in the real world.
The collision rate is computed based on the percentage of trajectories colliding with
one another. We treat each agent as a disc with the radius r = 0.2 m in ETH/UCY
and r = 7.5 pixels in SDD. Once the distance between two agents falls below 2r, we
count the two trajectories as in collision. Due to the tracking error and the distorted
images, the ground truth r is hard to obtain. We need to estimate r. If it is too large,
the collision rate will be high in all cases; otherwise, the collision rate will be too low,
e.g., r = 0 will give 0% collision rate all the time. Therefore, we did a search and found
that the above values are reasonable as they keep the collision rate of the ground-truth
data approximately zero. All data are captured from a bird’s eye view or a very similar
perspective. Therefore, the radius of a human disk doesn’t change significantly as the
distance between the person and the camera. This means that it is reasonable to use a
fixed radius for a dataset. We show two experiments. The first is the collision rate on
the testing data, and the second is scenarios with higher densities. While the first is
mainly to compare the plausibility of the prediction, the second is to test the model’s
generalizability. For comparison, we choose two state-of-the-art baseline methods: Y-
net and S-CSR. Y-net is published which achieves the best performance, while S-CSR
is unpublished but claims to achieve better performance.
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Table 3.3: Collision rates on testing data in ETH/UCY and SDD. NSP-SFM universally
outperforms all baseline methods.

Methods ETH Hotel UNIV ZARA1 ZARA2 Avg SDD
Y-net 0 0 1.51% 0.82% 1.31% 0.73% 0.47%
S-CSR 0 0 1.82% 0.41% 1.31% 0.71% 0.42%
NSP-SFM 0 0 1.48% 0 0.66% 0.43% 0.42%

Table 3.4: Collision rates of the generalization experiments on ZARA2 (Z) and coupa0
(C). NSP-SFM shows strong generalizability in unseen high-density scenarios.

Methods Z(1) Z(2) Z(3) Z(avg) C(1) C(2) C(3) C(avg)
Y-net 1.8% 2.2% 2.0% 2.0% 2.8% 2.9% 3.8% 3.2%
S-CSR 3.2% 2.4% 1.8% 2.5% 2.5% 1.7% 1.9% 2.0%
NSP-SFM 0.2% 0.2% 0 0.1% 0.6% 0.6% 0.6% 0.6%

Tab. 3.3 shows the comparison of the collision rate. NSP-SFM outperforms the
baseline methods in generating trajectories with fewer collisions. Y-net and S-CSR
also perform well on the testing data because their predictions are close to the ground-
truth. Nevertheless, they are still worse than NSP-SFM. Next, we test drastically
different scenarios. We use ZARA2 and coupa0 (a sub-dataset from SDD) as the
environment and randomly sample the initial positions and goals for 32 and 50 agents
respectively. Because the highest number of people that simultaneously appear in the
scene is 14 in ZARA2 and 11 in coupa0, we effectively increase the density by 2-5 times.
For NSP-SFM, the initial and goal positions are sufficient. For Y-net and S-CSR which
require 8 frames (3.2 seconds) as input, we use NSP-SFM to simulate the first 8 frames
of each agent, then feed them into both baselines. Tab. 3.4 shows the results of three
experiments. Since the density is significantly higher than the data, both Y-net and S-
CSR cause much higher collision rate. While NSP-SFM’s collision rate also occasionally
increases (i.e. SDD) compared with Tab. 3.3, it is far more plausible. More results and
details are in the appendix A.
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Figure 3.5: Interpretability of prediction. Red dots are observed, green dots are our
prediction and black dots are the ground-truth. The blue dots are neighbors. Fgoal,
Fcol, and Fenv are shown as yellow, light blue, and black arrows for a person. The
orange areas are the view field for avoiding collisions with other people (left) and the
environment (middle). They provide plausible explanations of individual behaviors
such as steering. The left and middle show the major influence of different forces.
Right shows motion randomness captured by our model.

3.4.4 Interpretability of Prediction

Unlike black-box deep learning methods, NSP-SFM has an embedded explainable
model. While predicting a trajectory, NSP can also provide plausible explanations
of the movement, by estimating the ‘forces’ exerted on a specific person. This poten-
tially enables NSP-SFM to be used in applications beyond prediction, e.g. behavior
analysis [233]. Fig. 3.5 Left shows that a person, instead of directly walking towards
the goal, steered upwards (the green trajectory in the orange area). This could be
explained by the strong repulsive force (the light blue arrow) which is generated by the
potential collisions with the agents in front of this person, in line with existing stud-
ies [231]. Similar explanations can be made in Fig. 3.5 Middle, where all three forces
are present. Fenv (the black arrow) is the most prominent, as expected, as the person
is very close to the car. The repulsive force (light blue arrow) also plays a role due to
the person in front of the agent (the blue dot in the orange area).

Fig. 3.5 Right shows an example where movement randomness is captured by NSP-
SFM. In this example, there is no other pedestrian and the person is not close to any
obstacle. However, the trajectory still significantly deviates from a straight line, which
cannot be fully explained by e.g. the principle of minimal energy expenditure [234].
The deviation could be caused by unobserved factors, e.g. the agent changing her goal
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Table 3.5: Ablation study on SDD. (w/o) means without CVAE and (w) means with
CVAE. Fgoal is goal attraction only and NSP-SFM is all three forces.

SDD Fgoal(w/o) NSP-SFM(w/o) NSP-SFM(w)
ADE 6.57 6.52 1.78
FDE 10.68 10.61 3.44

or being distracted by something on the side. These factors do not only affect the
trajectory but also the dynamics, e.g. sudden changes in velocity. These unobserved
random factors are implicitly captured by the CVAE in NSP-SFM. More results are in
the appendix A.

We emphasize that NSP-SFM merely provides plausible explanations and by no
means the only possible explanations. Although explaining behaviors based on physics
models has been widely used, there can be alternative explanations [235]. Visualizing
the forces is merely one possible way. Theoretically, it is also possible to visualize deep
neural networks, e.g. layer activation. However, it is unclear how or which layer to
visualize to explain the motion. Overall, NSP-SFM is more explainable than black-box
deep learning.

3.4.5 Ablation Study

To further investigate the roles of different components, we conduct an ablation study
on SDD with three settings: Fgoal(w/o) with goal attraction only, i.e. omitting other
components such as Fcol, Fenv and dynamics stochasticity; NSP-SFM (w/o) without
dynamics stochasticity; and NSP-SFM (w) the full model. The results are shown in
Tab. 3.5. Interestingly, Fgoal(w/o) can already achieve good results. This is under-
standable as it is trained first in our progressive training scheme and catches most of
the dynamics. NSP-SFM (w/o) further improves the performance. The improvement
seems to be small but we find the other repulsive forces are crucial for trajectories with
irregular geometries such as avoiding obstacles. Further NSP-SFM (w) significantly
improves the results because it enables NSP-SFM to learn the dynamics stochasticity
via a per-step distribution. We show one example in Fig. 3.6 in all settings. More
ablation experiments can be found in the appendix A.
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Figure 3.6: Examples for ablation study. Red, green, and cyan dots are observations,
prediction, and ground-truth respectively. From left to right: ground truth, Fgoal(w/o),
NSP-SFM(w/o) and NSP-SFM(w).

3.5 Conclusions, Limitations, and Future Work

In this Chapter, we have proposed a new neural differential equation framework and
a novel model under this framework for trajectory prediction. Through exhaustive
evaluation and comparison, our model, NSP-SFM, has proven to be more accurate
in trajectory prediction, generalize well in significantly different scenarios, and can
provide possible explanations for predictions. The major limitation of NSP lies in
the physics model, which only focuses on common low-density crowds. In addition,
our method requires data to be captured under a bird’s eye view or a very similar
perspective. Although our method can mitigate the limitation of the capture view by
learning dynamics from data, it might be useful for our method to consider camera
parameters. In the future, we would like to extend the current model considering
parameters related to social forces by incorporating camera parameters. Additionally,
we can extend the current framework to model high-density crowds, where continuum
models or reciprocal velocity obstacles need to be used to replace the components in
Eq. 3.4. We would also like to incorporate learning-based collision detection techniques
into this framework [236, 237].
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Chapter 4

Uncertainty-aware Human Trajectory
Prediction
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4.1 Introduction

This Chapter focuses on uncertainty modeling in human trajectory prediction. Similar
to Chapter 3, individuals are assumed to be 2D points and we use a series of 2D
points to represent their trajectories. Human trajectory prediction is a crucial task in
understanding human behaviors. The random nature of human movements, from lower-
level steering to high-level affective states, dictates that uncertainty estimation is vital
in prediction, which consists of the data and model uncertainty. However, existing deep
learning methods either only capture the data uncertainty or mix the data and model
uncertainty. To model these two uncertainties explicitly and investigate their relative
importance in prediction, we propose a novel Bayesian stochastic social force model
based on deep learning that decouples them. Our model captures the data uncertainty
by a new explicit Bayesian neural stochastic differential equation model, and the model
uncertainty by an implicit model. Additionally, Bayesian inference is employed to
incorporate prior knowledge of human behaviors. Given that there is no clear separation
between the two uncertainties in the data, we design a proper training scheme to
enable both uncertainties to capture the ideal randomness. Through comprehensive
evaluation, our model demonstrates strong explainability with fine-grained uncertainty
modeling. In addition, it also outperforms existing methods in prediction accuracy by
up to 60.17% on public datasets SDD and ETH/UCY.

4.1 Introduction

Human trajectory forecasting has wide-ranging applications, e.g. social robots and self-
driving vehicles [238, 239], and therefore is studied in fields such as computer science,
physics, mathematics, robotics, and transportation [9]. Early methods tend to be based
on deterministic prediction [15, 51, 240], which has been challenged by the observations
of intrinsic stochasticity of trajectory data [26, 241]. Subsequently, stochastic prediction
has become the mainstream, especially in recent deep learning work [26, 38, 70, 73, 74,
79, 80, 83, 89, 242].

Among stochastic prediction methods, explainability is a delimiter, where the stoch-
asticity can be captured implicitly, and hence unexplainable [26, 75, 80], or explicitly
and explainable [38, 83]. Recent research argues that the latter is important, espe-
cially in safety-critical applications such as autonomous vehicles, as it gives human-
understood reasons for model predictions [38]. However, we argue that existing uncer-
tainty modeling is coarse and needs to be refined. In human trajectories, the uncertainty
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can be divided into the data and model uncertainty [243]. The former is caused by in-
trinsic behavioral randomness such as affective states, while the latter is due to factors
that are not considered in the model or not observed in data, such as random events that
attract people’s attention [38, 244]. However, existing methods with uncertainty mod-
eling either only consider the data uncertainty or mix the two uncertainties together.
Only modeling the data uncertainty essentially assumes the model comprehensively
considers all possible factors, which is often not true. On the other hand, mixing the
two uncertainties leads to ambiguity, e.g. which part of the motion randomness could
be explained by random behaviors and which part by unknown factors.

To this end, we propose a new Bayesian stochastic social force model (BSSFM) with
fine-grained uncertainty modeling for human trajectory prediction. Inspired by recent
success in neural differential equation models [36, 37, 201, 202], we model the data
uncertainty by a novel Bayesian neural stochastic differential equation (SDE) model
based on the social force model (SFM) [11], where pedestrians are seen as a particle
system. The forces on particles are stochastic, influenced by their goals and various
interactions. The key parameters of the distributions of the forces are learned by deep
neural networks. Moreover, we use Bayesian inference to incorporate prior knowledge
of human trajectories when training the networks. This Bayesian neural SDE model
enables explicit and explainable uncertainty estimation. Further, to accommodate the
model uncertainty, we use a deep generative model (DGM). Unlike the data uncertainty,
the model uncertainty can only be attributed to unknown factors and therefore needs
to be modeled implicitly. Finally, we propose an uncertainty-aware training scheme
that decouples the data uncertainty and the model uncertainty. The particle system,
despite being stochastic, generates an expected prediction, and we regard its residue
from the ground truth as caused by the model uncertainty. Learning two uncertain-
ties simultaneously would lead to competition between them. Therefore, our training
scheme ensures that the data uncertainty component maximizes its explainability and
leaves the remaining to the model uncertainty.

Our model not only provides predictions but also plausible explanations of predic-
tions. This explainability benefits from the separation of data and model uncertainty
distributions. On top of uncertainty, our model also achieves state-of-the-art perform-
ance in various trajectory prediction tasks across multiple datasets. Additionally, our
model exhibits superior generalizability to unseen scenarios compared to existing meth-
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ods. Formally, our contributions are threefold:

• A novel Bayesian stochastic social force model with fine-grained uncertainty of
human trajectories.

• A new way to integrate stochastic differential equations with neural networks for
human trajectory prediction.

• A demonstration of the effectiveness of our model across a broad spectrum of
tasks, including behavior explanation, trajectory forecasting, generalization to
unseen scenarios, and data efficiency.

4.2 Related Work

Human trajectory forecasting is a task to predict future movements based on historical
trajectories and the environment. Early attempts focused on deterministic models [11,
15, 51, 240]. The social force model [11] treats pedestrians as a particle system and
designs social forces to generate future trajectories via Newton’s laws of motion, where
parameters of social forces are hand-picked. Inspired by the success of recurrent neural
networks, [15] employs a Long Short-Term Memory (LSTM) for each person to learn
and predict general patterns of human movement. [61] proposes a soft attention model
to extract the interaction information between people and use it to predict future
trajectories.

Deterministic models have been challenged because of the observation that human
trajectories are random and multi-modal. Therefore, stochastic trajectory prediction
arose to capture the multimodality in human trajectories. Methods based on deep
learning dominate stochastic trajectory prediction with their excellent performance.
Existing methods fall into one of two categories based on the explainability of the un-
certainty: Explainable and unexplainable. The explainable methods tend to model
the stochasticity explicitly. For example, several methods [66, 87, 245] employ the
Gaussian distribution or the Gaussian Mixture Model to learn the data uncertainty.
SIT [85] explores the application of the tree structure in human trajectory prediction to
address the multimodality of human trajectories. TUTR [79] extracts several general
motion modes from training data to explain the uncertainty. A different line of work
models the stochasticity implicitly, ignoring the explainability. For instance, some ap-
proaches [89, 244] use Bayesian neural networks [90] to capture uncertainties in human
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trajectories. A more popular trend is to employ deep generative models with a latent
space/noise space to acquire the uncertainty implicitly. A series of methods [26, 70, 84]
employs generative adversarial networks (GANs) while a lot of methods [74, 80, 93, 242]
are based on variational autoencoders (VAEs). Recently, some works [75, 246] based on
the diffusion model have arisen to exploit its strong generation ability. Moreover, from
the view of uncertainty modeling, all existing methods are coarse-grained because they
either only consider the data uncertainty or blend the data and model uncertainty.
Our model focuses on stochastic trajectory prediction with explainable uncertainty.
In contrast to existing methods based on deep learning, our model with fine-grained
uncertainty, for the first time and to our knowledge, decouples two uncertainties and
captures them individually. As a result, our model possesses better explainability than
previous work while improving the prediction performance slightly.

4.3 Methodology

4.3.1 Motivation

Supposing that ct
i ∈ R2 is the 2D coordinate of the ith pedestrian at timestep t, the

task requires predicting future trajectories T
f
i=1:N = {ct

i}
t=tp+1:tp+tf

i=1:N for the next tf

timesteps, given the past trajectories T
p
i=1:N = {ct

i}
t=1:tp

i=1:N for the past tp timesteps
and the environment, where N denotes the number of people. Our model predicts
stochastic future trajectories by capturing the data uncertainty explicitly and the model
uncertainty implicitly. Inspired by the traditional SFM, we capture the data uncertainty
by a particle system, where stochastic forces on particles are estimated. Formally, we
denote a trajectory as a function c(t) and model the data uncertainty via a second-order
neural stochastic differential equation:

dc(t) = ċ(t)dt,

dċ(t) = µ(t)dt + σ(t)dW (t),

c(0) = c0, ċ(0) = ċ0, c(tp + tf ) = ctp+tf ,

(4.1)

where W is a Wiener process and functions µ(t) and σ(t) are parameterized by neural
networks, given the boundary condition of the initial position c0, the initial velocity
ċ0, and the destination ctp+tf . Properties of the Wiener process point out that ∆W =
Wt+∆t − Wt ∼ N(0, ∆t). We assume that the distribution of the force at any timestep
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t is a Gaussian distribution because human movement tends to have a main direction
and the Gaussian distribution can describe this trend well. Note that modeling with
forces enables our model to possess explainability naturally. In addition, we can get
the following equation from Eq. 4.1:

ctp+tf − c0 =
∫ tp+tf

t=0
ċ(t)dt =

∫ tp+tf

t=0
(
∫

µ(t)dt +
∫

σ(t)dW (t))dt. (4.2)

To fit our model to discrete observations in time, we introduce the time-discretized
version for Eq. 4.1 on a fixed time interval ∆t:

ct+∆t − ct = ċt+∆t∆t,

ċt+∆t − ċt = µt∆t + σt∆W,

c(0) = c0, ċ(0) = ċ0, c(tp + tf ) = ctp+tf .

(4.3)

Then, we estimate µt and σt in Eq. 4.3 using neural networks. Further, we have the
forward estimation process that captures the data uncertainty:

ct+∆t = ct + ċt∆t + µt∆t2 + σt∆W∆t = ct + ċt∆t + (µt + σt ∆W
∆t

)∆t2. (4.4)

The prior knowledge of human behaviors is introduced to train the neural networks in
the SDE via Bayesian inference. In addition, motivated by previous work [26, 75, 80],
we use a deep generative model to capture the model uncertainty implicitly. Lastly, we
design a proper uncertainty-aware training scheme to ensure that the data and model
uncertainty are captured accurately by corresponding models.

4.3.2 Bayesian Stochastic Social Force Model

Similar to [11, 80], we divide the force in Eq. 4.4 into three factors: the actuation factor
Dt

a from goals, the neighbor factor Dt
n from neighbors to model the interaction between

people, and the scene factor Dt
s from the scene context to avoid obstacles:

µt + σt ∆W
∆t

= Dt
a + Dt

n + Dt
s, (4.5)

where Dt
a and Dt

n are time-varying Gaussians while Dt
s is a static Gaussian. Our factors

are stochastic and learnable, unlike previous approaches [11, 80]. We use the noise term
ε to denote the captured model uncertainty. Substituting Eq. 4.5 into Eq. 4.4, we obtain
the final forward estimation equation:

ct+∆t = ct + ċt∆t + (Ft
a + Ft

n + Ft
s)∆t2 + εt,

Ft
a ∼ Dt

a, Ft
n ∼ Dt

n, Ft
s ∼ Dt

s. (4.6)
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Figure 4.1: Overview of BSSFM. At each timestep, distributions Da and Dn are es-
timated by the actuation block and the neighbor block. Ds models the force from the
scene and is a Gaussian distribution with learnable parameters. Then, we sample Fa,
Fn, Fs from their corresponding predicted distributions. The model uncertainty term
ε is sampled from a DGM. Finally, our model predicts future trajectories via Eq. 4.6.

The overview of our BSSFM is shown in Fig. 4.1. The explicit goal distribution is
predicted by the goal sampling network in [80] first. Then, given the past trajectories
and sampled goals, our model predicts distributions Dt

a and Dt
n via the actuation

block and the neighbor block and estimates the distribution Dt
s from the scene context

at any timestep t. Then we sample forces Ft
a, Ft

n, and Ft
s from their corresponding

predicted distributions. Simultaneously, the model uncertainty εt is generated by a
deep generative model. Eventually, we can predict future trajectories by solving Eq. 4.6
iteratively.

Actuation Block. Following [80], we use the goal sampling network to predict
the explicit goal distribution given the scene image and the past trajectory. The goal
distribution is a non-parametric probability distribution map with shape [h,w,1], where
h and w are the height and width of the input scene image. Each pixel value on this
map is the probability that the pixel is sampled as a goal. More details including
sampling can be found in [80, 83]. Given a sampled goal ctp+tf , the current position
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ct, and the current velocity ċt, we define the attraction Ft
a ∼ Dt

a as:

Ft
a = ( ctp+tf − ct

(tp + tf − t)∆t
− ċt)kt

a, kt
a ∼ Nϕ1(µt

a, σt 2
a ), (4.7)

where ( ctp+tf −ct

(tp+tf −t)∆t − ċt) is the expected velocity correction on the current velocity
ċt towards ctp+tf . µt

a and σt
a are the mean and standard deviation of the Gaussian

distribution at timestep t, estimated by neural networks with parameters ϕ1:

[µt
a, σt

a]ϕ1 = Da

{
Concat

[
Ea(ctp+tf ), LSTM(ct, ċt)

]}
, (4.8)

where LSTM denotes the Long Short-Term Memory network [247], Concat means con-
catenation, and both Ea and Da are multi-layer perceptrons (MLPs). The network
architecture is shown in the Fig. 4.1 actuation block, and details are in the appendix
B.

Neighbour Block. Given the ith pedestrian ct
i at the timestep t and his/her set

of neighbors Ωt
i, we define the distribution of the neighbor force as follows:

Dt
n,i =

m∑
j=0

Dt
n,ij , where j ∈ Ωt

i, Ft
n,ij ∼ Dt

n,ij ,

Ft
n,ij = −∇rt

ij
rne−∥rt

ij∥/rnkt
n,ij ,

rij = ct
i − ct

j , kt
n,ij ∼ Nϕ2(µt

n,ij , σt 2
n,ij),

(4.9)

where µt
n,ij and σt

n,ij are the mean and standard deviation of the Gaussian distribution.
Similar to [11], rne−∥rij∥/rn is a repulsive potential energy function with a radius rn

(hyperparameter), and the negative gradient w.r.t. rij gives a repulsive force. How-
ever, such repulsion between pedestrians has randomness [190, 228]. Therefore, our
model considers a time-varying Gaussian with a learnable mean and variance, so the
distribution of the total neighbour force Dt

n,i is a time-varying Gaussian mixture. We
predict µn,ij and σn,ij using neural networks parameterized by ϕ2:

[µt
n,ij , σt

n,ij ]ϕ2 = Dn

{
Concat

[
En(ct

j , ċt
j), LSTM(ct

i, ċt
i)

]}
. (4.10)

The network architecture is shown in the Fig. 4.1 neighbor block, and details are in the
appendix B.

Scene Context. To model how people avoid obstacles in the scene, given the
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Figure 4.2: The CVAE architecture in BSSFM. H denotes the number of history frames.

pedestrian ct and the scene S, we define the scene force as:

Dt
s =

∑
obst∈S

Dt
obst, Ft

obst ∼ Dt
obst,

Ft
obst = ( ct − cobst

∥ct − cobst∥2
2
)ks, ks ∼ N(µs, σ2

s),
(4.11)

where obst represents the obstacle in the scene and µs and σs are the mean and standard
deviation. Different from Eq. 4.7 and Eq. 4.9, ks is assumed to be time-independent
and agent-independent. This is because we observe similar influences of obstacles on
different pedestrians. Therefore, unlike Da and Dn, we directly learn µs and σs.

Model Uncertainty. Deep generative models demonstrate their ability to cap-
ture the model uncertainty in human trajectory prediction [26, 73, 80]. In particular,
the conditional variational autoencoder (CVAE) performs well in capturing the model
uncertainty in methods based on the particle system [80]. Therefore, a CVAE is used
to generate the ε term in Eq. 4.6. To be specific, we train the CVAE to reconstruct the
residues rt

i = ct
i − ĉt

i, where ct
i is the ground truth and ĉt

i is the prediction of the trained
particle system. The architecture of the CVAE is shown in Fig. 4.2. Networks Eres and
Epast encode the residue rt

i and the history condition (ct−H:t−1
i , ĉt

i) to obtain features
fres and fpast, respectively, where H is the number of history frames. We concatenate
features fres and fpast and feed them into the encoder Elatent to yield means and vari-
ances of the Gaussian distribution of the latent variable z. Next, we obtain the input
of the decoder Dlatent by concatenating a sampled z and the feature fpast. Finally, the
decoder Dlatent outputs the estimation of the residue. Red connections in Fig. 4.2 are
only used when training. This is because the ground truth rt

i is unavailable during
testing. To reconstruct the residue when testing, the latent variable z is sampled from
a Gaussian distribution N(0, σlatentI) with a hyperparameter σlatent, while the feature
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fpast is extracted from the history condition by the trained encoder Epast. Then we
concatenate the sampled z and the fpast to obtain the input of the trained decoder
Dlatent. Eventually, Dlatent offers the estimation of the residue. The Eres, Epast, Elaten

and Dlatent are MLPs, and more details can be found in the appendix B.

4.3.3 Training Scheme and Loss Function

Although separating data and model uncertainty improves explainability as shown later,
there is a competition between them. This is because they can be seen as correction
forces on predictions, but it is not straightforward to decide who should do more cor-
rections. Following our modeling philosophy in maximizing the explainability, i.e. the
data uncertainty, we train our model with an uncertainty-aware scheme to decouple
the data uncertainty and the model uncertainty. First, the particle system is trained
to maximize the capture of the data uncertainty, where the prior knowledge of hu-
man trajectories is incorporated by the Bayesian inference. Then, to avoid competition
between two uncertainties, we use the residues of the trained particle system from the
ground truth to train the CVAE and obtain the model uncertainty.

We train the particle system and the CVAE by using loss functions LBayes and
Lcvae, respectively. Explainable parameters η = {ka, kn,ij , ks} control the particle sys-
tem. Therefore, we aim to obtain the posterior p(η|To) ∝ p(To|η)p(η) to predict future
trajectories, where To denotes all observed trajectories in the training dataset. How-
ever, the integrals on p(To|η) and p(η) tend to be intractable. So, we make Bayesian
inference [248] based on Eq. 4.6 to optimize a variational posterior qϕ(η) to approxim-
ate the true posterior p(η|To). ϕ = {ϕ1, ϕ2, µe, σe} is the set of learnable parameters
in the particle system. Specifically, we acquire the loss LBayes by calculating the KL
divergence between the variational posterior qϕ(η) and the true posterior p(η|To):

LBayes = DKL(qϕ(η)∥p(η|To))

= Eqϕ(η)

[
log qϕ(η) − log

(
p(To|η)p(η)

p(To)

)]
= Eqϕ(η) [log qϕ(η) − log p(To|η)p(η) + log p(To)]

= Eqϕ(η) [log qϕ(η) − log p(To|η)p(η)] , (4.12)

where log p(To) is a constant. In the implementation, we assume that both qϕ(η) and
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p(η) are diagonal Gaussian distributions. Then we can get:

log qϕ(η) =
∑
k∈η

−(k − µϕ)2

2σ2
ϕ

− log σϕ − log
√

2π,

log p(η) =
∑
k∈η

−(k − µprior)2

2σ2
prior

− log σprior − log
√

2π,

(4.13)

where µϕ and σ2
ϕ are the means and variances predicted by our method with parameters

ϕ for each k ∈ η. We also assume that the likelihood p(To|η) is a diagonal Gaussian:

log p(To|η) =
∑

Tf ∈To

−1
2∥Tf − T̂f ∥2

2 − tf

2 log 2π, (4.14)

where Tf is the ground-truth future trajectory, and T̂f is predicted by the particle
system in our model given η and the past trajectory Tp. Theoretically, our method can
incorporate various informative prior knowledge in the data uncertainty component by
introducing different explicit models. For our model considering the particle system,
we train the NSP [80] to obtain the prior distributions in Eq. 4.13.

After training the particle system, we train the CVAE by using a standard CVAE
loss:

Lcvae = 1
Ntf

N∑
i=1

tp+tf∑
t=tp+1

{∥rt
i − r̃t

i∥2
2 + λDKL(q(zt

i|x)∥N(0, I))}, (4.15)

where N is the total number of data samples, λ is a tradeoff hyperparameter, rt
i is the

residue between ground truth and the prediction from the particle system, r̃t
i is the

reconstructed residue, zt
i is the latent variable, and x denotes the input of the CVAE.

Our overall loss function is L = LBayes + Lcvae.

4.4 Experiments

4.4.1 Datasets

We evaluate our model and baselines using two popular public datasets for human
trajectory forecasting: the Stanford Drone Dataset (SDD) [21] and ETH/UCY [203,
204]. SDD consists of videos across several distinct scenes. These videos are recorded
from a drone flying over Stanford University, providing a bird’s-eye view of human
movement. There are more than 10,000 unique pedestrians with rich interactions in
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Figure 4.3: Visualization of uncertainties. The probability distribution of prediction
at each timestep is shown as heatmaps, where yellow to blue indicates the probability
density from high to low.

the dataset. The dataset also contains abundant pedestrian-environment interactions
due to the irregular shapes of walkable regions. In line with prior studies [73, 79, 80, 83],
we extract trajectories at 0.4-second intervals, generating 20-frame samples in an 8/12
setting. This means we use the initial 8 frames to predict the next 12 frames. More
details like the size of the dataset can be found in section 3.4.1. ETH/UCY consists
of five sub-datasets (ETH, HOTEL, UNIV, ZARA1, and ZARA2), capturing a variety
of human behaviors and providing world coordinates for pedestrians. We convert the
world coordinates into pixel coordinates by using homography matrices since our model
works in the pixel space, and project the predictions back into the world space when
calculating errors for fair performance comparison. These five datasets are typically
used for evaluation with a leave-one-out protocol [26, 73, 80, 83], which we also employ.
In this protocol, the model is trained on four sub-sets and tested on the remaining one,
rotating through all subsets. Additionally, the same extraction and processing with
SDD are utilized in ETH/UCY. More details such as the size of the dataset are in
section 3.4.1.

4.4.2 Fine-grained Uncertainty and Explainability

Data uncertainty can be explainable while it is hard to explain model uncertainty.
However, existing methods, even when considering both, learn them as a whole, which
leads to ambiguity of uncertainty sources, and competition between them when fitting
data. In contrast, our model and training scheme separate them and maximize the
data uncertainty. Note that the data uncertainty maximisation is crucial because it
is represented by the particle forces, where their impact on motions is well studied in
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Figure 4.4: Visualization comparison. Figures for NSP are from [80]. Red, blue, and
green dots denote observations, neighbors, and predictions, respectively. Forces Fa,
Fn, and Fs are shown as yellow, light blue, and black arrows, respectively. The orange
areas are two view fields. The explicit distributions of stochastic forces predicted by
our model are shown as heatmaps. Yellow to blue in the heatmaps indicates that the
probability density is from high to low.

particle systems. Therefore, the data uncertainty can be easily understood by humans.
On the other hand, the model uncertainty is hard to explain because it is caused by
unknown factors. Eventually, the fine-grained uncertainty has better explainability
than the coarse one employed in existing methods.

In Fig. 4.3, we show our data uncertainty (Fig. 4.3 left), our total uncertainty
(Fig. 4.3 right), and the NSP mixed uncertainty (Fig. 4.3 middle). Our total uncer-
tainty is similar to the NSP uncertainty. This is understandable because both methods
employ a particle system as the underlying governing model. However, the key differ-
ence is that our model has the capability of separately learning the data uncertainty
in Fig. 4.3 left, which reveals the intrinsic behavioral randomness in steering caused by
factors such as actuation and neighbors. Admittedly, the very definition of data un-
certainty and model uncertainty depends on the specification of the underlying model.
However, we argue that the explicit separation of them in learning enables better visu-
alization and analysis of the potential reasons for predictions.

Next, we show that data uncertainty can be further decomposed for a more detailed
analysis in explaining the predictions. Note this is only possible when data uncertainty
is separate from the model uncertainty. To demonstrate this, we compare our model
with NSP as shown in Fig. 4.4, where we only use the data uncertainty component.
In Fig. 4.4 left, our model and NSP use estimated forces to explain the predictions at
one timestep. The force from the scene is zero and is not visualized here. Here our
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model can further decompose the data uncertainty into force uncertainties. In Fig. 4.4
right, three stochastic forces are considered. Note that the scene force has an obvious
narrow high probability density (yellow) region. Namely, the scene force has the most
concentrated distribution with the smallest variances. This means the pedestrian pays
more attention to avoiding obstacles when he/she is close to the car than other factors,
and our model is most certain about the scene factor. Although uncertainty is also
captured in NSP, they only employed the deterministic forces to explain the prediction.
This might be because their uncertainty is captured by a CVAE, which mixes data and
model uncertainty and cannot be further decomposed. More experimental results can
be found in the appendix B.

The explainability in our model is from investigating the uncertainties in forces. As
a result, our model can provide human-understood model predictions, which is different
from traditional black-box deep learning methods [26, 73]. When people know how and
why a model outputs a specific prediction, they are more likely to trust and adopt
it [249]. In addition, the explainability with informative stochastic forces enables our
model to provide lots of information, which is useful in relevant applications such as
crowd management [250] and autonomous vehicles [251]. For instance, we can obtain
the influence of the environment on pedestrians from our model. This can help us refine
the scene layout to enhance safety and optimize efficiency in crowd management [250].

4.4.3 Trajectory Forecasting

To measure the accuracy of trajectory prediction, we use two established error metrics:
average displacement error (ADE) and final displacement error (FDE). They are defined
as:

ADE = 1
Mtf

M∑
i=1

th+tf∑
t=th+1

∥ct
i − ĉt

i∥2, FDE = 1
M

M∑
i=1

∥cth+tf

i − ĉth+tf

i ∥2, (4.16)

where M is the number of trajectories, ct
i is the true coordinate, and ĉt

i is the predic-
tion. Ten state-of-the-art methods are used as baselines: Social GAN [26], Sophie [70],
PECNet [73], Y-Net [83], S-CSR [74], SocialVAE [242], V2-Net [252], NSP [80], CSR [253],
and TUTR [79]. Following prior research, the best ADE and FDE of multiple predic-
tions are reported. We adopt two popular strategies to get multiple trajectories. One
is standard-sampling, which allows the model to predict 20 complete future trajector-
ies individually, and the other is ultra-sampling, which allows the model to sample 20
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Table 4.1: Results on SDD based on standard-sampling. XX/XX is ADE/FDE. Re-
ported errors are in pixels. Lower is better.

SocialGAN Sophie PECNet Y-net SocialVAE V2-Net NSP TUTR Ours
27.23/41.44 16.27/29.38 9.96/15.88 7.85/11.85 8.10/11.72 7.12/11.39 6.52/10.61 7.76/12.69 6.46/10.49

Table 4.2: Results on ETH/UCY based on standard-sampling. XX/XX is ADE/FDE.
The unit is meters. Lower is better.

SocialGAN Sophie PECNet Y-net SocialVAE V2-Net NSP TUTR Ours

ETH 0.81/1.52 0.70/1.43 0.54/0.87 0.28/0.33 0.41/0.58 0.23/0.37 0.25/0.24 0.40/0.61 0.25/0.25
HOTEL 0.72/1.61 0.76/1.67 0.18/0.24 0.10/0.14 0.13/0.19 0.11/0.16 0.09/0.13 0.11/0.18 0.09/0.11
UNIV 0.60/1.26 0.54/1.24 0.35/0.60 0.24/0.41 0.21/0.36 0.21/0.35 0.21/0.38 0.23/0.42 0.20/0.38

ZARA1 0.34/0.69 0.30/0.63 0.22/0.39 0.17/0.27 0.17/0.29 0.19/0.30 0.16/0.27 0.18/0.34 0.16/0.27
ZARA2 0.42/0.84 0.38/0.78 0.17/0.30 0.13/0.22 0.13/0.22 0.14/0.24 0.12/0.20 0.13/0.25 0.12/0.19

AVG 0.58/1.18 0.54/1.15 0.29/0.48 0.18/0.27 0.21/0.33 0.18/0.28 0.17/0.24 0.21/0.36 0.16/0.24

possible coordinates at each future timestep [80].
Tab. 4.1 and Tab. 4.2 present the quantitative results based on the standard-sampling.

Our model outperforms all baselines on two public datasets across ADE and FDE. We
observe that our model improves the previous state-of-the-art ADE and FDE by 0.06
and 0.12, respectively, on SDD. On ETH/UCY, our model gains the maximal 15.38%
improvement on the HOTEL subset in the FDE metric. On average, our model achieves
the best performance on ETH/UCY with an improvement of 5.88% in ADE. Further,
the quantitative results based on the ultra-sampling are demonstrated in Tab. 4.3. Our
model outperforms the best baseline by 14.61% and 60.17% on SDD in ADE and FDE,
respectively. Although the ADE on ETH/UCY of our model is the same as the state-
of-the-art performance, our model improves the previous best FDE significantly by
50%. Overall, these quantitative results demonstrate that our model with find-grained
uncertainty possesses state-of-the-art prediction accuracy.

4.4.4 Generalization

Generalization is the model’s important ability to adapt to unseen data. We evaluate
the generalization ability of trajectory prediction models by measuring their perform-
ance on unseen diverse scenarios. Following the setting in [80], we efficiently generate
unseen scenarios by increasing the crowd density which is measured by the highest num-
ber of people (HNP) simultaneously in the scene, while adopting the collision rate as
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Table 4.3: Results on ETH/UCY and SDD based on ultra-sampling. XX/XX is
ADE/FDE.

ETH HOTEL UNIV ZARA1 ZARA2 AVG SDD
S-SCR 0.19/0.35 0.06/0.07 0.13/0.21 0.06/0.07 0.06/0.08 0.10/0.16 2.77/3.45
NSP 0.07/0.09 0.03/0.07 0.03/0.04 0.02/0.04 0.02/0.04 0.03/0.06 1.78/3.44
CSR 0.28/0.53 0.07/0.08 0.24/0.35 0.07/0.09 0.05/0.09 0.14/0.23 4.87/6.32
Ours 0.05/0.04 0.03/0.02 0.03/0.03 0.02/0.02 0.02/0.02 0.03/0.03 1.52/1.37

Figure 4.5: Generalization experiments. The collision rate and the number of collisions
against the HNP are shown in (a) and (b) respectively. Both horizontal axes represent
the HNP from 50 to 200. The vertical axes in (a) and (b) represent the collision rate
and the number of collisions respectively.

a metric. We evaluate the generalization ability of our model and other three baseline
methods Y-net [83], S-CSR [74] and NSP [80]. Specifically, we use the scene Coupa0
from SDD and its large space can accommodate a lot of people in theory. However,
the HNP in the original Coupa0 is merely 11. We increase the HNP to 50, 100, 150
and 200 people to obtain new scenarios. We run all methods trained on the training
data of SDD as simulators. We simulate the motion of agents batch by batch since the
boundary of the Coupa0 can’t accommodate more than 50 agents simultaneously. Fol-
lowing [80], three intervals during the simulation are employed to calculate the average
collision rates, where we regard each agent as a disc with a radius r = 7.5 pixels. One
collision is counted if the minimum distance between two trajectories falls below 2r at
any time. Finally, we calculate the collision rate as Rcol = M

N(N−1)/2 , where N is the
number of agents in the scene and M is the number of collisions.

The collision rates of three intervals for each method are averaged in every simula-
tion. These results are shown in Fig. 4.5 (a). We note that our model always achieves
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Table 4.4: Results on partial training data of SDD based on ultra-sampling. XX/XX is
ADE/FDE. All methods are trained by using partial training data of SDD (from 25%
to 100%) and are tested on the testing data of SDD.

S-CSR NSP Ours

Full SDD 2.77/3.45 1.78/3.44 1.52/1.37
50 % SDD 3.78/5.09 2.03/4.15 1.89/1.80
25 % SDD 4.60/6.44 2.10/4.32 2.01/2.00

the best performance. In addition, we also show the number of collisions averaged over
three intervals in Fig. 4.5 (b). The number of collisions increases for all models as the
density becomes higher. However, our model outperforms other baselines across all
simulation scenarios in terms of the collision number. Our model also possesses the
lowest increase rate of the collision number when the density becomes higher. Overall,
these results demonstrate that our model has the strongest generalizability to unseen
high-density scenarios.

4.4.5 Data Efficiency

Collecting clean data for human trajectory prediction is both costly and time-consuming,
often requiring manual labeling and verification. As a result, data efficiency is essential.
We conduct experiments to evaluate the data efficiency of our model and two baseline
methods S-CSR [74] and NSP [80]. We decrease the training data of SDD to 50% and
25% and train our model and two baselines while evaluating them on the testing data of
SDD. The results are shown in Tab. 4.4. Our model always achieves the best perform-
ance on different proportions of training data and then has the highest data efficiency.
Both NSP and our model benefit from the neural differential equations whose explicit
physical models can act as regularization in learning [226] and have high data efficiency.
Furthermore, our model performs better than NSP in data efficiency because of our
uncertainty-aware structure and data-efficient way of capturing the data uncertainty.
Specifically, unlike NSP learning the complete mixed uncertainty by neural networks,
our model captures the data and model uncertainty by the explicit model and neural
networks, respectively, while we only need a few data to calibrate the data uncertainty
in the explicit model. Also, prior knowledge of human behaviors can be incorporated
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Table 4.5: Ablation study on SDD. XX/XX is ADE/FDE.

Da Ë Ë Ë Ë

Dn é Ë Ë Ë

Ds é Ë Ë Ë

ε é é é Ë

ultra é é Ë Ë

BDP 6.52/10.57 6.46/10.49 2.32/2.66 1.52/1.37

to improve further the data efficiency of learning the data uncertainty in the explicit
model.

4.4.6 Ablation Study

To further understand the effectiveness of different components in our model, we con-
duct ablation experiments on SDD, shown in Tab. 4.5. SDD contains various trajector-
ies and is used widely in human trajectory prediction. Previous research [80, 254, 255]
demonstrates that the ablation experiments on SDD can evaluate well the contribution
of different components in a model. The true and false of ultra in Tab. 4.5 correspond
to the ultra-sampling and the standard-sampling. From the second column in Tab. 4.5,
we note that our model can obtain good results when only considering Da because
the actuation force determines the motion trend. The third column shows that our
model acquires more accurate results by introducing Dn and Ds, which model the
pedestrian-pedestrian interaction and pedestrian-scene interaction. Next, significant
improvement is obtained by adopting the ultra-sampling. From the result of the fourth
column in Tab. 4.5, we see that the particle system in our model can already capture
the stochasticity of dynamics well. This means that distributions Da, Dn, and Ds cap-
tured by our model can depict the dynamics of human trajectories correctly. Finally,
we gain a superior result 1.52/1.37 by adding the estimation of the model uncertainty
ε. This demonstrates that the data uncertainty and the model uncertainty should be
considered together. The total uncertainty is captured well by exploiting the excellent
data-fitting capacity of deep learning.
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4.5 Conclusion

We have proposed a novel Bayesian stochastic social force model for human trajectory
prediction. Our uncertainty-aware model captures the fine-grained uncertainty via a
decoupling strategy. Our model possesses strong explainability while achieving state-
of-the-art prediction accuracy on popular public datasets. One limitation is that our
model doesn’t incorporate psychological factors such as affective states. In our future
work, we will extend our model to consider important and meaningful psychological
factors to enhance the explainability further. In addition, we would like to explore and
apply our models in other areas such as crowd management and autonomous driving.

57



Chapter 5

Human Motion Prediction under
Unexpected Perturbation
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5.1 Introduction

This chapter investigates a new task in human motion prediction, which is predict-
ing 3D motions under unexpected physical perturbation potentially involving multiple
people. We assume that the human body is represented by a matrix X ∈ RJ×3, where
J is the joint number. Then, a motion consists of a sequence of X. Compared with ex-
isting research, this task involves predicting less controlled, unpremeditated, and pure
reactive motions in response to external impact and how such motions can propagate
through people. It brings new challenges such as data scarcity and predicting complex
interactions. To this end, we propose a new method capitalizing differentiable physics
and deep neural networks, leading to an explicit Latent Differentiable Physics (LDP)
model. Through experiments, we demonstrate that LDP has high data efficiency, out-
standing prediction accuracy, strong generalizability, and good explainability. Since
there is no similar research, a comprehensive comparison with 11 adapted baselines
from several relevant domains is conducted, showing LDP outperforming existing re-
search both quantitatively and qualitatively, improving prediction accuracy by as much
as 70%, and demonstrating significantly stronger generalization.

5.1 Introduction

Human motion prediction aims to predict the future movements given the past motions,
which has been heavily studied in computer vision [41–44]. Deviating from existing
research, we are interested in a new task setting: predicting human motions, on both
individual and group levels, under unexpected physical perturbation. On the individual
level, physical perturbation causes reactive motions as opposed to active motions. On
the group level, such perturbations can propagate through people while possibly being
intensified, e.g. a push at the back of a line of people could be transferred all the
way to the front. These motions have not been investigated. Incorporating physical
perturbation potentially extends motion prediction to new application domains e.g.
balance recovery in biomechanics [47, 48], reactive motions for character animation [14,
45], crowd crush induced by pushing [3, 46], humanoid robots [256, 257], etc.

Incorporating physical perturbation in prediction imposes new challenges. First,
the motions are purely reactive and less controlled such that they are less smooth and
less coordinated among body parts. Furthermore, this perturbation can propagate
through people when they are packed and the space to recover balance is restricted,
such that an attempt to recover balance relies on pushing others. Last but not least,
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unlike existing research, the data for motion prediction under perturbation is extremely
scarce. Not only is it rare to capture full-body motions under such circumstances, but
it is also difficult to record the interactions between people, e.g. forces of pushes.

Before deep learning, many areas have formulated this problem, which can be
broadly divided into two categories. The first is physics-based where human bodies are
simplified into connected rigid bodies [3, 258]. The reaction to push is solved via op-
timization to compute what forces are needed to recover balance [125, 259], or through
carefully tuning feed-forward controllers [258, 260]. These methods, despite aiming to
mimic the balance recovery of humans, do not learn from human data and therefore
cannot predict human motions. Alternatively, reactions to perturbation can be learned
from data via regression [261], optimization [262], or reinforcement learning [263]. Com-
paratively, this type of method tends to generate more human-like motions, but they
are not designed for prediction.

Recently, deep learning [16, 41, 43, 264] have dominated human motion predic-
tion, but they cannot be adapted for our problem. First, most datasets only contain
single-body motions without external perturbation. Even when multiple people are
captured, it is not under unexpected perturbation. To predict push propagation, one
would still need to measure information e.g. contact forces between people, ground
friction, muscle forces, etc., which are all absent. This data scarcity essentially rules
out most deep learning methods. Furthermore, there is also little work in modeling the
physical/bio-mechanical interactions that can potentially propagate through people.
Current research includes motion forecasting, generation, and synthesis. Most motion
forecasting methods [41, 42, 265] are for a single person, with a few recent excep-
tions [16, 43, 44] but not involving perturbation. Alternatively, our problem could be
formulated as motion generation conditioned on external perturbation. However, cur-
rent methods [266–271] again do not explicitly model close interactions among multiple
people caused by perturbation. Theoretically, motion synthesis [272–275] is a possibil-
ity, which potentially can predict motions under perturbation. But they require dense
control signals to guide the synthesis, or/and extensive physical simulation. Therefore,
it requires manual labor or/and is difficult to scale to many people.

To address the aforementioned challenges, we need a model that has high data ef-
ficiency, strong generalizability, and can model interactions between people. In other
words, this model needs to be able to learn from a small number of samples, can pre-
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dict accurately in situations similar to the data, and is capable of generating plausible
motions in drastically different scenarios. To this end, we propose a new deep learning
model for human motion prediction under unexpected perturbation. To address the
data scarcity, we propose a scalable differentiable physics (DP) model for the human
body, to learn the balance strategy and interaction propagation between people, in-
spired by recent DP research [185, 276, 277]. However, naively following existing DP
approaches means we would need to make the full-body simulation differentiable for
each individual. Not only is motion intrinsically indifferentiable due to e.g. foot contact,
but full-body physical models are too computationally expensive to scale. Therefore,
we propose a latent DP space where the full-body physics is reduced into a differenti-
able inverted pendulum model (IPM) [278–281], and the full-body poses are mapped
to and recovered from the IPM. At the low level, the IPM governs body physics and
learns key forces such as ground friction and balance recovery. As the IPM is simple,
the required data is small. At the high level, we use neural networks to recover the full-
body pose from the IPM, which also does not require much data as the IPM provides
strong guidance. We refer to our model as the Latent Differentiable Physics (LDP)
model. Note different from other latent physics models where the dimensionality re-
duction is implicit [282, 283], ours is explicit and physically meaningful (i.e. mapping
from full-body to IPM).

We show LDP can learn from very limited data and perform well under many
widely used metrics. Since there is no similar work to our best knowledge, we ad-
apt a wide range of baseline methods in the most relevant areas (motion forecasting,
motion generation, and motion synthesis), in single-person and multi-people scenarios,
for comparison. The results demonstrate that LDP outperforms them both quantitat-
ively and qualitatively. Notably, our model exhibits remarkable generalizability. It can
accommodate unseen out-of-distribution perturbations, group sizes, and group forma-
tions, potentially extending our research beyond human motion prediction into broader
areas, e.g. crowd simulation. Furthermore, owing to the explicit physics model, our
model possesses a distinctive feature: explainability, providing plausible explanations
for the predicted motion. Formally, our contributions include:

• A new task: human motion prediction under unexpected perturbation. To our
best knowledge, this is the first deep learning work addressing this problem.

• A novel differentiable physics model in human motion prediction that explicitly
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considers physical interactions.

• A new differentiable IPM model that learns body physics under complex interac-
tions.

• A novel differentiable interaction model that can learn interactions and interaction
propagation.

5.2 Related Work

Human Motion Prediction. Compared with traditional statistical machine learn-
ing [144, 148], deep learning has dominated human motion prediction recently. It
can be formulated as a sequence-to-sequence task modeled by Recurrent Neural Net-
works [151, 152, 155]. Also, human skeletons can be seen as graphs so that spatio-
temporal graph convolutions can be employed [159, 160, 265, 284, 285]. Transformer-
based methods [166, 167] use the attention mechanism to capture spatial and temporal
correlations. Recently, there has been a surge of interest in multi-people motion pre-
diction [16, 43, 44, 169]. MRT [169] models the social interactions between humans via
a global encoder. JRFormer [43] exploits the joint relation representation for modeling
the interactions where physical interactions are considered implicitly. However, existing
methods share a common limitation - they do not consider unexpected perturbations,
restricting their applications in predicting actively planned/controlled motions. Ad-
ditionally, explicit physical interactions between people have often been overlooked in
these methods. Our model extends the research to a more challenging scenario in-
volving unexpected perturbation and perturbation propagation. The explicit physics
knowledge in our model enables it to achieve better prediction, generalizability, and
explainability.

Traditional Research on Balance Recovery Relevant research has been con-
ducted in other fields where traditional methods mainly focus on modeling balance re-
covery strategies in response to perturbations [46–48, 256, 257, 259]. Brodie et al. [48]
analyzed the biomechanical mechanisms in the balance recovery following an unex-
pected perturbation such as trips and slips. Chen et al. [46] studied the dynamics of
individuals under pushing in crowds. A new controller was proposed to recover balance
for bipedal robots under perturbation [259]. In parallel, some traditional methods aim
to synthesize reactive motions to perturbation [14, 125, 261, 286, 287]. Arikan et al. [14]
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proposed an algorithm for selecting and adjusting the motions from data to synthesize
the motion for animating virtual characters being pushed. [286, 287] explored how to
turn the given motions under perturbation into physically valid ones. Overall, tradi-
tional methods cannot predict motions under perturbation, either because they do not
learn from data or have limited learning capacity. By contrast, we incorporate DP with
deep neural networks to predict such human motions.

Differentiable Physics. DP is an emerging field focusing on combining traditional
physics models with deep learning techniques, to provide high data efficiency and ex-
plainability. Consequently, many domains have investigated differentiable physics such
as robotics [182, 183, 288], physics [289, 290], and computer graphics [185, 291]. We pro-
pose the first explicit latent differentiable physics model for human motion prediction
under unexpected physical perturbation.

5.3 Methodology

Problem Definition. Given a motion with multiple people, we denote the skeletal
pose of the nth person at frame t as Xn

t ∈ RJ×3 where J is the joint number. Unlike
existing research aiming to predict p frames {X̂n

T −p+1:T }N
n=1 given k frames {Xn

1:k}N
n=1

history, we minimize the required history due to limited data. Given the initial frame
{Xn

0 }N
n=1 and the input forces F input, we aim to predict the following T frames, by

solving an initial problem:

{X̂n
1:T }N

n=1 = Sγ({Xn
0 }N

n=1, IPMη(M({Xn
0 }N

n=1), F input)), (5.1)

where {X̂n
1:T }N

n=1 is the predicted T frames. M is a Skeleton-to-IPM mapping M : X → I

where X and I are the state space of skeleton poses (represented by joint positions)
and the IPM respectively. IPMη is a Differentiable IPM with learnable parameters
η. Finally, Sγ is the inverse mapping, i.e. Skeleton Restoration Model, Sγ : I → X,
reconstructing full-body skeleton poses from IPM states, with learnable parameters γ.
An overview of our model is shown in Fig. 5.1. Given a motion, we map the full-body
poses into their corresponding states of an IPM [279–281] as {In

0 }N
n=1 = M({Xn

0 }N
n=1).

By simulating the IPM forward in time via IPMη, it can learn the key parameters η.
The interaction forces between people are also learned simultaneously. Meanwhile, our
Skeleton Restoration Model Sγ recovers the full-body poses from the predicted IPM
states from IPMη. For training, we minimize the mean squared error (MSE) between
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Figure 5.1: Overview of LDP. Given a frame Xt, it is first mapped into the IPM space
via Skeleton-to-IPM to get its IPM state It. Then It is simulated for one step via
Differentiable IPM to compute It+1. Lastly, the full-body frame Xt+1 is recovered from
It+1 via Skeleton Restoration Model. The IPM is shown in the right figure. The full-
body state X is represented by joint positions.

the predicted {X̂n
1:T }N

n=1 and the ground-truth poses {Xn
1:T }N

n=1:

Loss = MSE({X̂n
1:T }N

n=1, {Xn
1:T }N

n=1), (5.2)

where we need to specify Sγ , IPMη and M in Eq. 5.1. We give key equations and model
information below and refer the readers to the appendix C for details.

5.3.1 Latent Physics Space for Full-body Motions

Background and Skeleton-to-IPM Mapping

We first introduce IPMη and M in Eq. 5.1. Differentiable physics has shown extremely
high data efficiency because physics can act as a strong inductive bias and eliminate
the reliance on large amounts of training data [276, 277, 292]. For our model, a key
design choice is to choose a DP model that has the right level of granularity while
being scalable. Among many possible choices from full-body physics [293] to simple
rods [294], we choose the Inverted Pendulum Model [279–281] as it can fully capture
balance loss and recovery while being scalable.

Our IPM has a massless rod mounted to a cart with a point mass at the end of the
rod (Fig. 5.1 right). Denoting its state I ∋ It = [xt, yt, θt, ϕt] ∈ R4 at time step t where
[x, y] is the coordinates of the cart in the xy-plane and [θ, ϕ] is the rotation angles of
the rod around YL axis and XL axis in the local coordinate system ΣL, respectively.
Our full-body pose X is represented by 22 joint positions. M in Eq. 5.1 is defined as
(Fig. 5.1 left): the hip joint is mapped onto the point mass, and the midpoint between
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the two ankle joints is mapped onto the center of the cart. The point mass and the
cart jointly determine the two angles [θ, ϕ].

Next, IPMη is defined. Given the initial IPM state, we can simulate it in time by
solving Eq. 5.3 repeatedly [278]:

M(It, lt)Ït + C(It, İt, lt) + G(It, lt) = F net
t , (5.3)

where M ∈ R4×4, C ∈ R4×1 and G ∈ R4×1 are the inertia matrix, the Centrifu-
gal/Coriolis matrix, and the external force such as gravity, which are all functions of
state It, its first-order derivative İt and the rod length lt. While the standard IPM has
a fixed rod length, we allow it to change as the distance between the hip and the middle
of two ankles can drastically change in human motions. Therefore, we also predict lt

at each time step. Overall given the net force F net
t ∈ R4 and the rod length lt, we can

solve Eq. 5.3 for the next state It+1 via a semi-implicit scheme İt+1 = İt + △tÏt and
It+1 = It + △tİt+1, where △t is the time step.

Finally, the learnable parameters η in IPMη parameterize F net
t and the rod length

lt, where the formulation differs between single-person and multi-people, and will be
elaborated later. It’s notable that F net

t in Eq. 5.3 is the generalized force. Using the
generalized force (instead of the Euler force) keeps the motion equation simple, and its
entries have explicit physical meanings as shown later.

Single-Person Prediction via Differentiable IPM

Under single-person, we only consider Balance-Recovery and Friction (blue blocks in
Fig. 5.1 Differentiable IPM) when predicting F net. Specifically, we consider three forces:

F net
t = F self

t + ft + F input
t , (5.4)

where F self
t , ft, and F input

t are the balance recovery force, the ground friction and
the external perturbation. The Balance-Recovery module learns F self

t which is further
decomposed into F self

t = F self−pd
t + F self−nn

t . This decomposition is because F self
t is

the muscle force at the hinge of the rod which serves two purposes. The first one is to
give a feed-forward torque F self−pd

t to react to perturbation for balance recovery, and
the second is to give a torque correction F self−nn

t for tracking observed motions. In
generalized forces, we parameterize F self−pd

t by proportional derivative (PD) control:

F self−pd
t = Kpet + Kdėt, et = sd − st, (5.5)
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where et is the PD state error, Kp and Kd are the control parameters. Different
from the IPM state, the current PD state is st = [ẋt, ẏt, θt, ϕt] and the desired PD
state sd is [0, 0, 0, 0]. In other words, we assume people tend to recover to the upright
body pose and zero linear velocity after unexpected perturbation, which is a widely
accepted assumption [295–297]. However, F self−pd

t only captures the general balance
recovery strategy. To mimic the data, we parameterize F self−nn

t with a Long Short
Term Memory (LSTM) network:

F self−nn
t = LSTM([θt, ϕt, ẋt, ẏt, θ̇t, ϕ̇t, M ]), (5.6)

where M is the mass of the person.
Ground friction ft is the main reason for successful self-balance and therefore needs

to be explicitly considered. In generalized forces, friction affects the IPM motion via
damping [278]. So we parameterize ft = −µ[ẋt, ẏt, 0, 0], where the parameter µ is a
learnable positive scalar and shared by all people for simplicity. The damping force
only directly influences the cart motion. Finally, to compute Eq. 5.3, we also need
to predict the change of the rod length lt, where we employ a multi-layer perception
(MLP):

△lt = MLP ([θt, ϕt, ẋt, ẏt, θ̇t, ϕ̇t, F self
t , M, lt]), (5.7)

where lt is the rod length at time step t. We predict the rod length at the next time
step by lt+1 = lt + △lt. Finally, after obtaining the prediction of F net

t and lt at every
time step t, we can calculate the next IPM state by solving Eq. 5.3 via the semi-implicit
scheme mentioned above.

Multi-people with Differentiable Interaction

When there is more than one person, the complexity increases quickly. The main reason
is that the interaction propagation among people is: (1) complex, e.g. complicated
contact positions/duration/forces, (2) hard to capture in data. Therefore, we propose
to consider them as latent variables that cannot be directly observed. But again large
amounts of data would be needed if we only relied on data to infer these variables.
Therefore we model the interactions in the reduced IPM space, rather than the original
space, so that it becomes a Differential Interaction Model (DIM).

Our DIM models a differentiable interaction force between any two IPMs and is
learned in the Interaction module (the yellow block in Fig. 5.1 Differentiable IPM).
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The overall net force on an IPM in multi-people then becomes:

F net
t = F self

t + F inta
t,n + ft + F input

t , (5.8)

where F self
t , ft and F input

t are the same as Eq. 5.4. Note that all forces are learned and
shared among all people, so that we can generalize to an arbitrary number of people
later. F inta

t,n ∈ R4 is the new interaction force:

F inta
t,n =

∑
j∈Ωt,n

F inta
t,nj =

∑
j∈Ωt,n

F inta−bs
t,nj + F inta−nn

t,nj , (5.9)

where Ωt,n is the neighborhood of the person n at time t. F inta
t,nj is the interaction

force applied onto person n from her/his neighbor j ∈ Ωt,n. We model two factors in
F inta

t,nj : F inta−bs
t,nj and F inta−nn

t,nj . The first F inta−bs
t,nj represents a consistent and trackable

repulsive tendency when two IPMs get close, while F inta−nn
t,nj captures the variations of

the repulsion. So we expect F inta−bs
t,nj to capture most of the interaction while F inta−nn

t,nj

being a supplement. To this end, we separate the dimensions of an IPM state I =
[x, y, θ, ϕ] into two groups [x, y] and [θ, ϕ] and treat them separately as F bs−xy

nj ∈ R2

and F bs−θϕ
nj ∈ R2, such that F inta−bs

t,nj = [F bs−xy
nj , F bs−θϕ

nj ]T, where we omit the time
subscript t and the superscript inta for simplicity.

For F bs−xy
nj , we define a repulsive potential energy between two close IPMs which

leads to a repulsive force:

F bs−xy
nj (rnj) = −∇rnjU[b(rnj)], U[b] = ue− b

σ ,

b = 1
2

√
(∥rnj∥ + ∥rnj − △tṙjn∥)2 − ∥△tṙjn∥2, (5.10)

where rnj = rn −rj is the relative position of the carts of a person and his/her neighbor
j, i.e. rn is the vector [x, y] in the IPM state In. The U[b] is the repulsive potential with
elliptical equipotential lines, and u and σ are hyperparameters. b is the semi-minor axis
of the ellipse where ṙjn = ṙj − ṙn is the relative velocity.

For F bs−θϕ
nj , we treat it as a force with a constant magnitude (tunable hyperpara-

meter) and apply it on θ and ϕ independently. Although the magnitude is constant, its
directions can vary in different situations. We explain it for θ and the same principle
applies to ϕ. On the high level, we need to decide the direction of F bs−θϕ

nj based on
the states of two close IPMs. θ can be positive, zero and negative. For two IPMs, this
produces a total of 9 possible states, which we detail in the appendix C.
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After defining F inta−bs
t,nj , we explain F inta−nn

t,nj which should capture the variation of
interactions. Unlike F inta−bs

t,nj where we can define an explicit form, we learn F inta−nn
t,nj

via an MLP:

F inta−nn
t,nj = MLP ([xnj , ynj , θn, ϕn, θj , ϕj , ẋnj , ẏnj , θ̇nj , ϕ̇nj ]), (5.11)

where xnj = xn −xj and ẋnj = ẋn − ẋj . ynj , ẏnj , θ̇nj and ϕ̇nj are computed in a similar
fashion.

5.3.2 Skeleton Restoration Model

To predict full-body motion, we recover the full-body pose from the predicted IPM
states. This is divided into two steps as shown in Fig. 5.1. We first recover the lower
body from the IPM state, then recover the upper body from both the IPM state and
the recovered low body. There are two reasons for this design. First, the Skeleton-
to-IPM mapping dictates that the IPM has a higher correlation with the lower body
than with the upper body. Also, the dynamics of the lower body and the upper body
are relatively independent [266, 298], i.e. similar low-body motions can correspond to
different upper-body motions, e.g. different styles in walking. Therefore, we use two
models to recover the lower body and the upper body, respectively. Overall, although
the Skeleton Restoration Model involves deep neural networks, the required data is
small as there is strong IPM guidance.

Lower Body Restoration. We use a Conditional Variational Autoencoder (CVAE)
[266, 268, 273] (CVAE-Lower in Fig. 5.1) to learn a Normal distribution of the lower
body X l

t+1 in the latent space conditioned on X l
t . During inference, since X l

t+1 is un-
available, we train a sampler (Lower Sampler) to sample the latent space to generate
the next frame X̂ l

t+1. The Lower Sampler network is an MLP. It takes as input X l
t ,

It+1, and outputs a latent code of CVAE-Lower which is then decoded. Overall, CVAE-
Lower takes as input the current lower body X l

t and the predicted IPM state It+1, to
predict the next lower body X̂ l

t+1, essentially reconstructing the lower body under the
IPM guidance.

Upper Body Restoration. Similarly, we also use a CVAE named CVAE-Upper,
except this time we use both the lower body predicted by CVAE-Lower X̂ l

t+1 and the
current upper body Xu

t as the condition. A sampler (Upper Sampler) is also used to
take as input It+1, X̂ l

t+1 and Xu
t , and sample the latent space of CVAE-Upper, which

is then decoded to predict the upper body at the next frame X̂u
t+1.
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Figure 5.2: FZJ Push [18]. The blue agent was pushed by the punch bag and then he
pushed other people.

5.3.3 Training with Auxiliary Losses

In summary, the learnable parameters of our model include: the LSTM (Eq. 5.6),
the MLPs (Eq. 5.7, Eq. 5.11), the ground friction coefficient µ, CVAE-Lower, CVAE-
Upper, Lower Sampler, and Upper Sampler. Other than the main loss in Eq. 5.2,
we also use other auxiliary losses such as foot sliding, IPM state MSE, etc. We also
pre-train some components for initialization. All details including training/prediction
algorithms, implementation details, parameters, code, data, etc. are in the appendix
C.

5.4 Experiments

5.4.1 Dataset and Metrics
Data for our problem is extremely scarce compared with other human motion prediction
research. The only publicly available dataset, to our best knowledge, is a new dataset
[18] named FZJ Push. The dataset includes standing individuals, groups of four, and
groups of five, with one person pushed by a punching bag unexpectedly, and the push
is propagated through the group. In total, the dataset includes only 45 single-person
motions and 63 multi-people motions. This is considerably less than data normally
used for human motion prediction. As shown later, the necessity of a model with high
data efficiency is crucial. The motion is recorded at 60 FPS. Shown in Fig. 5.2 a, a
hanging punch bag is operated by a person to give pushes of various magnitudes to
one person in the group. Then the skeletal motions (Fig. 5.2 b) are recorded. There
is a pressure sensor measuring the pushing forces on the punching bag. However, the
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Table 5.1: Metrics in single-person.
Method MPJPE hipADE hipFDE MBLE FSE
A2M 0.403 0.386 0.730 0.019 0.200
ACTOR 0.362 0.338 0.591 0.020 0.434
MDM 0.500 0.424 0.686 0 2.567
RMDiffuse 0.228 0.202 0.299 0.011 0.790
PhyVae 0.260 0.249 0.460 0.009 0.170
siMLPe 0.130 0.117 0.226 0.006 0.182
EqMotion 0.296 0.270 0.543 0.064 1.552
Ours 0.097 0.086 0.171 0.002 0.131

pushing forces between people are not recorded. We discard redundant data such as
frames in waiting. More details like the size of the dataset, train/test split, and the
time horizon of predicted motions are in the second section of the appendix C.

For evaluation, we adopt five widely used metrics [41, 44, 266]: Mean Per Joint
Position Error (MPJPE) in meters, Average Displacement Error at the hip (hipADE)
in meters, Final Displacement Error at the hip (hipFDE) in meters, Mean Bone Length
Error (MBLE) in meters, and Foot Skating Error (FSE) in centimeters. Details and
justifications for these metrics are in the appendix C.

5.4.2 Baselines

There is no similar work in human motion prediction to our best knowledge, so we care-
fully review a wide spectrum of research in motion prediction, synthesis, and generation,
and choose the latest methods in each field for comparison. Specifically, we choose 11
baselines: A2M [299], ACTOR [268], MDM [269], RMDiffuse [270], PhyVae [273], siM-
LPe [42] and EqMotion [41] for the single-person scenario, and MRT [169], DuMMF [44],
TBIFormer [16] and JRFormer [43] for the multi-people scenario. The specific adapt-
ation varies according to the baseline, and we give the details in the appendix C. One
notable difference is our model only requires the first frame with the perturbation force
during inference, while the other methods tend to require much more information such
as multiple frames.

5.4.3 Quantitative Results

The single-person comparison is shown in Tab. 5.1. Despite requiring the minimal
information, our model still achieves the best performance on all metrics except the
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Figure 5.3: Perturbations with different magnitudes in single-person.

MBLE. MDM obtained 0 MBLE because its parameterization is joint angle based,
i.e. no bone-length change incurred. A joint angle parameterization could also work
with our model but in practice, we find a joint-position-based parameterization works
better. Across different metrics, LDP outperforms the best baseline by as much as
25.38%, 26.50%, 24.34%, 66.67%, and 22.94% on MPJPE, hipADE, hipFDE, MBLE,
and FSE respectively, excluding the MBLE of MDM. We tend to attribute the higher
performance to the explicit physics-based inductive biases embedded in the design
of LDP. Furthermore, we look into performances under perturbations with different
magnitudes (weak, medium, and strong) in Fig. 5.3, where we only include the best
three baselines and leave the full comparison in appendix C. Stronger pushes lead
to stronger responses and tend to be harder to predict. This is especially obvious
in metrics related to motion tracking, i.e. MPJPE, hipADE, and hipFDE, where as
the push becomes stronger, the errors become larger. Comparatively, LDP consistently
outperforms other baselines, demonstrating its effectiveness in strong perturbations. In
addition, compared with weak and medium pushes, LDP has a slower error increment
under strong pushes, in contrast to the more volatile performances of other baselines,
showing better generalizability. Overall, LDP either ranks as the best or is close to the
top performance across metrics and perturbation levels.

The results under the multi-people scenario are shown in Tab. 5.2. The MBLE
of DuMMF is 0 because it employs joint-angle-based parameterization. Multi-people
is a challenging task for all methods. On all metrics, LDP outperforms all baselines
by at least 34.57%, 34.29%, 16.15%, 70%, and 70.51% on MPJPE, hipADE, hipFDE,
MBLE, and FSE, respectively, (excluding the MBLE of DuMMF). Moreover, we show
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Table 5.2: Metrics in multi-people.
Method MPJPE hipADE hipFDE MBLE FSE
MRT 0.162 0.140 0.282 0.010 0.256
DuMMF 0.312 0.285 0.480 0 3.194
TBIFormer 0.204 0.177 0.305 0.010 0.234
JRFormer 0.181 0.152 0.260 0.012 0.932
Ours 0.106 0.092 0.218 0.003 0.069

Figure 5.4: Perturbations with different magnitudes in multi-people.

detailed analysis under perturbations with different magnitudes in Fig. 5.4, with the
three best baselines. One challenge in multi-people is to predict the onset and duration
of interactions. The baseline methods need to learn the interactions by purely fitting
the data, while our method learns them as a latent physical process. Consequently, none
of the baselines can predict well, e.g. they predict moving without being pushed or not
moving while being pushed, while our model can learn to predict the interactions and
their propagation well. Overall, our model achieves or is close to the best performance
across metrics and perturbation levels.

5.4.4 Qualitative Results

We visually compare our methods with the best three baselines under single-person in
Fig. 5.5. Our prediction has the highest quality and is the most similar to the ground
truth. RMDiffuse severely violates bone lengths, especially around ankles, and gener-
ates jittering motions. PhyVae predicts walking but with rather small steps. siMLPe
predicts only a single step. The multi-people scenario is much harder (Fig. 5.6), where
both individual reactions and interactions need to be predicted. MRT and TBIFormer
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Figure 5.5: Visual results in the single-person scenario.

Figure 5.6: Multi-people comparison.

suffer from serious intersections between individuals. JRFormer predicts merely subtle
movements that deviate considerably from the ground truth. Our model generates the
most similar prediction to the ground truth.
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Figure 5.7: Learned net forces. We present the leaned net forces for the multi-people
visualization results of our model in Fig. 5.6. These net forces are on the second person
(from the left) person. The bar height indicates the magnitude and the sign indicates
the direction, where the person moves in the positive direction of the x-axis.

Figure 5.8: A 13-person group in a diamond formation with three people (indicated by
orange arrows) being pushed.

Explainability In Fig. 5.7, we show the learned net forces on the second person
(from the left), to provide plausible explanations of the predicted motion. This person
remains still initially under zero net force, then experiences a push from the first person,
resulting in forces in x and θ, and small forces in y and ϕ. Then the third person is
pushed by the second, resulting in the change of the net force on the second person
from positive to negative in x and θ. Finally, the second person recovers the balance.
Our model predicts the motion results from plausible forces and therefore possesses
strong explainability.

5.4.5 Generalization

LDP can easily generalize to out-of-distribution scenarios, e.g. unseen pushes, more
people, different formations, etc. Since there is no ground truth, we show the visual
result of a challenging generalization scenario in Fig. 5.8, where 13 people stand in a
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Table 5.3: Ablation study with (1) IPM and no IPM, (2) Full body and Low-up body
pose reconstruction.

Method MPJPE hipADE hipFDE MBLE FSE

no IPM, Full 0.217 0.195 0.341 0.007 0.196

no IPM, Low-up 0.206 0.184 0.320 0.009 0.313

IPM, Full 0.110 0.094 0.242 0.004 0.126

IPM, Low-up 0.106 0.092 0.218 0.003 0.069

diamond formation and 3 of them indicated by the orange arrows are pushed. Note
the data only contain up to 5 people in simple formations such as one or two lines.
So this 13-people formation is totally out-of-distribution. However, our model can still
generate plausible motions for the entire group, given only the initial poses and the
perturbation forces, demonstrating strong generalizability. More experiments can be
found in the appendix C.

5.4.6 Ablation Study

The Differentiable IPM and the Skeleton Restoration Model are two key components of
our model. We conduct the ablation study to assess the effectiveness of them. There are
four combinations: with/without IPM, and full-body restoration or separate restoration
(first lower body then upper body). When the IPM is absent, the next frame is directly
predicted by either one full-body CVAE (Full) or two CVAEs with one for the lower
body and the other for the upper body (Low-up). Without IPM, there are also no
samplers (Lower Sampler and Upper Sampler in Fig. 5.1) so we need to directly sample
in the latent space of the CVAEs. We randomly sample the latent space 3 times when
predicting the next frame and average the results. In contrast, with IPM, we can train
the samplers to only sample once to predict the next frame.

Results are shown in Tab. 5.3. When there is no IPM, the performance deteriorates
significantly across all metrics. With the IPM guidance, all metrics are significantly im-
proved. Further, the Low-up separation of the body improves the performance further
across all metrics under the IPM guidance, especially on the FSE. However, it exhibits
limited effectiveness without the IPM guidance, even resulting in a bad FSE. This is
because IPM states have strong correlations with the lower body, without which the
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Low-up is unable to improve the performance significantly even when the lower body
is separately predicted. More details can be found in the appendix C.

5.5 Conclusion

We proposed a new task, human motion prediction under unexpected perturbation,
which extends human motion prediction into new application domains. To this end,
we have identified and overcome new challenges e.g. data scarcity and interaction
modeling, by proposing a new class of deep learning models based on differentiable
physics. Our model outperforms existing methods despite requiring far less information
and shows strong generalization to unseen scenarios. One limitation is our method
requires explicit modeling of the physical process, making the model not as general
as black-box deep neural nets that can be plug-and-play on data. However, we argue
this is mainly driven by the data scarcity. Also, it brings stronger generalizability and
interpretability. In the future, we will investigate more general physics models that can
potentially accommodate more diversified physical interactions between people. A big
difference between other existing datasets [300, 301] and the dataset FZJ Push is the
former is active motions while the latter is passive balance recovery. Another limitation
of our model is its focus on passive balance recovery, which makes it less effective at
handling active motions, such as dancing. We will also explore LDP on action motions
in the future.
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Chapter 6

Discussion, Conclusion and Future
Work
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6.1 Discussion

In this section, we further discuss the biases in the used data, the informative de-
tails about our methods, and the applications of these proposed models. We evaluate
our methods proposed in Chapter 3 and Chapter 4 on public datasets SDD [21] and
ETH/UCY [203, 204]. Although SDD and ETH/UCY contain numerous trajectories
and have been employed widely, we still should pay attention to their inherent biases.
Specifically, all data of SDD is captured on a university campus, which leads to three
main biases: limited scenes, predominantly young pedestrians, and low-density crowds.
Although ETH/UCY incorporates two urban scenes (Hotel and Zara) besides university
scenes, it also suffers from the bias of limited scenes. In addition, ETH/UCY neglects
other agents like cars and also focuses on low-density crowds. To address biases includ-
ing limited scenes, predominantly young pedestrians, and the absence of other agents,
we can combine diverse datasets to train the trajectory prediction models, and some
prior knowledge such as the ages of pedestrians can be exploited to enhance the cap-
ability of these models in applications such as autonomous vehicles [28]. Given that
we might confront crowds with various densities in applications like crowd manage-
ment [27], it is also necessary to handle the data bias of lower-density crowds in SDD
and ETH/UCY. A possible and easy solution is to combine models focusing on diverse
densities and allow the combined model to estimate current crowd density. Then, the
combined model can select the appropriate model to predict crowd dynamics accord-
ing to the estimated density while we can use the SDD and ETH/UCY to train the
model for low-density crowds. We use the public dataset FZJ Push [18] to evaluate
our method on the proposed new 3D motion prediction task in Chapter 5. FZJ Push
recorded pushing forces and accurate 3D motions and is the only available public data-
set on our new task. However, FZJ Push is a small dataset because it is expensive
to capture 3D motions under physical perturbations. Therefore, there are many data
biases such as limited perturbation variation, limited group formations, the simple ex-
perimental scene, etc. in FZJ Push. We think that the most efficient way to resolve
these data biases might be to collect more new data. Additionally, the introduction of
biomechanical models [129, 132] might help the motion prediction model mitigate the
data biases in applications like biomechanics [47] and character animation [45].

Our methods in Chapter 3 and Chapter 4 model crowd dynamics based on the
social force model. However, unlike the hand-picked and fixed parameters in the so-
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cial force model, the crucial parameters in our models are learnable and can adapt
dynamically to the current states. Therefore, our models outperform the social force
model in capturing crowd dynamics. For instance, our models can estimate appropri-
ate parameters at each step to provide natural collision avoidance behaviors, whereas
the social force model relies on predefined fixed parameters, resulting in rigid collision
avoidance behaviors. In addition, different from the deterministic social force model,
our methods consider the stochasticity of crowd dynamics. Our NSP-SFM in Chapter
3 models the stochasticity via a CVAE. Our BSSFM in Chapter 4 captures the data
and model uncertainty by employing an explicit Bayesian neural SDE model and a deep
generative network, respectively. The introduction of stochasticity enables our models
to predict multiple potential future trajectories, aligning with the intrinsic stochasti-
city of human trajectories. Therefore, our methods can offer multiple possible collision
avoidance behaviors, as opposed to the deterministic ones in the social force model.

Our trajectory prediction methods in Chapter 3 and Chapter 4 only model and
predict future pedestrian trajectories. If other road users such as cars emerge in the
view fields of pedestrians, our methods can regard them as obstacles. Although the
treatment requires information of other road users, it can enable our methods to learn
correct dynamics of pedestrians, as behaviors of pedestrians are often influenced by
other road users [302, 303].

Our two trajectory prediction methods in Chapter 3 and Chapter 4 capture the
stochasticity of future trajectories. However, NSP-SFM in Chapter 3 only captures
the stochasticity via a CVAE, which mixes the data and model uncertainty. BSSFM
in Chapter 4 explores the fine-grained stochasticity by decoupling the data and model
uncertainty. Both of the two methods achieve excellent performance in stochastic tra-
jectory prediction, which demonstrates that they can be applied in domains such as
autonomous vehicles [304] by providing accurate prediction results. Further, BSSFM
can explain their stochastic predicted trajectories based on the stochastic social forces.
Therefore, predictions of BSSFM can provide more useful information like the source of
stochasticity compared with those of NSP-SFM. This means that BSSFM might have
a wider application range.

Finally, we provide the discussion about the application of models developed in this
thesis. Extensive domains [28, 45, 305] can benefit from our models. For example, our
trajectory prediction models can improve the performance of autonomous vehicles by
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providing future movement prediction of pedestrians [28, 306]. The existing capabilities
of our trajectory prediction models can achieve approximate 0.2 meters of ADE for 4.8
seconds of the prediction horizon. In many autonomous vehicles scenarios [303, 304,
307], prediction results having ADE within 1 meter can provide useful information and
the minimum required prediction horizon is estimated as 1.6 seconds. Our 3D motion
prediction model can estimate the complete balance recovery process with approximate
0.1 meters of MPJPE and then be applied in domains like character animation [14,
45] that expect complete motions but don’t demand very high prediction accuracy.
However, it is challenging to apply our models in some scenarios. Our trajectory
prediction models don’t consider the long-term prediction (more than 1 minute) and
high-density crowds, which might hinder their application in many domains such as
urban planning [4, 5]. The embedded IPM in our 3D motion prediction model might
constrain its application in fields like crowd crush study [3, 46].

6.2 Conclusion

Understanding crowd behaviors is a complex and challenging research area that in-
volves a wide range of disciplines such as computer science, physics, transportation,
etc. However, the study of crowd behaviors always draws much interest from academia
and industry because of its applications in a variety of practical tasks like crowd man-
agement, urban planning, etc. Though many successful methods have been proposed for
crowd behavior research and significant progress has been gained [11–16], we still face
many challenges in the area because of the complexity of human behaviors [17, 18]. This
thesis concentrates efforts on two primary challenges, which are crowd dynamics mod-
eling in low-density crowds and physical interaction modeling in high-density crowds.
This thesis explores the former challenge by studying human trajectory prediction in
Chapter 3 and uncertainty modeling in human trajectories in Chapter 4. Moreover,
this thesis explores the latter challenge by solving a new research question proposed by
us about 3D full-body human motions in Chapter 5.

Specifically, we propose a novel trajectory prediction framework based on neural dif-
ferential equations, which incorporates the advantages of model-based and model-free
methods, and introduce a new trajectory prediction model combining the social force
model with neural networks under the framework to address the first research question
in Chapter 3. Extensive experiments on two widely used public datasets demonstrate
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that our model can achieve state-of-the-art prediction accuracy and provide plausible
explanations for model predictions. Moreover, we have shown that our model can gen-
eralize to unseen scenarios better than other baselines through simulation experiments.
The primary limitation of our framework stems from the used physics system, which
only considers low-density crowd dynamics. As a result, our framework fails to capture
the dynamics of high-density crowds that the current physics system cannot depict
accurately. Another limitation of our model lies in the coarse-grained environment re-
pulsion, which views all objects in the environment as obstacles and employs the same
parameters for all obstacles and pedestrians. The impact from the environment is not
only the repulsion. It is also possible for some objects e.g. chairs in the environment to
attract some pedestrians. Also, different pedestrians can have diverse responses even
to the same object and different objects can influence a pedestrian to varying degrees.

Chapter 4 presents a novel Bayesian stochastic social force model to model the un-
certainty of human trajectories, which aims to address the second research question.
Our uncertainty-aware method decouples the uncertainty into the data uncertainty and
the model uncertainty, estimating them through an explicit Bayesian neural SDE model
and a deep generative model, respectively. Furthermore, an uncertainty-aware train-
ing scheme is introduced to enable both models to capture their desired uncertainties.
Eventually, we employ Bayesian inference to incorporate prior knowledge of human
behaviors. Exhaustive evaluation and comparison demonstrate that our method has
strong explainability for predicted distributions of trajectories and outperforms existing
methods in prediction accuracy. The major limitation is that our method ignores psy-
chological factors such as affective states influencing human trajectories. Incorporating
psychological factors in uncertainty modeling can provide more accurate uncertainty
estimation and improve the explainability of models further.

In Chapter 5, we propose a new task (i.e. the third research question), predicting
human motions under unexpected physical perturbation, to study physical interactions
between individuals. Incorporating physical interactions extends motion prediction to
other domains e.g. physics and biomechanics, but brings new challenges e.g. limited
data and complex interactions to motion modeling. We proposed a latent differentiable
physics model to overcome these new challenges, where a latent physics space and a deep
generative model are introduced to learn body physics under physical interactions and
restore 3D full-body motions from predictions in the latent physics space, respectively.
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Comprehensive experiments show that our model performs better than existing research
quantitatively and qualitatively. Moreover, the results of generalization experiments
in several out-of-distribution scenarios demonstrate the strong generalizability of our
model. However, our method still confronts two primary deficiencies. The first is that
the simple physics model, IPM, in our method has limited capabilities in representing
physical interactions. Another limitation is that our model focusing on passive balance
recovery cannot handle active motions like dancing well.

6.3 Future Work

We will continue to improve and extend our work within this thesis in the future. This
section presents potential directions and ideas based on the aforementioned limitations.

Given the limitations of our work in Chapter 3, we would like to extend it in two
aspects in the future. First, we plan to expand our current framework to consider high-
density crowd dynamics. To achieve this goal, we can employ other physics models
e.g. continuum models [24] to replace the existing physics system in the framework.
Another potential extension concentrates on our model, where we would like to explore
the fine-grained environment force. One possible solution is to train neural networks
to estimate the parameters of the current environment forces from every category of
objects for each pedestrian, where the total environment force is the summation of the
environment forces from all objects. The inputs of the neural networks can be past
trajectories and images of the surrounding environment/hand-crafted features.

The limitation of our model in Chapter 4 motivates us to extend our model by
incorporating psychological factors in uncertainty modeling. One potential extension
way is to introduce psychological models e.g. the OCEAN model [308] and the PAD
model [309] that can provide analysis and classification of psychological states. Then we
can estimate the psychological states of pedestrians based on their history trajectories,
video data, etc. These estimated psychological states can be used as conditions to guide
the future trajectory prediction of our model in Chapter 4 or other models [15, 80].
Additionally, we aim to explore applications of our model in autonomous vehicles,
crowd management, etc., as it can provide these safety-critical tasks with accurate and
explainable predictions of pedestrian trajectory distributions.

Considering the limitations of our method in Chapter 5, we have two potential
directions to extend our work. First, we can apply more general physics models such
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as the double inverted pendulum model [310] to replace the IPM in our method and
enhance the ability to represent physical interactions. Furthermore, we intend to ex-
plore comprehensive models that can predict reactive and active motions accurately.
One possible idea based on our existing pipeline is to extract informative features from
observed motions, which can guide the forward movement estimation in a chosen latent
physics space. The latent IPM space in our method might fail and more general physics
models can be necessary under this circumstance due to the complexity of considering
various reactive and active motions simultaneously.
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A.1 Additional Experiments

A.1.1 Generalization to Unseen Scenarios

We use the collision rate to evaluate prediction/simulation plausibility. We first elab-
orate on the definition of the collision rate and then show more experimental res-
ults. Provided there are N agents in a scene, we consider their collision rates during a
period of time such as 4.8 seconds which is widely used to evaluate trajectory predic-
tions/simulation [73, 74, 83]. We count one collision if the minimum distance between
two agents is smaller than 2r at any time, where r is the radius of a disc representing an
agent. The maximum possible number of collisions is N(N − 1)/2. The final collision
rate is defined as:

Rcol = M

N(N − 1)/2 , (A.1)

where M is the number of collisions.
We show more results on the scene, coupa0, with different numbers of agents. We

chose this scene because it is a relatively large space and can theoretically accommodate
many people. The highest number of people simultaneously in the environment in the
original data is merely 11. Therefore, this is a good scene to show how different methods
can generalize to higher densities when learning from low-density data.

In each experiment, the agents are randomly initialized with different initial pos-
itions, initial velocities, and goals near the boundary of the scene, which is sufficient
for our method to simulate. Therefore, we use NSP-SFM to simulate trajectories of
30 seconds (t = 0 to 29) at FPS = 10 for all agents. We sample three intervals out
of every trajectory, from t = 0 to 8, t = 4 to 12, and t = 8 to 16, where the density
in the central area reaches the highest during t=8 to 16. For each interval (8 seconds
long), we subsample at FPS = 2.5 to get 20 frames, where the first 8 frames are used
as input for Y-net [83] and S-CSR [74]. The remaining 12 frames and the simulation
results (12 frames) of Y-net and S-CSR are used to calculate the collision rate. Before
simulation, all methods are trained on the training dataset of SDD under the same
setting explained in Chapter 3.

The results are shown in Tab. A.1. We tested 50, 74, 100, 150, and 200 agents
on the aforementioned three methods including ours. We can see that our method is
always the best in the collision rate under different settings. Although its collision rate
increases with the growth of the number of agents, our method is still the best compared
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Table A.1: Collision rates of the generalization experiments on Coupa0. Results of Y-
net, S-SCR, and NSP on 50, 74, 100, 150, and 200 agents are shown in corresponding
tables, where (1), (2), and (3) denote three intervals for calculating the collision rate.

(a) 50 Agents

Methods (1) (2) (3) avg
Y-net 2.8% 2.9% 3.8% 3.2%
S-CSR 2.5% 1.7% 1.9% 2.0%
Ours 0.6% 0.6% 0.6% 0.6%

(b) 74 Agents

Methods (1) (2) (3) avg
Y-net 3.8% 4.8% 3.0% 3.9%
S-CSR 0.9% 0.9% 1.5% 1.1%
Ours 0.2% 0.3% 0.5% 0.3%

(c) 100 Agents

Methods (1) (2) (3) avg
Y-net 4.2% 5.2% 7.6% 5.7%
S-CSR 0.9% 1.1% 0.8% 0.9%
Ours 0.3% 0.7% 0.4% 0.5%

(d) 150 Agents

Methods (1) (2) (3) avg
Y-net 4.9% 4.0% 3.4% 4.1%
S-CSR 0.6% 1.0% 1.7% 1.1%
Ours 0.2% 0.5% 1.0% 0.6%

(e) 200 Agents

Methods (1) (2) (3) avg
Y-net 5.9% 4.0% 3.5% 4.5%
S-CSR 0.6% 0.9% 2.0% 1.2%
Ours 0.2% 0.5% 0.8% 0.5%

with the baselines, and our simulation results are more plausible. In addition, we also
plot the relation between the collision rate (and the number of collisions) and the agent
number ranging from 50 to 200 in Fig. A.1. Y-net is worse than S-CSR and our model.
In addition, although the trends of our model and S-CSR are similar, the number of
collisions of S-CSR increases faster than our model. Finally, some visualization results
can be found in Fig. A.2. Here, every green disc has a radius of 7.5 pixels. When
two green discs intersect, they collide with each other. Fig. A.2 demonstrates that our
model has better performance in avoiding collisions than Y-net and S-CSR.

A.1.2 Interpretability of Prediction

More examples of interpretability are shown in Fig. A.3. In Fig. A.3 (1)-(2), we show
the influence of different three forces, Fgoal, Fcol and Fenv, on the whole trajectory of
an agent. In Fig. A.3 (3)-(4), we choose two consecutive moments of one agent for
analysis. In Fig. A.3 (1), instead of directly aiming for the goal, the agent suddenly

86



A.1 Additional Experiments

(a) Collision Rate (b) Number of Collisions

Figure A.1: The collision rate and the number of collisions against the number of agents
are shown in (a) and (b), respectively. Both horizontal axes represent the number of
agents from 50 to 200. The vertical axes in (a) and (b) represent the collision rate and
the number of collisions, respectively.

turns (at the intersection between red and green dots) due to the incoming agents (the
three blue dots under the green dots). The result is a result of major influence from
Fgoal and Fcol. Similarly, the agent in Fig. A.3 (2) did not need to avoid other agents
but still did not directly walk towards the goal, because of Fenv from the grass. In
Fig. A.3 (3)-(4), we show the detailed analysis of forces at two consecutive time steps
of the same agent, where Fenv is from the lawn which is a ’weakly repulsive area’. More
examples where randomness is captured by our model are shown in Fig. A.4.

A.1.3 Ablation Experiments

We conduct more ablation experiments to further validate our design decisions and
explore the effect of components of our model. The ablation studies on the network
architectures focus on the Goal-Network and the Collision-Network. The main variants
are with/without LSTM to show the importance of the temporal modeling for learning
τ and knj , and replacing the MLPs with simple two-layer MLPs. Tab. A.2 shows the
results on SDD. We can see that the temporal modeling and the original MLPs make
our model achieve the best performance. To understand the role of each component in
our model, we take the social force model (SFM) as the baseline and incrementally add
components from our model. The results are shown in Tab. A.3. We tried our best to
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(a) 74 Agents (b) 100 Agents

(c) 150 Agents (d) 200 Agents

Figure A.2: The visualization results of generalization to 74, 100, 150, and 200 agents
on coupa0 are shown in (a), (b), (c), and (d), respectively. For each experimental
setting, visualization results of our model, Y-net, and S-CSR are at the same frame. We
amplify the area of the red ellipse to boxes with yellow borders for better visualization
performance.

manually find good parameter values: τ = 0.5, knj=25/50, and kenv=65. We adopted
the same way with our model to sample destinations for SFM. Then we only learn τ

and knj . At last, the result of the full model without CVAE is given. The performance
is better when more components are added.

A.2 Details of NSP-SFM

In this section, we elaborate on the details of the Goal Sampling Network (GSN) and
the conditional Variational Autoencoder (CVAE) in our NSP-SFM.
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Figure A.3: Examples of interpretability. Red dots are observed, and green dots are
our predictions. Blue dots in (1), (3), and (4) are other pedestrians at time steps 7, 16,
and 17 respectively. We show the influence of all forces, Fgoal, Fcol, and Fenv, on the
whole trajectory in (1) and (2). We display a detailed analysis of three forces at two
consecutive time steps of the same agent in (3) and (4), where Fgoal, Fcol, and Fenv are
shown as yellow, light blue, and black arrows, respectively.

A.2.1 Goal Sampling Network

The main components of the GSN are two U-nets [311] as illustrated in Fig. A.5. We
first feed the scene image I to a U-net, Useg, to get its corresponding environment pixel-
wise segmentation with dimension of H ∗ W ∗ Kc. H and W are the height and width
of I, and Kc is the number of classes for segmentation. The segmentation maps are
byproducts of the GSN from [83]. NSP can use manually annotated or automatically
segmented environment maps to calculate Fenv, but using segmentation maps from
the GSN is more efficient. Then the past trajectories {pt}M

t=0 are converted into M+1

Figure A.4: Motion randomness is captured by our model. Red dots are observed,
green dots are our prediction and black dots are the ground truth.

89



A.2 Details of NSP-SFM

Table A.2: Ablation experiments on network architecture. Goal-Network and the
Collision-Network possess the same architecture under each experimental setup.

ADE Two layers MLP Full MLP
w/o LSTM 6.83 6.61
with LSTM 6.66 6.52

Table A.3: Ablation experiments on SDD. Different components from our model are
added incrementally.

knj=25 hand-tuned learned τ and knj NSP-SFM
ADE 8.32 6.53 6.52
FDE 10.97 10.61 10.61

knj=50 hand-tuned learned τ and knj NSP-SFM
ADE 7.54 6.53 6.52
FDE 10.81 10.61 10.61

trajectory heatmaps by:

Hm(t, i, j) = 2 ∥(i, j) − pt∥
max

(x,y)∈I
∥(x, y) − pt∥

, (A.2)

where (i, j) is the pixel coordinate on the heatmap and (x, y) is the pixel coordinate
on the scene image I. Then, we concatenate these trajectory heatmaps and the seg-
mentation map to get the input with the dimension of H ∗ W ∗ (Kc + M + 1) for the
network Ugoal. Ugoal will output a non-parametric probability distribution map, D̃goal,
with dimensions H ∗ W . Every pixel in D̃goal has a corresponding probability value
between 0 and 1, and their sum is equal to 1. Details of these two U-nets can be found
in [83]. We train the GSN by minimizing the KL divergence between predicted D̃goal

and its ground truth Dgoal. We assume that Dgoal is a discrete Gaussian distribution
with a mean at the position of the ground-truth goal and a hyperparameter variance
σgoal. During testing, instead of picking the position with the highest probability, we
adopt the test-time sampling trick (TTST) introduced by [83] to sample goals for better
performance.
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Figure A.5: Model architecture of the goal sampling network. The detailed network
architecture of two U-nets, Useg and Ugoal, can be found in [83].

Figure A.6: The architecture of the CVAE, where p̄t+1 is the intermediate prediction
out of our force model and αt+1 = pt+1−p̄t+1. Encoder Ebias, Epast, Elatent, and decoder
Dlatent are all MLP networks with dimensions indicated in the square brackets. Red
connections are only used in the training phase.

A.2.2 Conditional Variational Autoencoder

We model the dynamics stochasticity for each agent individually by using a CVAE as
illustrated in Fig. A.6. Red connections are only used in the training phase. Given
an agent pt and his/her destination, a deterministic prediction p̄t+1 without dynamics
stochasticity is first calculated from Fgoal, Fcol and Fenv and a semi-implicit scheme.
During training time, we use the corresponding ground truth pt+1 to calculate the
error αt+1 = pt+1 − p̄t+1, and feed αt+1 into an encoder Ebias to get the feature fbias.
The brief history (pt−7, . . . , pt−1, pt) is encoded as fpast by using an encoder Epast. We
concatenate fbias with fpast and encode it using a latent encoder to yield the parameters
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Table A.4: Hyperparameters for all six datasets.
HyperPara ETH Hotel UNIV ZARA1 ZARA2 SDD
a1 1 1 1 1 1 1
b1 0.1 0.1 2.2 1.6 1.4 0.4
a2 50 50 50 50 50 100
b2 0 0 0 0 0 0
ω π/3 π/3 π/3 π/3 π/3 π/3
rcol 75 75 75 75 75 100
renv 50 50 50 75 75 50
σgoal 4 4 4 4 4 4
σlatent 1.3 1.3 1.3 1.3 1.3 1.3
λweak N/A N/A N/A N/A N/A 0.2

(µ, σ) of the Gaussian distribution of the latent variable Z. We sample Z, concatenate
it with fpast for history information, and decode using the decoder Dlatent to acquire
our guess for stochasticity α̃t+1. Finally, the estimated stochasticity will be added to
the deterministic prediction p̄t+1 to get our final prediction p̃t+1. During testing time,
the ground truth pt+1 is unavailable. Therefore, we sample the latent variable Z from a
Gaussian distribution N(0, σlatentI) where σlatent is a hyperparameter. We concatenate
the sampled Z and fpast to decode directly using the learned decoder Dlatent to get the
estimate of stochasticity α̃t+1. We can produce the final prediction p̃t+1 using the same
way as the training phase. Encoders Ebias, Epast, Elatent and the decoder Dlatent are
all multi-layer perceptrons (MLP) with dimensions indicated in the square brackets in
Fig. A.6.

A.3 Implementation Details

We use ADAM as the optimizer to train the Goal-Network, Collision-Network and
Fenv with a learning rate between 3 × 10−5 and 3 × 10−4, and to train the CVAE
with a learning rate between 3 × 10−6 and 3 × 10−5. When we train the CVAE of our
model, the training data is scaled by 0.005 to balance reconstruction error and the KL
divergence in lcvae. The hyperparameter λ in lcvae is set to 1. Concrete structures of
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all sub-networks are shown in Fig. A.6.
We list all hyperparameters of our model in Tab. A.4. We segment scene images

into two classes and three classes on ETH/UCY and SDD, respectively. The two classes
on ETH/UCY are ‘walkable area’ and ‘unwalkable area’. Three classes on SDD include
‘walkable area’, ‘unwalkable area’, and ‘weakly repulsive area’ that some people tend
to avoid such as lawns. The calculation of Fenv on ETH/UCY has been introduced in
Chapter 3. On SDD, we calculate the position of the obstacle pobs and the position of
the weak obstacle pw−obs (i.e. in the weakly repulsive area) by averaging pixels that
are classified as ‘unwalkable area’ and ‘weak repulsive area’ respectively. Then, the
Fenv consists of two repulsive forces from pobs and pw−obs as shown in Eq. A.3, where
the parameter kenv is shared and an additional hyperparameter λweak is introduced for
pw−obs:

Fenv = kenv

∥pt
n − pobs∥

( pt
n − pobs

∥pt
n − pobs∥

) + λweakkenv

∥pt
n − pw−obs∥

( pt
n − pw−obs

∥pt
n − pw−obs∥

). (A.3)
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Figure B.1: Explainability of behaviors. Red, blue, and green dots denote observations,
neighbors, and predictions, respectively. Forces Fa, Fn and Fs for the chosen positions
are shown as yellow, light blue, and black arrows, respectively. The explicit distribu-
tions predicted by our model are shown as heatmaps. Yellow to blue in the heatmaps
indicates that the probability density is from high to low.

B.1 Additional Explainability Experiments

We show more examples of explainability in Fig. B.1, where only the particle system
of our model is employed. Our model can provide detailed explanations and analysis
for the predictions. In Fig. B.1 (a), the pedestrian at the chosen position moves under
a strong actuation force and two weak forces from the neighbor and the scene. Ad-
ditionally, we can acquire efficiently how certain our model is for the predicted forces
according to their predicted explicit distributions. We note that our model is more cer-
tain about the predicted actuation force compared with the other two predicted forces
in Fig. B.1 (a) since the distribution of the actuation force has the smallest variances.
Only factors Da and Dn are shown in Fig. B.1 (b) because the scene factor is too weak
to be visualized. Forces sampled from the distributions of these two factors determine
the prediction of the next position. Further, we note that the factor Dn has a more
concentrated distribution compared with the factor Da, which means that our model
is more certain in the estimation of the interaction between people.

B.2 Network Details

Actuation Block. Its network architecture is shown as Fig. B.2 left. [ct, ċt] is fed into
a Long Short Term Memory (LSTM) network to output the feature f t

a. The encoder Ea

encodes the goal ctp+tf into f tp+tf
a . The concatenated feature [f t

a, f tp+tf
a ] is fed into the
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Figure B.2: Network architectures of the actuation block and the neighbor block.

Figure B.3: The CVAE architecture. H denotes the number of history frames.

decoder Da to estimate the distribution parameters [µt
a, log σt

a]. The decoder outputs
the log σt

a to ensure that each dimension of the output has the same range. Ea and
Da are multi-layer perceptrons (MLPs) and have architectures [2, 64, 256, 16] and [32,
512, 256, 512, 2], respectively. We use an LSTM with 256 dimensions. The embedding
layer and output layer before and after the LSTM cell have dimensions 64 and 16,
respectively.
Neighbour Block. Its network architecture is shown as Fig. B.2 right. For any
neighbour j ∈ Ωt

i, the LSTM and the encoder En encode [ct
i, ċt

i] and [ct
j , ċt

j ] into features
f t
i and f t

j , respectively. The concatenated feature [f t
i , f t

j ] is fed into the decoder Dn to
estimate distribution parameters. The neighbor block is the same as the actuation
block in terms of the network architecture and dimensions except that the input layer
of En has 4 dimensions.
Model Uncertainty. The Eres, Epast, Elaten and Dlatent in the conditional variational
autoencoder (CVAE) as shown in Fig. B.3 are MLPs and have architectures [2, 8, 16,
16], [18, 512, 256, 16], [32, 8, 50, 32], and [32, 1024, 512, 1024, 2], respectively. The
hyperparameters H and σlatent are set as 8 and 1.3, respectively.
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B.3 Implementation Details

The optimizer ADAM is used for training all networks. The learning rates for training
the particle system are between 3 × 10−6 and 3 × 10−5, while the learning rates for
training CVAE are between 1 × 10−7 and 1 × 10−6. When we train the CVAE, the
hyperparameter λ is 1. We empirically scale the data with a coefficient of 0.005 to
balance the reconstruction error and the KL divergence. We follow tricks in [80] to
determine neighbors and obstacles in our model.
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Figure C.1: Visual comparison on pushes with different magnitudes. Left: strong,
Middle: weak, Right: medium.

Code and pre-processed data are available: https://github.com/realcrane/Human-Motion-
Prediction-under-Unexpected-Perturbation.

C.1 Additional Experiments

C.1.1 Single-person Results

More Comparison

We give the full visual comparison between our methods and the 7 baseline methods
in Fig. C.1. Overall, our method achieves the best results and is the closest to the
ground truth. Comparatively, MDM and EqM predict visually unreasonable motions
with strange poses. A2M, ACTOR, SiMLPe generate visually reasonable snapshots
but low-quality motions as well as inaccurate prediction. RMD and PhyVae give more
aesthetically pleasing results, but again not high-quality motions and accurate predic-
tion.

A more detailed numerical comparison is presented in Fig. C.2. Note that the visual
comparison is to some extent consistent with the numerical results. MDM and EqM
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Figure C.2: Perturbations with different magnitudes in single-person.

give the worst quality metrics on MBLE and FSE (MBLE for MDM is 0 since it uses
a joint-angle-based representation hence no bone-length error). Across all metrics, our
model is the best.

Looking closely, at motion tracking errors, MDM and EqM are not the worst. It
suggests that motion tracking metrics and quality metrics evaluate two aspects of the
results. This is indeed the case. RMDDiffuse and PhyVae give good motion quality
among the baselines and their quality metrics are also good but not necessarily the best.
Meanwhile, their tracking metrics are also good but not necessarily the best. A2M can
achieve better FSE and sometimes better MBLE than RMDDiffuse and PhyVae, but
its motion quality is generally lower. This suggests that there might be a trade-off
between motion quality and prediction accuracy among the baselines. But our method
achieves the best on both kinds of metrics.

More Generalization

We show more generalization experiments in the single-person scenario. We mainly
test out-of-distribution push forces in magnitude, timing, and duration. In magnitude,
we fix the duration of the force to be the same as a strong push but use an extra
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Figure C.3: The Generalization to an extra strong push. There are three motions
(yellow, blue, and green). Blue is the ground truth of a strong push. Yellow is our
prediction on the same strong push. Green is an extra strong push.

Figure C.4: The Generalization to a multi-push scenario. Yellow is the predicted motion
under a strong push as in Fig. C.3. Green is the extra strong push in Fig. C.3. Red is
the three-phase push motion. The numbers indicate the frames.

stronger push that is 37.36% higher than the strongest push in the dataset. The result
is shown in Fig. C.3. We can see that the motion pushed by the extra strong push is
significantly different from the ground truth and the predicted motion under the strong
push. The motion contains earlier foot movements since the initial push is extra strong
and it generates a much larger acceleration in the beginning. Also, the upper body
is stiffer and has less swing because the balance recovery under an extra strong push
tends to require the body to stiffen quickly to prevent the character from falling down
and recover balance ultimately.

Furthermore, we generalize the push in timing and duration. This time, we apply
multiple pushes at different times, as opposed to one push in the beginning as in the
data. Note there are not multiple pushes in the data at all. We first apply a weak
push, then a medium push at the 15th frame, and finally a strong push at the 50th
frame. We show the visual results of this three-phase push in Fig. C.4. One can see that
the motion is initially slow and sluggish due to the weak initial push, then gradually
intensifies as more pushes are introduced. Under the weak push, the character does
not even start to make a step, then it starts to take steps after the medium push at
the 15th frame. In the end, large strides need to be made, after the strong push at the
50th frame, to recover balance and counter-balance the accumulated accelerations.

In theory, our model can generalize to other scenarios like slippery surfaces as the
friction is learned (Sec 5.3.1 in Chapter 5). Overall, our model can generalize to out-
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Table C.1: Comparison with full-body physics-based baselines.

Method MPJPE hipADE hipFDE

PPR 0.623 0.455 0.602

PHC 0.488 0.409 0.662

Ours 0.097 0.086 0.171

of-distribution physical disturbances in magnitude, timing, and duration.

Comparison with Full-body Physics-based Models

In literature, there is work that also employs body physics for motion imitation under
full-body physics-based models [286, 287, 312, 313]. Although they turn fully/partially
observed/user-specified motions into physically valid ones which is different from our
task, they could be adapted to our new task. However, they are still intrinsically
incapable of learning force interactions in multi-people. So, we could only compare the
performance on single-person. To this end, we adapted the latest physics-based models
PPR [313] and PHC [287] and compared them with our model in the single-person
scenario. Results are shown in Tab. C.1. MBLE and FSE are not considered because
these two baselines are joint-angle-based and simulation-based. Overall, Our model still
performs best on all metrics. PPR and PHC can generate physically valid motions, but
these motions are not necessarily accurate predictions.

Compared with the full-body physics models, the Inverted Pendulum Model (IPM)
is not fine-grained but has the right granularity for our problem. IPM is a compact yet
flexible representation and therefore has been widely used for articulated bodies such as
bipedal/quadrupedal robots including humanoids [281], especially in balance recovery.
Further, simplification is crucial for scalable interaction learning. A full-body model
contains 50-100 degrees of freedom (Dofs). Learning from a 4-people scene then involves
200-400 Dofs plus Dofs for interaction forces, which will be extremely unscalable/slow
as the learning requires many iterations of forward simulation (for many time steps)
and backward propagation. Also, the Dofs will quickly explode in simulation when
the number of people increases, e.g. our 13-person example. In comparison, one IPM
only has 4 Dofs and is much more scalable for both learning and simulation, whose
representational capacity has been proven [279, 280]. Also, even with a small model,
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our model does not overfit, as evidenced by the superb testing results.
Another advantage of using IPMs instead of full-body physics models is the inter-

action modeling. We learn interaction forces as potential-energy-based forces between
two IPMs, which is flexible and easily learnable. This is because contact information
(position, duration, etc.) is not in the data. Therefore the physics model cannot involve
accurate contact modeling even with full-body models, especially when the contact can
be frequently established and destroyed in push propagation.

C.1.2 Multi-people Results

More Comparison

We provide the complete visual comparison between our model with the 4 baseline
methods in Fig. C.5. Overall, our model obtains the best motion quality and is the
closest to the ground truth. DuMMF cannot produce natural movements. JRFormer
tends to predict merely subtle motions deviating from the ground truth. MRT and
TBIFormer suffer from severe intersections between people for the group formation
that is a line. MRT generates serious foot skating for the group formation where people
stand in two lines, while TBIFormer performs as well as our model in this formation.
Note that all baselines here are given much more information than our model. See the
uploaded video on YouTube for a more intuitive comparison.

Detailed numerical comparison can be found in Fig. C.6. DuMMF employs the joint-
angle-based representation, resulting in a zero MBLE. Overall, our model achieves or
is close to the best performance across metrics and perturbation levels. For all tracking
error metrics, our model is much better than baseline methods. This is because only
our model can predict the onset and duration of interaction accurately. In motion
quality metrics, our model outperforms all baselines across three perturbation levels,
meaning that our motion has the best quality.

More Generalisation

Other than the 13-people in a diamond formation shown in Chapter 5, we conduct
further generalization experiments. We employ a formation with ten people standing
closely in a line, to test whether a strong push can be propagated. Since we explicitly
set the distances between people to be very small, we expect a strong push on the first
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Figure C.5: Visual comparison on pushes with different magnitudes and group forma-
tions. Top: medium, Middle: strong, Bottom: weak.
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Figure C.6: Perturbations with different magnitudes in multi-people.

Figure C.7: Generalization on ten people in a line. The first person is pushed by a
strong force and we can simulate the force propagation. The number denotes which
frame.

person to be propagated through people all the way to the front, like what is commonly
observed in high-density crowds.

Our prediction results are shown in Fig. C.7. Note this type of scenario is totally out
of distribution, in terms of the number of people and the formation (a much longer line).
One can see a clear push propagation starting at the back of the line and then being
carried over all the way to the front. This shows not only are the individual motions
captured by the model, but the interaction as well as the interaction propagation are
also predicted well.

Furthermore, looking closely at the predicted interaction forces between people, we
find that the core reason for this push to be propagated, instead of dying down, is that it
is intensified by interactions. This is also observed in high-density crowds where a small
push can be intensified to cause the “butterfly effects” and finally even cause crushes.
By turning the parameters in basic forces in the interaction module, it is possible to let
the propagation dissipate more quickly. Overall, this shows the great flexibility of our
model in capturing complex interactions and interaction propagation. This flexibility
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Table C.2: Metrics in complete (top) and 25% (bottom) training data for single-person.

Method MPJPE hipADE hipFDE MBLE FSE

A2M 0.403 0.386 0.730 0.019 0.200

ACTOR 0.362 0.338 0.591 0.020 0.434

MDM 0.500 0.424 0.686 0 2.567

RMDiffuse 0.228 0.202 0.299 0.011 0.790

PhyVae 0.260 0.249 0.460 0.009 0.170

siMLPe 0.130 0.117 0.226 0.006 0.182

EqMotion 0.296 0.270 0.543 0.064 1.552

Ours 0.097 0.086 0.171 0.002 0.131

siMLPe 25% 0.203 0.189 0.411 0.009 0.650

Ours 25% 0.207 0.190 0.267 0.009 0.211

could be crucial in crowd simulation in high-density crowds where potential crushes
can happen.

C.1.3 Data Efficiency

One core reason for our LDP design is the lack of data. So it is essential to test the data
efficiency. Although the original data is already much smaller than existing datasets
for human motion prediction, we further reduce the data to 25% of its original size and
repeat the training on single-person and multi-people scenarios.

As shown in Tab. C.2, our model trained on 25% training data still outperforms
all baselines trained on 100% data, except for siMLPe in the single-person scenario.
Therefore, we also trained siMLPe on 25% training data and evaluated it on all metrics
for comparison. siMLPe achieves good performance and is slightly better than our
model on MPJPE and hipADE on 25% training data, while our model performs much
better on hipFDE and FSE. It’s notable that we gave much more information to siMLPe.

One possible reason for the good performance of siMLPe might be its lightweight, as
aimed for by its authors. So we also compare the model sizes in Tab. C.3. It is clear that
the lightweight is not the only reason, as other baselines which are smaller than ours
cannot achieve good results. We speculate that expressivity especially explicit physics
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Table C.3: Model size in single-person (left) and multi-people (right). The unit is M
(million). Ours S means our model for single-person which excludes the differential
interaction model. Ours M is our complete model.

Method A2M ACTOR MDM RMD PhyVae siMLPe EqMotion Ours S MRT DuMMF TBIF JRF Ours M

Parameters 0.45 14.78 18.10 40.96 2.72 0.02 0.64 2.67 6.98 6.54 10.26 3.70 2.94

Table C.4: Metrics in complete (top) and 25% (bottom) training data for multi-people.

Method MPJPE hipADE hipFDE MBLE FSE

MRT 0.162 0.140 0.282 0.010 0.256

DuMMF 0.312 0.285 0.480 0 3.194

TBIFormer 0.204 0.177 0.305 0.010 0.234

JRFormer 0.181 0.152 0.260 0.012 0.932

Ours 0.106 0.092 0.218 0.003 0.069

Ours 25% 0.139 0.115 0.270 0.011 0.117

is the key. Further, even siMLPe can achieve good numerical results, its predicted
motions are of lower visual quality. More importantly, extending siMLPe to multi-
people scenarios is challenging as it cannot learn interactions at all.

Next, we suspect that reduced training data brings more difficulty to the multi-
people motion prediction. The results prove us correct, shown in Tab. C.4. Our model
is still better than all baselines trained on 100% data, even though the training data
for our model is reduced to 25%.

The high data efficiency of our model is mainly because the physics model embedded
in our model has a low number of learnable parameters, but largely dictates the motion
trend. The governing differential equation (Eq. 5.3 in Chapter 5) restricts the overall
input-output mapping of the whole model and therefore it requires little data to learn.
Similar phenomena have been observed in other differentiable physics research [276,
277].
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Table C.5: Dataset details. There are four subjects and four group settings in single-
person and multi-people respectively in the dataset. Three push magnitudes (weak,
medium, and strong) are used.

Single Wk Med Str Tot Group Wk Med Str Tot

S1 3 4 3 10 G1 4 4 4 12

S2 5 3 4 12 G2 6 6 4 16

S3 5 4 4 13 G3 10 9 6 25

S4 3 4 3 10 G4 0 10 0 10

Tot 16 15 14 45 Tot 20 29 14 63

C.2 Additional Experiment Details

C.2.1 Dataset Details

The new dataset, FZJ Push, records human motions under expected physical perturb-
ations. There are 45 single-person motions and 63 multi-people motions in the dataset.
In both scenarios, repeated experiments were conducted on applying unexpected phys-
ical pushes with varying magnitude onto a person. In the single-person scenario, this is
simply recording reactive motions to push and balance recovery; in multi-people scen-
ario, one person is pushed and this person pushes other people to recover balance so
that the push can be propagated among several people.

After discarding redundant frames such as those in waiting, we have 3104 frames and
5614 frames in the single-person and multi-people scenarios, respectively. All pushes
are recorded via a pressure sensor Xsensor LX210:50.50.05 on the punching bag. The
punching bag was moved manually by the same operator in all experiments. In addition,
the pushes are labeled as small, medium, and strong.

In the single-person scenario, the dataset involves 4 subjects (S1-S4). Tab. C.5 left
shows the number of experiments on each subject under different push magnitudes.
We select randomly about 30% of the data to construct the test set for every subject,
while the remaining data is used for training. Finally, the test set and train set have
13 motions and 32 motions, respectively. In the multi-people scenario, the dataset
involves 4 group settings. G1 has four people standing in two lines, shown in Fig. C.8.
G2 has a formation where four people are in a line. G3 and G4 contain 5 people in
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Figure C.8: FZJ Push [18]. The blue agent was pushed by the punch bag and then he
pushed other people.

a line. We give the number of motions in every group setting under different push
magnitudes in Tab. C.5 right. We randomly select approximately 20% of the data in
each group setting for the testing set, while the remaining is for training. Eventually,
the test set and train set have 14 motions and 49 motions, respectively. Since our new
task aims to predict remaining future motions given the initial poses and motions have
different lengths, we have different numbers of prediction frames for diverse motions.
The minimum and maximum numbers of prediction frames are 38 (42) and 105 (132),
respectively, in the single-person (multi-people) scenario. All motions are recorded in
FPS = 60. Therefore, the time horizon of predicted motions is between 0.63 (0.7)
seconds and 1.75 (2.2) seconds in the single-person (multi-people) scenario.

C.2.2 Metrics

We adopt five metrics commonly used for evaluating motion prediction accuracy and
quality as follows. MPJPE (Mean Per Joint Position Error), hipADE (Average Dis-
placement Error at the hip), and hipFDE (Final Displacement Error at the hip) are
metrics measuring the tracking errors. MPJPE is the most widely used metric in hu-
man motion prediction to evaluate prediction accuracy on every joint. hipADE focuses
on the main motion trend, while hipFDE pays attention to the final position of the hip.
Moreover, hipADE and hipFDE are strongly relevant to the hip joint which corresponds
to the point mass in our IPM. In addition, another two metrics MBLE (Mean Bone
Length Error) and FSE (Foot Skating Error) are used to measure the motion quality.
We adopt these two metrics to check if our model can produce reasonable poses and
motions.
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• MPJPE: Mean Per Joint Position Error (MPJPE) is the average l2 distance
between predicted positions of joints and their ground truth:

MPJPE = 1
TNJ

T∑
t=1

N∑
n=1

J∑
j=1

∥Xn
t [j] − X̂n

t [j]∥2, (C.1)

where Xn
t [j] is the position of the jth joint of the nth person at frame t and X̂n

t [j]
is its prediction. This metric is used most widely to measure the 3D pose errors.

• hipADE: Average Displacement Error at the hip (hipADE) is the average l2

distance between predicted positions of hip joints and their ground truth:

hipADE = 1
TN

T∑
t=1

N∑
n=1

∥hn
t − ĥn

t ∥2, (C.2)

where hn
t is the hip position of the nth person at frame t and ĥn

t is its prediction.
This metric focuses on global errors.

• hipFDE: Final Displacement Error at the hip (hipFDE) is the average l2 distance
between predicted positions of the hip joints at the last frame in each motion
sequence and their ground truth:

hipFDE = 1
N

N∑
n=1

∥hn
T − ĥn

T ∥2. (C.3)

• MBLE: Mean Bone Length Error (MBLE) is the average l1 distance between
lengths of predicted bones and their ground truth:

MBLE = 1
TNB

T∑
t=1

N∑
n=1

B∑
b=1

∣∣∣Xnb
t − X̂nb

t

∣∣∣ , (C.4)

where Xnb
t is the length of bth bone of the nth person at frame t and X̂nb

t is the
corresponding prediction.

• FSE: Foot Skating Error (FSE) is the average of weighted foot velocities for all
feet with a height h within a threshold H. The weighted velocity is vf (2 − 2h/H).

C.2.3 Baseline Adaptation

The task proposed in Chapter 5 is new, so there is no similar work to our best knowledge.
For comparison, we adapted 11 state-of-the-art baseline methods in the most relevant
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areas: motion forecasting, motion generation, and motion synthesis. One selection
criterion is the availability of the code, to ensure their original implementation is used.

Specifically, we choose A2M [299], ACTOR [268], MDM [269], RMDiffuse [270],
PhyVae [273], EqMotion [41], siMLPe [42], PPR [313] and PHC [287] for the single-
person scenario, and MRT [169], DuMMF [44], TBIFormer [16] and JRFormer [43]
for the multi-people scenario. We try our best to keep the best performance of these
baselines when adapting. The adaptation details are as follows:

• A2M. Action2Motion (A2M) is the first work to generate human motions given
an action type. We use the push magnitudes (weak, medium, and strong) as the
action labels (0, 1, 2). The initial pose is applied to kick-start the generation
instead of a blank pose filled with 0 in the testing phase.

• ACTOR. Action-conditioned Transformer VAE (ACTOR) is another action-to-
motion method following A2M. Similar to A2M, the push magnitudes are regarded
as the action labels (0, 1, 2). In addition, the initial pose is given when decoding.

• MDM. Motion Diffusion Model (MDM) is one of the first papers employing
diffusion models in motion generation. This model can achieve great performance
for text-to-motion and action-to-motion. We replace the text input in MDM with
the input forces under the text-to-motion setting. Then, the part corresponding
to the initial frame in x̂0 is overwritten at each iteration as the MDM does in its
motion editing. This is to minimize the change for adaptation. MDM handles
motion editing, where if we fix the first frame, the task setting is almost the same
as our task. Specifically, motion editing with the initial frame fixed is equivalent
to letting the model generate the whole motion given the input signal.

• RMDiffuse. Retrieval-augmented Motion Diffusion model (RMDiffuse) is the
state-of-the-art model in motion generation. We adopt its test-to-motion setting
and replace the original text input with the input force. Similar to MDM, the part
corresponding to the initial frame in x̂0 is overwritten at each iteration during
evaluation to ensure the information of the first frame is given.

• PhyVae. Physics-based VAE (PhyVae) is the state-of-the-art motion synthesis
model. At each step, PhyVae predicts current action at given the current input
signal gt and current state st. Then at is fed into a pre-trained network (that can
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be regarded as a decoder) to predict the next state st+1. The input force at each
time step t is regarded as the input signal to synthesize the motion.

• siMLPe. This model is a lightweight network based on MLPs but can achieve
state-of-the-art performance in single-person motion prediction. For this forecast-
ing approach, it requires as input M frames and predicts N frames. To ensure the
comparison is as fair as possible, we provide as input complete information on
the input force including magnitude and duration. Specifically, we set M to the
maximum duration of the input forces in the single-person scenario. Then, we
keep the original ratio between the past and the future frames in the long-term
setting in the paper to set N as M/2. M and N values are shown in Tab. C.6.
During testing, given the first M frames, we predict autoregressively to get the
complete motion.

• PPR and PHC. These two baselines are state-of-the-art physics-based character
animation methods that deal with perturbations. PPR and PHC can synthesize
physically valid motions given reference motions. However, reference motions are
unavailable during prediction in our new task. Therefore, following the setup in
PHC, we use the adapted MDM to generate the reference motions during the
test phase. Then these two baselines can generate motions based on the reference
motions generated from the adapted MDM.

• EqMotion, MRT, DuMMF, TBIFormer, JRFormer. These models fall
into human motion forecasting. They have a similar adaptation to that in siM-
LPe, as they have similar input/output requirements. Details of their settings
of input/output frames are shown in Tab. C.6. EqMotion is the state-of-the-art
motion forecasting model for single-person. MRT is a classical multi-people mo-
tion prediction method. DuMMF, TBIFormer, and JRFormer are state-of-the-art
multi-people motion prediction models.

C.2.4 Additional Details of Ablation Study

Here, we provide more details of the ablation study in Chapter 5. We conducted
the ablation study to evaluate the effectiveness of two important components in our
model: the Differentiable IPM and the Skeleton Restoration Model. We have four
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Table C.6: Adaptation for motion prediction methods. 12 and 20 are the maximum
duration of the input forces in the single-person and multi-people scenarios, respectively.

Method siMLPe EqMotion MRT DuMMF TBIFormer JRFormer

Original Past 50 25 15 10 15 15

Original Future 25 25 45 25 45 45

Adaptation Past 12 12 20 20 20 20

Adaptation Future 6 12 60 50 60 60

combinations: with/without IPM, and Full (full-body restoration) / Low-up (first lower
body then upper body).

Our complete model is with IPM and uses a Low-up setting. Without IPM, it
means that we only use the Skeleton Restoration Model to predict the next frame,
while the two samplers (Upper-sampler and Lower-sampler) have to be dropped as
they require the IPM state as input. Therefore, to sample the latent space of the
Conditional Variational Autoencoder (CVAE), we sample the latent variable from a
standard Normal distribution during the evaluation phase. The Full/Low-up setting
is only within the Skeleton Restoration Model. In Full, we use a CVAE to generate
full-body poses directly. Using the current frame as a condition, we sample the latent
variable in the latent space. Then both are fed into the decoder to generate the next
frame. In Low-up, we have two CVAEs and we generate the next frame in exactly the
same way as in the Full setting, except that we first generate the lower body and then
the upper body.

C.3 Additional Details of Methodology

C.3.1 Differentiable Inverted Pendulum Model

Given I0 and İ0, we can simulate the IPM motion in time by solving Eq. C.5 repeatedly:

M(It, lt)Ït + C(It, İt, lt) + G(It, lt) = F net
t , (C.5)
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where M ∈ R4×4, C ∈ R4×1 and G ∈ R4×1 are the inertia matrix, the Centrifu-
gal/Coriolis matrix, and the external force such as gravity:

Mt =


mc + mp 0 mpltcθt 0

0 mc + mp mpltsθtsϕt −mpltcθtcϕt

mpltcθt mpltsθtsϕt mpl2t 0
0 −mpltcθtcϕt 0 mpl2t c2

θt

 ,

Ct =


−mpltsθt θ̇

2
t

mplt(2sθtcϕt θ̇tϕ̇t + cθtsϕt(θ̇2
t + ϕ̇2

t ))
mpl2t sθtcϕt ϕ̇

2
t

−2mpl2t sθtcθt θ̇tϕ̇t

 Gt =


0
0

−mpgltsθtcϕt

−mpgltcθtsϕt

 . (C.6)

Here, mc and mp are the mass of the cart and the pendulum, respectively. cθt and
sθt denote cos θt and sin θt, while cϕt and sϕt represent cos ϕt and sin ϕt. We set mc

and mp as 0.1M and 0.9M respectively where M is the total mass of a person. Unlike
the standard IPM, we allow the rod length to change with time. Given the net force
F net

t ∈ R4 and the rod length lt, we can solve Eq. C.5 for the next state It+1 via a
semi-implicit scheme:

İt+1 = İt + △tÏt, It+1 = It + △tİt+1, (C.7)

where △t is the time step. We have elaborated on the prediction of F net
t and lt in

Chapter 5. Then we have the following equation:

IT − I0 =
∫ T

0
İtdt =

∫ T

0

∫
M−1

t (F net
t − Ct − Gt)dtdt, (C.8)

given the initial condition I0 and İ0 and the final station IT . The prediction of F net
t is

based on the neural networks and other differentiable operations such as PD control and
repulsive potential energy. The prediction of the rod length lt is from a neural network.
Finally, the semi-implicit scheme for updating It only includes simple differentiable
arithmetic. Therefore, our complete IPM is differentiable for both single-person and
multi-people scenarios.

Single-person Prediction. The hyper-parameters Kp and Kd in the PD control
are [30, 30, 1500, 1500] and [4, 4, 200, 200], respectively. We use an LSTM with the
size 256 to predict F self−nn

t . The MLP predicting the rod length has hidden size [128,
128].
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Table C.7: Basic interaction force on angles. X/X is BE/BA.

θn

θj Pos Zero Neg
ϕn

ϕj Pos Zero Neg

Pos 1/-1 0/-1 0/-1 Pos -1/1 -1/0 -1/0

Zero 1/0 0/0 0/-1 Zero 0/1 0/0 -1/0

Neg 1/0 1/0 1/-1 Neg 0/1 0/1 -1/1

Differential Interaction Model. if |rt,nj | < rneigh, the jth person is the neighbor
of the nth person at time t i.e. j ∈ Ωt,n, where rneigh = 0.5. We use an MLP with
2 hidden layers [512, 512] to predict F inta−nn

t,nj . The hyperparameters u and σ in the
repulsive potential energy function for calculating F bs−xy

nj are 150 and 0.5, respectively.
Then, we elaborate the F bs−θϕ

nj = [F bs−θ
nj , F bs−ϕ

nj ]T. We give details for F bs−θ
nj , where the

same principle also applies to F bs−ϕ
nj . The magnitude of F bs−θ

nj is a constant kθ = 100
(kϕ = 50), while its direction is based on the θn and θj of IPM states of n and j.
We categorize θ into three groups: positive, zero, and negative. For two IPMs, this
produces a total of 9 possible situations. Then we need to decide their relative position.
Taking the nth person as the person in interest, if its relative position with respect to
a neighbor j along the x-axis is positive i.e. xnj = xn − xj > 0, we label it as BE
(before), otherwise BA (back). We show the directions of the force for all 9 possible
situations in Tab. C.7, where 1 denotes the interaction force is positive, 0 denotes no
interaction forces, and -1 denotes the negative direction.

C.3.2 Skeleton Restoration Model

Lower Body Restoration. We follow [272] to construct the CVAE-Lower as shown
in Fig. C.9. The encoder is an MLP with two hidden layers of 256 dimensions, with an
ELU layer following each hidden layer. The dimension of the latent variable z is 64. A
mixture-of-expert architecture is employed for the decoder, including 4 expert networks
and a gating network. The input to the gating network and the expert networks are
the latent variable z combined with the current lower-body pose X l

t , while the output
of the expert network is the next pose X l

t+1.
Similar to the encoder, the gating network is an MLP with two 64D hidden layers

followed by ELU activations. Each expert network has the same structure as the
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Figure C.9: The architecture of the CVAE-Lower. During training, the current lower-
body pose X l

t as the condition, and the next lower-body pose X l
t+1 are fed into the

encoder to predict the distribution of the latent variable z. Then the decoder predicts
the next pose X̂ l

t+1 from the sampled variable z and the condition. The red connection
is only used in training. During inference, we use the lower sampler to sample the
latent variable z to predict motion.

encoder except for the input layer and the output layer.
During testing, we use the Lower Sampler to sample the latent variable z given the

current lower-body pose X l
t and the predicted IPM state It+1. The Lower sampler has

the same structure as that of the encoder except for the input layer.
Upper Body Restoration. The CVAE-Upper has the same architecture as the

CVAE-Lower except for the condition Xu
t and X̂ l

t+1 as shown in Fig. C.10. Similarly,
the upper sampler has the same structure as the encoder of CVAE-Upper except for
the input layer. Although the upper body is not explicitly physically constrained, it is
implicitly constrained by the IPM motion which is physically based.

State Representation. In the skeleton restoration model, we adopt pose rep-
resentations [272, 314] for the full-body pose. Specifically, we use a vector includ-
ing positions, rotations, and velocities to represent the pose Xt. X l

t and Xu
t take

the corresponding lower or upper part in the Xt. Furthermore, we use a 15D vector
[xt, yt, θt, ϕt, et, lt, ẋt, ẏt, θ̇t, ϕ̇t, ėt] for It and input the vector into the sampler, where et

is the position of the end of the rod corresponding to the hip joint and lt is the rod
length.
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Figure C.10: The architecture of the CVAE-Upper. The condition Xu
t and X̂ l

t+1,
together with the next pose Xu

t+1 are fed into the encoder to predict the distribution of
the latent variable z. Then the decoder predicts the next pose X̂u

t+1 from the sampled
variable z and the condition. The red connection is only used in training. During
inference, we use the upper sampler to sample the latent variable z to predict motion.

C.3.3 Training

There are several components in our model. An end-to-end training but could lead
to suboptimal local minima. Therefore, we employ pre-training to initialize individual
components and also use auxiliary losses in addition to the main loss introduced in
Chapter 5.

We train the IPM first. Then, we train the CVAE-Lower. Next, we train the lower
sampler network based on the trained CVAE-Lower. Similarly, we train the CVAE-
Upper first then the upper sampler network.

We train the differentiable IPM model by using the 0-order and 1-order information
as shown in Eq. C.9, where λ is a weight parameter. We minimize the angular velocity
ϕ̇ instead of penalizing its l1 norm as we do in other dimensions. This is because the
angular velocity should always be smooth when recovering balances so that smoothing
leads to better results than minimizing the l1 norm.

Lipm = 1
T

T∑
t=1

{|x̂t − xt| + |ŷt − yt| + |θ̂t − θt| + |ϕ̂t − ϕt|

+|ˆ̇xt − ẋt| + |ˆ̇yt − ẏt| + | ˆ̇θt − θ̇t| + λ| ˆ̇ϕt|}. (C.9)

We follow [272] to train the CVAE-Lower in our skeleton restoration model. Then
we train the Lower sampler network based on the trained CVAE-Lower. The encoder
of the CVAE-Lower and the lower Sampler both output the Gaussian distribution
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parameters [µ, σ] for the latent variables z. We train the lower sampler by using the
loss function in Eq. C.10 to let the outputs of the Lower Sampler be close to those of
the encoder, and we ensure that the restored poses have low FSE.

Lskel = ∥ẑµ − zµ∥2 + ∥ẑσ − zσ∥2 + FSE(X̂ l
t , X l

t). (C.10)

We train the CVAE-Upper and the Upper sampler network in the same way except
that the FSE in the loss function Eq. C.10 is ignored.

After initialization, the whole network can be trained as a whole. We use the Adam
optimizer for all training. The learning rates for training the differentiable IPM and two
samplers are 3e-4 and 1e-4, respectively. When training the CVAEs, a linear schedule
is used to adjust the learning rate from 1e-4 to 1e-7, and we set the weight of the KL
loss as 0.005 to encourage high reconstruction quality. The whole training takes about
15 hours on a single GeForce RTX 2080 Ti, but can be automated. The inference takes
approximately 0.19 sec/frame in our 13-person experiment.
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multi-modal distributions of pedestrian trajectories with gans. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition Work-
shops, pages 0–0, 2019.

[85] Liushuai Shi, Le Wang, Chengjiang Long, Sanping Zhou, Fang Zheng, Nanning
Zheng, and Gang Hua. Social interpretable tree for pedestrian trajectory predic-
tion. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 36,
pages 2235–2243, 2022.

[86] Osama Makansi, Eddy Ilg, Ozgun Cicek, and Thomas Brox. Overcoming limit-
ations of mixture density networks: A sampling and fitting framework for mul-
timodal future prediction. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 7144–7153, 2019.

[87] Jinghai Duan, Le Wang, Chengjiang Long, Sanping Zhou, Fang Zheng, Liushuai
Shi, and Gang Hua. Complementary attention gated network for pedestrian
trajectory prediction. In Proceedings of the AAAI Conference on Artificial Intel-
ligence, volume 36, pages 542–550, 2022.

[88] Haonan Li, Xiaolan Wang, Xiao Su, and Yansong Wang. Improved gaussian
mixture probabilistic model for pedestrian trajectory prediction of autonomous
vehicle. Recent Patents on Mechanical Engineering, 17(1):65–75, 2024.

[89] Anshul Nayak, Azim Eskandarian, and Zachary Doerzaph. Uncertainty estima-
tion of pedestrian future trajectory using bayesian approximation. IEEE Open
Journal of Intelligent Transportation Systems, 3:617–630, 2022.

128



BIBLIOGRAPHY

[90] Radford M Neal. Bayesian learning for neural networks, volume 118. Springer
Science & Business Media, 2012.

[91] Lingxue Zhu and Nikolay Laptev. Deep and confident prediction for time series
at uber. In 2017 IEEE International Conference on Data Mining Workshops
(ICDMW), pages 103–110. IEEE, 2017.

[92] Xi Chen, Yan Duan, Rein Houthooft, John Schulman, Ilya Sutskever, and Pieter
Abbeel. Infogan: Interpretable representation learning by information maximiz-
ing generative adversarial nets. Advances in neural information processing sys-
tems, 29, 2016.

[93] Apratim Bhattacharyya, Michael Hanselmann, Mario Fritz, Bernt Schiele, and
Christoph-Nikolas Straehle. Conditional flow variational autoencoders for struc-
tured sequence prediction. In 4th Workshop on Bayesian Deep Learning.
bayesiandeeplearning. org, 2019.
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synthetic-vision based steering approach for crowd simulation. ACM Transac-
tions on Graphics (TOG), 29:1–9, 2010.
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