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Abstract  

Recent advances in the development of scattering-type scanning near-field optical 

microscopy (s-SNOM) using terahertz (THz) frequency quantum cascade lasers (QCLs) 

have opened up new opportunities for THz measurements on the micro- and nano-scale. 

In this thesis the further development of THz-s-SNOM using QCLs is reported, as well as 

its application to the investigation of plasmonic effects in a range of systems. 

It is shown how the frequency tuning of a QCL can be measured with high resolution 

using the self-mixing effect, but also exploited for coherent measurement of the 

scattered field in s-SNOM. The THz-s-SNOM is characterised with an optimisation of the 

spatial resolution achieving a value of 29 nm corresponding to 𝜆/3000. Using THz-s-

SNOM, a novel coherent stepped-frequency system is then reported, in which a 

generalised phase-stepped algorithm is employed to measure magnitude and phase data 

with as little as 4 sampling points per imaging pixel. This approach is used to successfully 

image the out-of-plane electric field supported by a THz micro-resonator. 

A theoretical and experimental investigation of the excitation of surface plasmon 

polaritons (SSPs) in topological insulators (TI) is then presented. Experimental 

measurements are presented for unpatterned and patterned thin-film Bi2Se3 samples. A 

Bi2Se3 thin-film sample incorporating a metallic top gate is also investigated and it is 

demonstrated that the s-SNOM approach can successfully probe the TI surface beneath 

the top-gate. By expressing the resulting imaging data in the complex plane, it is seen 

that SPPs can be successfully launched and measured on the TI surface using this 

technique.  

Furthermore, an improved metamaterial waveguide structure supporting spoof surface 

plasmon polaritons (SSPP) has been theoretically and experimentally investigated, 

wherein the out-of-plane electric field associated with SSPPs has been imaged using 

THz-s-SNOM showing a waveguide-to-waveguide SSPP energy transfer. 
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(red circles) and C =1 (green circles). (b) Variation of the maximum phase error for the 
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3.13 – Experimental set-up up for far-field frequency stepping LFI measurements.  

3.14 ‒Self-mixing voltage measured as a function of laser driving current, showing one 

exemplar interferometric fringe obtained by far-field LFI (blue circles). Also shown is a 

fit to the L‒K model (Equation 2.21), in which β = 2.91 mV and ϕ = ‒2.8°. 

3.15 ‒ (a) Magnitude βm and (b) phase ϕm values determined by applying the GPSA to 

the data in Figure 3.14, for N in the range 3‒20. For each value of N there exists multiple 

possible subsets of phase sampling points corresponding to differing positions of the N 

points along the fringe, each of which yield a different pair βm and ϕm values. Also shown 

(dotted lines) are the ‘true’ values of magnitude and phase as determined from the fit 

shown in Figure 3.14. 

3.16 ‒ (a) Maximum magnitude error eA,max = max {|(
βm−β

β
)|} calculated from the 

magnitude values βm determined from the GPSA (shown in Figure 3.15) and expressed 

as a percentage error relative to the magnitude β determined from the fit shown in 

Figure 3.14; (b) maximum phase error eϕ,max = max{|ϕm − ϕ|} calculated from the 

phase values ϕm determined from the GPSA (shown in Figure 3.15) and the phase ϕ 

determined from the fit shown in Figure 3.14. 

3.17 – x- and y-component of the signal acquired by the lock-in for near-field frequency 

sweep using the stepped frequency measurement system.  

3.18 ‒ Self-mixing voltage obtained from demodulation of the laser voltage at the n = 3 

harmonic of the tip tapping frequency, measured as a function of laser driving current 

(blue) fitted to which is the L-K model according to Equation 2.21 (red).  

3.19 ‒ (a) Maximum magnitude error eA,max and (b) maximum phase error eϕ,max 

determined from the magnitude and phase values obtained from the GPSA when applied 

to the data shown in Figure 3.18, expressed relative to those determined from the fit 

shown in Figure 3.18. 

3.20 ‒ Finite element simulations showing the spatial variation of the (a) magnitude βz 

(a.u.), (b) phase ϕz (rads/π) and (c) real part Re(βze
−iϕz) (a.u.) of the out-of-plane field 

in the x‒y plane 20 nm above the DA, when illuminated under oblique incidence at a 

frequency 3.45 THz. Adapted from [15]. 

 

3.21 Terahertz image of the dipole antenna structure obtained by THz-s-SNOM, in which 

the antenna is obliquely illuminated with p-polarised radiation at a frequency 3.45 THz. 



 
 

The colour scale represents the self-mixing voltage derived from the n =2 harmonic of 

the laser voltage, measured at a single laser driving current. The signal comprises of 

components capturing both the near-field dipole interaction between tip and sample 

surface, as well as the spatial distribution of the out-of-plane field supported by the 

sample under resonant excitation. 

3.22 – Examples of single pixel VSM data acquired for N = 15 data points acquired using 

the stepped frequency system (red) fitted to which is the GPSA (blue). (a) βm = 0.57 mV 

and ϕm = -0.51 rad. (b) βm = 1.2 mV and ϕm = 0.43 rad. (c) βm = 1 mV and ϕm = 0.51 

rad. (d) βm = 1.1 mV and ϕm = 0.39 rad. 

3.23 ‒ Magnitude βz, phase ϕz and real part Re(βze
−iϕz) of the out-of-plane field 

component associated with the plasmonic dipole mode excited in the DA under resonant 

excitation by THz radiation. Blue circles show measured values, obtained by THz-s-

SNOM and applying the GPSA with (a) N =15 and (b) N =4 measurements per pixel, 

plotted as a function of position along the principal axis of the antenna. Also shown (red 

lines) are the corresponding values derived from FEM simulations shown in Figure 3.20. 

3.24 ‒ Two-dimensional images showing the (a) real part Re(βze
−iϕz) (a.u.) and (b) 

phase ϕz (rads/π) of the out-of-plane field component supported by the DA, obtained by 

THz-s-SNOM and applying the GPSA with  N = 4 measurements per pixel. The first and 

last pixels of each row and column correspond to the substrate region of the sample. 

Both images have been generated by concatenating 1D scans taken at different y-

positions on the sample. 

4.1 – Energy-momentum diagram of a typical topological insulator showing the Fermi-

energy level Ef and the momentum of spin up (blue arrow) and spin down (green arrow) 

electrons. Adapted from [16].  

4.2 – (a) Diagram of s-SNOM scanning location on a graphene nano-ribbon (GNR) with 

incident radiation (red). (b) Imaging data of a ribbon with fields of the left and right sides 

of the ribbon, including s-SNOM tip location. Adapted from [17]. 

4.3 – Energy-momentum diagrams for Bi2Se2 modelled using a generalised gradient 

approximation (GGA) without (a) and with (b) spin orbit coupling (SOC). It can be seen 

that the presence of SOC provides a band gap of ~ 1 eV at the Γ K-point. For simplicity, 

Ef has been assumed to be 0 eV. Adapted from [18].  

4.4 – Hexagonal Bi2Se3 atomic structure showing the Se1-Be-Se2-Be-Se1 quintuple layer 

(red box). Adapted from [19].  



 
 

4.5 – Dispersion relation of gold (blue) with free space wave vector (dashed red), 

according to Equation 4.1.  

4.6 - Plasmon propagation length in gold according to Equation 4.2.  

4.7 – Plasmon wavelength in gold according to Equation 4.3.  

4.8 – Normalised plasmon propagation length in gold according to Equation 4.4. 

4.9 – Contribution terms of the permittivity of Bi2Se3 according to Equation 6, using the 

values from Table 1 in [20].  

4.10 – Real (red) and imaginary (blue) parts of the permittivity of Bi2Se3 according to 

Equation 4.6.  

4.11 – Sapphire dispersion relation according to Equation 4.7.  

4.12 – (a) Dispersion relation for Bi2Se2 according to Equation 8. (b) Plasmon 

propagation length in Bi2Se3 according to Equation 2. (c) Plasmon wavelength in Bi2Se3 

according to Equation 3. (d) Normalised plasmon propagation length in Bi2Se3 according 

to Equation 4.4.  

4.13 – Real part of the in-plane permittivity (blue) and out-of-plane permittivity 

(orange), according to Equations 4.9 and 4.10 as well as the real (yellow) and imaginary 

(purple) parts of the total permittivity.  

4.14 – The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of Bi2Se3 from Figure 4.12, determined using 

model 1 (Equation 4.6), with the equivalent plots determined using model 2 (Equations 

4.9 and 4.10). The values plotted in (b) and (d) are the absolute values to maintain 

similar y-axis scaling to Figure 4.12.  

4.15 - The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of Bi2Se3 for a range of ωD calculated from 

Equation 4.11, using a range of nbulk = 1 – 6 x1018 cm-3.  

4.16 – The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of Bi2Se3 for thicknesses of 20 nm (blue), 40 

nm (orange), 60 nm (yellow) and 80 nm (purple), according to Equation 4.8. 

4.17 - The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of Bi2Se3 for a range of kF calculated from 

Equation 4.13, using a range of nsurface = 1 – 6 x1013 cm-2. 



 
 

4.18 – Photolithography mask used to fabricate ribbon sample (wafer MBE20220536).  

4.19 – Gated Hall-bar Bi2Se3 sample (wafer MBE20220530) microscope image with 

cross-sectional diagram (inset). Adapted from [21].  

4.20 – Real (blue) and imaginary (red) part of the permittivity of sample MBE210312, 

according to Equation 4.6, using material parameters obtained from fitting the real (blue 

dashed) and imaginary (red dashed) parts of the permittivity acquired via THz-TDS. 

4.21 – The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of sample MBE210312, according to 

Equation 4.8, using the permittivities of Figure 4.20.  

4.22 – Real (blue) and imaginary (red) part of the permittivity of sample MBE210318, 

according to Equation 4.6, using material parameters obtained from fitting the real (blue 

dashed) and imaginary (red dashed) parts of the permittivity acquired via THz-TDS.  

4.23 – The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of sample MBE210318, according to 

Equation 4.8, using the permittivities of Figure 4.22.  

4.24 – Real (blue) and imaginary (red) part of the permittivity of sample MBE20220536, 

according to Equation 4.6, using material parameters obtained from fitting the real (blue 

dashed) and imaginary (red dashed) parts of the permittivity acquired via THz-TDS. 

4.25 – The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of sample (wafer MBE20220536) according 

to Equation 4.8, using the permittivities of Figure 4.24.  

4.26 – Real (blue) and imaginary (red) part of the permittivity of sample MBE20220530, 

according to Equation 4.6, using material parameters obtained from fitting the real (blue 

dashed) and imaginary (red dashed) parts of the permittivity acquired via THz-TDS.  

4.27 – The dispersion relation (a), plasmon propagation length (b), plasmon wavelength 

(c) and normalised plasmon wavelength (d) of gated Hall bar sample (wafer 

MBE20220530) according to Equation 4.8, using the permittivities of Figure 4.26.  

4.28 – Schematic of the scanning area of sample MBE210312. Not to scale.  

4.29 – (a) 3Ω THz and (b) topology images from a 100 µm x 100 µm THz-s-SNOM 

measurement of sample MBE210312, measured in the scanning location depicted in 

Figure 4.28.  



 
 

4.30 - (a) 3Ω THz and (b) topology images from a 20 µm x 20 µm THz-s-SNOM 

measurement of sample MBE210312, measured in the scanning location depicted in 

Figure 4.28.  

4.31 – (a,d) Scanning area schematic (not to scale), (b,e) 3Ω  THz and (c,f) topology 

images from two 85 µm x 85 µm THz-s-SNOM measurement of sample MBE210312 in 

different positions on the sample.  

4.32 – (a) 3Ω THz and (b) topology images from a 90 µm x 90 µm THz-s-SNOM 

measurement of plain sapphire wafer.  

4.33 - (a,d) Scanning area schematic (not to scale), (b,e) 3Ω THz images and (c,f) 1Ω THz 

images of two 90 µm x 90 µm THz-s-SNOM measurement of sample MBE210312 in 

different orientations of the same scanning area. Figures (e) and (f) have been rotated 

900 to demonstrate the angle at which the scan was performed.  

4.34 – (a) Scanning area schematic, (b) AFM image, (c) 3Ω THz image and (d) averaged 

THz image in the y-direction, of 30 µm wide ribbon on sample MBE20220536.  

4.35 – (a) Scanning area schematic, (b) AFM image, (c) 3Ω THz image and (d) averaged 

THz image in the y-direction, of 4.25 µm wide ribbon on sample MBE20220536. The 

incident beam was p-polarised denoted by the beam direction k0 and field direction E0.  

4.36 – (a) Scanning area schematic, (b) AFM image, (c) 3Ω THz image and (d) averaged 

THz image in the y-direction, of 4.25 µm wide ribbon on sample MBE20220536. The 

incident beam was s-polarised denoted by the beam direction k0 and field direction E0.  

4.37 – Scanning area schematic of gated Hall bar Bi2Se3 sample. Omitted are the Au wires 

which connect to the Au contacts (yellow) and bottom gate (blue) to provide a bias 

across the TI.  

4.38 – (a) 3Ω THz and (b) topology of the gated Hall bar sample, measured in the 

scanning area shown in Figure 4.37.  

4.39 – (a) Horizontally averaged values from Figure 4.38a and (b) horizontally averaged 

values from Figure 4.38b.  

4.40 – Single interferometric fringe generated by current step between 540 – 582 mA, 

performed in a similar manner to that shown in Chapter 3.  

4.41 – Magnitude (a) and phase (b) extracted using the GPSA of Chapter 3 from a 1D 

coherent measurement scan of the gated Hall bar TI sample with Vg = 0 V. 



 
 

4.42 – VSM signal of Figure 3.41 plotted in the complex plane with (red) and without 

(blue) the offset C according to Equation 4.13.  

4.43 – Real part of the SPP field (blue) with Equation 4.14 (red) for coherent 

measurements of the gated TI using Vg = 0 V (a) and Vg = 2.5 V (b).  

4.44 – SPP wavelength extracted using Equation 4.13 for coherent measurements of the 

gated TI sample using a range of gate voltages Vg = -5 – 5 V. 

5.1 – Dispersion relation for fundamental mode of comb-shaped PSP waveguide (a) and 

normalised amplitude of the out-of-plane electric field of a unit cell obtained using FEM 

(b). Geometric parameters of the waveguide with w = 1.07d, a = 0.73d and h = 0.8d 

where d = 7.5 µm (a inset). Adapted from [10]. 

5.2 – ANSYS HFSS wave port simulation environment for PSP waveguide with SSPP 

propagating from port 1 and detected at port 2. Adapted from [10]. 

5.3 – Real part of the out-of-plane electric field Ez (MV/m) on the surface of a 208 µm 

long PSP waveguide, captured from the simulation environment of Figure 5.2. Adapted 

from [10]. 

5.4 – (Blue) Averaged Ez values for each bar of the PSP waveguide extracted from Figure 

5.2. (Red) Equation 5.2 with fitting parameters of E0 = 11 MV/m, kx = 3350 cm-1, θ =

 1.2 rad and Lp = 75 µm. Adapted from [10]. 

5.5 – (a) Schematic diagram of grating structure with period α = 20 µm, length Lg ~ 87 

µm, offset goff = 10 µ and slit length Ls = 25 µm. (b) Schematic diagram of the 208 µm 

PSP waveguide integrated with the grating of (a). Adapted from [10]. 

5.6 – S-polarised simulation orientation showing direction of incident beam wave vector 

k0 and electric field E0 with respect to the waveguide structure. Adapted from [22]. 

5.7 – (a) Simulated real part of the out-of-plane field Ez on the surface of a 208 µm-long 

PSP waveguide excited by an s-polarised 3.45 THz incident beam. Spatially averaged 

values of Ez per bar for the area x = 0 – 104 µm (b) and x = 104 – 208 µm (c), fitted to 

which is Equation 5.2 with fitting parameters E0 = 3 ± 0.18 (arb), kx = 3600 cm-1 and 

Lp = 60 µm. Adapted from [22]. 

5.8 – (a) THz image of a portion of the PSP waveguide obtained by THz-s-SNOM, in which 

the signal is derived from the n = 2 harmonic of VSM. Spatially averaged values of Ez per 



 
 

bar for the area x = 0 – 104 µm (b) and x = 104 – 208 µm (c), fitted to which is Equation 

5.2.  

5.9 – Schematic of the DC structure showing the three regions of interest. The structure 

is designed so that SSPPs are launched at the beginning of WG1 and couple to WG2 

within the interaction region. Adapted from [10]. 

5.10 – (a) Dispersion relation for even (solid) and odd (dashed) SSPP modes on DC 

structures with varying g values. (a, inset) Part of the dispersion relations of (a) cropped 

to the kx values of interest. Real part of the out-of-plane field Ez of the SSPP even (b) and 

odd (c) modes obtained via FEM simulations of a DC structure with g = 0.5 µm. Adapted 

from [10]. 

5.11 – Magnitude (upper) and real part of the out-of-plane electric field (lower) on the 

surface of the DC structures obtained via wave port simulations. (a) g = 0.5 µm, (b) g =

 0.7 µm, (c) g = 1 µm, (d) g = 1.5 µm and (e) g = 5 µm. Adapted from [10]. 

5.12 – Ring termination designs schematics. (a) d = 0 µm, (b) d = 1.5 µm, (c) d = 2.5 µm, 

(d) d = 3.5 µm, (e) d = 4.5 µm and (f) d = 5.5 µm.  

5.13 – Magnitude of out-of-plane electric field for PSP waveguide with ring terminations 

acquired via free-space excitation simulations. (a) d = 0 µm, (b) d = 1.5 µm, (c) d = 2.5 

µm, (d) d = 3.5 µm, (e) d = 4.5 µm and (f) d = 5.5 µm.  

5.14 – Comparison of the performance of the ring termination designs.  

5.15 – Tapered termination design schematics. (a) h = 7.5 µm, b = 8 µm, (b) h = 15 µm, 

b = 8 µm, (c) h = 7.5 µm, b = 2 µm and (d) h = 15 µm, b = 2 µm.  

5.16 – Magnitude of out-of-plane electric field for PSP waveguide with tapered 

terminations acquired via free-space excitation simulations. (a) h = 7.5 µm, b = 8 µm, 

(b) h = 15 µm, b = 8 µm, (c) h = 7.5 µm, b = 2 µm and (d) h = 15 µm, b = 2 µm. 

5.17 – Comparison of the performance of the tapered termination designs.  

5.18 – Extension termination design schematics. (a) L = 5 µm, (b) L = 10 µm, (c) L = 15 

µm and (d) L = 20 µm.  

5.19 – Magnitude of out-of-plane electric field for PSP waveguide with tapered 

terminations acquired via free-space excitation simulations. (a) L = 5 µm, (b) L = 10 µm, 

(c) L = 15 µm and (d) L = 20 µm. 

5.20 – Comparison of the performance of the extension termination designs. 



 
 

5.21 – Grating termination design schematics. (a) a = 0.5 µm parallel, (b) a = various 

parallel, (c) a = 0.5 µm perpendicular and (d) a = various parallel.   

5.22 – Magnitude of out-of-plane electric field for PSP waveguide with grating 

terminations acquired via free-space excitation simulations. (a) a = 0.5 µm parallel, (b) 

a = various parallel, (c) a = 0.5 µm perpendicular and (d) a = various parallel.   

5.23 – Comparison of the performance of the grating termination designs. 

5.24 – Comparison of wave port simulations of 208 µm gold and nickel PSP waveguides. 

(a) Real part Ez of gold waveguide, (b) real part Ez of nickel waveguide, (c) Figure 5.4 

and (d) (Blue) Averaged Ez values for each bar of nickel PSP waveguide extracted from 

(b). (Red) Equation 5.2 with fitting parameters of E0 = 1.768 MV/m, kx = 0.13 cm-1, θ =

 3.05 rad and Lp = 14 µm.  

5.25 – S21 Parameters of nickel PSP waveguide with length L = 208 µm. 

5.26 – Performance of nickel versions of each termination design with results of 

corresponding gold designs (a) Figure 5.17, (b) Figure 5.20) and (c) Figure 5.23. 

5.27 – Schematic diagram of DC structure with grating and 10 µm nickel extension on 

beginning of WG2. The grating has dimensions a = 20 µm and goff = 10 µm. The IR of 

the DC is considered to begin at bar n = 4 of WG1. The gap between WG1 and WG2 is 

g = 0.5 µm.  

5.28 – Real part of the out-of-plane electric field of WG1 (a) and WG2 (b) of the DC 

structure obtained via free-space excitation simulations. (c) Averaged field per bars 

(dots) of the waveguide of (a) fitted to using Equation 5.10 (line) with fitting parameters 

E = 0.8 mV, kxe = 3750 cm-1, kxo = 3300 cm-1, θe = 1.4 rad, θo = 2 rad, L = 80 µm. (d) 

Averaged field per bars (dots) of the waveguide of (b) fitted to using Equation 5.10 (line) 

with fitting parameters Ee = 1 mV, Eo = 1 mV, kxe = 3650 cm-1, kxo = 3200 cm-1, θe =

 1.9 rad, θo = 1.9 rad, L = 80 µm. 

5.29 – Microscope image of DC structure with nickel terminations.  

5.30 – THz s-SNOM (a) and AFM (b) images (n = 2) of WG1 IR of the DC structure of 

Figure 5.29. 

5.31 – Averaged data per bar (dots) of 5.40a fitted to using Equation 5.12 (solid line) and 

Equation 5.16 (dashed line) with fitting parameters E = 0.6 mV, kxe = 4100 cm-1, kxo =

 3300 cm-1, θe = -0.26 rad, θo = -0.19 rad, L = 75 µm. 



 
 

5.32 – THz s-SNOM (a) and AFM (b) images (n = 2) of WG2 IR of the DC structure of 

Figure 5.29. 

5.33 – Averaged data per bar (dots) of 5.42a fitted to using Equation 5.13 (solid line) and 

Equation 5.17 (dashed line) with fitting parameters E = 0.18 mV, kxe = 4400 cm-1, kxo =

 3800 cm-1, θe = -0.7 rad, θo = -1 rad, L = 75 µm. 

6.1 – Phase acquired from modulated stepped-frequency measurement.  
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Chapter 1  

Introduction 

1.1 Terahertz  

Terahertz (THz) frequency radiation is defined as the range of electromagnetic (EM) 

frequencies between approximately 0.3 – 30 x1012 Hz (or range of wavelengths between 

10 µm – 1 mm) [24]. This range lies between microwaves and infra-red radiation on the 

EM spectrum (Figure 1.1), otherwise known as the “THz Gap” [1]. The significance of the 

“THz Gap” arises from a historic lack of reliable, high-power sources for generating these 

frequencies, as they exist in the range that was beyond the limitations of traditional 

optical and electronic techniques, as well as their generally complex/expensive nature 

and common requirement of cryogenic cooling. 

 

Figure 1.1 – Electromagnetic spectrum showing the region of THz frequencies. Adapted 

from [1]. 

Despite being first observed in the early 20th century [25], the THz range had been 

notoriously poorly explored. It was not until 1976 that the first application of THz 

(described at the time at “far infra-red”) was recorded, by D. H. Baker et al. [26] in which 

a HCN laser, GaAs detector and LED camera were used to determine the transmittance 

and reflectance of various organic and inorganic materials, when subject to wavelengths 

between 337 – 1020 µm (0.3 – 0.9 THz). This inaugural demonstration of THz imaging 

was the first indication of its potential as a powerful investigative technique.  

Despite this early interest, it would be over a decade later before the academic and 

industrial exploration of this spectral range progressed, thanks to the development of 

affordable, high-power THz sources (Section 1.2). Since then, the unique properties of 

THz radiation and its vast range of applications have been extensively studied [27]. Its 

non-ionising, non-destructive nature and high absorption by water makes it ideal for 

medical imaging, such as cancer screening [6], [28]. Additionally, these properties 
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provide an attractive alternative to x-rays for security applications such as contraband 

detection [29], [30]. As well as H2O, many compounds display both rotational and 

vibrational absorption lines in the THz spectrum, making it suitable for chemical 

identification applications, such as astronomy [31] and spectroscopy [32]. Furthermore, 

many non-polar materials are transparent to THz, such as most polymers, which make 

them suitable for THz optical components, such as windows, filters, lenses and splitters 

and screening/inspection applications [33].  

 

1.2 Terahertz sources  

One of the earliest methods of THz generation was through the use of photoconductive 

antennae (PCA), wherein electron-hole pairs are excited via a high-power picosecond 

pump laser, producing transient currents that emit low-power broadband THz radiation 

[34]. For more narrowband emission, required by applications such as gas-spectroscopy 

[35], devices such as Schottky diode multipliers have been used, in which microwave 

frequencies are up-converted in the THz range [36]. Traditional gas lasers, such as CO2 

and methanol lasers, have been a reliable source of narrowband coherent THz but their 

large size and need for several kW power supplies renders them inconvenient. Other 

THz applications require only continuous-wave (CW) emission, such as imaging 

techniques that are less interested about frequency-domain and time-domain 

information [37]. For these systems, sources such as CW photomixers [38], [39] and 

Gunn emitters [40] have been developed. However, these sources typically suffer from 

low power and are limited to the lower end of the THz range.   

More recently, a far more attractive THz source has been developed in the form of a small 

semiconductor device known as a quantum cascade laser (QCL). The QCL concept was 

first proposed in 1971 by Rudolf Kazarinov and Robert Suris [41] but was not put into 

practice until 1994 by Faist et al [42], who demonstrated a QCL operating at a 

wavelength of 4.26 µm (~ 70 THz) with a peak optical power of ~ 8.5 mW, and achieved 

lasing in pulsed mode at a device temperature of ~ 90 K.  

The first use of a QCL in the THz range was seen in 2002 at the Cavendish Laboratory, 

Cambridge, by Köhler et al [43], which emitted at 4.4 THz with a peak optical power of 

~ 2 mW and operated in pulsed mode at 50 K. Since, the optimisation of the QCL over 

the last two decades has enhanced its popularity and preference for THz generation, due 
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to its small size, low threshold current (commonly a few hundred mA), tunability [44], 

narrowband emission [45] and high output power (~W) [46].  

 

1.3 QCL theory 

A laser (Light Amplification by Stimulated Emission of Radiation) generates radiation via 

electron transitions from an upper to a lower energy level. When interacting with a 

photon with the correct energy, an electron occupying an upper level can transition and 

emit another photon with equal wavelength and phase as the incident photon, which is 

called stimulated emission. However, electrons occupying lower levels can absorb and 

be excited by these photons, resulting in no emission. To achieve lasing, the average 

number of electrons in the upper level must be greater than that in the lower, a condition 

referred to as a population inversion.  

For simple interband semiconductor lasers, such as laser diodes, the conduction band 𝐸𝑐  

and valence band 𝐸𝑣  of the material define the upper and lower energy levels. In these 

devices, the emitted photon energy is equal to the band gap 𝐸𝐺 , which is determined 

solely by the semiconductor’s composition (Figure 1.2a). An alternative design involves 

using quantum wells to generate a series of energy levels within 𝐸𝑐  and 𝐸𝑣  called 

subbands [47]. Since the energy levels associated with the subbands are dependent on 

the width of the quantum wells [48], the photon emission can be adjusted to energies 

other than 𝐸𝐺  (Figure 1.2b). However, given that all electron transitions, regardless of 

the subbands between which they transition, are required to cross from 𝐸𝑐  and 𝐸𝑣 , the 

minimum photon energy possible to be emitted is 𝐸𝐺 . The previously described “THz 

Gap” arises because there are no known semiconductor materials that possess a 

bandgap small enough to achieve THz frequency emission.  

To circumvent this fact, a scheme was developed that relies on intersubband transitions, 

wherein photon emission is the result of electrons transitioning between subbands 

within the conduction band, permitting energies far smaller than 𝐸𝐺  (Figure 1.2c).  
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Figure 1.2 – Representation of photoemission mechanisms for three different laser designs. 

(a) Interband design where electron transition occurring between conduction band 𝐸𝑐  and 

valence band 𝐸𝑣  with photon energy equal to the band gap 𝐸𝐺 . (b) Quantum well design 

where electron transition occurs between subbands in 𝐸𝑐  and subbands in 𝐸𝑣 , resulting in 

photon energies greater than 𝐸𝐺 . (c) Intersubband design where electron transition occurs 

between subbands within 𝐸𝐶 , resulting in photon energies less than 𝐸𝐺 . Adapted from [2]. 

The QCL is a laser which utilises this technique. A QCL consists of semiconducting 

material (commonly GaAs/AlGaAs) engineered into stacked quantum wells, forming a 

series of identical repeating units. Each unit (Figure 1.3a) comprises an active region 

(the region in which the intersubband transitions take place) and injector/extractor 

regions (non-radiative regions). Both of these regions comprise multiple quantum wells, 

which allows for control of the emission wavelength and energy of injector/extractor 

states [49]. 

Careful engineering of quantum wells can permit the overlapping of neighbouring states 

to form bands of non-discrete energy levels called minibands. Injector minibands allow 

electrons to efficiently tunnel into the upper energy level of an active region, whereas 

extractor minibands allow for efficient tunnelling of electrons out of the lower energy 

level of an active region, when under an applied electric field. An organisation of these 

bands allows the extractor miniband of one active region to form the injector miniband 

of the next, permitting the cascading of electrons through the units of the device, hence 

the name. As seen below, some QCL designs employ the use of minibands within the 

active region, referred to as superlattice QCLs, whilst others comprise no minibands at 

all and instead rely on discrete electron states to form the upper and/or lower lasing 

level and longitudinal-optical (LO) phonon scattering for low level depopulation.  
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Figure 1.3 – Diagram of the QCL working principle. (a) Electrons tunnel through a potential 

barrier from an injector miniband into the upper level of the active region releasing a 

photon with energy ℎ𝜈, after which they tunnel out into an extractor miniband. (b) The 

process described in (a) for a series of stacked wells when under a bias, showing electrons 

cascading through the device. Adapted from [3].   

Similar to any laser, to achieve lasing a population inversion must be reached within the 

active regions. In a QCL this is ensured by encouraging a depopulation of electrons from 

the lower lasing states. There are several QCL designs which can be used to bring about 

this process, a summary of which can be seen in Figure 1.4.  

Chirped Superlattice (CSL) design: 

A CSL utilises minibands to both improve the photon emission process and depopulate 

the lower energy level (Figure 1.4a). The active regions of a CSL QCL comprise an upper 

and lower miniband, the electron transition between which (the minigap) is radiative. 

Since electrons naturally relax to the lowest state of a miniband, electron transition 

occurs between the bottom of the upper miniband to the top of the lower, from where 

they then relax to the bottom of the lower miniband. This process both reduces the 

average transitioning distance between bands, which ensures a favouring of radiative 

intra-miniband transitions over non-radiative inter-miniband transitions, and 

encourages a depopulation the lower miniband. However, this design is at risk of thermal 

backfilling from injector states to the previous lower band, which occurs due to thermal 

excitation and/or absorption of longitudinal optical (LO) phonons [4] and 

consequentially limits the device maximum operating temperature.  
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Bound-to-continuum (BTC) design: 

An improvement on the CSL, the BTC design uses a similar depopulation mechanism 

with the inclusion of a thin well placed adjacent to the injection barrier, forming a bound 

defect state within the minigap (Figure 1.4b). This enables a diagonal transition as the 

electron loses energy, resulting in a decrease of non-radiative scattering [4]. 

Additionally, the injection state’s coupling with the upper state is stronger than that with 

the lower miniband, resulting in a more selective injection process. Consequentially, this 

design has an improved resistance to thermal backfilling, higher operating temperature 

and greater optical power [50], [51].  

Resonant Phonon (RP) design: 

The RP design (Figure 1.4c) removes the use of minibands and instead brings the lower 

lasing level close to the energy of the extractor states and engineers the gap between the 

extractor states and injector states to match the LO-phonon energy for GaAs (~ 36 meV). 

This ensures rapid depopulation from the lower lasing level to the extractor and sub-

picosecond scattering from the extractor to the injector states.  

Although the lack of minibands in the RP design does reduce the rate of radiative 

transitions compared to the BTC design, this is compensated for by its commonly shorter 

unit (or module) lengths 𝐿𝑚𝑜𝑑, which result in an increase in the gain 𝑔, as 𝑔 ∝ 1/𝐿𝑚𝑜𝑑, 

since the number of units for a given device thickness is greater [52]. Furthermore, the 

high energy required to transport electrons from the injector state to the lower lasing 

level substantially reduces thermal backfilling and improves temperature performance 

[53]. However, the large energies associated with this design require a high bias in order 

to align the extractor/injector states, therefore QCLs that use this design commonly 

possess a greater threshold current density and electrical power required for operation.  

Hybrid/Interlaced:  

The hybrid (or interlaced) design (Figure 1.4d) combines the depopulation mechanics 

of the RP design with the diagonal transition concept of the BTC design [54], [55], 

ensuring a highly efficient device that benefits from the advantages of both approaches. 

The foremost of these is its low threshold current density, allowing the device to operate 

at higher temperatures and therefore perform better when operated in CW mode, which 

is desirable for applications such as self-mixing (Section 1.5). Because of this, the QCLs 

presented in the following sections (and remainder of this thesis) are based on the 

hybrid/interlaced design, the fabrication process for which can be found in [10].  
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To minimise THz radiation leakage from the active region into the device substrate, QCLs 

commonly employ waveguides fabricated on the outside of the active region. The two 

designs commonly used are the metal-metal (MM) waveguide and the semi-insulating 

surface plasmon (SI-SP) waveguide [56]. It is understood that the MM design tends 

perform better at higher temperatures but at the cost of poor beam quality. Hence, for 

the QCLs seen in Chapter 2 and after, they employ the SI-SP design.  

Additionally, QCL emission is notoriously multi-frequency, which is undesirable for 

many applications such as THz imaging (Section 1.4). To ensure only single-frequency 

emission, some QCL designs incorporate optical gratings into their waveguides, which 

filter the emission into a single-frequency [57].  

 

Figure 1.4 – Various THz-QCL active region designs. (a) Chirped Superlattice, (b) Bound-

to-continuum (c) Resonant Phonon, and (d) Hybrid/Interlaced. (Red) Upper energy level 

wave function. (Blue) Lower energy level wave function. (Grey) Minibands. Adapted from 

[4].  

 

 

 



8 
 

1.4 Terahertz imaging using QCLs 

As seen, imaging was the first practical demonstration of THz-based technology, which 

has now become its most widely-used application. Its unique transmittance and offer of 

sub-millimetre imaging resolution has given rise to the development of far-field and 

near-field imaging techniques.  

An early example of these techniques used terahertz time domain spectroscopy (THz-

TDS). Under this regime, the transmittance of THz pulses through a target substance is 

acquired by measuring the resulting radiation in the time-domain, from which 

information on the chemical composition of said target can be inferred. This technique 

has been known since the late-1980s [58] but the first practical images were not 

obtained until 1995 by Hu and Nuss [5], which was permitted by their optimisation  of 

the technique. This optimisation included: a reduction in acquisition time of each THz 

waveform from minutes down to ~ 5 ms with a signal-to-noise ratio (SNR) of over 100:1, 

a down-conversion of the waveform into the kHz range, and real-time acquisition 

processing/display of the spectra data via the use of a digital signal processor. By raster 

scanning a sample, with the use of a two-axis motorised stage, a 2D THz image can be 

acquired, an example of which can be seen in Figure 1.5, where the water content of a 

leaf is compared immediately and 48 hours after being cut.  

 

Figure 1.5 – Comparison between THz-TDS images of a freshly cut leaf (left) and the leaf 

48 hours after cutting (right) showing the attenuation of THz due to water content. 

Adapted from [5]. 
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The system described above employed a femtosecond pulsed Ti:sapphire laser-pumped 

PCA THz source, which was down-converted into the kHz range using a 15 cm/s delay 

line.  However, using PCAs in this regime has several drawbacks, the most significant of 

which is the low output power (commonly ~ µW) of the optically pumped devices, which 

themselves requires very large and expensive laser systems. Furthermore, PCAs only 

emit broadband radiation which, as previously described, is inadequate for many 

applications.  

To overcome these restrictions in the NIR range, devices such as heterostructure laser 

diodes have been employed. However, similar semiconductor-based sources, used in an 

attempt to solve these issues in the THz range, had posed a great challenge, due to the 

lack of materials with a sufficiently small bandgap for THz generation by intra-band 

electron transitions. It is these limitations that led to the development of the QCL, whose 

compact size and ability to generate high-power, spectrally pure, narrowband THz 

radiation makes it ideal for imaging applications [8].  

For simplicity, early QCL imaging was concerned with incoherent THz detection, 

wherein only the amplitude of the measured THz signal is considered. The most 

rudimentary of these systems, such as that shown in Figure 1.6, involves a single-

frequency THz-QCL, the output of which is focused onto a sample and the transmission 

is collected by an external THz detector. An image of the target is generated by raster-

scanning the sample using a translation stage. These systems have been demonstrated 

for the imaging of biomaterials [6], electronic components [59] and a variety of chemical 

compounds [32]. For THz detection in these systems, a common instrument is the 

bolometer [60]–[62], which has been seen to achieve great sensitivity and a dynamic 

range of ~ 64 dB, but does require cryogenic-cooling. An alternative method, seen in 

[59], is the use of a pyroelectric sensor. However, it was considered that detector 

sensitivity and dynamic range could be improved with the use of a more powerful THz 

source, which would allow for the utilisation of a multi-element pyroelectric camera and 

remove the need for sample movement.  
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Figure 1.6 – Schematic diagram of THz imaging system employing a 3.7 THz QCL. Adapted 

from [6]. 

Despite offering greater imaging resolutions (~ 250 µm) [6], [61], [63], [64] compared 

with alternative imaging systems such as THz-TDS, due to the reduced diffraction limited 

beam resolution afforded by higher frequencies, THz-QCLs still fall short of the 

diffraction limit of ~ 64 µm at 3 THz [65]. This is primarily due to their irregular beam 

profiles, which is a result of a diffraction of the QCL output beam due to the sub-

wavelength geometry of the metal-metal waveguide aperture [66]. To mitigate this, 

alternative techniques such as the semi-insulating waveguide has been used, providing 

superior beam quality and a reduction in beam divergence [43]. However, beam 

diffraction from both the substrate and waveguide ridge result in dual-emission lobes 

[67]–[69], as well as the emission profile comprising ring-like interference fringes [70], 

[71]. Modern QCLs may overcome these drawbacks by employing hollow dielectric 

waveguides to encourage a substantially Gaussian emission mode [65], [72]. An 

alternative technique is the spatial filtering of the QCL beam, which has been 

demonstrated in a 2.9 THz transmission-mode confocal microscope to achieve a spatial 

resolution of better than 70 µm [61].  

Coherent imaging, in which both the amplitude and phase of the measured THz signal 

are considered, offers significant advantages over the systems described above. In a 

manner similar to THz-TDS, fully resolving the THz field acquired from measuring a 

sample allows for determination of the complex permittivity of the sample and therefore 

identification of the sample material [73]. Additionally, this regime offers the potential 

of high dynamic range/detection [7], [74] as well as applications such as depth-resolved 

imaging [75].  
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A caveat to these advantages is the complexity of the systems required to perform 

coherent imaging. A conventional method involves mixing the THz field with a reference 

signal in order to produce an intermediate frequency suitable for electronic detection. 

Furthermore, the line broadening and frequency drift of a QCL due to thermal and 

electronic noise, the magnitude of which is ~ 1/𝑓2, necessitates the use of frequency 

stabilisation [76], [77]. Methods for achieving this commonly involve an alternative laser 

source, such as that presented in (59), wherein a 2.41 THz C02 laser was used as a local 

oscillator to stabilise a QCL on a Schottky mixer with an offset frequency of 1.05 GHz. 

This system maintained a 20 – 30 KHz QCL linewidth over a scan period of 40 minutes. 

However, a phase drift of ± 70 was observed, which was attributed to mechanical noise, 

resulting in a lengthening of the optical beam path.  

An alternative method was demonstrated in [7], in which a 2.5 THz QCL, with an output 

of ~ 2 mW at a temperature of 20 K, was stabilised using a 780 nm ~ 100-femtosecond 

laser comb and employed two identical electro-optic detection units (EO1 and EO2) as 

shown in Figure 1.7a, the first to lock the QCL frequency to the laser comb and the second 

to detect the reflected QCL beam. The NIR laser, which operated at a repetition rate of ~ 

250 MHz, creates a series of beat-notes when mixed with the QCL output. The frequency 

of these notes is compared to an RF reference signal, the error of which is then used to 

control the QCL current through a phase-lock loop, which maintains the QCL frequency 

at ~ 104 harmonic of the NIR laser repetition rate. A portion of the laser comb is then 

used as a reference signal for coherent sampling of the reflected THz field using EO2. 

This system was used to image the amplitude (Figure 1.7b) and phase (Figure 1.7c) of 

the THz field reflected from a 10 cent Euro coin, from which the reflectivity and surface 

profile of the coin was extracted. The system achieved a spatial resolution of 160 µm and 

a long-period phase stability of ≤ 3o/h. In a similar manner to the previous technique, 

this stability is determined by the mechanical limitations of the apparatus. 

It is evident from the examples highlighted here that, although a useful technique, QCL-

based coherent imaging suffers from complex experimental setups required for 

frequency stabilisation and THz detection. These issues have since been addressed with 

the development of a far simpler and more compact optical arrangement based on the 

phenomenon of self-mixing in a THz QCL, an overview of which will be given in the 

following section.  
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Figure 1.7 – (a) Experimental set-up for coherent THz imaging system using a frequency-

locked 2.5 THz QCL. (b) THz power and (c) unwrapped THz phase images of a 10 cent euro 

coin. Individual images first published in [7]. Figure adapted from [8].  

 

1.5 Self-mixing 

The self-mixing (SM) effect is a well understood phenomenon in semiconductor lasers 

[78] but has only recently been fully utilised in THz frequency QCLs for sensing and 

imaging applications [79]. The SM effect is afforded by reinjection of part of the emitted 

radiation back into the laser cavity [64]. This ‘mixing’ of the initial and reinjected fields 

can be observed as a small change in optical power, lasing frequency and, more 

pertinently, device terminal voltage. Since the degree by which all of these values are 

affected depends on the amplitude and phase of the reinjected field, it can be seen that a 

QCL under optical feedback acts, itself, as an interferometric sensor, without need for 

external detection apparatus.  
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This scheme has many benefits over previous interferometric detection methods. The 

redundancy of an external detector makes for a simpler and less bulky optical set-up 

compare to those that employ THz bolometers, as well as far greater detector sensitivity 

compared to room temperature devices such as pyroelectric sensors, due to the inherent 

suppression of background radiation entering the laser cavity [80].  

The standard theory of optical feedback in lasers, to be presented in Chapter 2, predicts 

a modulation to the self-mixing voltage 𝑉𝑆𝑀 according to Equation 1.1, a derivation of 

which can be found in [2].  

𝑉𝑆𝑀 ∝ 𝜀√𝑅𝑒𝑥𝑡  cos (
4𝜋𝐿𝑒𝑥𝑡𝜈

𝑐
+ 𝜃𝑅) 1.1 

where 𝜀 is a constant accounting for losses, 𝑅𝑒𝑥𝑡 is the reflectivity of target, 𝐿𝑒𝑥𝑡 is the 

external cavity length, 𝜈 is the frequency of the radiation, 𝑐 is the speed of light and 𝜃𝑅 is 

the phase change on reflection by the target. This phase arises from either the depth of 

the target surface or complex part of the material permittivity. 

The dependence of 𝑉𝑆𝑀 on both 𝐿𝑒𝑥𝑡 and 𝜈 enable the generation of interferometric 

fringes by monitoring 𝑉𝑆𝑀 whilst varying either of these two parameters. As such, 

coherent imaging can be achieved via modulation of these two parameters. The latter of 

these parameters will be varied for the application of coherent THz near-field imaging 

presented in Chapter 3.  

Given the aforementioned benefits and convenience of QCL THz sources, as well as the 

experimental simplicity of the SM sensing approach, it is not surprising that substantial 

research efforts have focused on combining these two technologies for THz imaging and 

sensing applications. Most notably, as described by Equation 1.1, the SM detection 

method is inherently sensitive to both amplitude and phase of the reinjected field, which 

enables a break-away from relying on traditional QCL-based imaging approaches , which 

have almost exclusively relied on incoherent thermal detectors [8]. Furthermore, 

coherent laser feedback interferometry (LFI) is significantly sensitive to changes in the 

optical phase in the external cavity. This changes can arise from changes in the cavity 

length, refractive index inside the cavity, on reflection from the target (as described 

above), or a combination of these effects. This sensitivity creates numerous 

opportunities for developing compact LFI systems for depth-resolved imaging [73], [81], 

displacement/vibration sensing [79], [82] and gas spectroscopy [83] at THz frequencies.  

It should also be noted that Equation 1.1 has been expressed in terms of reflecting from 

a target with reflectance 𝑅𝑒𝑥𝑡, such as that seen in Chapter 2. This scheme remains robust 
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for replacing this reflectance with a scattering source, such as the tip of an atomic force 

microscope, which is the case for THz scattering-type scanning near-field optical 

microscopy using a QCL (Section 2.4) on which this thesis is predominantly based.  

 

1.6 THz-s-SNOM 

For far-field THz imaging systems, where the target sampling is done from a distance 𝑑 

that is greater than the wavelength 𝜆 of light used to do so (𝑑 ≫  𝜆), such as those seen 

in Sections 1.4 and 1.5, the imaging resolution is limited by the Abbe diffraction limit 

[84]. This defines the highest spatial resolution 𝑅 for a free-space EM wave as,  

𝑅 = 0.61
𝜆

𝑁𝐴
1.2 

 

where 𝜆 is the wavelength and 𝑁𝐴 is the numerical aperture of the system. Therefore, 

for far-field THz imaging systems, the maximum resolution is ~ 𝜆/2 (or ~ 50 µm for a 

system operating at 3 THz).  

For THz imaging applications that benefit from sub-wavelength resolutions, such as 

biomedical imaging  [85], [86], quantum dot detection [87], [88], semiconductor 

characterisation [89], [90], single molecule detection [91] and imaging of micro-scale 

resonators and metamaterials  [10] to name a few, near-field techniques are required. In 

contrast to that described above, this regime involves the detection of the imaging 

information at a distance from the target that is less than the incident wavelength 𝑑 ≪

 𝜆.  

One method of achieving this criteria is aperture-type SNOM (a-SNOM), wherein a 

subwavelength-size detector or aperture is introduced into the near-field region of the 

sample [92]. However, the resolution afforded by this is not completely independent of 

the wavelength and therefore acts as a high-pass filter with a cut-off frequency 𝑓𝑐 given 

by, 

𝑓𝑐 = 
1.841𝑐

𝜋𝑑
1.3 

where 𝑐 is the speed of light and 𝑑 is the diameter of the aperture.  
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An aperture with diameter 𝑑 = 100 µm would, therefore, have a cut-off frequency of 𝑓𝑐 =

 1.76 THz. Of course, one could overcome this limit by reducing the aperture size. 

However, this would drastically reduce the amount of signal available to detect. This 

becomes an issue when considering the position of the detector. Mair et al [93] 

demonstrated that the amplitude of a signal 𝐸𝑧 transmitted through an aperture with 

diameter 𝑑 exponentially decays with distance from the aperture 𝑧 as, 

𝐸𝑥 ∝ 𝑒−𝑧 𝑡𝑑⁄ 1.4 

where 𝑡 is a wavelength-independent factor with value 𝑡 ~ 0.65 presuming the 

condition 𝑧 ≪  𝜆.  

Therefore this regime is only viable by bringing the detector into close proximity of the 

sample, which is practically inconvenient. A wide range of detectors, compatible with 

both pulse and CW sources and covering almost all of the THz range, have been 

integrated into the a-SNOM technique to allow for improved sensitivity, spatial 

resolution and phase-sensitive detection [94]. These techniques enable THz imaging, 

such as that shown in Figure 1.8, with a moderate spatial resolution of ~ 2 – 30 µm, for 

applications such as mapping of fields in THz waveguides, plasmonic and dielectric 

resonators and THz metasurfaces [9], [95].  

 

Figure 1.8 – (a) Interpolated near-field map of gold resonators array measured using the 

ASNOM technique. (b) Waveform showing time delay at which (a) was recorded, 

corresponding to maximum amplitudes. (c) Interpolated near-field map of single gold 

resonator at time corresponding to maximum of the waveform (inset). This system used an 

aperture size of 10 µm, integrated with a PCA detector. Adapted from [9]. 

A truly wavelength-independent near-field imaging technique is scattering-type 

scanning near-field microscopy (s-SNOM), sometimes referred to as apertureless 

(scattering-type) near-field scanning microscopy. This method utilises the AFM 
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principle, wherein a small probe (tip diameter ≤ 1 µm) is brought into close proximity 

with a surface that is mounted on a piezo-electric stage which can move with nanometer 

precision. The probe is mounted on a cantilever where it oscillates at close to its resonant 

frequency. By monitoring the vertical height of the probe, the topology of the surface can 

be measured [96]. 

The s-SNOM technique uses an external light source to illuminate the apex of the probe. 

Since the probe comprises a polarisable material (commonly W or Pt/Ir alloy), the 

incident radiation induces a dipole in the probe apex which, in turn, induces a localised 

mirrored dipole in the sample. The coupled dipole scatters radiation into the far-field, 

the efficiency of which is affected by the permittivity of the sample [13], [97]. By 

measuring the scattered field 𝐸𝑠, information about the local surface field and, in turn, 

the local dielectric constant, can be deduced. This method has been used with incident 

frequencies ranging from visible light to THz [98].  

The resolution of this scheme is solely dependent on the probe apex diameter and probe-

sample distance, both of which are substantially sub-wavelength.  

The most common model for describing the probe-sample interaction is the point-dipole 

model [99]–[103], a visualisation of which can be seen in Figure 1.9. This model makes 

two assumptions:  

1. Only the probe tip causes near-field interaction with the surface and is treated 

as a polarisable sphere with radius 𝑅, permittivity 𝜀𝑡 and polarizability 𝛼.  

2.  The incident EM field 𝐸0 that illuminates the probe tip, has a polarisation in 

parallel with the direction on the tip and induces an almost infinitely small dipole 

at the centre of the tip.  

According to the definitions given above, the dipole 𝑝 induced in the tip by an incident 

EM field, without the presence of a sample, is given by, 

𝑝 =  𝛼𝐸0 1.5 

 

where the polarizability of the tip 𝛼 is given by, 

𝛼 = 4𝜋𝑅3
𝜀𝑡 − 1

𝜀𝑡 + 2
1.6 

 

This tip dipole generates a mirrored dipole moment 𝑝𝛽𝑝 in the surface with, 
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𝛽𝑝 = 
𝜀𝑠 − 1

𝜀𝑠 + 1
1.7 

where 𝜀𝑠 is the complex permittivity of the sample.  

This mirrored dipole couples with the tip dipole resulting in a field enhancement which 

increases the tip scattering efficiency [96].  

Put another way, the near-field interaction between the tip and the sample affects the 

polarizability of the tip, which is now better described as the effective polarizability 𝛼𝑒𝑓𝑓 

and is given by, 

𝛼𝑒𝑓𝑓 = 
𝛼(1 + 𝛽𝑝)

1 −
𝛼𝛽𝑝

16𝜋(𝑅 + 𝑧)3

1.8 

where 𝑧 is the tip-surface distance.  

 

Figure 1.9 – Schematic diagram of the point-dipole model. Adapted from [10]. 

It can be seen from Equation 1.8 that as 𝑧 → ∞ the effective polarizability is 

approximated to the polarizability of the tip, i.e. 𝛼𝑒𝑓𝑓 ~ 𝛼. As the tip-surface distance 

reduces, 𝑧 → 0, the effective polarizability supersedes 𝛼, conveying a strong a near-field 

interaction between the tip and surface.  
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 It is also known that the field scattered to the far-field is directly proportional to the tip 

polarizability 𝐸𝑠  ∝  𝑎𝑒𝑓𝑓𝐸0. Since the point-dipole model considers the induced dipole 

to be infinitely small, at large 𝑧, 𝐸𝑠  → 0 and alternatively at small 𝑧, the enhanced near-

field interaction leads to a strong scattered field 𝐸𝑠. It is this dependence of the scattered 

field on the effective polarizability that allows information about the surface permittivity 

to be deduced from measurement of 𝐸𝑠. 

Furthermore, the non-linear dependence of the near-field interaction with 𝑧 allows for 

the near-field component of 𝐸𝑠 to be distinguished from unwanted background far-field 

components, such as direct scattering from the probe shaft, through demodulation of 𝐸𝑠 

at higher harmonics of the probe oscillation frequency [13], [96], [101]. This background 

suppression technique will be investigated in Chapter 2.  

A problem with the s-SNOM technique is the small 𝐸𝑠 available for detection, despite the 

enhanced scattering efficiency when coupling the tip and surface. This arises from the 

relation 𝛼𝑒𝑓𝑓 ∝ 𝑅3 as described by Equation 1.8. Since 𝑅 is small (𝑅 << 𝜆𝐸0
), this leads 

to a small effective polarizability and therefore small 𝐸𝑠.  One study showed that only 

0.4% of an incident 2 THz wave was scattered from an 𝑅 =  1 µm probe tip to the far-

field [104]. This demonstrates the requirement for high sensitivity detectors. Therefore, 

an ideal scheme for THz frequency s-SNOM (THz-s-SNOM) is by exploiting self-mixing in 

QCLs. Additionally, s-SNOM also requires fast detection in order to detect up to 

frequencies corresponding to higher harmonics of the tip tapping frequency, which is 

also afforded by the SM scheme.  

The first demonstration of THz-s-SNOM using a SM QCL was in Dean et al [102], wherein 

a 2.53 THz QCL was incident at an angle of ~ 500 on a 𝑅 < 1 µm Pt/Ir tip oscillating at a 

frequency of 90 Hz. This system achieved spatial resolutions of ~ 1 µm and ~ 7 µm, 

corresponding to ~ 𝜆/100 and ~ 𝜆/14 respectively, along orthogonal directions of an 80 

x 60 µm image of a 115 nm thick gold on quartz sample.  

Recently, the high sensitivity of LFI combined with the high out-put power and low 

phase-noise of THz frequency QCLs has been exploited to enable s-SNOM operating at 

frequencies beyond 2 THz. This advancement has created new possibilities for THz 

measurements at the micro- and nano-scale including the mapping of charge carriers in 

semiconductors and nanostructures [105]–[107], investigation of plasmon and phonon 

polaritons in emerging two-dimensional materials [23], [108], [109] and the 

microscopic investigation of metamatierals and micro- and nano-scale resonators [15], 

[110], [111]  
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1.7 Plasmonics 

The term plasmon is defined as a collective oscillation of electrons on or within a free 

electron gas, for instance within a metal. Surface plasmon (SP) oscillations occur due to 

light-matter interactions on the interface between a conducting material and a dielectric, 

such as gold and air [11]. 

This interaction leads to two important classes of surface plasmon: surface plasmon 

polaritons (SPPs) which are EM modes with subwavelength confinement that propagate 

on the surface of a conducting materials; and localised surface plasmons (LSPs) which 

occur when the particles of the conduction medium are smaller than the incident 

wavelength and therefore accommodate SPs as localised standing waves[112]. Surface 

plasmonics offers a promising bridging between electronic and photonic technologies 

due to its ability to tightly confine light on the surface of a material on a sub-wavelength 

scale, thereby providing strong surface field enhancement. Its many potential 

applications include super-resolution imaging [113], high-density optical data storage 

[114] and bio-sensing [115].  

To characterise the plasmonic response of a material, the frequency dependent 

permittivity 𝜀(𝜔) is used, where 𝜔 is the frequency of the incident radiation [116]. This 

can be determined using the Drude model for metals, which is expressed as,  

𝜀(𝜔) =  𝜀∞ (1 −
𝜔𝑝

2

𝜔2 + 𝑖𝛾𝜔
) 1.9 

where 𝜀∞ is a high frequency offset, 𝛾 is the average scattering rate of electrons and 𝜔𝑝 

is the bulk plasma frequency according to, 

𝜔𝑝 = √
𝑛𝑒2

𝑚𝑒𝜀0
1.10 

where 𝑛 is the electron density, 𝑒 is the electron charge, 𝑚𝑒 is the effective electron mass 

and 𝜀0 is the permittivity in a vacuum.  

The electron-photon interaction at the surface of a conductor can be described by the 

dispersion relation, which described the frequency-dependent SP wave vector 𝑘𝑆𝑃, 

obtained by solving Maxwell’s equations for the SP mode [117], 

𝑘𝑆𝑃 = 𝑘0√
𝜀𝑑𝜀𝑚

𝜀𝑑 + 𝜀𝑚
1.11 
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where, 𝑘0 is the free-space wave vector which is described by 𝑘0 = 𝜔 𝑐⁄  where 𝑐 is the 

speed of light, 𝜀𝑑  is the permittivity of the dielectric medium and 𝜀𝑚 is the permittivity 

of the metal given by Equation 1.9.  

Two conditions must be satisfied in order to support SPs: 𝜀𝑑𝜀𝑚 < 0 and 𝜀𝑑 + 𝜀𝑚 < 0. For 

these conditions to be satisfied, the real part of 𝜀𝑚 must be negative, which is satisfied 

for metals below the plasma frequency. The dispersion relation for a SP mode can be 

seen in Figure 1.10 and shows the momentum mismatch which must be overcome to 

achieve coupling between light and the SP mode.  

 

Figure 1.10 – Dispersion curve for a SP mode. The SP mode always has a greater momentum 

ℏ𝑘𝑆𝑃 than the free space wave ℏ𝑘0 for a given frequency 𝜔, hence the momentum mismatch 

problem.  Adapted from [11]. 

To overcome this momentum mismatch, several mechanisms have been employed, such 

as prism coupling [118], [119], scattering from topological defects [120], [121] and using 

gratings [122] which is a technique that can be seen in the structures of interest in 

Chapter 5. Alternatively, the momentum mismatch can also be solved by scattering the 

incident field from an s-SNOM probe. This method will be used in Chapters 4 and 5 to 

both launch and image SPs in a variety of materials.  
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Once coupling to the SPP mode has been achieved, the mode will propagate on the 

surface of the conducting material in a manner depicted in Figure 1.11, wherein the 

generation of surface charge carriers creates an electric field 𝐸 normal to the surface and 

magnetic field 𝐻 transversely parallel to the surface.  

 

Figure 1.11 – SP propagating at the interface between a metal and a dielectric. The electric 

field 𝐸 is perpendicular to the surface and the magnetic field 𝐻 is transversely parallel. 

Adapted from [11]. 

The electric field decays exponentially with distance from the surface and is described 

as an evanescent field, which prevents power from radiating away from the surface. This 

decay of the electric field away from the surface 𝛿𝑑  is of the order of 𝜆 2⁄ , whereas the 

decay of the field into the surface 𝛿𝑚 is determined by the material’s skin depth. The 

relationship between these values and distance above/below the surface are visualised 

in Figure 1.12.  

The SP mode will gradually attenuate due to absorption by the surface material. The rate 

of attenuation is determined by the imaginary part of the SP wave vector 𝑘′′𝑆𝑃. As such, 

the SP propagation length 𝛿𝑆𝑃 can be obtain from Equation 1.12.  

𝛿𝑆𝑃 = 
1

2𝑘′′
𝑆𝑃

= 
𝑐

𝜔
(
𝜀′

𝑚 + 𝜀𝑑

𝜀′
𝑚𝜀𝑑

)

3
2 𝜀′

𝑚
2

𝜀′′
𝑚

1.12 

where 𝜀′𝑚 and 𝜀′′𝑚 are the real and imaginary parts of the dielectric function of 𝜀𝑚. 
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It can be seen from Figure 1.10 and Equation 1.12 that 𝑘𝑆𝑃 increases with 𝜔, whereas 

𝛿𝑆𝑃 deceases with 𝜔. This leads to a compromise between confinement and propagation 

of the SP mode [123].  

SPPs are typically exploited in the optical and UV range of frequencies which are near to 

the 𝜔𝑝 of metals such as gold. However, at lower frequencies, such as THz, these metals 

resemble perfect electric conductors, which results in extremely poor confinement of 

SPPs, such that the EM field propagates as a weekly confined Sommerfield-Zenneck 

surface wave. In Chapter 4 it will be seen how lower carrier density materials, such as 

topological insulators, support more tightly confined SPPs in the THz range. 

Furthermore, it will be seen in Chapter 5 how metals, such as gold, can be organised into 

structures that allow for THz confinement in the form of a spoof-surface plasmon 

polariton (SSPP).  

 

Figure 1.12 – The SP electric field normal to the surface |𝐸𝑧| decays with distance away 

from the surface 𝛿𝑑  and distance into the surface 𝛿𝑚. Adapted from [11].  

 

 



23 
 

1.8 Thesis overview 

Chapter 2 presents the experimental apparatus for characterisation of THz QCL devices, 

which are an essential component of the experimental work presented in the remainder 

of this thesis. This includes experimental measurements of voltage-current and power-

current characteristics, from which the threshold current density as a function of 

operating temperature is determined, as well as measurements of the lasing spectra. 

Additionally, the frequency tuning coefficient of a QCL device is measured via two 

methods based on self-mixing detection. The self-mixing response of a QCL is further 

analysed, with particular focus on the behaviour of the feedback parameter, linewidth 

enhancement factor and signal amplitude as the driving current is varied. This 

investigation is particularly relevant to an experimental approach for coherent s-SNOM 

presented in Chapter 3. 

Furthermore, Chapter 2 also presents the characterisation of a THz-s-SNOM system 

employing self-mixing in a QCL. This includes a demonstration of background signal 

reduction via demodulating at higher harmonics of the tapping frequency of the AFM 

probe tip, as well as an investigation of the dependence of signal size on demodulation 

harmonic and tip tapping amplitude, both of which have been investigated for both large 

and small tip sizes. Chapter 2 is concluded with an investigation of the THz-s-SNOM 

spatial resolution, which is realised via boundary measurements of a simple gold-on-

silicon structure. The dependency of the resolution on tip size is evaluated, as well as a 

consideration of undesirable tip-edge coupling as a result of the tip profile, an example 

of which is experimentally demonstrated.  

Chapter 3 presents an approach to coherent THz-s-SNOM based on self-mixing in a THz 

QCL. It is shown how the frequency tuning of a THz QCL via laser feedback 

interferometry, in conjunction with a sophisticated data acquisition and control 

program, can be exploited to capture coherent measurements data in the form of 

interferometric fringes realised in the self-mixing voltage 𝑉𝑆𝑀. Using this technique, 

coherent near-field imaging with deep sub-wavelength resolution is demonstrated. 

Furthermore, a novel approach for extraction of the magnitude and phase from the 

acquired imaging data is demonstrated using a generalised phase-stepping algorithm 

(GPSA). The applicability of this analytical tool is investigated theoretically in both the 

far-field and near-field for a variety of lasing and sampling conditions, and is shown to 

be accurate for as little as 𝑁 = 4 sampling points per imaging pixel, which drastically 

reduces the image acquisition time compared to previous coherent THz imaging 
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methods. Lastly, the use of this technique in THz-s-SNOM is demonstrated by imaging 

the out-of-plane field supported by a THz micro-resonator.  

Chapter 4 explores the properties of topological insulators (TI) and their ability to 

support SPs in the THz range. This initially involves an overview of TI materials and the 

mechanics behind their unique properties. The plasmonic nature in the THz region of 

several novel patterned and unpatterned bismuth-based TI thin-film samples is 

predicted using a Drude-Lorentz model, the origin of which is also detailed. Using this 

model, the dispersion relation, plasmon propagation length and plasmon wavelength of 

a generic TI is determined, as well as those of the aforementioned samples, using 

material parameters acquired via THz-TDS.  

Furthermore, the experimental samples are imaged using the THz-s-SNOM system 

described in Chapter 2, wherein 2D images acquired from unpatterned and ribbon-

patterned thin-film samples demonstrate the challenges faced when launching and 

measuring SPs using this method. Lastly, the coherent THz-s-SNOM technique of Chapter 

3 is used to investigate a Bi2Se3 thin-film sample incorporating a metallic top gate. It is 

demonstrated that the s-SNOM approach can successfully prope the TI surface beneath 

the top-gate. By expressing the resulting imaging data in the complex plane, it is seen 

that SPPs can be successfully launched and measured on the surface using this technique.  

Chapter 5 presents an investigation into the design, improvement and near-field imaging 

of waveguides designed to support spoof surface plasmon polaritons (SSPPs) at THz 

frequencies. The work presented in this Chapter is a direct continuation of N. Sulollari 

2022 [10] and opens with a summary of the relevant work therein. A series of additional 

SSPP waveguide end geometries, the goal of which is to impede unwanted coupling of 

incident radiation to the SSPP mode, are exhibited. All designs are subject to simulation 

using the software ANYSY HFSS in which the structures are excited using wave-ports 

and s-polarised free space excitation at 3.45 THz.  

The prospect of using nickel as a waveguide termination design material instead of gold 

is also investigated. Based on these initial simulation results, the most effective geometry 

is chosen and incorporated in the design of an improved SSPP dual-waveguide structure 

designed to demonstrate coupling of SSPPs between spatially separated waveguides, 

which is then simulated in a similar manner. Finally, an experimental sample based on 

this new design is fabricated and measured using the THz-s-SNOM of Chapter 2.  

Chapter 6 concludes the thesis with a short summary of the experimental chapters and 

suggestions for future work.  
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Chapter 2 

THz-s-SNOM based on self-

mixing in a QCL 

 

2.1 Introduction  

The work presented in the remainder of this thesis relies on three main components: the 

QCL, self-mixing detection, and the THz-s-SNOM system. The following Chapter will 

present and discuss the underlying theory of each of these components, and investigate 

their key aspects experimentally. Section 2.2 will describe the measurement 

approach/apparatus for measuring the LIV relationship and emission spectra of a QCL 

before presenting and discussing said characterisation of an exemplar QCL.  

Section 2.3 will explore the frequency tuning of QCLs and will utilise self-mixing 

detection in a QCL to measure the tuning coefficient of an exemplar QCL. An overview of 

the self-mixing theory will be presented based on the Lang-Kobayashi model of a laser 

under optical feedback. A description of the experimental apparatus used to measure the 

tuning coefficient will be given and an analysis of the resulting data will show how the 

tuning coefficient can be realised via two methods. Additionally, Section 2.4 will include 

a detailed investigation of the self-mixing response in a QCL as a result of a change in 

driving current.  

Section 2.5 presents a description and characterisation of the THz-s-SNOM system that 

will be used in the remainder of this thesis. This will include a guide to aligning the 

system, a demonstration of the techniques used to reduce background signal, and an 

optimisation of the system resolution and how it varies with tip size/surface features.  
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2.2 QCL Characterisation 

Before using a QCL in a specific application, it is necessary to fully characterise it in order 

to determine its suitability. This section explains the characterisation procedure. 

Exemplar characterisation data is presented for a QCL that is later used to 

explore/characterise self-mixing detection signals in Section 2.3.This included the light-

current voltage (LIV) characteristics, from which parameters such as the laser threshold 

current density 𝐽𝑡ℎ, maximum operating temperature 𝑇𝑚𝑎𝑥 and peak operating power 

𝑃𝑚𝑎𝑥 were determined. As well the lasing spectra are obtained through Fourier-

transform infra-red spectroscopy (FTIR). These characteristics are of particular 

importance when considering the frequency tuning of a QCL with current (Section 2.2) 

and use of a QCL in systems such as the microscope of Section 2.5.  

2.2.1 Experimental set-up 

A diagram of the experimental set-up used to measure the LIV characteristics of a QCL 

can be seen in Figure 2.1. The QCL was mounted on the cold-finger of a continuous flow 

Helium-cooled cryostat (Janis ST-100), which was mounted on three adjustable stages 

for ease of alignment. Prior to operation, the cryostat was vacuum pumped to a pressure 

of ~ 1 x 10-6 mbar and cooled to a temperature of 20 ± 0.01 K which was maintained by 

a (Lake Shore 335) temperature controller. The laser was characterised in continuous 

wave (CW) mode, provided by an Arroyo current driver, since it was only to be used 

experimentally in this operating mode.  

The output beam of the laser was collimated and focused, by two identical parabolic 

mirrors (each with 𝑓 ~ 101.6mm), which was detected by a cryogenically cooled Ge 

thermistor bolometer. To measure the absolute power of the QCL, the raw LIV data is 

obtained using the bolometer which is then calibrated using an absolute power meter.  

A mechanical chopper was first used to align the system by modulating the beam at ~160 

Hz. Throughout the experiment, the voltage signal from the detector was recovered via 

a DSP lock-in amplifier (LIA) using the frequency of the mechanical chopper 𝑓𝑚𝑜𝑑 as its 

reference. Both the QCL voltage and driving current are both read using an oscilloscope. 

Both the oscilloscope and LIA were connected to a PC and the LIV data was measured 

using a LabVIEW virtual instrument (VI).  
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Figure 2.1 – Experimental set-up for LIV characterisation of the QCL. Adapted from [10]. 

2.2.2 LIV data  

Figure 2.2 displays the current-voltage relationship and the power-current relationship 

of an exemplar QCL, measured using the apparatus of Figure 3. In this case, the device in 

question consisted of a 14 µm thick GaAs/AlGaAs 9-well active region [55] based on the 

hybrid design described in Chapter 1 Section 1.3, which was processed into a semi-

insulating surface-plasmon ridge waveguide with dimensions of 1.8 mm x 150 µm. To 

achieve lasing on a single longitudinal mode, a 166 µm long finite-site photonic lattice 

was patterned through the top contact layer using focused ion beam milling [124].  

Each set of measurements was taken over a range of operating temperatures from 20 – 

50 K. Due to the geometry of its quantum wells, the voltage across the device determines 

the alignment of the injector and upper lasing level, and ultimately the device power 

output. For low voltages, electron transport through the active region is inhibited by 

misalignment of the extractor and injector states. As voltage increases, the states begin 

to align allowing electron tunnelling between wells, leading to population of the upper 

lasing levels and generating the emission of photons. Lasing occurs when the optical gain 

exceeds the losses of the device. The QCL driving current at which lasing is achieved, 

represented on Figure 2.2b as where the device output power becomes non-zero, is 

described as the threshold current. Optimum alignment of the lasing states provides the 
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peak optical power 𝑃𝑚𝑎𝑥. Further increasing of the voltage results in a secondary 

misalignment of the lasing states, at which the tunnelling efficiency reduces and 

consequentially lowers the power output.  

Figures 2.3 and 2.4 show how 𝑃𝑚𝑎𝑥  and 𝐽𝑡ℎ are affected by temperature. Peak power 

reduction occurs due to thermal backfilling and thermally-activated LO phonon 

emission, according to Equation 2.1 [10].  

𝑃 =  𝑃0 − 𝑃1 exp (
𝑇

𝑇0
) (2.1) 

where 𝑇 is the QCL operating temperature and 𝑃0, 𝑃1 and 𝑇0 are fitting parameters. The 

maximum operating temperature for this laser is defined as the temperature at which 

the output power 𝑃 drops to zero, which is 𝑇𝑚𝑎𝑥 ~ 50 K.  

 

 

Figure 2.2 – (a) QCL IV curves for a range of operating temperatures. (b) QCL LI curves 

for a range of operating temperatures. Both measured using the apparatus of Figure 2.1 

and with the QCL in CW mode.  

Figure 2.3 shows the peak optical power of the QCL for different operating temperatures 

taken from Figure 2.2b. Also shown is a fit to Equation 2.1 from which the parameters 

values 𝑃0 = 1.6 mW, 𝑃1 = 0.23 mW and 𝑇𝑜 = 22.2 K are determined.  
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Figure 2.3 – Peak optical power for various QCL operating temperatures. (Blue) 

Experimental data taken from Figure 2.2b. (Red) Expected trend according to Equation 

2.1.  

Furthermore, a similar mechanism explains the increase in the threshold current density 

𝐽𝑡ℎ with temperature, displayed in Figure 2.4. Here thermal backfilling means a larger 

current is required to achieve the optical gain needed to overcome the losses. This 

behaviour is also described by a Boltzmann fit in the form of Equation 2.2. In this 

equation the threshold is quoted as a threshold current density, as relating it to the 

device’s dimensions allows for easy comparison between QCLs. For this device, 𝐽𝑡ℎ has 

been calculated using a QCL cross-sectional area of 𝐴 = 2.7x10-3 cm2.   

𝐽𝑡ℎ = 𝐽0 + 𝐽1 exp (
𝑇

𝑇0
) (2.2) 

 

Figure 2.4 shows the fit to Equation 2.2, for which the fitting parameters are, 𝐽0 = 212.1 

A/cm2, 𝐽1 = 1.07x10-3 A/cm2, 𝑇0 = 3.71 K.  

From these evaluations, it can be seen that for a typical operating temperature of a QCL 

in CW mode (20K), a peak power of 0.98mW and threshold current density of 𝐽𝑡ℎ ~ 210 

A/cm2 was determined.  
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Figure 2.4 – 𝐽𝑡ℎ values for various QCL operating temperatures. (Blue) Experimental data, 

calculated from the threshold current vales of Figure 5a. (Red) Expected trend according 

to Equation 2.2.  

2.2.3 Spectral data 

Figure 2.5 shows the FTIR experimental set-up used to measure the frequency spectra 

of the QCL. This comprised similar components to Figure 2.2 and was based on a 

Michelson Interferometer with resolution 7.5 GHz. Briefly, a Fourier-transform infra-red 

(FTIR) spectrometer measures the spectrum of an incident radiation beam by splitting 

it into two different beams using a flexible split mirror and adjusting the phase difference 

between the two beams using a moveable mirror. The beams are recombined and the 

interference pattern is captured using an in-built detector. A Fourier-transform of the 

data reveals the emitted power as a function of emission frequency.  
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Figure 2.5 – Experimental set-up for FTIR characterisation of the QCL. Adapted from [10]. 

To perform the spectra measurements of Figure 2.6, the QCL was mounted in the 

apparatus of Figure 2.5 and measured using FTIR over a range of driving currents. The 

QCL was operated in CW mode and maintained at a temperature of 20 ± 0.01 K through 

the experiment using a (Lake Shore 335) temperature controller. 

 

Figure 2.6 – QCL (L1612) spectra for different driving currents measured via FTIR.  

From Figure 2.6 it can be seen that this device lases at a single mode of 3.52 THz. The 

single modality of the QCL is ensured by the addition of top layer photonic lattice 

employing a metallic grating that generates a narrow band-pass filter at the Bragg 

frequency of the lattice, due to the contrast between the refractive index of the etched 

and metallised areas of the waveguide [125]. It is expected that the frequency 𝜈 will tune 

with current but the resolution of the FTIR (7.5 GHz) does not allow this to be measured 

from Figure 2.6. Instead, it will be shown in Section 2.2 how self-mixing can be used to 

measure QCL frequency tuning with a high resolution.  

  

2.3 Frequency tuning of QCLs  

For QCL imaging applications in which both the amplitude and phase of the signal 

require resolving, one approach is to utilise the tuning of QCLs by sweeping the output 

frequency and measuring the change in the QCL voltage due to the self-mixing (SM) 

effect. This can be performed for both near-field and far-field techniques and has been 

observed in [73], [82], [126], [127]. 
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There are several mechanisms that can be used to tune the output frequency of a QCL, 

such as modulation of its operating temperature [128], tuning due to rear facet 

illumination [129] and driving current modulation [130], [131]. Notably, tuning through 

temperature is afforded by the dependence of the QCL’s refractive index on temperature 

and responds with a tuning coefficient governed by 𝐾 =  𝛿𝜈 𝛿𝑇⁄ . This temperature 

change is commonly brought about by varying the QCL heat-sink temperature, but can 

also occur by varying the QCL driving current through Joule heating. The speed at which 

the QCL can be thermally tuned is thus limited by the thermal time constant of the 

semiconductor material, which is usually of the order of 100 µs  [132].  

QCL tuning via modulation of the driving current is faster and widely used in 

spectroscopic techniques such as trace gas detection [133]. This technique is afforded 

by shifting the peak frequency of the intersubband gain within a QCL, by subjecting it to 

a change in the applied voltage, causing a change in the refractive index of the laser 

cavity, which in turn tunes the frequency continuously [134]. This method is therefore 

limited in speed only by the electrical time-constant of the QCL’s modulation response 

[135] and has been demonstrated for tuning over a range of 4 GHz [136] and 19 GHz 

[137].  

The tuning coefficient of a QCL is defined as the change in lasing output frequency as a 

result of a change in the driving current (or temperature depending on the method) 

[138]. The thermal tuning coefficient of QCLs typically varies from ~ 34 MHz/K to ~ 100 

MHz/K. However, fast temperature tuning from a change in current is limited to ~ 5 

MHz/mA. Alternatively, for some QCL designs, current tuning has been demonstrated at 

~ 8 MHz/mA [139], which is degree similar value as the tuning coefficients determined 

in Section 2.3.3. 

In the following Sections, a new approach for measuring frequency tuning with a high 

resolution based on SM is shown. Two implementations of interferometric fringe 

generation via SM are demonstrated, from which the tuning coefficient of the QCL 

characterised in Section 2.2 is determined. The two methods involve applying a 

frequency sweep through a modulation of the QCL driving current and mechanically 

extending the external cavity length.  

2.3.1 Underlying theory of swept-frequency self-mixing 

The response of a QCL under the SM scheme can be expressed using the steady-state 

solution of the model proposed by Lang-Kobayashi [140]. Alternatively, the same result 

can be obtained from the three mirror model [141], which is visualised in in Figure 2.7. 
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Here a laser cavity of length 𝐿𝑖𝑛 is subject to optical feedback from an external mirror 

which forms an external cavity of length 𝐿𝑒𝑥𝑡. Equation 2.3 is arrived at under the 

condition that the change in the compound cavity phase accumulation is zero at the 

cavity resonant frequency and is referred to as the excess phase equation. Equation 2.4 

defines the change in the threshold carrier density 𝑁 due to optical feedback [12]. 

2𝜋𝜏𝑒𝑥𝑡(𝑣0 − 𝑣) + 𝐶 𝑠𝑖𝑛(2𝜋𝑣𝜏𝑒𝑥𝑡 − arctan(𝛼)) = 0 2.3 

𝑁 − 𝑁0 = −𝛽 cos(2𝜋𝑣𝜏𝑒𝑥𝑡) 2.4 

Here the subscript 0 denotes laser parameters in the absence of optical feedback, 𝜈 is the 

lasing frequency, 𝛼 is the linewidth enhancement factor and 𝛽 is the coupling rate of 

optical feedback. 𝜏𝑒𝑥𝑡 is the round-trip delay, defined as 𝜏𝑒𝑥𝑡 = 2𝐿𝑒𝑥𝑡/𝑐, where 𝐿𝑒𝑥𝑡 is the 

external cavity length and 𝑐 is the speed of light. 𝐶 is a dimensionless parameter which 

encapsulates factors such as the target reflectivity 𝑅𝑒𝑥𝑡, laser facet reflectivity 𝑅𝑖𝑛 and is 

defined by, 

𝐶 =  𝜀
𝜏𝑒𝑥𝑡

𝜏𝑖𝑛

√1 + 𝛼2√
𝑅𝑒𝑥𝑡

𝑅𝑖𝑛

(1 − 𝑅𝑖𝑛) 2.5 

 

where 𝜀 is a constant that accounts for various optical losses and 𝜏𝐿 is the laser cavity 

round trip time, defined as 𝜏𝑖𝑛 = 2𝐿𝑖𝑛/𝑐, where 𝐿𝑖𝑛 is the internal cavity length.  

 

Figure 2.7 – Three mirror model of laser feedback interferometry. Where 𝑀1, 𝑀2 and 𝑀3 

are mirrors, 𝑛𝑖𝑛 is the internal cavity refractive index, 𝑛𝑒𝑥𝑡 is the external cavity refractive 

index, 𝑅 is the reflectivity of 𝑀3 and 𝜃𝑅 is the angle of 𝑀3 with respect to the emission beam. 

Adapted from [12]. 
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The perturbation to carrier density described by Equation 2.4 causes a proportionate 

change to the emitted power and laser terminal voltage. This gives rise to the expression 

for the terminal voltage of a QCL under optical feedback described by Equation 1.4.  

To acquire interferometric fringes, from which the tuning coefficient of the QCL can be 

determined, the QCL terminal voltage can be modulated via a change to the round trip 

phase of the external cavity. This can be generated by a modulation to the driving 

current, which in turn produces a change to the QCL frequency and therefore causes the 

desired phase change. The time-dependent interferometric phase of the SM signal under 

frequency modulation of the laser is given by, 

𝜙(𝑡) =  
4𝜋𝐿𝑒𝑥𝑡

𝑐
𝛾𝑡 + 

4𝜋𝐿𝑒𝑥𝑡

𝑐
𝜈0 = 2𝜋𝑓𝑐𝑡 + 𝜙 2.6 

where 𝜙 is the initial phase of the SM fringe at 𝑡 = 0, 𝑐 is the speed of light, 𝐿𝑒𝑥𝑡 is the 

external cavity length 𝛾 is the modulation rate of the system which incorporates the laser 

tuning coefficient 𝐾 and 𝑓𝑐 is the carrier frequency of the fringes given by 𝑓𝑐 = 2𝛾𝐿𝑒𝑥𝑡 𝑐⁄  

[2].  

To modulate the current, a saw-tooth waveform can be applied to the QCL current 

driving (Figure 2.8a) which produces a modulated current (Figure 2.8b). The QCL 

terminal voltage can then be measured (Figure 2.8c) from which can be extracted the 

interferometric fringes by removal of the QCL voltage recorded without any feedback 

(Figure 2.8d).   
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Figure 2.8 – The various waveforms involved in swept-frequency laser feedback 

interferometry. (a) The modulation current supplied by a signal generator. (b) The 

modulated current used to drive the laser. (c) The laser terminal voltage. (d) 

Interferometric fringes resolved by removal of the modulation waveform.   

 

2.3.2 System set-up 

The tuning coefficient of the QCL described in Section 2.2 was determined using two 

methods: a) comparing the positions of consecutive fringes acquired through swept 

frequency laser feedback interferometry, and also b) measuring the phase between sets 

of interferometric fringes due to a change in the external beam path length.  

The experimentation associated with each of these methods was performed using the 

system seen in Figure 2.9. This comprises the QCL, mounted in a continuous flow helium 

cryostat, in a similar fashion to that seen in Section 2.2, the output of which is focused 

onto a reflective target mounted on a motorised translation stage moveable in the z-

direction. The alignment is adjusted so that a portion of the reflected radiation travels 

back along the beam path and is reinjected into the laser cavity. The QCL is driven by an 

Arroyo current driver which is influenced by a signal generator to allow electronic 

modulation of the QCL output.  
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The QCL voltage was measured by a DAQ board and visually displayed via a LabVIEW 

virtual instrument. A modulation of the driving current using a 2 V peak-to-peak 

(resulting in a 400 mA increase from 600mA – 1000) saw-tooth wave with a frequency 

of 1 KHz and offset of ~ 0.3 V was used and monitored on the oscilloscope. For alignment 

purposes, the SM signal was first modulated with a mechanical chopper and acquired by 

a LIA. 

 

Figure 2.9 – Experimental set-up for self-mixing measurements using a QCL.  

 

2.3.3 LFI measurements 

To perform the self-mixing measurements, several recordings of the QCL terminal 

voltage were acquired by the DAQ board whilst subject to the current modulation 

described above. This was subsequently performed for various external beam path 

lengths, which were varied over a range of 40 µm with a step size of 4 µm.  The initial 

starting path length was 𝐿𝑒𝑥𝑡 = 30 cm. 

Compared to the modulation waveform, the self-mixing signal acquired from these 

measurements is very weak (≈ 3 mV) and therefore requires an extraction process to be 

observed. To do this, a non-reflective material was inserted into the optical path to 

negate the self-mixing signal. This blocked signal was measured 1000 times and 
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averaged to obtain an accurate reading of the background modulation waveform. The 

optical path was then unblocked and the swept frequency also averaged over 1000 

measurements. The blocked signal was then subtracted from the averaged unblocked 

signal to reveal the self-mixing fringes, an example of which can be seen in Figure 2.10. 

 

Figure 2.10 – Modulated self-mixing signal measured using the apparatus of Figure 2.9.  

 

 

Figure 2.11 – Example of self-mixing signal embedded in the data of Figure 2.10. Revealed 

when removing the averaged background signal. 

 

The interferometric fringes, such as those of Figure 2.11, can be used to characterise the 

frequency tuning of this QCL with a change in driving current. To evaluate this response, 

the following can be used. It can be seen from Figure 2.11 that the shape of the fringes is 

substantially sinusoidal which therefore suggests that the QCL is under a weak OF 
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(optical feedback) regime (C<<1). It is therefore reasonable to state, from Equation 2.3, 

that 

𝜈0 ≅ 𝜈 (2.7) 

Therefore, Equation 1.4 from Chapter 1 becomes, 

𝑉𝑆𝑀 ∝ cos (
4𝜋 𝜈0𝐿𝑒𝑥𝑡

𝑐
) (2.8) 

 

where, 𝐿𝑒𝑥𝑡 is the external cavity length and 𝑐 is the speed of light.  

Since the fringes are assumed to be sinusoidal, at the peak of any fringe 𝑚 the following 

must be satisfied, 

4𝜋𝜈𝑚𝐿𝑒𝑥𝑡 

𝑐
= 2𝜋𝑚 (2.9) 

 

where 𝑚 is an integer and 𝜈𝑚 is the laser frequency at the peak of the 𝑚𝑡ℎ fringe. By 

analogy, for the next consecutive fringe, this condition can be expressed as, 

  

4𝜋𝜈𝑚+1𝐿𝑒𝑥𝑡 

𝑐
= 2𝜋(𝑚 + 1) (2.10) 

 

 

Therefore, using equation 2.9 and 2.10, 

(𝜈𝑚+1 − 𝜈𝑚) =  
𝑐

2𝐿𝑒𝑥𝑡 
(2.11) 

 

Given the current tuning coefficient as, 

𝐾 = 
(𝜈𝑚+1 − 𝜈𝑚)

(𝐼𝑚+1 − 𝐼𝑚)
(2.12) 
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it follows that, 

𝐾 =  
𝑐

2𝐿𝑒𝑥𝑡 (𝐼𝑚+1 − 𝐼𝑚)
(2.13) 

 

Where 𝐼𝑚 is the current corresponding to the peak of the 𝑚𝑡ℎ fringe. Calculating 𝐾 for 

each consecutive pair of fringes in Figure 2.11 and averaging these values gives a tuning 

coefficient of ± 4.09 MHz/mA.  

Alternatively, and as stated above, the tuning coefficient can also be determined by 

measuring the shift in fringe position due to a change in the external optical path length. 

This was obtained by repeating the SM measurement for each position of the reflective 

mirror target, which was moved via the motorised stage, over a range of 40 µm with (-) 

4 µm steps. Figure 2.12 shows two sets of fringes that were measured during this 

experiment, with different positions 𝐿 =  𝐿𝑒𝑥𝑡 + 𝛿𝐿 of the mirror, and demonstrates how 

a change in the optical path length can cause a shift in the fringe position.  

 

Figure 2.12 – SM fringes measured for the initial mirror position 𝛿𝐿 = 0 µm (blue) and a 

𝛿𝐿 = (−) 4 µm movement of the mirror parallel to the THz beam (orange).  

As show in Figure 13, the fringe sets comprise four distinct peaks. To determine the 

change in current values at which the peaks of each fringe occur, the position of the 

corresponding peaks for each set were compared to that of the fringe set measured 

for 𝛿𝐿 = 0 𝜇𝑚, and averaged to give the mean fringe shift for that set. For example, the 
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average change in current value between peaks of 𝛿𝐿 =  −4 µm and 𝛿𝐿 = 0 µm was 

calculated to be 𝛿𝐼∆𝐿=4 = 10.77 mA. In order to calculate the change in frequency 

corresponding to this change in current, the following analysis is applied  

From Equation 2.9 it can be seen that, for a change in both output frequency 𝛿𝜈 and 

cavity length 𝛿𝐿, the following is true,  

4𝜋(𝜈0 + 𝛿𝜈)(𝐿𝑒𝑥𝑡 + 𝛿𝐿)

𝑐
= 2𝜋𝑚 (2.14) 

 

it follows that, 

4𝜋𝜈0𝐿𝑒𝑥𝑡

𝑐
+ 

4𝜋𝛿𝜈𝐿𝑒𝑥𝑡

𝑐
+ 

4𝜋𝜈0𝛿𝐿

𝑐
+ 

4𝜋𝛿𝜈𝛿𝐿

𝑐
= 2𝜋𝑚 (2.15) 

 

However, given that, at the peak of the 𝑚𝑡ℎ fringe, 

4𝜋𝜈0𝐿𝑒𝑥𝑡

𝑐
= 2𝜋𝑚 (2.16) 

 

and, 

4𝜋𝛿𝜈𝛿𝐿

𝑐
≪

4𝜋𝜈0𝐿𝑒𝑥𝑡

𝑐
,
4𝜋𝛿𝜈𝐿𝑒𝑥𝑡

𝑐
,
4𝜋𝜈0𝛿𝐿

𝑐
(2.17) 

 

Equation 2.15 can be simplified to, 

4𝜋𝛿𝜈𝐿𝑒𝑥𝑡

𝑐
+ 

4𝜋𝜈0𝛿𝐿

𝑐
= 0 (2.18) 

 

from which we can obtain, 

𝛿𝜈

𝜈0
= −

𝛿𝐿

𝐿𝑒𝑥𝑡

(2.19) 
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By calculating this change in frequency 𝛿𝜈 for each path length extension 𝛿𝐿, and plotting 

it against each corresponding value of 𝛿𝐼, Figure 2.13 can be obtained, fitted to which is 

Equation 2.20. 

𝛿𝜈 = 𝐾𝛿𝐼 2.20 

 

Figure 2.13 – Change in frequency 𝛿𝑓 for each set of interferometric fringes (blue) 

calculated using the above analysis, alongside best fit of relation 𝛿𝐼 = 𝛿𝑓𝐾 (red).  

From the fit of Figure 2.13, as seen in red, a value of 𝐾 = 3.29 MHz/mA was obtained. 

This value agrees reasonably well with the value of ± 4.09 MHz/mA determined by the 

previous method. The discrepancy between the tuning coefficients yielded by these two 

methods can be attributed, at least partly, to the ambiguity in the position of each fringe 

peak, since the fringes are not perfectly sinusoidal or well defined. Additionally, the 

approximation made in Equation 2.17 will add error. Furthermore, it is also assumed 

that the value of 𝐾 remains constant across the current range, which may not be 

accurate.   

In summary, the characterisation of a QCL has been undertaken as seen here and in 

Section 2.2. The QCL current-voltage and current-power response have been explored, 

which has yielded values for the maximum power and threshold current density and. A 

spectral analysis of the device has demonstrated a single mode of 3.52 THz, at an 

operating temperature of 20 K. Additionally, the self-mixing effect in a QCL has been 

demonstrate using this device, from which the tuning coefficient has been determined.  
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These results provide necessary information about this QCL, which are necessary for 

implementation of it into systems, such as the THz frequency scattering-type scanning 

near-field optical microscopy (THz-s-SNOM) characterised in Section 2.5, for coherent 

imaging applications. The following Section will further investigate self-mixing in a QCL, 

which will include how parameters, such as optical feedback strength 𝐶 and linewidth 

enhancement factor 𝛼 [142] vary with current.  

 

2.4 Characterisation of the self-mixing 

response as a function of driving current  

As seen in Section 2.3, the SM effect has been used to determine the tuning coefficient of 

a QCL. In this section, further investigation into the SM effect in a QCL itself will be 

undertaken. This analysis will explore the specific properties of a SM response that are 

expressed in Equations 2.3 – 2.5, such as the feedback parameter 𝐶, linewidth 

enhancement factor 𝛼 and fringe amplitude 𝛽, for a range of QCL driving currents. These 

behaviour of these parameters is important to understand for applications such as that 

demonstrated in Chapter 3, where the frequency tuning of a QCL under optical feedback 

is used in a coherent imaging system.  

2.4.1 System set-up 

To investigate the effect of driving current on the SM response in a QCL, a series of 

interferometric fringes were generated via mechanical optical path extension, for a 

range of QCL driving current, using the QCL previously characterised. This was 

performed using an optical set-up schematically identical to that used in the tuning 

coefficient measurements of Section 2.3 (Figure 2.9), but omitting electrical modulation 

of the QCL driving current.  

To generate a series of interferometric fringes, the QCL self-mixing voltage 𝑉𝑆𝑀  was 

recorded for each 0.5 µm increment of a 0.2 mm mechanical extension of the initial 

𝐿𝑒𝑥𝑡 = 300 mm optical beam path. The mechanical chopper frequency was ~ 100 Hz, 

which was used as the LIA reference frequency, which had a time constant of 𝜏 = 100 

ms.  
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An example of the fringes generated can be seen in Figure 2.14, fitted to which is the 

Lang-Kobayashi (L-K) model for a laser under weak feedback, Equation 2.21. For this 

experiment, the laser driving current was kept constant at 650 mA.  

 

Figure 2.14 – Interferometric fringes generated via mechanical beam path extension 

(blue) with Lang-Kobayashi fit (red). For this set the values of 𝐶 = 0.36, 𝛼 = -1.91 and 

𝛽 = 0.25 mV were determined.  

 

2.4.2 Analysis 

To model the SM voltage signal, the equation introduced in Chapter 1 and reiterated in 

Equation 2.21, is fitted to each set of fringes to allow for extraction of each of the 

parameters stated above.  

𝑉𝑆𝑀 =  𝛽 cos (
4𝜋𝐿𝑒𝑥𝑡𝜈

𝑐
+ 𝜃𝑅) 2.21 

where 𝛽 is the amplitude of the SM fringes.   

The QCL frequency under optical feedback 𝜈 is given from the solution to Equation 2.3. 

The method by which the values of 𝐶 and 𝛼 are fitted to the set of fringes uses the model 

given in [143].  The model first requires a preliminary guess for each of the fringe 

parameters, the most influential of which are the feedback parameter 𝐶 and linewidth 

enhancement factor 𝛼, which are related through the following expression [12], as 

described previously by Equation 2.5, 
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𝐶 = 𝑘√1 + 𝛼2 (2.22) 

 

where the feedback coefficient 𝑘 is defined as, 

𝑘 =  𝜀
𝜏𝑒𝑥𝑡

𝜏𝐿
√

𝑅𝑒𝑥𝑡

𝑅𝐿

(1 − 𝑅𝐿) (2.23) 

 

in which 𝑅𝑒𝑥𝑡 is the reflectivity of the external target, 𝑅𝐿 is the reflectivity of the emitting 

laser facet, 𝜀 is the portion of the reflected radiation that couples coherently with the 

laser and accounts for optical losses, 𝜏𝑒𝑥𝑡 is the round-trip delay in the external cavity 

which is defined by 𝜏𝑒𝑥𝑡 = 2𝐿𝑒𝑥𝑡 𝑐⁄  (in which 𝐿𝑒𝑥𝑡 is the external cavity length and 𝑐 is 

the speed of light) and 𝜏𝐿 is the round trip time for the laser cavity.  

The linewidth enhancement factor 𝛼 is a value that relates the change in phase of the 

laser output to a change in its optical gain and was first defined in [144] as , 

𝛥𝜑 = 
𝛼

2
𝛥𝑔 2.24 

where 𝜑 is the laser phase and 𝑔 is the optical gain.  

To initially determine a value of 𝑘 with which to fit the 𝐶 and 𝛼 values for the various 

sets of fringes, the first three fringe sets, obtained using to driving currents of between 

550 – 560 mA, were fitted to using a least-squared fit with 𝑘, 𝐶 and 𝛼 being free 

parameters. Once suitable values for all sets were established, the values of 𝑘 were 

averaged and a value of 𝑘 = 0.168 was determined. This value then was used as a 

constant to perform the fits for the subsequent data sets, wherein a least squares fit of 

the fringes was performed with 𝛼 and 𝛽 as free parameters. For each set of fringes, a 

value of 𝐶 was determined from the 𝛼 values using Equation 2.22.  

To perform the least squares fit of each data set, initial guesses of the fitting parameter 𝛼, 

close to the true value, had to be given. To produce the fit seen in Figure 2.15, an initial 

value of 𝛼 = -1.85 was chosen. Additionally, the amplitude 𝛽 and DC offset 𝑉0 were 

assumed to be 𝛽 = (𝑉𝑚𝑎𝑥 − 𝑉𝑚𝑖𝑛) 2⁄  and 𝑉0 = (𝑉𝑚𝑖𝑛 + 𝑉𝑚𝑎𝑥) 2⁄ .  
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Figure 2.15 – The fringes of Figure 2.14 (blue) with a Lang-Kobayashi fit using initial 

fitting parameters of 𝛼 = -1.85 and 𝑘 = 0.168 (red). Here 𝐼 = 650 mA.  

Figure 2.16 shows the 𝐶, 𝛼 and 𝛽 values for a range of QCL driving currents between 

575-1100 mA, determined using the method described above. Since 𝑘 remains constant 

for these measurements and 𝐶 is determined by using Equation 2.22, 𝐶 is completely 

dependent on 𝛼 and generally displays values indicative of weak feedback except for 

small driving currents (< 600 mA). The values of 𝛼 obtained agree well with previous 

studies using THz QCLs [79], [145], [146]. Furthermore, the trend observed between 𝛽 

and driving current agrees with previous studies [79].  Notably, the area in Figure 2.16c 

in which 𝛽 remains substantially constant, provides an example of ideal QCL operation 

for applications such as swept-frequency interferometry.  

This investigation has explored the nature of this QCL under the SM regime. The device 

could now be used in applications in which this regime is required, such as the s-SNOM 

system of Section 2.5.  
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Figure 2.16 – Self-mixing parameters extracted from 𝑉𝑆𝑀 fringes using the L-K model, 

measured over a range of QCL driving currents. (a) Feedback parameter 𝐶, (b) linewidth 

enhancement factor 𝛼, (c) fringe amplitude 𝛽.  

 

2.5 Characterisation of THz-s-SNOM 

In later Chapters, THz-s-SNOM is used to investigate plasmonic effects in a range of 

materials. In this Section, the basic operation of THz-s-SNOM is presented and its key 

characteristics are investigated. 

The THz-s-SNOM system presented here (Figure 2.17) and used in the remainder of this 

thesis is based on a commercial s-SNOM/AFM (neaSNOM, neaspec GmbH) and employs 

an external THz QCL emitting at 𝜈 ~ 3.45 THz. The QCL (L1180) was fabricated by Dr P. 

Rubino and its LIV and spectra characteristics can be found in Section 2.4.3 of [10]. The 

QCL comprised a 14-µm-thick GaAs/AlGaAs nine-well hybrid active region, which was 

processed into a 1.8 mm × 150 mm SI-SP ridge waveguide. This heterostructure is 

nominally identical to that presented in Section 2.2, and as such similar operating 

characteristics are expected.  During operation, the QCL was cooled using a continuous-
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flow L-He cryostat to a temperature of 20 ± 0.01 K and maintained using a (Lake Shore 

335) temperature controller. An Arroyo current source was used to drive the laser with 

a DC current of 420 mA during single-frequency use and between a range of 450-650 mA 

during swept-frequency operation, as seen in Chapter 3. During single-frequency 

imaging, the QCL voltage was 6.4 V and the emitted power was ~ 0.5 mW.  

The QCL emission was focused to the tip of a vertically aligned Rocky Mountain Pt-Ir 

AFM tip at an angle of ~ 540 to the surface normal. The tip had length ~ 80 µm and apex 

diameter ~ 20 nm and was operated in tapping mode at a frequency of 𝛺 = 80 kHz. A 

portion of the radiation scattered by the probe was coupled back along the optical path 

and reinjected into the laser cavity, invoking the SM effect. The theory of SM in a QCL 

described in Section 2.3 and 2.4 are based on reflection from a reflective target. For this 

application of SM in a QCL, the theory still applies but the reflective target is replaced by 

a scattering source. This scheme, in turn, causes the reinjected signal to be far weaker, 

which requires the use of amplification of the 𝑉𝑆𝑀 signal by a factor of 5 x 103.  

To identify the 𝑉𝑆𝑀 signal, the QCL terminal voltage was demodulated at harmonics of 

the tapping frequency 𝛺 and amplified by a factor of 5×103 using an ac-coupled low-

noise voltage amplifier. The ability to isolate the VSM signal by using harmonics of the tip 

tapping frequency is explored in Section 2.5.2.  

 

Figure 2.17 – THz-s-SNOM system schematic in which the QCL output is focused onto the 

tip of the AFM probe, oscillating at frequency 𝛺, and a portion of the scattered radiation 

is reinjected into the QCL cavity. The QCL is driven by a laser driver and the QCL terminal 
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voltage is amplified by the low-noise preamplifier (LNP) before being demodulated by the 

lock-in amplifier (LIA) at harmonics of 𝛺. The half-wave plate (HWP) is used to adjust the 

polarisation of the THz beam. Adapted from [10].    

2.5.1 s-SNOM system alignment 

This section will give a brief overview of the s-SNOM alignment process. The s-SNOM 

system described above focuses the THz beam to the area of the tip using an internal 

mirror controllable in x, y and z directions. Alignment of the THz beam is manually done 

by the user by moving the mirror and monitoring the amplitude and phase of the THz 

signal. This process not only involves alignment of the beam but also a series of checks 

and calibrations that are required before imaging can begin. These are as follows.  

1. Replace the AFM probe tip if needed. 

2. Perform a full frequency sweep of tip tuning spectrum.  

3. Identify the tip resonance frequency 𝛺0 and choose appropriate tip tapping 

frequency 𝛺 (usually 80 % of the value of 𝛺0).  

4. Load the sample and position it substantially underneath the tip using the 

piezoelectric stage.  

5. Bring the tip into contact with the sample surface. 

6. Adjust the focussing mirror alignment until a suitable signal amplitude and 

stable phase has been achieved.  

Once all steps have been completed, the system is ready to perform imaging. Examples 

of THz images using the s-SNOM system are presented later in this Chapter and in the 

remainder of this thesis. 

2.5.2 Approach curves as a function of demodulation harmonic  

One problem with the THz-s-SNOM method is the low signal to noise ratio (SNR) as a 

result of poor scattering efficiency of the probe tip at THz frequency. This arises from 

the fact that the QCL output wavelength is ~ 104 times smaller than the tip diameter. 

This renders the desired THz signal indistinguishable from unwanted background signal 

arising from reflections from the tip shaft and surrounding areas. To combat this, the tip 

is kept sinusoidally oscillating above the target surface (tapping mode) at a frequency, 𝛺 

(close to but not at the tip’s natural resonant frequency) with which a lock-in amplifier 

(LIA) can extract the desired signal [147]. Additionally, demodulating the signal at high 

harmonics of 𝛺 (𝑛 ≥ 2) can help distinguish the signal arising from the near-field 
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interaction between the probe tip and sample from the background signal arising from 

unwanted reflections or scattering from the shaft of the tip. To understand the effect of 

tip tapping amplitude and harmonic demodulation 𝑛 on background noise suppression, 

the following characterisations were performed.  

A series of measurements known as an ‘approach curve’ were performed to demonstrate 

how demodulating the SM signal at different harmonics of the tip tapping frequency and 

using different tapping amplitudes, affects signal purity. This procedure involves a 

monitoring of 𝑉𝑆𝑀 whilst the probe is brought in close contact with the surface, over a 

distance of several hundred nm in the z-direction, using a high-precision piezo stage,  

until reaching a predetermined height ℎ, thus acquiring a description of the vertical 

dependence of the scattered near-field signal [101]. The value of ℎ is usually chosen to 

be the closest distance to the sample surface in which the tip is allowed to operate at a 

specific tapping amplitude 𝐴. Since 𝐴 is defined as the peak-to-peak oscillation distance 

of the tip, the minimum ℎ value for a tip oscillating at amplitude 𝐴 is therefore 
𝐴

2
 (Figure 

2.18). The value 𝑧 is defined as the distance between the position of the tip at the 

maximum of its oscillation amplitude in the –z-direction and the surface. Since the tip 

never actually ‘touches’ the surface, the 𝑧 = 0 nm position present in Figures 2.19 and 

2.20 are defined as the position at which the tapping amplitude 𝐴 decreases by 2 % due 

to the presence of the surface.  

 

Figure 2.18 – Diagram of oscillating s-SNOM probe tip where A is the peak-to-peak 

oscillating amplitude of the tip and h is 
𝐴

2
. For approach curve measurements, the tip begins 

at a predetermined height above the surface and is brought into close contact with it along 

the z-direction until 𝑧 = 0 nm. Exaggerated scale.  
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To determine the effect of signal demodulation, approach curves for 𝐴 = 400 nm were 

measured for a range of harmonics of the demodulation frequency from 𝑛 = 1𝛺 to 𝑛 =

5𝛺 using a small tip with diameter 𝑑 ~ 20 nm (Figure 2.19) and large tip with diameter 

𝑑 ~ 1 µm (Figure 2.20). The 𝑛 = 1𝛺 data has been omitted from Figure 2.19 due to 

scaling.  

  

Figure 2.19 – Approach curves for various demodulations of the tip tapping frequency 

𝛺 ~ 80 KHz. Tip tapping amplitude 𝐴 = 400 nm and tip size ~ 20 nm. 

 

Figure 2.20 – Approach curves for various demodulations of the tip tapping frequency 

𝛺 ~ 80 KHz. Tip tapping amplitude 𝐴 = 400 nm and ℎ = 200 nm and tip size ~ 500 µm. 

It is demonstrated in both Figures 2.19 and 2.20 that the signal amplitude is heavily 

dependent on 𝑧. It can be seen for all cases that the signal amplitude decreases with 

increasing 𝑧, in agreement with the dipole model of the s-SNOM tip/sample interaction 

presented in Chapter 1 Section 1.6. Additionally, it can be seen that, for large 𝑧, the signal 
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amplitude plateaus. This is due to a constant background signal arising from radiation 

scattering directly from the probe tip edge and shaft.  

It can also be seen from both Figures that at higher harmonics 𝑛 at which the signal is 

demodulated, the signal amplitude decreases. This applied to both the near-field 

interaction and the background signal. In addition, the approach curves for higher 𝑛 

show a sharper drop off with increasing 𝑧. This arises from the 
1

𝑟3 dependence in the 

effective polarizability of the coupled tip-sample system [13]. This dependence has 

previously been theorised for small (0.5a) and large (5a) tip tapping amplitudes, where 

‘a’ is the radius of the tip when modelled as a polarisable sphere (Figure 2.21). 

Furthermore, it can be observed that for each value of 𝑛 the approach curves using the 

large tip exhibit a consistently larger signal than those using the small tip. This is also in 

agreement with the point-dipole model, which predicts stronger scattering for larger 

tips. Another tip size-dependent observation is the sharper drop-off in signal amplitude 

of the approach curves for the smaller tip, which is in agreement with [147], which states 

that the signal amplitude drop-off occurs on a length scale that approximately 

corresponds to the tip radius.   

2.5.3 Approach curves as a function of tapping amplitude 

To mitigate the loss of signal amplitude when demodulating beyond the fundamental 

harmonic, larger tip tapping amplitudes are commonly used. Figures 2.22 and 2.23 

depicts the approach curves obtained using the THz-s-SNOM system described above, 

for a range of tip tapping amplitudes, demodulated at the 𝑛 = 2 harmonic of the tapping 

frequency (𝛺 ~ 80 KHz) using a small and large tip respectively.  

As seen in Figures 2.19 and 2.20, it is further demonstrated in Figures 2.22 and 2.23 that 

the signal amplitudes drops-off as 𝑧 increases, in agreement with the dipole model, and 

plateaus beyond a certain value. Furthermore, it can also be observed from both Figures 

that a larger tapping amplitude results in a larger signal, and also the background signal, 

present in each measurement, persists for longer for larger tapping amplitudes. This 

effect is more prominent in Figure 2.23. Additionally, in concurrence with the point-

dipole model and the results of Section 2.5.2, the larger scattering efficiency provided by 

the larger tip produces a greater signal amplitude.  
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Figure 2.21 – Fourier components of a tip-sample scattering cross-section with minimum 

tip-sample distance for larger (5a) and small (0.5a) tip oscillation amplitude, where the 

distance Z measured with respect to the tip radius a. Adapted from [13]. 

From the results presented in this Section and in Section 2.5.1, it can be concluded that 

several factors are to be taken into consideration to optimise the s-SNOM imaging 

criteria. It can be seen that demodulating the 𝑉𝑆𝑀 signal at higher harmonics of the tip 

tapping frequency allows for better discrimination against background signals, but also 

reduces the overall signal amplitude. The signal amplitude can be preserved by using a 

larger tip tapping amplitude and/or larger tip size but both of these increase the amount 

of background signal. Furthermore, it is also known and will be demonstrated in Section 

2.5.3, that optical contrast and image resolution both decreases for larger tip tapping 

amplitudes [147], as well as larger tip size.  
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Figure 2.22 – Approach curves for various tip tapping amplitudes, demodulated at the 

𝑛 = 2 harmonic of the tip tapping frequency 𝛺 ~ 80 KHz, using a small tip ~ 20 nm.  

 

Figure 2.23 – Approach curves for various tip tapping amplitudes, demodulated at the 

𝑛 = 2 harmonic of the tip tapping frequency 𝛺 ~ 80 KHz, using a large tip ~ 500 µm.  

These conclusions suggest that a compromise between tip size, tapping amplitude and 

the harmonic at which the signal is demodulated must be made in order to achieve an 

optimum s-SNOM imaging criterion.  

2.5.4 s-SNOM resolution  

To evaluate the spatial resolution of the THz-s-SNOM system, several two-dimensional 

single-frequency images were taken of a resolution target. The target consisted of a 

simple 50 nm thick gold pattern on a silicon substrate, manufactured via electron-beam 

lithography (EBL). The microscope resolution was determined from imaging one of the 

gold/silicon boundaries of the pattern.  
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To obtain a single-frequency THz image, the QCL output beam is focused onto the 

oscillating tip apex, which is brought into close confinement to the sample surface. There, 

the interaction between the tip and surface causes a near-field enhancement of the 

scattering cross-section that is influenced by the local permittivity of the sample, as 

described in Chapter 1 Section 1.6. By scanning the sample under the probe over a 2D 

area of a sample and measuring this near-field enhancement, through lock-in detection 

of the QCL VSM signal, one can obtain an image in which the signal contrast relates to the 

sample material composition.  

An example of a THz-s-SNOM image taken of a gold/silicon boundary can be seen in 

Figure 2.24a, from which the resolution analysis of Figure 2.25 was derived. This image 

was measured using a the same  QCL used earlier in Section 2.5, which was operated in 

CW mode and cooled to a temperature of 20 ± 0.01 K using a L-He continuous flow 

cryostat, which was maintained by a (Lake Shore 335) temperature controller. The p-

polarised output of the QCL was obliquely incident on the 20 nm probe tip apex at an 

angle of ~ 540. The probe was operated in tapping mode at a frequency of Ω ~ 80 KHz 

and peak-to-peak amplitude of 94 nm. The QCL 𝑉𝑆𝑀 signal was amplified by a factor of 

𝐴 = 5x103 by a pre-amp before being demodulated at 3𝛺. Figure 2.24 shows a 5 x 1 µm 

THz and AFM image comprising 120 x 30 pixels captured with the s-SNOM with an 

integration time of 150 ms per pixel. 

 

Figure 2.24 – THz-s-SNOM image of a gold/silicon boundary. (a) THz image. (b) AFM 

image.  

As stated previously the most commonly used model to describe the tip/sample 

interaction is the point-dipole model [99], [148]. This model allows for an accurate 
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description of the tip/sample interaction but is poor at reproducing features that can 

appear at the edges of material boundaries, such as those used in the resolution 

measurements presented here [149]. To better understand the near-field response at a 

material boundary, the tip geometry must be taken into consideration. Figure 2.25 

illustrates the optical interaction between an illuminated s-SNOM tip and 

metal/dielectric edge for different tip positions. It can be seen that, as well as the 

expected, strong near-field response between the tip apex and the surface, position (b) 

results in coupling of the tip shaft with the sample edge and position (c) results in a 

displacement of the tip from the surface, leading to a reduction in coupling strength. This 

behaviour gives rise to the anomalous features in the optical response of the boundary, 

as seen in Figure 2.25. There are also other effects that can spuriously affect the s-SNOM 

signal near material boundaries. For example, the thickness of the material at its 

boundary can vary due to imperfections in the sample fabrication process, which could 

lead to these boundary features. Additionally, a reduction in 𝑉𝑆𝑀 signal amplitude at the 

boundary of a sample can be caused by a screening of the tip’s near fields by the metal 

sample, as have been demonstrated in [150]. 

 

Figure 2.25 – Edge imaging using a s-SNOM showing various tip positions (a)-(d) with 

respect to a dielectric edge (xtip). (e) line profile of s-SNOM signal demodulated at the 2nd 

harmonic (A2). (a) signal arising from a coupling solely with the substrate. (b) enhanced 

signal arising from a coupling between the tip apex and the substrate and the tip shaft 

and the edge. (c) signal reduction as the tip is displaced from the substrate resulting in a 

lower effective polarizability. (d) Coupling between the tip and the edge material surface. 

Adapted from [14].  
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An example of these edge features can be seen in Figure 2.26, which shows the 𝑉𝑆𝑀 signal 

averaged in the y-direction for a 5 x 1 µm THz-s-SNOM image of a Au/Si boundary. In 

this case, the image comprised 120 x 30 pixels and was demodulated at the 𝑛 = 3 

harmonic of the tip tapping frequency, and the amplitude of which was 154 nm.  

 

Figure 2.26 – THz-s-SNOM image average in the y-direction showing surface features as a 

result of tip-edge interaction.  

The effects described here depend strongly on the tip geometry, material thickness/ 

topography and sharpness/shape of the edge regions, which can be affected by the 

fabrication process. Therefore, to some extent, these features can be mitigated by careful 

selection of the sample area, as well as choice of tip. These effects have been taken into 

consideration for the following resolution analysis.  

To determine the imaging resolution achieved in the image shown in Figure 2.24, the 𝑉𝑆𝑀 

signal was averaged in the y-direction and an edge response function (ERF) described 

by Equation 2.25 was fitted.  

𝑓(𝑥) =  
𝐼0
2

(𝐴 + 𝑒𝑟(2√log 2))
(𝑥 − 𝑥0)

𝑤
2.25 

where 𝐼𝑜, 𝐴, 𝑥0 and 𝑤 are fitting parameters associated with various dimensions of the 

curve, and 𝑒𝑟(𝑥) is an error function described by, 

𝑒𝑟(𝑥) =  
2

√𝜋
∫ 𝑒−𝑡2

𝑑𝑡
𝑥

0

2.26 
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Figure 2.27 – Edge response function applied to the THz-s-SNOM image of Figure 2.24 

averaged in the Y-direction. Blue – measured data, red – ERF fit, dotted black – positons 

of the 20% (black) and 80% (pink) criteria points from which a resolution of 50 nm was 

determined.  

The criteria by which the resolution of the image is calculated is defined by the distance 

between the 20 % and 80 % height values of the fitted curve, as depicted in Figure 2.27. 

Using this criteria, a resolution of ~ 50 nm was determined. 

It was explained in Section 2.5.2 that signal amplitude but also the background signal 

both increase for larger tip tapping amplitudes. To investigate the effect of tip tapping 

amplitude on imaging resolution, the analysis above was repeated for a range of tapping 

amplitudes between 25 – 125 nm. Figure 2.28 displays the resolutions obtained through 

ERF analysis of THz images of the same Au/Si boundary acquired using this range of 

tapping amplitudes. From Figure 2.28, it can be seen that the s-SNOM resolution is 

heavily dependent on tip tapping amplitude, which agrees with observations reported 

in the literature [147], [151]. This dependence is explained in [151] by imagining a non-

vertically oscillating tip measuring the near-field, non-demodulated signal from a gold 

disk on a silicon surface, from a fixed height. Were the tip to increase its height above the 

surface, the spatial resolution would worsen and, thus, the FWHM of the disk would 

increase. Demodulation of the scattered signal from an oscillating tip can be thought of 

as a weighted average of images of the disk taken at different heights. Smaller oscillation 

amplitudes correspond to averaging over lower tip positions and therefore smaller 

FWHMs. 
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Furthermore, it can be seen that by using a small enough amplitude (𝐴 ~ 25 nm), a 

resolution of 29 nm can be achieved. This corresponds to a sub-wavelength resolution 

of 𝜆/3000, which is the highest reported to date for a THz-s-SNOM using a THz QCL. 

 

Figure 2.28 – THz-s-SNOM spatial resolution with tapping amplitude using a small tip (~ 

20 nm) apex diameter.  

As discussed in Section 2.5.3, it can be advantageous to use a large tip to perform s-SNOM 

measurements, as it can be used to increase the signal amplitude. It is also understood 

that imaging resolution is dependent on the size of the tip apex [152]. This was 

investigated by repeating the above analysis using a tip with a larger apex diameter. 

Figure 2.29 displays the spatial resolutions, calculated using the same ERF analysis as 

that shown in Figure 2.27, for images taken over a 50 – 150 nm range of tapping 

amplitudes using a 500 µm tip. Here the same trend as shown in Figure 2.28 is observed, 

although as expected the use of a larger tip yielded far larger spatial resolutions for each 

of the tapping amplitudes in the range previously used. 

 

Figure 2.29 – THz-s-SNOM spatial resolution with tapping amplitude using a large tip (~ 

1 µm) apex diameter.  
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2.6 Summary 

This chapter has communicated an introduction into THz QCLs and has described the 

measurement approach/apparatus for measuring the LIV relationship and emission 

spectra of a QCL. Both the spectral behaviour and the LIV characteristics obtained from 

an exemplar QCL were presented (Section 2.2), from which parameters such as the laser 

threshold current density 𝐽𝑡ℎ, maximum operating temperature 𝑇𝑚𝑎𝑥 and peak 

operating power 𝑃𝑚𝑎𝑥 were determined.  

The theory and experimental realisation of operating a QCL under optical feedback has 

also been presented (Section 2.3 and 2.4), including two implementations of 

interferometric fringe generation via SM. The two methods involve applying a frequency 

sweep through a modulation of the QCL driving current and mechanically extending the 

external cavity length. Therein a new approach for measuring frequency tuning with a 

high resolution based on SM was demonstrated, from which the tuning coefficient of the 

QCL characterised in Section 2.2 was determined (Section 2.3). These analyses yielded a 

tuning coefficient in the range of -3.29 – -4.09 MH/mA for the QCL operated in CW mode 

and at 20 ± 0.01 K.  

Experimentally obtained interferometric fringes, generated via mechanical extension of 

the optical beam path, have been evaluated using the Lang-Kobayashi model, to extract 

SM parameters such as the feedback parameter 𝐶, linewidth enhancement factor 𝛼 and 

interferometric fringe amplitude 𝛽. By performing this analysis for various driving 

currents of the QCL, the current-dependence of these parameters has been explored 

(Section 2.4). Knowledge of this behaviour is important for applications such as that 

demonstrated in Chapter 3, where the frequency tuning of a QCL under optical feedback 

is used in a coherent imaging system.  

The characterisation of a THz frequency, scattering-type scanning near-field optical 

microscope has also been undertaken (Section 2.5). This has included a demonstration 

of background signal reduction through demodulating at harmonics of the tip tapping 

frequency beyond the fundamental, wherein approach curves using small and large 

diameter tips have further revealed the effects of both harmonic demodulation, tip 

tapping amplitude and tip size on the 𝑉𝑆𝑀 signal and background signal amplitude. 

Additionally, the spatial resolution of the microscope has been determined via boundary 

measurements of a simple gold-on-silicon structure, which have demonstrated that a 

resolution of 29 nm has been achieved. This value’s dependency on tip-size has been 
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further evaluated, as well as a discussion of unwanted image features as a result of tip-

edge coupling, an example of which has been experimentally captured.   

Following these characterisations, this QCL THz-s-SNOM can now be used to investigate 

the optical properties of microstructures such as topological insulators (Chapter 4) and 

THz waveguides (Chapter 5).  
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Chapter 3  

Coherent stepped-frequency 

THz-s-SNOM 
 

3.1 Introduction  

In this Chapter, a novel stepped-frequency system will be fully explored including 

descriptions of how coherent measurements can be performed using a THz-s-SNOM by 

exploiting the frequency tuning of a QCL, as seen in Section 2.3, enabling both the 

magnitude and phase of the scattered field to be resolved. Furthermore, the hardware to 

enable, and LabVIEW control VI to manage, the image acquisition is described. This 

system is in contrast to previous coherent measurement techniques, such as that 

presented in [15], as the primary improvement is that only a single scan of a sample is 

needed to obtain coherent imaging data. Section 3.2 presents a characterisation of the 

measurement system including an investigation into the optimal operation speed, the 

system resolution and methodology used to perform image data acquisition.  

The use of this system is demonstrated, in conjunction with a generalised phase-

stepping algorithm (GPSA), to coherently measure in the far-field (Section 3.4) and near-

field, specifically the out-of-plane field supported by a dipole resonator structure in 1 

and 2 dimensions using only a small number of sampling points, the published results of 

which can be seen in Section 3.5. A characterisation of the GPSA is also included in 

Section 3.3, with regards to the errors associated with the extraction of magnitude and 

phase information, from interferometric fringes generated via LFI, for a variety of 

measurement criteria and combinations thereof.  
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3.2 System/approach overview 

To perform coherent THz measurements, a stepped frequency system employing a 3.45 

THz QCL and the THz-s-SNOM system described in Chapter 2 was developed. To extract 

magnitude and phase information of the scattered THz signal, and thereby characterise 

the optical response of a target in the THz region, interferometric fringes are generated 

via laser feedback interferometry (LFI).    

As described in Chapter 2 Section 2.3, the generation of interferometric fringes can be 

achieved by either mechanical extension of the beam path or modulation of the laser 

emission frequency. The method described here, which uses the latter, exploits the 

frequency tuning of a QCL with driving current to subject a target to a range (sweep) of 

emission frequencies afforded by a sequential stepping of the laser driving current, the 

resulting fringes of which can then be realised in the self-mixing voltage 𝑉𝑆𝑀, as seen in 

Figure 3.1. It was seen in Chapter 2 Section 2.3 that a modulation to the laser frequency 

can be performed in a continuous manner with the use of a saw-tooth current 

modulation (swept-frequency). However, due to the need to demodulate 𝑉𝑆𝑀 at the tip 

tapping frequency 𝛺, the s-SNOM approach requires a sequential stepping of the lasing 

frequency instead.     

Briefly, the coherent imaging system comprises a THz-s-SNOM based on a commercial s-

SNOM/AFM platform (neaSNOM, neaspec GmbH) employing a 3.45 THz QCL driven by 

an Arroyo current driver, a low-noise preamplifier, a Zurich Instruments HF2LI 50 MHz 

lock-in amplifier and a LabVIEW control VI. To ensure a low value of the feedback 

parameter 𝐶 (described further in Section 3.2.1), and therefore encourage the 

generation of sinusoidal fringes (necessary for applying a fitting model), a non-reflective 

attenuating material is placed in the laser beam path at the cost of the 𝑉𝑆𝑀 signal 

magnitude. For the THz-s-SNOM measurements described further in this chapter, the 

QCL was cooled using a continuous-flow L-He cryostat that was maintained at a heat sink 

temperature of 20 ± 0.01 K. The average emission power was ~ 1 mW, and illuminated 

a vertically aligned Rocky Mountain Pt-Ir s-SNOM tip with a minimum diameter of ~ 20 

nm and length of ~ 80 µm, at an angle of ~ 540 relative to the surface normal. The 

incident radiation was p-polarised, so that there was an in-plane and out-of-plane 

component of the incident field parallel to the tip shaft. 

As was the case in Chapter 2, the self-mixing signal is derived from the QCL terminal 

voltage. Since the scattered field from the tip is very small in s-SNOM, it is necessary to 
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amplify 𝑉𝑆𝑀using a pre-amplifier. Typically, the gain used here and throughout is ~ 5 x 

103.  

To lock to the 𝑉𝑆𝑀 signal, the AFM tip of the s-SNOM is modulated at a frequency 𝛺 ~ 60 

– 80 KHz, harmonics of which are used as the reference frequency for the lock-in. 

Whereas, previously described in Chapter 2 Section 2.5, the lock-in used to extract 𝑉𝑆𝑀 

was internal to the neaspec system, in this Chapter it is necessary to use an external lock-

in (mentioned above) to allow control over the recording and saving of the 𝑉𝑆𝑀 as the 

current is stepped.  

 As described in Section 2.5, whilst suppression of background signals improves at 

higher harmonics of 𝛺, the signal amplitude becomes weaker. It is therefore important 

to select an appropriate demodulation frequency that provides a good compromise 

between both of these effects, especially when the amplitude has been artificially 

reduced by the attenuating material. In these experiments, the 𝑉𝑆𝑀 values are commonly 

measured at a reference frequency of either 2Ω or 3Ω.  

To perform a stepped-frequency measurement at a single position of a target (single 

pixel), the laser current driver is set to a predetermined starting value 𝐼𝑠𝑡𝑎𝑟𝑡. There is set 

delay time 𝑇1 commonly ~ 10 ms, to allow for temperature stabilisation of the QCL. 

Following that there is a secondary delay 𝑇2 which is usually set to be a multiple of the 

lock-in time constant 𝑇𝐿𝐼 and therefore determines the number of 𝑇𝐿𝐼 that are waited 

before each 𝑉𝑆𝑀 value acquisition, to allow for the lock-in signal to ‘settle’ on the correct 

value following each change in current. After these delays, a single value of the QCL 

terminal voltage is then acquired from the lock-in amplifier and stored in a 1D array. 

𝐼𝑠𝑡𝑎𝑟𝑡  is then increased by a predetermined increment 𝛿𝐼, following which is the delays 

and further 𝑉𝑆𝑀 signal acquisition. This is repeated until the driving current reaches 𝐼𝑒𝑛𝑑 , 

at which time the final 𝑉𝑆𝑀 value is recorded and the current driver is returned to 𝐼𝑠𝑡𝑎𝑟𝑡.  

At the beginning of each experiment, to determine appropriate of 𝐼𝑠𝑡𝑎𝑟𝑡 and 𝐼𝑒𝑛𝑑, a 

preliminary single-pixel set of stepped-frequency interferometric fringes is acquired 

over a current range of approximately 200mA (Figure 3.1). From this set, the current 

values corresponding to the consecutive peaks of a suitable fringe are chosen as 𝐼𝑠𝑡𝑎𝑟𝑡 

and 𝐼𝑒𝑛𝑑.  



64 
 

 

Figure 3.1 – A set of THz self-mixing interferometric fringes generated via a swept-

frequency measurement with a current sweep of 200mA. This measurement was performed 

using the THz-s-SNOM system in conjunction with the hardware and control system 

described in this Chapter. Additionally show is a bounded area corresponding to a single 

fringe with example 𝐼𝑠𝑡𝑎𝑟𝑡 and 𝐼𝑒𝑛𝑑 values. The lock-in reference signal for this 

measurement was demodulated at 3𝛺.  

From these values, the current step 𝛿𝐼 can be determined from,  𝛿𝐼 =  
𝐼𝑒𝑛𝑑−𝐼𝑠𝑡𝑎𝑟𝑡

𝑁
 where 𝑁 

is the number of sampling points per pixel, the significance of which will be further 

investigated in Section 3.3.1   

To perform a series of stepped-frequency measurements over a 1D line on a target, the 

coordinates of the first pixel to be measured are determined as well as the distance over 

which the measurement will be made. The acquisition of 𝑉𝑆𝑀 at each of the pixels is 

controlled by the LabVIEW VI which monitors the line and pixel clocks of the s-SNOM. 

These clocks measure the movement of the AFM tip along the x-axis (pixel clock) and y-

axis (line clock) of the sample. Prior to initiating the movement of the s-SNOM tip to the 

first pixel, the LabVIEW VI is run to anticipate the triggering of the pixel clock at the said 

pixel, followed by acquisition of the 𝑁 𝑉𝑆𝑀 values. Figure 3.2 depicts the process by which 

the system performs a 1D measurement. To perform a 2D scan, this 1D process is 

repeated for every triggering of the line clock. 
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Figure 3.2 – A flow chart depicting the process by which the THz-s-SNOM system captures 

a 1D stepped-frequency image. This diagram specifically pertains to the operation of the 

LabVIEW virtual instrument that is used to control the measurement apparatus.   

3.2.1 LabVIEW and hardware  

The LabVIEW control VI comprises several sub VIs (Figure 3.3), each of which 

sequentially perform the tasks described in Figure 3.2. Among them includes: 

initialisation and addressing of the data acquisition system hardware; monitoring of the 

line and pixel clocks; triggering the synchronisation of stepping the QCL current 

controlled by an Arroyo current driver; 𝑉𝑆𝑀 data recording via a Zurich Instruments fast-

detection lock-in amplifier; saving of 𝑉𝑆𝑀 values; and deactivation of the program.  

3.2.2 Data acquisition program speed  

To characterise the limitations of the acquisition rate of the data acquisition system, a 

simple 10 x 10 pixel single-frequency image of a simple gold-on-silicon structure was 

taken using THz-s-SNOM, whilst the LabVIEW data acquisition VI recorded one 𝑉𝑆𝑀 value 

per pixel. Following the measurement, the number of pixels that the program failed to 

acquire were counted.  

For the system to capture all 𝑁 of the 𝑉𝑆𝑀 values per pixel, the scanning time 𝑇𝑠𝑐𝑎𝑛, 

defined as the time period over which the s-SNOM AFM tip remains on each pixel, must 

be greater than the total time that it takes the acquisition program to acquire each 𝑉𝑆𝑀 

value, format the data and save it to a 1-dimensional array. If 𝑇𝑠𝑐𝑎𝑛 is too small, then the 

program will still be measuring the 𝑁 𝑉𝑆𝑀 data point when the next pixel clock occurs, 

and will therefore miss the next pixel clock value and subsequently the next pixel of data. 

In this sense, the results present in Figure 3.4 are characterising the fastest speed at 

which the programme can acquire data.  
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Figure 3.3 – LabVIEW virtual instrument block diagram for control of the data acquisition 

system. 
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This was repeated for a series of images using a range of scanning times 𝑇𝑠𝑐𝑎𝑛 = 50 – 300 

ms. For each scan, the delay 𝑇2 = 2𝑇𝐿𝐼, where 𝑇𝐿𝐼 was set to 50 ms. Figure 3.4 shows how 

the ability of the acquisition program to capture more of the image changes with the 

scanning time of the s-SNOM.  

 

Figure 3.4 – Number of unrecorded pixels vs microscope integration time for an image 

captured with a THz-s-SNOM using the data acquisition system. The image in question was 

a 10x10 pixel scan of a 15x2um gold-on-silicon structure. The lock-in reference signal for 

these measurements was demodulated at 3𝛺. 

For a standard single-frequency image, the s-SNOM is operated in AFM mode. This type 

of scan causes the s-SNOM to only measure in one direction along the sample, and then 

return along the same path to the beginning of a row before measuring the next. 

However, the pixel clock remains counting during the return journey of the tip, and 

therefore still triggers the recording of 𝑉𝑆𝑀 values by the acquisition program. For a 10 

x 10 pixel scan there are therefore 200 pixels available for the program to capture. The 

pixels recorded during the return journey of the tip would usually be omitted from 

images, however, they were included here for convenience.   

It is evident by Figure 3.4 that the ability of the acquisition program to capture more of 

the image data initially improves with increasing scanning time, but plateaus at 

approximately 125 ms. This value can therefore be described as the fastest acquisition 

time at which the program can be run, under these sampling conditions, that maximises 

efficiency whilst not being unnecessarily slow. This is an important factor to consider 

when performing multi-frequency imaging, as described in Section 3.3.  

It can be seen from Figure 3.4 that even when 𝑇𝑠𝑐𝑎𝑛 is large enough to give ample time 

for the acquisition program to capture the data of each pixel, it still fails to acquire ~ 20 
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pixels. This is due to an absence of the pixel clock for the last pixel of each row and, 

therefore, results in the last pixel of each row being omitted from the image. Were the 

program to be improved upon, this feature is something that could be considered.  

3.2.3 Data acquisition program resolution 

To further assess the timing variables of the data acquisition program, the relationship 

between the lock-in time constant 𝑇𝐿𝐼 and delay 𝑇2 is investigated. To do this, the 

resolution of the imaging system was evaluated for a range of different values of 𝑇2 

according to 𝑇2 = 𝑛𝑇𝐿𝐼, where 𝑛 = 0.5 – 3 and 𝑇𝐿𝐼 was kept at a constant value of 100 ms. 

For these measurements, the s-SNOM scanning time was maintained a 𝑇𝑠𝑐𝑎𝑛 = 𝑇2.  

The resolution of the system was determined in a manner similar to that seen in Chapter 

2 Section 2.5. A high resolution image of a Au/Si boundary was acquired by the s-SNOM, 

with dimensions 100 nm x 400 nm and a pixel size of 10 nm, whilst the acquisition 

program recorded one 𝑉𝑆𝑀  value per pixel. As explained in Chapter 2 Section 2.5, the 

resolution of a THz-s-SNOM image is dependent on the size of the AFM tip and the 

magnitude at which it is tapped during a scan. Therefore, to achieve a high resolution 

with this system, each measurement was performed using a small AFM tip with radius 

20 nm, which was operated at a tapping amplitude of 200 nm. The collected data was 

processed into a 2D field-map, an example of which is shown in Figure 3.5. An edge 

response function, described by Equation 2.25, was then calculated as shown in Figure 

3.6. As described previously, using this model the resolution is determined by the 

distance between the 20% and 80% height positions on the width of the boundary 

region. Figure 3.7 plots these values for images taken over a range of 𝑇2 values. This 

analysis was performed for a series of images of the same Au/Si boundary, for each value 

of 𝑇2.  

 

Figure 3.5 – Single frequency THz-s-SNOM image of a Au/Si boundary captured using the 

data acquisition system described above. The colour bar represents the magnitude of the 

𝑉𝑆𝑀  (mV). This image was captured with a microscope integration time of 300ms and the 

𝑉𝑆𝑀  signal was demodulated at the third harmonic of the tapping frequency.  
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Figure 3.6 – ERF according to Equation 2.25 (red) fitted to a plot of the normalised 𝑉𝑆𝑀  

signal of Figure 3.5 averaged in the y-direction (blue). The width of the curve is highlighted 

(black dashed) on which is the 20% (black) and 80% (pink) width markers.    

 

 

Figure 3.7 – s-SNOM resolution for various values of 𝑇2. Each data point has been extracted 

from the ERF edge response function analysis, an example of which can be seen in Figure 

3.6.  

It can be seen that the resolution achieved by the acquisition program for an s-SNOM 

integration time of 50ms (n=1) is counter-intuitively high compare to that achieved for 

longer integration times. This result is believed to be an irregularity as the results of that 

seen in Figure 3.4 suggest that when operated at an integration time of 50 ms the 

acquisition program fails to capture most of the image. It is therefore assumed that the 
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results of the edge response function when applied to such a poor quality image are 

unreliable.  

By omitting this anomaly, it can be seen that the resolution of the system improves as 𝑇2 

becomes larger with respect to 𝑇𝐿𝐼. This is because, if 𝑇2 is too short, then the lock-in does 

not have enough time to settle of a new 𝑉𝑆𝑀 value. In this case, the signal value at the 

current pixel will be affected by the signal value at the previous pixel, which manifests 

as a degradation of resolution.  

From the analyses presented in Section 3.2.2 and 3.2.3, it can be concluded that a 

compromise is to be made between the values of 𝑇𝑠𝑐𝑎𝑛, 𝑇𝐿𝐼 and 𝑇2. 𝑇𝑠𝑐𝑎𝑛 must be 

adequately long, for a given value of 𝑇2, to allow for the acquisition of the 𝑉𝑆𝑀 data from 

each pixel and 𝑇2 must be sufficiently greater than 𝑇𝐿𝐼 to ensure that there is no ‘blurring’ 

of the data between pixels. However, these values must be small enough so to not result 

in an unnecessarily long total measurement time, which becomes an important factor to 

consider for greater 𝑁 values taken over a large pixel area, as shown in Section 3.5.  

To this end, the measurements presented in the remainder of this Chapter use values of 

𝑇2 = 2𝑇𝐿𝐼, where 𝑇𝐿𝐼 is usually set to be 200 ms and 𝑇𝑠𝑐𝑎𝑛 is adjusted depending on the 𝑁 

value.  

 

3.3 Stepped-frequency imaging using a 

generalised phase-stepping algorithm 

One limitation of LFI in both far- and near-field implementations stems from the need to 

acquire full interferometric signals for reliable extraction of amplitude and phase 

information from a target. This is most commonly achieved by mechanical extension of 

the optical beam path [75], [153], which results in slow data acquisition. Alternatively, 

interferometric fringes can be acquired by fast electronic modulation of the laser 

emission frequency [73], [126]. However, modulation rates may then be restricted by 

the available sampling and signal processing bandwidth [154]. These issues are 

compounded further by the challenge of detecting a typically small SM voltage 

perturbation superimposed on a large quiescent signal, which demands long integration 

times to achieve high signal-to-noise ratios. This is particularly applicable in THz-s-

SNOM in which the scattering efficiently of the nanometric probe scales approximately 

as ~ λ-4 and is therefore extremely low at THz frequencies. One means to address these 
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challenges that has been implemented for phase-shifting interferometry at visible and 

near-infrared wavelengths [155], enabling applications including digital holography 

[156], [157] and optical coherence tomography [158], [159], is through reduced optical 

sampling of the interferometric signals. However the adoption of this approach in LFI is 

non-trivial owing to the non-sinusoidal nature of the interferometric signals, which are 

dependent on the strength of optical feedback as well as operating parameters of the 

laser.  

This section refers to work undertaken to produce an improved method of coherent 

sensing through the use of a generalised phase-stepping algorithm (GPSA) to extract 

magnitude and phase data from interferometric fringes acquired by laser feedback 

interferometry (LFI).  

The following will include a characterisation of the GPSA using simulated data and its 

applicability under different levels of optical feedback, lasing parameters and sampling 

conditions. Additionally, the stepped-frequency interferometric fringe generation 

system, based on that discussed in Section 3.2, will be demonstrated in the far-field and 

near-field regime.  Its use in conjunction with the GPSA will be shown to enable coherent 

imaging of the out-of-plane field supported by an individual micro-resonator at THz 

frequencies, in 1 and 2 dimensions. Furthermore, it will be demonstrated how fully 

coherent sensing can be reliably achieved with as little as 4 sampling points per imaging 

pixel, opening up opportunities for fast coherent sensing not only at THz frequencies but 

across the visible and infra-red spectrum. 

3.3.1 Characterisation of the GPSA  

In reiteration of Chapter 2 Section 2.3, a modification to the laser carrier population that 

is responsible for the 𝑉𝑆𝑀 signal in a QCL under optical feedback also induces a 

perturbation to the laser frequency 𝜈.  This effect is encapsulated through the 

transcendental excess phase equation (Equation 2.3), which relates the round-trip phase 

under feedback 𝜙𝐿 to the phase calculated for the unperturbed frequency of the solitary 

laser 𝜈0.  

𝜙𝐿,0 =
4𝜋𝐿ext𝜈0

𝑐
3.1 

As a result the shape and form of the interferometric fringes described by Equation 2.21 

are inherently dependent on the strength of optical feedback, quantified by the feedback 

parameter 𝐶, as well as the linewidth enhancement factor of the laser 𝛼. Nevertheless, in 

the limit of weak feedback (𝐶 <1) the perturbed laser frequency is approximately equal 
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to that of the solitary laser, 𝜈 ≈ 𝜈0, such that 𝜙𝐿 ≈ 𝜙𝐿,0. In this case the SM voltage signal 

closely follows a cosinusoidal dependence on 𝜙𝐿,0 as, 

𝑉SM ≈ 𝛽 cos(𝜙𝐿,0 − 𝜙) 3.2 

in which 𝜙 represents the phase response of the target. Crucially, under these conditions, 

the interferometric fringes encoded within the SM voltage can be reduced to a close 

approximation by a series of discrete voltage measurements 𝑉SM,𝑖, where 𝑖 = 0 → (𝑁 −

1), taken at 𝑁 >3 arbitrary but known phase points 𝜙𝐿,𝑠 = 𝜙𝑖 equally spaced over a 

single interferometric fringe. Estimates of the true magnitude 𝛽 and phase 𝜙 may then 

be extracted from the 𝑁 voltage measurements by applying a generalised phase-

stepping algorithm (GPSA) based on a least-squares regression. This algorithm has been 

adopted previously for phase-shifting interferometry at visible/infrared wavelengths 

[155].  

The GPSA models the self-mixing voltage signal as a series of 𝑁 discrete voltages VSM,𝑖 

measured at phase points 𝜙𝑖, where 𝑖 = 0, 1…𝑁 − 1, according to, 

VSM,𝑖 = 𝑎0 + 𝛽𝑚cos(𝜙𝑖 − 𝜙) =  𝑎0 + 𝑎1 cos𝜙𝑖 + 𝑎2 sin𝜙𝑖 3.3 

in which 𝑎0 is a constant voltage offset, 𝑎1 = 𝛽𝑚 cos𝜙𝑚, and 𝑎2 = 𝛽𝑚 sin𝜙𝑚. 

To solve for 𝑎0, 𝑎1 and 𝑎2 according to the least-squares method we use the matrix 

equation 

𝑨(𝝓𝒊)𝒂 = 𝒃(𝝓𝒊) 3.4 

 

where,  

𝑨(𝝓𝒊) =  

[
 
 
 
 
 
 
 
 

𝑁 ∑ cos𝜙𝑖

𝑁−1

𝑖=0

∑ sin𝜙𝑖

𝑁−1

𝑖=0

∑ cos𝜙𝑖

𝑁−1

𝑖=0

∑ cos2 𝜙𝑖

𝑁−1

𝑖=0

∑ cos𝜙𝑖 sin𝜙𝑖

𝑁−1

𝑖=0

∑ sin𝜙𝑖

𝑁−1

𝑖=0

∑ cos𝜙𝑖 sin𝜙𝑖

𝑁−1

𝑖=0

∑ sin2 𝜙𝑖

𝑁−1

𝑖=0 ]
 
 
 
 
 
 
 
 

3.5 

 

𝒂 = (

𝑎0

𝑎1

𝑎2

) 3.6 
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and, 

𝒃(𝝓𝒊) =  

[
 
 
 
 
 
 
 
 

∑ 𝑉𝑆𝑀,𝑖

𝑁−1

𝑖=0

∑ 𝑉𝑆𝑀,𝑖 cos𝜙𝑖

𝑁−1

𝑖=0

∑ 𝑉𝑆𝑀,𝑖 sin𝜙𝑖

𝑁−1

𝑖=0 ]
 
 
 
 
 
 
 
 

3.7 

If 𝑨 is not ill-conditioned, then we obtain, 

𝒂 = 𝑨−𝟏(𝝓𝒊)𝒃(𝝓𝒊) 3.8 

The magnitude 𝛽𝑚 and phase 𝜙𝑚 of the 𝑉𝑆𝑀 signal can then be obtained from the 

relations  

𝛽𝑚 = √𝑎1
2 + 𝑎2

2 3.9 

 

and, 

𝜙𝑚 = tan−1
𝑎2

𝑎1
3.10 

As will be shown, the accuracy of 𝛽𝑚 and 𝜙𝑚 extracted through this approach depends 

not only on the chosen value of 𝑁 but also the phase response of the target itself, as well 

as the feedback parameter 𝐶 and linewidth enhancement factor 𝛼, both of which 

influence the shape of the interferometric fringes encoded in the laser voltage. 

Figure 3.8a illustrates the percentage error in the fringe magnitude extracted using the 

GPSA, according to Equation 3.11, in the limit 𝑁 → ∞ when applied to a numerically 

synthesised SM voltage signal described by Equation 2.8, for varying combinations of 𝐶 

and 𝛼.  

𝑒𝐴 = (
𝛽𝑚 − 𝛽

𝛽
) × 100 3.11 

 

Figure 3.8b similarly shows the absolute error in determination of the target phase, 

𝑒𝜙 = 𝜙𝑚 − 𝜙 3.12 
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To generate the data in Figures 3.8, a 𝑉𝑆𝑀 signal was synthesised for a particular 

combination of 𝐶 and 𝛼 with a magnitude and phase chosen to be 𝛽 = 1 mV and 𝜙 = 0 

rad using Equation 1.4. This is done for a large N (~ 100,000) phase points equally 

spaced over 1 fringe as 𝜙𝑖 = 2𝜋
𝑖

(𝑁−1)
. The matrices 𝐴(𝜙𝑖) and 𝑏(𝜙𝑖) are then calculated 

from Equations 3.5 and 3.7 respectively, following which, the vector 𝑎 is determined 

from Equation 3.8. Using 𝑎, the values 𝛽𝑚 and 𝜙𝑚 are calculated from Equations 3.9 and 

3.10 respectively and finally the errors 𝑒𝐴 and 𝑒𝜙 can be obtained from Equations 3.11 

and 3.12. This process was repeated for combinations of 𝐶 and 𝛼 for ranges 𝐶 = 0 – 1 

and 𝛼 = -2 – 2, as show in Figure 3.8.  

In this limit of large 𝑁 both 𝑒𝐴 and 𝑒𝜙 depend solely on the parameters 𝐶 and 𝛼; these 

error values represent the fundamental limits of the GPSA approach imposed by the 

deviation of 𝑉SM from a purely cosinusoidal function. As expected, for extremely weak 

feedback (𝐶 <0.1), for which 𝑉SM closely approximates a cosinusoidal dependence 

on 𝜙𝐿,0, the errors are small with 𝑒𝐴 < 0.4% and 𝑒𝜙 < 0.08°. Even with 𝐶 =0.5, which is 

typical for many LFI systems employing THz QCLs, 𝑒𝐴 remains below 10% and 𝑒𝜙 below 

2° according to Figure 3.8, which may be considered acceptable for many applications. 

Indeed, the phase noise associated with frequency instability due to thermal drift of the 

laser source can often exceed this value[75], [126]. For stronger feedback with 0.5<

𝐶 <1, however, the GPSA performs poorly with 𝑒𝐴 exceeding 30% in cases although with 

𝑒𝜙 still remaining below 9°. 

A major benefit of this approach for determining magnitude and phase parameters in 

LFI is that, under weak levels of feedback, the GPSA remains robust even for small values 

of 𝑁. Outside the limit of large 𝑁, however, the magnitude  and phase errors are also 

dependent on the phase response of the target 𝜙. Equivalently this dependence can be 

viewed as originating from the choice of phase points 𝜙𝑖 (and hence the choice of 

(𝜙𝐿,0 −  𝜙 )) at which the 𝑉𝑆𝑀 signal is sampled, which becomes more critical as the 

signal departs further from a cosinusoidal dependence on 𝜙𝐿,0. This effect is illustrated 

in Figure 3.9, which shows an exemplar synthesised 𝑉𝑆𝑀 signal along with three possible 

sets of 𝜙𝑖, each with differing values of 𝜙𝑖=0, for the case 𝑁 = 4. Also shown are the 

corresponding functions 𝑉SM,m = 𝛽𝑚 cos(𝜙𝐿,0 − 𝜙𝑚) determined by applying the GPSA 

approach described above to each of these sets, revealing the variation in the extracted 

values of 𝛽𝑚 and 𝜙𝑚. 
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Figure 3.8 – (a) Percentage error in the extracted amplitude and (b) absolute error in the 

extracted phase of LFI fringes, extracted using the GDRA in the limit 𝑁 → ∞, shown as a 

function of feedback parameter 𝐶 and linewidth enhancement factor of the laser 𝛼. 

 

This variation in 𝛽𝑚 and 𝜙𝑚 is further illustrated in Figures 3.10a and 3.10b, which show 

typical examples of how the error values 𝑒𝐴 and 𝑒𝜙 vary with the phase response of the 

target 𝜙, for the case in which 𝜙𝑖 is arbitrarily fixed with 𝜙𝑖=0 = 2𝜋𝑚. Both 𝛽𝑚 and 𝜙𝑚 

(and hence 𝑒𝐴 and 𝑒𝜙) are seen to vary with a periodicity 2𝜋 𝑁⁄  and with a magnitude 

that decreases significantly with increasing 𝑁. The former of these observations is 

particularly relevant to the typical experimental situation in which the value of 𝜙 (and 

therefore (𝜙𝐿,0 −  𝜙 )) is not known. To capture this effect quantitatively, the maximum 

magnitude error (Equation 3.13), and maximum phase error (Equation 3.14) that can be 

attained within the range 𝜙 = 0 → 2𝜋 respectively, are defined as, 
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𝑒𝐴,max = max{|𝑒𝐴|} 3.13 

𝑒𝜙,max = max{|𝑒𝜙|} 3.14 

 

In the case for Figure 3.10, 𝑒𝐴,max is determined to be 6.6 % (shown by the dotted line) 

and 𝑒𝜙,max is determined to be 1.70 for 𝑁 = 4. With a larger value of 𝑁 = 8, these values 

decrease to 𝑒𝐴,max = 3.38 % and 𝑒𝜙,max = 0.0110.  

Figure 3.11a shows how the value of 𝑒𝐴,max varies with the number of measurement 

points 𝑁, for different levels of feedback and assuming 𝛼 =0. The variation of 𝑒𝜙,max is 

similarly shown in Figure 3.11b. As expected, in the limit of large 𝑁 the values of 𝑒𝐴,max 

and 𝑒𝜙,max tend towards those reported in Figures 3.8a and 3.8b. Crucially, however, it 

can be seen that for extremely weak feedback (𝐶 ≤ 0.1) small maximum error values are 

achieved for all values of 𝑁 >3; in the case 𝐶 = 0.1, 𝑒𝐴.max remains less than 1% and 

𝑒𝜙,max below 1° even down to 𝑁 =4. Moreover, 𝑒𝜙,max remains below 1° for all 𝐶 ≤ 1 

with 𝑁 =8. 

 

Figure 3.9 – Synthesised LFI signal with 𝐶 = 0.5, 𝛼 = 0.5, amplitude 𝛽 =1 and phase 𝜙 =0 

(black dashed line) along with the SM voltages 𝑉𝑆𝑀,𝑖  sampled in three exemplar sets of 𝑁 =

4 equally spaced phase points 𝜙𝐿,0 = 𝜙𝑖 (with 𝑖 = 0 → 3) with 𝜙𝑖=0 = 2𝜋𝑚 + 0 (blue 

circles), 2𝜋𝑚 + 𝜋 6⁄  (red circles) and 2𝜋𝑚 + 𝜋 3⁄  (green circles). Also shown (coloured 

solid lines) are the corresponding functions 𝑉𝑆𝑀,𝑚 = 𝛽𝑚 𝑐𝑜𝑠(𝜙𝐿,0 − 𝜙𝑚) plotted using the 

values of 𝛽𝑚 and 𝜙𝑚 determined from the GDRA applied to each set of 𝜙𝑖. 
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Figure 3.10 – (a) Variation of the amplitude error as a function of the phase response of the 

target, 𝜙, for exemplar cases in which 𝑁 = 4 (top panel) and 𝑁 = 8 (bottom panel). The 

corresponding maximum amplitude errors are 𝑒𝐴,𝑚𝑎𝑥 = 6.6% and 3.38%, respectively, as 

shown by the horizontal dashed lines. (b) Variation of the phase error for the same 𝑁 as 

(a). The corresponding maximum phase errors are 𝑒𝜙,𝑚𝑎𝑥 =  1.7° and 0.011°, respectively, 

as shown by the horizontal dashed lines. 
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Figure 3.11 – (a) Variation of the maximum amplitude error with the number of 

measurement points 𝑁, for feedback parameters 𝐶 =0.01 (black circles), 𝐶 =0.1 (blue 

circles), 𝐶 =0.3 (red circles) and 𝐶 =1 (green circles). (b) Variation of the maximum phase 

error for the same values of 𝐶. The solid lines are intended only to aid visualisation. 

Although small values of 𝛼 in the range ~ ‒0.1 to ~ 0.5 are typical for THz QCLs based 

on a bound-to-continuum active region design [64], [145], significantly larger values 

have been reported [153], [160], [161] for active regions with phonon-assisted electron 

injection such as that employed in this work. Such values of 𝛼 are known to impose 

notable asymmetry on the interferometric fringes observed in LFI, which in turn results 

in larger values of 𝑒𝜙,max, particularly under stronger feedback. This behaviour is 

illustrated in Figure 3.12b for the exemplar case 𝐶 =0.3. As can be seen, even with an 
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extreme value of 𝛼 = ±2, the maximum phase error remains within ~ 1° of that reported 

in Figure 3.11b for all feedback levels 𝐶 ≤ 0.3. At the same time the value of 𝑒𝐴,max is 

found to decrease as the magnitude of 𝛼 increases, as shown in Figure 3.12a. 

 

 

Figure 3.12 – (a) Variation of the maximum amplitude error with the number of 

measurement points 𝑁 for 𝛼 =0 (red circles), 𝛼 = ±1 (blue circles), 𝛼 = ±2 (black circles). 

(b) Variation of the maximum phase error for the same values of 𝛼. All results are shown 

for the exemplar case when 𝐶 =0.3. The solid lines are intended only to aid visualisation. 

Overall the results presented in Figures 3.8 ‒ 3.12 confirm that the GPSA is well suited 

for reliably extracting both magnitude and phase parameters from typical 𝑉𝑆𝑀 signals 

acquired over a range of feedback levels and linewidth enhancement factors. Moreover, 

this approach remains robust even in the limit of small 𝑁. Notably this is particularly 

true in the case of extremely weak feedback, as may typically be encountered in THz-s-
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SNOM where the scattering efficiency of the tip is extremely low. In such cases, where 

commonly 𝐶 ≤ 0.1 [153], [161], [162], the analysis presented predicts that magnitude  

and phase errors far smaller than 1% and 1°, respectively, may be attainable with 𝑁 =4 

(see Figures 3.11 and 3.12). 

 

3.4 Far-field LFI using a GPSA 

The applicability of the use of the GPSA for determination of magnitude and phase 

parameters in LFI was investigated initially using a far-field optical feedback system 

(Figure 3.13) employing the QCL characterised in Chapter 2 Section 2.2. The 3.52 THz 

QCL device was based on a 10-µm-thick bound-to-continuum active region 

incorporating a phonon extraction/injection stage. The device was processed into a 

semi-insulating surface-plasmon ridge waveguide with dimensions 1.8 mm x 155 µm. A 

grating with periodicity 𝛬 = 11.8 µm was defined in the 150-nm-thick Au layer on top of 

the ridge, consisting of  ~ 1.8-μm-wide regions with no metal and from which the 50-

nm-thick n+ layer was removed to ensure that the surface plasma cannot be supported.  

 

Figure 3.13 – Experimental set-up up for far-field frequency stepping LFI measurements.  

 

The QCL was cooled in a continuous-flow helium cryostat and was maintained at a heat 

sink temperature of 20 K. Radiation from the QCL was collimated and focused using two 
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identical F/2 parabolic mirrors onto a plane mirrored target. The beam was reflected 

back along the same optical path and reinjected into the laser cavity, forming an external 

cavity of length 𝐿𝑒𝑥𝑡 = 47 cm.  

Interferometric data was acquired via the laser terminal voltage using an all-electronic 

method of LFI that exploits the tunability of the QCL emission frequency with current 

[124]. In this approach, the QCL frequency is tuned by a sequential stepping of the QCL 

driving current over 𝑁 equally spaced values in a manner similar to that described in 

Section 3.2.  

Specifically, in the case of arbitrary 𝑁, the interferometric signal is obtained from a series 

of discrete voltage samples 𝑉𝑆𝑀,𝑖 , where 𝑖 = 0 → (𝑁 − 1), taken at 𝑁 > 3 phase points 

𝜙𝐿,0 = 𝜙𝑖 equally spaced over a single interferometric fringe. In our case this is achieved 

through control of the emission frequency of the solitary (unperturbed) QCL, which 

depends on the laser drive current 𝐼𝑖 according to the relationship, 

𝜈𝑖  = 𝜈0 + 𝛾(𝐼𝑖 − 𝐼𝑠𝑡𝑎𝑟𝑡) 3.15 

where γ is the current tuning coefficient and 𝜈0 is the emission frequency of the solitary 

laser at a drive current 𝐼𝑠𝑡𝑎𝑟𝑡. It follows from Equations 2.4 and 3.15 that equally spaced 

phase points are generated for a series of driving currents given by, 

𝐼𝑖 =
𝑖

𝑁

2𝜋

𝛾𝜏ext
+ 𝐼𝑠𝑡𝑎𝑟𝑡 3.16 

 

In Chapter 2 Section 2.3.1, continuous tuning of the laser frequency was presented in the 

swept-frequency approach, described by Equation 2.6. Here, Equations 3.15 and 3.16 are 

analogous to that approach but use discrete frequency tuning instead of continuous. In 

our experiment 𝐼𝑠𝑡𝑎𝑟𝑡 is chosen such that 𝜈0 = 
𝑚

𝜏𝑒𝑥𝑡
 , where 𝑚 is an integer, and 𝑉𝑆𝑀 

thereby attains a maximum value for 𝑖 = 0 when the phase response of the target 𝜙 = 0.  

To generate one interferometric fringe for the experimental arrangement described 

above, the QCL driving current was stepped within the range 𝐼𝑠𝑡𝑎𝑟𝑡 = 788 mA to 𝐼𝑒𝑛𝑑 =

 826 mA. Throughout its operation over this range, the QCL maintained lasing on a single 

longitudinal mode which was tuned by ~ 319 MHz. At each driving current the QCL 

terminal voltage 𝑉𝑆𝑀,𝑖 was recorded via lock-in detection afforded by mechanically 

modulating the THz beam in the external cavity at a frequency 𝑓𝑚𝑜𝑑 ~ 100 Hz. The level 
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of optical feedback was controlled using attenuators placed in the beam in the external 

cavity. 

Figure 3.14 shows an exemplar single fringe acquired with 𝑁 = 94 measurement points, 

measured at current values defined by Equation 3.16. Also shown is a fit to the L‒K 

model (Equation 2.21) from which the feedback parameter 𝐶 = 0.24 and linewidth 

enhancement factor 𝛼 = 1.9 are determined. This fit also yields a magnitude 𝛽 = 2.91 

mV and phase 𝜙 = ‒2.8, which are regarded as estimates of the true values to which the 

results of the GPSA analysis can be compared. 

 

 

Figure 3.14 ‒Self-mixing voltage measured as a function of laser driving current, showing 

one exemplar interferometric fringe obtained by far-field LFI (blue circles). Also shown is a 

fit to the L‒K model (Equation 2.21), in which 𝛽 = 2.91 mV and 𝜙 = ‒2.8°. 

 

Using the data presented in Figure 3.14, multiple sets of discrete 𝑉𝑆𝑀 measurements,  

𝑉SM,𝑖 with 𝑖 = 0 → (𝑁 − 1), each with progressively reducing value of 𝑁, can be 

extracted. Similarly to the situation depicted in Figure 3.9, within each set there 

furthermore exists multiple possible subsets of the 𝑁 phase sampling points 𝜙𝑖, each 

with differing values of 𝜙𝑖=0 i.e. with differing positions of the 𝑁 points along the fringe. 

It should be noted these subsets are conceptionally equivalent to sets of measurements 

acquired with a fixed value 𝜙𝑖=0 but varying values of  (𝜙𝑖 −  𝜙) which may arise due to 

variation in the phase response of the target 𝜙. These subsets thereby reproduce the 

typical experimental situation in which 𝜙 is not known in advance.  
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To reiterate the process by which the magnitude 𝛽𝑚 and phase 𝜙𝑚 values were 

determined, the 𝑉𝑆𝑀 values were extracted from the data set at equally spaced phase 

points 𝜙𝑖 = 2𝜋
𝑖

(𝑁−1)
+ 𝜙𝑖=0. The matrices 𝐴(𝜙𝑖) and 𝑏(𝜙𝑖) are then calculated from 

Equations 3.5 and 3.7 respectively, following which, the vector 𝑎 is determined from 

Equation 3.8. Using 𝑎, the values 𝛽𝑚 and 𝜙𝑚 are calculated from Equations 3.9 and 3.10. 

This was repeated for each value of 𝜙𝑖=0, the number of which will depend on the 𝑁 used. 

This process was then completed for each value 𝑁 in the range 3 to 20, to produce the 

results of Figure 3.15. Also highlighted are what are regarded as the ‘true’ values of the 

magnitude and phase, 𝛽 and 𝜙 respectively, as determined from the fit to the L‒K model 

shown in Figure 3.14. 

 

As can be seen, and in agreement with the analysis presented in Figures 3.9 and 3.10, 

each subset of measurements 𝑉SM,𝑖 yield different values of magnitude 𝛽𝑚 and phase 𝜙𝑚, 

the range of which varies with 𝑁. Furthermore, as 𝑁 increases this range converges on 

values close to the true values 𝛽 and 𝜙.  

Also evident in Figure 3.15 and as elucidated by Figure 3.8, is that the values determined 

from the GPSA in the limit of large 𝑁 deviate slightly from 𝛽 and 𝜙 due to the non-

cosinusoidal nature of the fringes. This behaviour is summarised in Figure 3.16 which 

display the maximum magnitude error and maximum phase error, respectively, for 

given values of 𝑁. Here 𝑒𝐴,max and 𝑒𝜙,max have been estimated from the range of values 

𝛽𝑚 and 𝜙𝑚 shown in Figure 3.15, and can be used as an indication of the accuracy of the 

GPSA when applied to the experimental LFI signals. For large 𝑁 >15 these errors found 

experimentally converge on values of 𝑒𝐴,max ≈ 5% and 𝑒𝜙,max ≈ 1.6° , which are 

slightly larger than the values 𝑒𝐴,max = 1 % and 𝑒𝜙,max = ‒0.4° predicted for 

synthesised LFI signals with the same 𝐶 and 𝛼 (see Figure 3.8). This discrepancy can be 

explained due to the presence of voltage and frequency noise in the experimental LFI 

signals, which arise primarily from laser driver current noise and thermal instability of 

the QCL. Nevertheless, as can be seen, even with 𝑁 = 4 the experimental errors remain 

low (𝑒𝐴,max < 12% and 𝑒𝜙,max < 50), which may be considered suitable for many 

experimental situations. Ultimately the choice of 𝑁 adopted experimentally will be a 

compromise between the required accuracy and data acquisition time.  
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Figure 3.15 ‒ (a) Magnitude 𝛽𝑚 and (b) phase 𝜙𝑚 values determined by applying the GPSA 

to the data in Figure 3.14, for 𝑁 in the range 3‒20. For each value of 𝑁 there exists multiple 

possible subsets of phase sampling points corresponding to differing positions of the 𝑁 

points along the fringe, each of which yield a different pair 𝛽𝑚 and 𝜙𝑚 values. Also shown 

(dotted lines) are the ‘true’ values of magnitude and phase as determined from the fit 

shown in Figure 3.14. 
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Figure 3.16 ‒ (a) Maximum magnitude error 𝑒𝐴,𝑚𝑎𝑥 = 𝑚𝑎𝑥 {|(
𝛽𝑚−𝛽

𝛽
)|} calculated from the 

magnitude values 𝛽𝑚 determined from the GPSA (shown in Figure 3.15) and expressed as 

a percentage error relative to the magnitude 𝛽 determined from the fit shown in Figure 

3.14; (b) maximum phase error 𝑒𝜙,𝑚𝑎𝑥 = 𝑚𝑎𝑥{|𝜙𝑚 − 𝜙|} calculated from the phase values 

𝜙𝑚 determined from the GPSA (shown in Figure 3.15) and the phase 𝜙 determined from 

the fit shown in Figure 3.14. 
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3.5 Near-field LFI using a GPSA  

 

3.5.1 Characterisation of the GPSA for s-SNOM  

 

The 3.45 THz QCL device used for THz-s-SNOM consisted of a 14-μm-thick GaAs/AlGaAs 

9-well active region based on LO-phonon-assisted interminiband transitions, which was 

processed into a semi-insulating surface-plasmon ridge waveguide with dimensions of 

1.8 mm × 150 μm. To achieve lasing on a single longitudinal mode a 166-µm-long finite-

site photonic lattice was patterned through the top contact layers using focused-ion 

beam milling [124]. The lattice period was 13.2 µm with a 70% mark-space ratio and a 

central 8-μm-wide phase defect. 

The system used for coherent s-SNOM is as described in Chapter 2 Section 2.5. Briefly, 

p-polarised radiation from the QCL was focused to the vertically aligned tip of the s-

SNOM system at an angle of ~ 540 relative to the surface normal and the length of the 

external cavity formed between the tip and the QCL facet was 𝐿0 = 60 cm. The self-

mixing signal, arising from the field scattered from the s-SNOM tip and reinjected to the 

laser cavity, was derived from the QCL terminal voltage which was demodulated at 𝑛 =

 1‒5 harmonics of the tip tapping frequency (𝛺 ~ 80 kHz) after 5 x 103 amplification 

using an AC-coupled low-noise voltage amplifier. 

In order to resolve both the magnitude 𝛽𝑚 and phase 𝜙𝑚 of the field scattered from the 

s-SNOM probe an interferometric fringe can be generated at the chosen sampling 

position by stepping the laser driving current according to Equation 3.16, with 𝑉𝑆𝑀,𝑖  

being recorded at each current. Prior to each stepped frequency measurement, a single 

set of interferometric fringes is generated by the imaging system to determine 

appropriate 𝐼𝑠𝑡𝑎𝑟𝑡 and 𝐼𝑒𝑛𝑑 values over which to perform the frequency step. This 

measurement is usually performed following successful alignment of the s-SNOM system 

and with the probe tip positioned on a sample that provides a relatively high 𝑉𝑆𝑀 

amplitude.  An example of this can be seen in Figure 3.17, wherein a 450 mA – 650 mA 

current step was performed with 𝛿𝐼 = 0.5 mA increments. The sample measured by the 

s-SNOM system to obtain the fringes displayed in Figure 3.17 was a simple gold-on-

silicon structure. 
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Figure 3.17 – x- and y-component of the signal acquired by the lock-in for near-field 

frequency sweep using the stepped frequency measurement system.  

Before acquiring imaging data, it is important that the phase of the lock-in is nulled, in 

order for 𝑉𝑆𝑀 to be recovered from the x-component of the lock-in signal. It can be seen 

from Figure 3.17 that the y-component of the signal has been successfully nulled and the 

fringes can be resolved solely from the x-component data.    

To characterise the GPSA for near-field data acquisition, an exemplar single-fringe 

acquired via the stepped frequency technique described above was captured using 87 

measurement points and is displayed in Figure 3.18, for which 𝐼𝑠𝑡𝑎𝑟𝑡 = 555 mA and 

𝐼𝑒𝑛𝑑 =600 mA Also show is a fit to the L-K model (Equation 2.21) from which the 

parameters 𝐶 = 0.13 and 𝛼 = 0.95, 𝛽 = 0.76 mV and 𝜙 = 0.26 rad.  

 

Following the same procedure as described previously the data in Figure 3.18 can be 

used to estimate the maximum magnitude error and maximum phase error when 

applying the GPSA to these experimental s-SNOM signals. Figure 3.19 shows the results 

of this analysis for values of 3 ≤ 𝑁 ≤ 20. The errors associated with both of these 

quantities follow similar trends to those observed in the case of far-field LFI signals 

(Figure 3.16), with 𝑒𝐴,𝑚𝑎𝑥 and 𝑒𝜙,𝑚𝑎𝑥 converging on values <1% and <10, respectively, 

for large 𝑁 > 16. However, despite the smaller value of 𝐶 in the near-field case, larger 

errors are generally observed compared to those reported for the far-field case. This is 

primarily due to the significantly lower signal-to-noise ratio common to THz-s-SNOM 

measurements, which arises from the weak scattering efficiency of the tip as well as 

signal demodulation at higher harmonics of the tip modulation frequency. Nevertheless, 

even for small 𝑁 = 4, moderate error values 𝑒𝐴,𝑚𝑎𝑥 ~ 9% and 𝑒𝜙,𝑚𝑎𝑥 ~ 8° are attained, 
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which are sufficiently low to enable reliable magnitude and phase extraction of near-

field LFI signals using the GPSA. 

 

 

Figure 3.18 ‒ Self-mixing voltage obtained from demodulation of the laser voltage at the 

𝑛 = 3 harmonic of the tip tapping frequency, measured as a function of laser driving 

current (blue) fitted to which is the L-K model according to Equation 2.21 (red).  

3.5.2 Near-field imaging using the GPSA  

To demonstrate coherent near-field imaging using LFI in conjunction with the GPSA, a 

target consisting of a simple dipole antenna (DA) resonant structure was chosen. The 

primary difference between this sample and the sample that was measured in the 

Chapter 2 Section 2.5, is that this structure has a resonance at the frequency of the QCL 

used. This allows the out-of-plane surface field to be mapped, which can be seen in the 

simulations results of Figure 3.20 and experimental image of Figure 3.21. This structure 

comprised a 15 μm × 2 µm gold-on-silicon antenna engineered to support a plasmonic 

resonance at the frequency 3.45 THz. Figure 3.20a shows a spatial map of the out-of-

plane field 𝐸𝑧 measured 20 nm above the sample surface, obtained from finite-element 

method (FEM) simulations of the DA structure when illuminated obliquely by a p-

polarized excitation beam with an in-plane field component oriented along the long axis 

of the antenna. Also shown in Figures 3.21b and c are the corresponding magnitude and 

phase of the field. The field is strongly enhanced at both ends of the structure, with a π 

radian phase difference between the two ends, which is characteristic of a dipolar 

plasmonic mode being excited in the structure. These simulations were performed by Dr 

Nikollao Sulollari and have been adapted from [15]. 
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Figure 3.19 ‒ (a) Maximum magnitude error 𝑒𝐴,𝑚𝑎𝑥 and (b) maximum phase error 𝑒𝜙,𝑚𝑎𝑥 

determined from the magnitude and phase values obtained from the GPSA when applied to 

the data shown in Figure 3.18, expressed relative to those determined from the fit shown in 

Figure 3.18. 

 

Figure 3.20 ‒ Finite element simulations showing the spatial variation of the (a) magnitude 

𝛽𝑧 (a.u.), (b) phase 𝜙𝑧 (rads/𝜋) and (c) real part 𝑅𝑒(𝛽𝑧𝑒
−𝑖𝜙𝑧) (a.u.) of the out-of-plane field 

in the x‒y plane 20 nm above the DA, when illuminated under oblique incidence at a 

frequency 3.45 THz. Adapted from [15]. 
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The dipole antenna resonator structure was fabricated using standard electron-beam 

lithography on a high resistivity (> 10000 𝛺cm) undoped silicon substrate with a 

thickness 525 ± 25 µm. The thickness of the Ti/Au resonator was ~ 2 nm/~ 100 nm, an 

array of which were patterned across a 2 x 2 mm2
 region of the substrate with a 

periodicity of 13 µm. 

 

Initially, single-frequency THz-s-SNOM images of the DA were acquired with a step size 

of 200 nm, a tip tapping amplitude of ~ 75 nm and an integration time of 200 ms. An 

exemplar image can be seen in Figure 3.21 which shows the dipole resonance across the 

length of the DA, superimposed on which is a constant signal due to the dipole 

interaction between the tip and the surface. This is described by Equations 3.17 and 3.18 

below, where it is explained how this constant can be subtracted from the image in order 

to better observe the signal corresponding to the out-of-plane field supported by the 

structure under resonance.    

 

Figure 3.21 Terahertz image of the dipole antenna structure obtained by THz-s-SNOM, in 

which the antenna is obliquely illuminated with p-polarised radiation at a frequency 3.45 

THz. The colour scale represents the self-mixing voltage derived from the 𝑛 =2 harmonic 

of the laser voltage, measured at a single laser driving current. The signal comprises of 

components capturing both the near-field dipole interaction between tip and sample 

surface, as well as the spatial distribution of the out-of-plane field supported by the sample 

under resonant excitation. 

To demonstrate coherent near-field imaging, a set of interferometric fringes with chosen 

𝑁 were acquired at each pixel during a single raster-scan of the sample. By applying the 

GPSA to the interferometric data obtained at each pixel, one- or two-dimensional maps 

of both magnitude 𝛽𝑚 and phase 𝜙𝑚 of the scattered field were thereby obtained.  

 

One-dimensional coherent measurements of the DA were performed initially by 

scanning the structure parallel to its principal-axis, wherein at each pixel a set of 𝑁 =  

15 data points were acquired spanning one interferometric fringe. To perform these 
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measurements, the THz-s-SNOM and data acquisition system, characterised previously 

in this chapter, was used. Each 1D scan comprised the imaging of 40 pixels, with each 

measured over a current sweep of 45 mA. For 𝑁 =  15, therefore, the required current 

increment was 𝛿𝐼 = 3 mA.  

 

As previously established, the speed at which the s-SNOM can be efficiently run in 

conjunction with the data acquisition system equates to an acquisition time of > 125 ms 

per data point. It is also known that due to instrument limitations, the maximum 

scanning time allowed by the s-SNOM software is 10 s. Since the scanning time is defined 

as the period over which the microscope AFM tip remains on one pixel, and for this 

imaging technique the system is required to record 15 data points per pixel, the lock-in 

time constant 𝑇𝐿𝐼, must be chosen to allow for accurate data acquisition without 

exceeding the maximum scanning time permitted by the microscope. Furthermore, the 

time over which a pixel measurement is performed is ultimately determined by the delay 

𝑇2 between each stepping of the QCL current, which is controlled by the LabVIEW 

program and chosen to be long enough to allow for stabilisation of the QCL emission 

frequency and reliable recording of the lock-in values. With that understood, a lock-in 

time constant of 𝑇𝐿𝐼 = 200 ms, stepping delay of 𝑇2 = 400 ms and microscope scanning 

time of 𝑇𝑠𝑐𝑎𝑛 = 8 s was chosen. This enabled the system to coherently measure each pixel 

within the period of 6 s, with the remaining 2 s giving the AFM tip enough time to move 

to the subsequent pixel and return the driving current to 𝐼𝑠𝑡𝑎𝑟𝑡. This method culminated 

in a 20 um coherent 1D scan with resolution = 500 nm per pixel (Figure 3.23a) being 

performed in under 5.5 minutes. 

 

Four examples of the 𝑉𝑆𝑀 imaging data acquired from single pixels within a 1D scan of 

40 pixels across the length of the DA, acquired experimentally using the measurement 

parameters described above, are presented in Figure 3.22. The 𝑁 = 15 data points for 

each pixel, corresponding to one fringe, are fitted to using the GPSA, from which the 

fringe magnitude 𝛽𝑚 and phase 𝜙𝑚 have been acquired. For each pixel, the current was 

stepped in increments of 𝛿𝐼 = 3 mA between 𝐼𝑠𝑡𝑎𝑟𝑡 = 550 mA and 𝐼𝑒𝑛𝑑 = 592 mA.  
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Figure 3.22 – Examples of single pixel 𝑉𝑆𝑀 data acquired for 𝑁 = 15 data points acquired 

using the stepped frequency system (red) fitted to which is the GPSA (blue). (a) 𝛽𝑚 = 0.57 

mV and 𝜙𝑚 = -0.51 rad. (b) 𝛽𝑚 = 1.2 mV and 𝜙𝑚 = 0.43 rad. (c) 𝛽𝑚 = 1 mV and 𝜙𝑚 =

 0.51 rad. (d) 𝛽𝑚 = 1.1 mV and 𝜙𝑚 = 0.39 rad. 

 

It has been shown previously [15] that the self-mixing voltage signal in THz-s-SNOM 

comprises two signal components according to Equation 3.17. The first of these is 

principally excited by p-polarised components of the incident THz field and captures 

information about the local permittivity of the sample. In contrast the second component 

is insensitive to the bulk material properties but captures the spatial distribution of both 

the magnitude 𝛽𝑧 and phase 𝜙𝑧 of the out-of-plane field 𝐸𝑧 supported by the sample due 

to resonant excitation by in-plane components of the incident field. By exploiting its 

spatial symmetry the former of these can be removed from the total measured signal, 

thereby isolating the complex amplitude 𝛽𝑧𝑒
−𝑖𝜙𝑧  associated with the out-of-plane field 

for each pixel.  

 

The 𝑉𝑆𝑀 signal recorded at each position on the sample is given in complex notation by 

[15], 

𝑉𝑆𝑀 = 𝛽𝑚𝑒𝑖(𝜙𝐿−𝜙𝑚) = [𝛽𝜀𝑒
−𝑖𝜙𝜀 + 𝛽𝑧𝑒

−𝑖𝜙𝑧]𝑒𝑖𝜙𝐿 3.17 

                                                                                                                                           

from which it follows that  

𝛽𝑚𝑒−𝑖𝜙𝑚 = 𝛽𝜀𝑒
−𝑖𝜙𝜀 + 𝛽𝑧𝑒

−𝑖𝜙𝑧 3.18 
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Here 𝛽𝜀 and 𝜙𝜀  are the magnitude and phase, respectively, of the signal contribution 

arising from the near-field dipole interaction between illuminated tip and sample 

surface. The parameters 𝛽𝑧 and 𝜙𝑧 are directly related to the magnitude and phase of the 

out-of-plane field component, 𝐸𝑧, associated with resonant modes supported by the 

sample. The field distribution associated with the plasmonic dipole mode excited in the 

DA exhibits equal magnitude but opposite phase in opposite halves of the structure (i.e. 

𝛽𝑧𝑒
−𝑖𝜙𝑧  is spatially asymmetric) and will therefore spatially average to zero. As such the 

spatially constant term 𝛽𝜀𝑒
−𝑖𝜙𝜀  can be readily estimated from the spatial average of the 

signal recorded across all gold regions of the sample. Using Equation 3.18 this value can 

then be subtracted from the measured signal 𝛽𝑚𝑒−𝑖𝜙𝑚  to isolate the magnitude 𝛽𝑧 and 

phase 𝜙𝑧 for each pixel. 

Figure 3.23a shows the magnitude, phase and real part of the complex amplitude 𝑠𝑧𝑒
−𝑖𝜑𝑧 

obtained using the procedure described above. To generate this phase data, it was first 

necessary to apply a phase unwrapping process to the values of 𝜙𝑚 extracted from the 

GPSA along the x-direction. To experimentally confirm the limits of the GPSA, the 1st, 5th, 

9th and 13th 𝑉𝑆𝑀 values of each pixel were also extracted to form a new 𝑁 = 4 data set to 

which the GPSA was applied. The results from this equivalent scan with 𝑁 = 4 are shown 

in Figure 3.23b.  

Also plotted in these Figures are the corresponding values of the out-of-plane electric 

field component 𝐸𝑧 associated with the plasmonic mode calculated from FEM 

simulations (Figure 3.20). In calculating the simulated phase it is necessary to also 

account for the phase retardation arising from the oblique illumination geometry, which 

causes the phase of the excitation field to vary as the spatially-structured sample is 

scanned within the beam. In our experimental geometry this phase retardation ∆𝜙 is 

described by  

 

Δ𝜙 = −
2𝜋

𝜆
𝑥 sin 𝜃 3.19 

 

where 𝑥 is the coordinate along the principal axis of the DA, 𝜃  is the incident angle of the 

THz beam and 𝜆 is its wavelength. The varying of this positional-dependent phase also 

contributes to the image contrast seen in Figure 3.21. 

It can be seen that the experimental measurements show good agreement with 

theoretical expectations and furthermore there is little to no discrepancy between the  
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Figure 3.23 ‒ Magnitude 𝛽𝑧, phase 𝜙𝑧 and real part 𝑅𝑒(𝛽𝑧𝑒
−𝑖𝜙𝑧) of the out-of-plane field 

component associated with the plasmonic dipole mode excited in the DA under resonant 

excitation by THz radiation. Blue circles show measured values, obtained by THz-s-SNOM 

and applying the GPSA with (a) 𝑁 =15 and (b) 𝑁 =4 measurements per pixel, plotted as a 

function of position along the principal axis of the antenna. Also shown (red lines) are the 

corresponding values derived from FEM simulations shown in Figure 3.20. 

𝑁 =15 and 𝑁 = 4 scans. It can therefore be concluded that 𝑁 = 4 phase measurement 

points is sufficient for this technique to capture magnitude and phase of the out-of-plane 

field.  
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By repeating this measurement procedure across several adjacent rows of pixels, a two-

dimensional coherent image of the DA was also acquired as shown in Figure 3.24, for the 

case of 𝑁 = 4. To perform these measurements a lock-in time constant of 𝑇𝐿𝐼 = 200 ms, 

stepping delay of 𝑇2 = 400 ms and microscope scanning time of 𝑇𝑠𝑐𝑎𝑛 = 8 s was used. 

Each pixel was, therefore, measured within a 6 s period. Each 20 µm scan across the 

length of the DA comprised 40 pixels, therefore giving a pixel resolution of 500 nm. The 

current was stepped over a range 𝐼𝑠𝑡𝑎𝑟𝑡 = 550 mA and 𝐼𝑒𝑛𝑑 = 592 mA with increments 

of 𝛿𝐼 = 10.5 mA. The total imaging time for this coherent two-dimensional image was 33 

minutes.  

 

 

Figure 3.24 ‒ Two-dimensional images showing the (a) real part 𝑅𝑒(𝛽𝑧𝑒
−𝑖𝜙𝑧) (a.u.) and 

(b) phase 𝜙𝑧 (rads/𝜋) of the out-of-plane field component supported by the DA, obtained 

by THz-s-SNOM and applying the GPSA with  𝑁 = 4 measurements per pixel. The first and 

last pixels of each row and column correspond to the substrate region of the sample. Both 

images have been generated by concatenating 1D scans taken at different y-positions on 

the sample. 
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As can be seen, these images reveal a clear signal contrast between opposite ends of the 

DA, which is characteristic of the dipolar plasmonic resonance excited in the structure 

and in excellent agreement with the simulations shown in Figure 3.20. 

 

3.6 Summary  

In this chapter, it has been demonstrated how coherent THz imaging can be achieved by 

exploiting the frequency tuning of a THz QCL via laser feedback interferometry. The s-

SNOM and laser control system used to perform these measurements has been fully 

divulged including specifics of the LabVIEW virtual instrument that: monitors the line 

and pixel clocks of the s-SNOM, triggers the data acquisition of a 𝑉𝑆𝑀 signal via a fast-

detection lock-in amplifier and saves said data to an array for post processing. To 

characterise this scheme, the system data acquisition speed and resolution were 

investigated by performing several single-frequency measurements of simple gold 

structures, to determine the optimum microscope scanning time 𝑇𝑠𝑐𝑎𝑛, lock-in time 

constant 𝑇𝐿𝐼 and data acquisition delay 𝑇2in order to operate the stepped frequency 

system efficiently.  

It has also been demonstrated how magnitude and phase information can be extracted 

from interferometric fringes, acquired by LFI, through the use of a generalised phase-

stepping algorithm. The applicability of this approach has been investigated 

theoretically for different levels of optical feedback, different laser parameters, and for 

different sampling conditions. An analysis of this approach has revealed how its accuracy 

reduces for decreasing sampling points 𝑁, as well as increasing feedback strength due to 

the associated asymmetry induced in LFI signals. It has been determined that both 

magnitude and phase values can be measured with sufficient accuracy over a wide range 

of weak feedback levels and linewidth enhancement factors typical to common 

experimental situations, even down to 𝑁 =4.   

This approach based on the GPSA has been validated experimentally, initially through 

the analysis of VSM signals measured from a THz-frequency QCL in a far-field LFI 

geometry. It has thereby been demonstrated that for an exemplar value of feedback 

parameter 𝐶 = 0.24, the magnitude and phase can be determined experimentally with 

an inaccuracy of only < 12% and < 50, respectively, with only 𝑁 = 4 measurement points, 

but decreasing to < 5% and < 20 for larger 𝑁.  
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Using this technique, successful deeply sub-wavelength-resolution coherent imaging of 

the out-of-plane field supported by a THz micro-resonator under resonant excitation has 

been demonstrated.  A comparison between images acquired using different 𝑁 confirms 

that 𝑁 = 4 measurements per pixel is sufficient to extract magnitude and phase 

information, with little impact on the image quality. 
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Chapter 4  

Terahertz microscopy of 

topological insulators  

4.1 Introduction  

Topological insulators (TI) are a relatively new classification of materials that are 

characterised by Dirac-like edge states (in 2D) or surface states (in 3D) that arise due to 

a unique property of the bulk wave function [163]. These states occur due to spin-orbit 

interactions akin to the spin Hall effect [164] which leads to chiral surface spin currents, 

in which electrons with spin 𝑆 =  
1

2
 propagate on the edge (or surface) of a material in 

one direction and those with 𝑆 =  −
1

2
 propagate in the opposite direction [16]. These 

states are protected from backscattering into the valence band by time-reversal 

symmetry, in that the geometry of the band structure of the material, at the interface 

with a dielectric, is such that backscattering would require a ±1 change of spin, as can be 

visualised in Figure 4.1.  

 

Figure 4.1 – Energy-momentum diagram of a typical topological insulator showing the 

Fermi-energy level 𝐸𝑓 and the momentum of spin up (blue arrow) and spin down (green 

arrow) electrons. Adapted from [16].  
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A caveat of observing these surface states is that, usually, the Fermi-level 𝐸𝑓 intersects 

the conduction/valence bands thus giving rise to a finite conductivity in the bulk, which 

subverts the topological nature of the material and must be rectified by a tuning of 𝐸𝑓  

[165]. This has commonly been achieved by doping [166]–[169], TI layering [170], [171] 

or with the inclusion of a gate [172]–[175], an example of which will be considered in 

Section 4.3 and onwards. Solving this issue results in a material that comprises a bulk 

possessing the qualities of a traditional insulator but an edge (or surface) that allows for 

charge carrier conduction similar to that of a metal.  

As well as being of purely academic interest, it has been proposed that these materials 

have many applications, such as spintronics [176] and topological quantum information 

processing [16]. 

Due to these unique properties, it had been theorised that TIs could support collective 

oscillations on their surface, such as surface plasmon polaritons [20], [177] and phonon 

polaritons [178] that would provide great potential for light-matter confinement. The 

following review will demonstrate these phenomena in various TI materials. 

4.1.1 Graphene 

One of the first 2D materials predicted to exhibit TI-like properties is graphene [179] 

following the discovery of materials that display finite spin-Hall conductivity [180]. This 

property of graphene was, however, unobservable due to the small spin-orbit coupling 

of carbon. It was not until the engineering of doped graphene that quantum spin-Hall 

(QSH) states were experimentally confirmed [181], which was facilitated by the progress 

made in fabrication of thin-film graphene [182]. Since this confirmation, graphene has 

been the subject of many investigations into both collective optical and acoustic 

oscillations, most notably massless Dirac plasmons which are a product of Dirac states 

[109], [183]–[185].  

In the THz range, graphene provides potential for the prospect for novel optical THz 

devices, such as sensors [186], diodes [187] and modulators [188], to name a few, due 

its high charge carrier mobility, low energy consumption and scalability [108], [189]. 

Additionally, the material can be gated, allowing the material to be used in applications 

wherein its plasmonic properties can be electronically tuned.  

Naturally, the plasmonic nature of graphene has been extensively investigated in the THz 

and near-IR range [190]–[196]. Using the s-SNOM technique (as discussed previously), 

plasmonic resonances have been excited and launched in both unpatterned [197] and 
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patterned [17] graphene (Figure 4.2), the first examples of which can be seen in [198] 

and [199].  

 

Figure 4.2 – (a) Diagram of s-SNOM scanning location on a graphene nano-ribbon (GNR) 

with incident radiation (red). (b) Imaging data of a ribbon with fields of the left and right 

sides of the ribbon, including s-SNOM tip location. Adapted from [17]. 

 

4.1.2 3D topological insulators 

Since the discovery of three dimensional TIs, first realised in Bi0.9Sb0.1 alloy, using angle 

resolved photoemission spectroscopy (ARPES) [200], bismuth-based compounds have 

emerged as the primary subject of study of topological surface states [201].  

 

Figure 4.3 – Energy-momentum diagrams for Bi2Se2 modelled using a generalised gradient 

approximation (GGA) without (a) and with (b) spin orbit coupling (SOC). It can be seen that 

the presence of SOC provides a band gap of ~ 1 eV at the 𝛤 K-point. For simplicity, 𝐸𝑓 has 

been assumed to be 0 eV. Adapted from [18].  
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Bismuth (and to a lesser extent antimony) displays strong spin-orbit coupling, owing to 

the large size and charge of its nuclei [202], and therefore possesses a band structure 

which resembles a TI (Figure 4.3). 

It was discovered that crystalline compounds such as Bi2Se3, Bi2Te3 and Sb2Te3 have 

surface states consistent with TIs. In particular, Bi2Se3 possesses a non-trivial band gap 

(> ~ 0.3 eV), making it an ideal subject for the study of 3D TIs [201]. Early X-ray 

diffraction analysis of Bi2Se3, and other bismuth based compounds [203], showed that it 

has a z-direction hexagonal layered structure, comprising quintuple layers of Bi and Se 

in a Se1-Be-Se2-Be-Se1 order (Figure 4.4).  

 

Figure 4.4 – Hexagonal Bi2Se3 atomic structure showing the Se1-Be-Se2-Be-Se1 quintuple 

layer (red box). Adapted from [19].  

Naturally, 3D TIs are predicted to have applications which may benefit from the 

exploitation of collective charge-carrier oscillations, such as that seen in graphene 

(Section 4.1.1). Though plasmonic effects are predicted to be visible at room 

temperature for these materials, their dispersion relation is such that they cannot be 

directly excited by EM radiation, when using common probe frequencies such as IR and 

THz, due to a momentum mismatch similar to that described in Chapter 5. To overcome 

this, a patterned resonant structure, such as a grating, is commonly used [204], a 

technique that was utilised in the same way to observe confined plasmons on ribbons of 

Bi2Se3 in the far-field for the first time in the THz range [205] and later in rings of Bi2Se3, 

which offer a greater plasmonic spectrum [177].  
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However, the far-field probing of plasmons has been open to interpretation and 

controversy, owing not least to the further complication of THz bulk phonon polaritons 

in Bi2Se3, which hinders the observation of plasmons [206], as well as Fano interference 

[207], which is caused by the far-field signal being a superposition of the field scattered 

from the surface and the incident field transmitted through the sample. In addition, far-

field techniques do not permit direct mapping of the localised fields associated with SPs, 

and so, recently, near-field techniques, such as THz-s-SNOM of Chapters 2 and 3 have 

been employed to observe such [23], [208]–[210].  

4.1.3 Chapter overview 

In this chapter, an investigation of plasmonic effects in various TI samples will be 

undertaken. This will entail a theoretical description of a generic TI material according 

to past models, which are used to calculate the dispersion relation of SPs and key 

parameters such as their propagation length in the THz range. The models then allow for 

investigation into how these parameters are affected by the material properties.  

Using these models, a similar theoretical analysis of several bulk, ribbon and electrically 

gated thin-film bismuth-based TI samples will be undertaken to predict their optical 

response in the THz range (Section 4.2), with material parameters determined via THz-

TDS. Furthermore, these samples will be examined using THz-s-SNOM (Section 4.4-4.6), 

which will include both incoherent and coherent imaging, based on the system of 

Chapter 3.  

 

4.2 Simulation of topological insulators 

4.2.1 Plasmonic behaviour of a conventional material 

To define the relationship between the frequency 𝜔 and wave vector 𝑘 of SPs supported 

by the boundary between two materials, the dispersion relation is used. As will be seen 

in Chapter 3, for a conventional metal, the dispersion relation can be determined from 

the following, a derivation of which can be found in [211]. 

𝑘 =  
𝜔

𝑐
√

𝜀𝑚𝜀𝐷

𝜀𝑚 + 𝜀𝐷

(4.1) 

where 𝜀𝑚  is the permittivity of the metal, 𝜀𝐷is the permittivity of the dielectric surface 

and 𝑐 is the speed of light.  
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The frequency dependent permittivity of a conventional metal can be determined using 

the Drude model, which will be shown for the case of TIs in Section 4.2.2. The dielectric 

medium is assumed to be air, therefore, 𝜀𝐷 = 1. Figure 4.5 shows the real 𝑘′(𝜔) part of 

the dispersion relation along with the free space wave vector 𝑘0.  

 

 

Figure 4.5 – Dispersion relation of gold (blue) with free space wave vector (dashed red), 

according to Equation 4.1.  

It can be seen that at THz frequencies (~ 100 cm-1), the wave vector closely matches that 

of the free space and therefore surface confinement is poor.  

Furthermore, as the plasmon propagates on the surface of the material it will attenuate 

due to losses arising from absorption. This is captured within the imaginary part of the 

wavevector, 𝑘′′(𝜔), allowing  the surface plasmon propagation length 𝐿 can be 

determined [211] as, 

𝐿 =  1 2𝑘′′⁄ (4.2) 

where 𝐿 is defined as the distance after which the plasmon intensity drops to 1 𝑒⁄  of its 

initial value and can be seen in Figure 4.6. 
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Figure 4.6 - Plasmon propagation length in gold according to Equation 4.2.  

Additionally, the expected plasmon wavelength 𝜆𝑆𝑃 can be determined from the real part 

of 𝑘(𝜔), given by Equation 4.3, as seen in Figure 4.7. 

𝜆𝑆𝑃 =  
2𝜋

𝑘′(𝜔)
 (4.3) 

 

 

 

Figure 4.7 – Plasmon wavelength in gold according to Equation 4.3.  

Therefore, the normalised plasmon propagation length 𝐿𝑛𝑜𝑟𝑚 (the number of 

wavelength cycles travelled before decaying) can be determined from, 

𝐿𝑛𝑜𝑟𝑚 = 
𝐿

𝜆𝑆𝑃

(4.4) 
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Figure 4.8 – Normalised plasmon propagation length in gold according to Equation 4.4. 

 

To summarised, it can be seen from Figure 4.5 that in the THz range, 𝑘𝑆𝑃  ≅  𝑘0 (i.e. 

𝜆𝑆𝑃  ≅  𝜆0 where 𝜆0 is the wavelength of the free-space beam). This indicates that the SP 

is very poorly confined on the surface of the metal. In effect, the field extends a long 

distance about the metal, with little to no penetration into its surface. This results in 

minimal absorption and so the propagation length distance is very large at these 

frequencies.  

The parameters defined and presented in this Section will be used later to characterise 

the properties of SPs supported by TI samples. 

4.2.2 Plasmonic behaviour of Bi2Se3 

The dispersion relation 𝜔(𝑘) for collective modes of a massless Dirac plasma, such as 

that present in Bi2Se3 had previously been understood to take the form 𝜔(𝑘) ∝ √𝑘 where 

𝜔 is the incident frequency and 𝑘 is the wave vector [184]. However, this was revised to 

include interaction contributions from both top and bottom surfaces of the TI and the 

bulk as well as taking film thickness into account, which leads to the relation of Equation 

4.5 [212], 

𝜔 = √
𝐴𝑘

𝜀𝑇 + 𝜀𝐵 + 𝑑𝑘𝜀𝑇𝐼

(4.5) 

where 𝜀𝑇 and 𝜀𝐵 are the dielectric functions of the medium at the top and bottom of the 

TI respectively, 𝜀𝑇𝐼 is the dielectric function of the TI, 𝑑 is the TI thickness and 𝐴 is a 

constant that incorporates the Fermi velocity 𝑣𝐹 and Fermi wave vector 𝑘𝐹. 
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However, this model did not satisfy experimental data but was further reconciled in [20] 

by expressing both 𝜀𝑇𝐼 and 𝜀𝐵 in terms of 𝜔. This was performed using the Drude-Lorentz 

model (Equation 4.6), which, as well as the Drude-plasma contribution, takes into 

account several Lorentz oscillator terms that account for phonon contributions to the 

permittivity,  

𝜀𝑇𝐼 = 𝜀∞ − 
𝜔𝐷

2

𝜔2 + 𝑖𝜔𝛾𝐷
+ ∑

𝜔𝑝𝑗
2

𝜔0𝑗
2 − 𝜔2 − 𝑖𝜔𝛾𝑗

𝑗=3

𝑗=1

(4.6) 

where 𝜀∞ is the dielectric function as 𝜔 → ∞, 𝜔𝐷is the Drude plasma frequency, 𝛾𝐷 is the 

Drude scattering frequency, 𝜔0𝑗, 𝜔𝑝𝑗 and 𝛾𝑗  are the central frequency, amplitude and 

scattering frequency of mode 𝑗 respectively.  

To determine these parameters for a thin film sample of Bi2Se3, values of 𝜔𝐷 = 908.66 

cm-1, 𝛾𝐷 = 7.43 cm-1 and the parameters listed in Table 1 were used.  

  

j 𝝎𝟎, cm-1 𝝎𝒑, cm-1 𝜸, cm-1 

1 63.03 675.9 7.43 

2 126.94 100 17.5 

3 2029.5 11249 3920.5 

 

Table 1 – Drude-Lorentz model (Equation 4.6) parameters extracted from mid-IR 

reflectance measurements of Bi2Se3 at room temperature. Taken from [20]. 

Figure 4.8 summarises the relative contributions from each term in the Drude-Lorentz 

model of the bulk dielectric function of Bi2Se3 according to Equation 4.6 It can be seen 

that 𝜀 is mostly influenced by the Drude term and first Lorentzian oscillator.   

The total real 𝜀′ and imaginary 𝜀′′ parts of the permittivity according to this model are 

displayed in Figure 4.10, in which it can be seen that the permittivity is dominated by 

the phonon mode at 𝜔 ~ 63 cm-1. 
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Figure 4.9 – Contribution terms of the permittivity of Bi2Se3 according to Equation 6, using 

the values from Table 1 in [20].  

 

Figure 4.10 – Real (red) and imaginary (blue) parts of the permittivity of Bi2Se3 according 

to Equation 4.6.  

As stated, to accurately express the dispersion relation of surface plasmons in TI 

samples, the dielectric function of the TI substrate 𝜀𝐵 must be considered. For bismuth-

based TIs, sapphire (Al203) is commonly used a growth substrate [213]–[215]. To 

determine 𝜀𝐵(𝜔), the following expression was used. 

𝜀𝐵 = 𝑛0
2 + (𝑛0

2 − 1)(𝜆𝜔)2 + 𝑖𝛾(𝑛0
2 − 1)(𝜆𝜔) (4.7)  

Where, 𝑛0 is the refractive index, 𝜆 is the incident wavelength and 𝛾 is a damping 

constant  

Using experimentally determined values of 𝑛0 = 3.2, 𝜆 = 20.4 x 104 cm-1 and 𝛾 = 0.036 

[216], 𝜀𝐵 were obtained, the real and imaginary parts of which can be seen in Figure 4.11. 
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Figure 4.11 – Sapphire dispersion relation according to Equation 4.7.  

 

By combining the above, an expression for the wave vector 𝑘(𝜔) of surface plasmons 

Bi2Se3 can now be determined. Inverting Equation 5 yields, 

𝑘(𝜔) =  
𝐴−1𝜔2[𝜀𝑇 + 𝜀𝐵]

1 − 𝐴−1𝜔2𝑑𝜀𝑇𝐼

(4.8) 

Where, 𝐴−1 ≡ 
𝜀0ℎ

𝑣𝐹𝑘𝐹𝑒2 

By substituting in the appropriate expressions for 𝜀𝑇𝐼 (from Equation 4.6), 𝜀𝐵 (from 

Equation 4.7) and assuming 𝜀𝑇 = 1 since the top medium is assumed to be air, the wave 

vector 𝑘(𝜔) = 𝑘(𝜔)′ + 𝑖𝑘(𝜔)′′ can be obtained. The real part of 𝑘(𝜔) then  yields the 

dispersion relation 𝜔(𝑘′) and plasmon wavelength 𝜆𝑆𝑃 according to Equation 4.3, the 

results of which are shown in Figures 4.12a and c. Also, the imaginary part of 𝑘(𝜔) yields 

the plasmon propagation length from Equation 4.2 , as shown in Figure 4.12b. For these 

calculations, the following values, from [20], have been used: ℎ = 6.63x10-34 Js, 𝑣𝐹 =

 6x105 ms-1, 𝑘𝐹 = 1.52x109 m-1, 𝑒 = 1.6x10-19 C and 𝑑 = 27.4x10-9 m.  
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Figure 4.12 – (a) Dispersion relation for Bi2Se2 according to Equation 8. (b) Plasmon 

propagation length in Bi2Se3 according to Equation 2. (c) Plasmon wavelength in Bi2Se3 

according to Equation 3. (d) Normalised plasmon propagation length in Bi2Se3 according 

to Equation 4.  

The frequency with which the samples described in Section 4.3 will be probed is 3.45 

THz (𝜔 ~ 114 cm-1) at which a wave vector of 𝑘~ 1.1x104 cm-1, plasmon propagation 

length 𝐿 ~ 8.3 µm, plasmon wavelength 𝜆 ~ 5.8 µm and therefore normalised 

propagation length of 𝐿𝑁𝑜𝑟𝑚 ~ 1.4, would be expected according to Figure 4.12, 

assuming comparable material parameters. An exploration of how these values vary 

according to different material and sample parameters will be presented in Section 4.2.4. 

4.2.3 Plasmonic behaviour of Bi2Se3 accounting for anisotropy 

A recent alternative model of the bulk dielectric properties of Bi2Se3 can be found in [23]. 

Due to the large anisotropy of Bi2Se3 crystals, this model defines the permittivity 

differently for in-plane directions 𝜀┴ and out-of-plane directions 𝜀//. Each of these 

components is described by two Lorentz oscillators 𝛼 and 𝛽, while 𝜀∞ incorporates the 

electronic contribution in the frequency range 𝜔.  

These permittivity components take the form of the above Drude-Lorentz model 

(Equation 4.6) and are expressed as such, 

𝜀┴ = 𝜀┴∞
+

(𝑠┴𝛼
)
2

(𝜔┴𝛼
)
2
− 𝜔2 − 𝑖𝜔𝛾┴𝛼

+
(𝑠┴𝛽

)
2

(𝜔┴𝛽
)
2
− 𝜔2 − 𝑖𝜔𝛾┴𝛽

 (4.9) 
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𝜀// = 𝜀//𝛼
+

(𝑠//𝛼
)
2

(𝜔//𝛼
)
2
− 𝜔2 − 𝑖𝜔𝛾//𝛼

+
(𝑠//𝛽

)
2

(𝜔//𝛽
)
2
− 𝜔2 − 𝑖𝜔𝛾//𝛽

(4.10) 

Where 𝑠┴𝛼
, 𝑠┴𝛽

, 𝑠//𝛼
 and 𝑠//𝛽

 are the amplitude of the 𝛼 and 𝛽 modes in the in-plane and 

out-of-plane directions respectively, 𝜔┴𝛼
, 𝜔┴𝛽

, 𝜔//𝛼
 and 𝜔//𝛽

 are the central frequencies 

of the 𝛼 and 𝛽 modes in the in-plane and out-of-plane directions respectively, 𝛾┴𝛼
, 𝛾┴𝛽

, 

𝛾//𝛼
 and 𝛾//𝛽

 are the scattering frequencies of the 𝛼 and 𝛽 phonon modes in the in-plane 

and out-of-plane directions respectively and 𝜔 is the frequency range over which the 

sample is measured. It should be noted that in the original text, the equation from which 

Equations 4.9 and 4.10 have been adapted contains several typographical errors.  

 𝜺∞ 𝒔𝜶, cm-1 𝒔𝜷, cm-1 𝝎𝜶, cm-1 𝝎𝜷, cm-1 𝜸𝜶, cm-1 𝜸𝜷, cm-1 

┴ 29 704 55 64 125 3.5 3.5 

// 17.4 283 156 135 156 3.5 3.5 

 

Table 2 – Anisotropic Drude-Lorentz model (Equations 4.9 and 4.10) parameters. Taken 

from the supplementary material of [23]. 

Using the values of Table 2, the real and imaginary parts of the total dielectric function 

can be determined from Equations 4.9 and 4.10. Figure 4.13 displays the real parts of 𝜀┴ 

and 𝜀// as well as the real and imaginary part of the total permittivity 𝜀𝑇𝑜𝑡𝑎𝑙, defined 

as 𝜀𝑇𝑜𝑡𝑎𝑙 = √𝜀┴ × 𝜀//. 

 

Figure 4.13 – Real part of the in-plane permittivity (blue) and out-of-plane permittivity 

(orange), according to Equations 4.9 and 4.10 as well as the real (yellow) and imaginary 

(purple) parts of the total permittivity.  
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Combining these terms in the expression of Equation 4.8, the plasmonic nature of Bi2Se3 

can be determined according to this anisotropic model (2). A comparison to the results 

of the previous isotropic model (1) can be seen in Figure 4.14.  

 

Figure 4.14 – The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of Bi2Se3 from Figure 4.12, 

determined using model 1 (Equation 4.6), with the equivalent plots determined using 

model 2 (Equations 4.9 and 4.10). The values plotted in (b) and (d) are the absolute values 

to maintain similar y-axis scaling to Figure 4.12.  

Overall it can be seen from Figure 4.14 that there is little discrepancy between the results 

yielded from both models. Therefore, for simplicity, the following sections will adopt 

model 1 in calculation of permittivities.  

4.2.4 Varying 𝝎𝑫 

This Section and the following Sections 4.2.5 and 4.2.6 will explore the effect of changing 

certain material properties on the plasmonic characteristics of Bi2Se3, determined by the 

model described in Section 4.2.2. 

Perhaps the most significant of these properties, in regards to the confinement of SPPs, 

is the Drude frequency 𝜔𝐷 appearing in Equation 4.6. It is notable that  𝜔𝐷 represents 

the contribution from free electrons in the bulk material, and is heavily dependent on 

the bulk charge carrier density  𝑛𝑏𝑢𝑙𝑘. In [20] it is argued that it is important to fully 

consider the bulk Drude term for the following reasons: 1) Bi2Se3 has a relatively narrow 

band gap; 2) the Fermi level lies in the bulk conduction band, and 3) intrinsic bulk defects 

increase the free carrier concentration. Here we calculate the Drude frequency according 

to the relation [217], 
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𝜔𝐷 = √
4𝜋𝑛𝑏𝑢𝑙𝑘𝑒2

𝑚𝑒𝑓𝑓

(4.11) 

where 𝑒 and 𝑚𝑒𝑓𝑓 are the charge and effective mass of the conducting electrons, which 

for Bi2Se3 is 𝑚𝑒𝑓𝑓 = 0.15𝑚𝑒 according to [23].  

The bulk carrier density of TIs is determined predominantly by the doping materials but 

can be affected post-fabrication by applying an external voltage across the device via an 

integrated gate structure. Typical values of 𝑛𝑏𝑢𝑙𝑘 for thin-film samples of Bi2Se3 are in 

the range from 1 – 6 x 1018 cm-3 [23], [172]. Adjusting this value shows how the 𝜔𝐷 

contribution term is affected. By determining the values of 𝜀𝑇𝐼 for this range of Drude 

frequencies, using Equations 4.6, and calculating the corresponding range of wave 

vectors from Equation 4.8, the dependence of the key plasmonic characteristics of Bi2Se3 

on 𝑛𝑏𝑢𝑙𝑘 can be seen. Figure 4.15 shows the SP dispersion relation, plasmon propagation 

length, plasmon wavelength and normalised propagation length for 𝑛𝑏𝑢𝑙𝑘 values in the 

range 1 – 6 x 1018 cm-3.  

 

Figure 4.15 - The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of Bi2Se3 for a range of 𝜔𝐷 

calculated from Equation 4.11, using a range of 𝑛𝑏𝑢𝑙𝑘 = 1 – 6 x1018 cm-3.  

To summaries these results, it can be seen from Figure 4.15a and b that as 𝑛𝑏𝑢𝑙𝑘 

increases, the dispersion relation tends to lower values of 𝑘 and the plasmon 

propagation length increases (and therefore so does the normalised propagation 

length). This is expected, as increasing 𝑛𝑏𝑢𝑙𝑘 causes the material to behave more like a 

conventional metal, and therefore these results should more resemble those of Section 

4.2.1. From Figure 4.15c it can be seen that the plasmon wavelength changes little within 
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the range of interest (𝜔 ~ 100 cm-1), but overall the change in the dispersion relation 

suggests poorer confinement at higher values of 𝑛𝑏𝑢𝑙𝑘. This highlights the need for small 

𝑛𝑏𝑢𝑙𝑘 in experimental samples.    

4.2.5 Varying 𝒅 

As seen from Equation 4.8, the wave vector is dependent on the TI film thickness 𝑑. This 

dependence was explained in Stauber et al [212]. For sample thicknesses larger than six 

quintuple layers (𝑑 > 6 nm) the surface wave functions on the top and bottom of the 

sample couple only electrostatically and so for thick samples and large wave vectors 

𝑑𝑘 ≫ 1, this coupling can be neglected. However, for thin samples 𝑑𝑘 < 1, significant 

coupling can occur leading to the emergence of optical and acoustic modes and 

modification of the dispersion . For TIs this was first discussed in [183] and [218]. The 

model presented by Equations 4.5 and 4.6 attempts to account for these effects, and so 

it was used to evaluate the dispersion relation within the thin sample regime, from which 

the plasmon properties were obtained. These properties were evaluated in the range 20 

nm ≤ 𝑑 ≤ 80 nm (Figure 4.16).  

 

Figure 4.16 – The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of Bi2Se3 for thicknesses of 20 nm 

(blue), 40 nm (orange), 60 nm (yellow) and 80 nm (purple), according to Equation 4.8.  

The results present in Figure 4.16a and b indicate that stronger confinement is achieved 

for thinner samples, as the dispersion relation move towards larger values of 𝑘 (i.e. away 

from the free-space dispersion) and 𝜆 reduces. In addition, Figure 4.16b shows that 𝐿 

becomes larger for smaller values of 𝑑  
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However, there are several factors that are not considered by the model used to 

determine these results, such as the presence of parasitic conduction channels formed 

between the top and bottom layers of the TI for small 𝑑 which may disturb the surface 

modes [219]. Furthermore, the material quality will vary with 𝑑 which may produce 

unpredictability in the material properties.  

In general, whilst this model can give some insight on how the SP confinement in a TI is 

affected by the film thickness 𝑑, it is made somewhat unreliable by additional factors. 

The optimum value of 𝑑 is therefore a compromise between these factors, which are 

outside of the scope of this thesis.  

4.2.6 Varying 𝑬𝒇 

The extensive study of Bi2Se3 can be attributed to the simplicity of its surface states as 

they consist of a single Dirac cone, as depicted in Figure 4.1 [220]. However, electron 

accumulation due to selenium deficiency causes the Fermi-energy 𝐸𝑓 to drift away from 

the Dirac point into the conduction band. This can cause a significant bulk carrier density 

in the material, which can lead to a difficulty in detecting surface states [221]. One 

solution is doping the material to allow a tuning of 𝐸𝑓 , such as that seen using Ag doping 

in [222]. Consequentially, 𝐸𝑓 is an important factor to consider when fabricating and 

characterising TIs. Furthermore, 𝐸𝑓 is known to have a significant effect on the 

dispersion of SPs, as can be seen from Equation 4.8 in which the Fermi wave vector 𝑘𝐹 is 

related to 𝐸𝑓 through the relation,  

𝐸𝑓 = 
ℏ2𝑘𝐹

2

2𝑚𝑒

(4.12) 

 

In turn, 𝑘𝐹 is dependent on the surface charge carrier concentration 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 according 

to, 

𝑘𝐹 = √2𝜋𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 (4.13) 

 

To observe the effects of varying 𝑘𝐹 (or equivalently 𝐸𝑓), 𝑘(𝜔) was determined for values 

of 𝑘𝐹 calculated for a range of surface carrier concentrations between 1 ≤ 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒  ≤ 6 

x 1013 cm-2.  According to Equations 4.12 and 4.13 this relates to a range of Fermi 
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energies ~ 0.2 eV ≤ 𝐸𝑓  ≤  ~ 1.4 eV. The plasmonic characteristics calculated over this 

range are shown in Figure 4.16.  

 

Figure 4.17 - The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of Bi2Se3 for a range of 𝑘𝐹 

calculated from Equation 4.13, using a range of 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 1 – 6 x1013 cm-2. 

It can be concluded from the results presented in Figure 4.17 that SP confinement is good 

in the region of interest (𝜔 ~ 100 cm-1). 𝐿 expectedly increases with 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 suggesting 

better confinement at lower surface carrier densities. Additionally, at 𝜔 ~ 100 cm-1 𝜆 

slightly increase with increasing 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 further suggesting better confinement at 

smaller 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 values. .  

Furthermore, from Figure 4.17a it can be seen that at frequencies above and below the 

phonon mode of Bi2Se3 (~ 63 cm-1) the plasmon wavelength increases with 

increasing 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒. However, at frequencies at and around the phonon mode, the 

opposite of this trend is true. This highlights that a hybridisation between phonon 

polaritons and surface plasmon polaritons can occur. Modelling this effect correctly 

requires more sophisticate theoretical models, such as that developed by Wu et al [206].  

These results concisely detail the plasmonic nature of a generic 3-dimensional TI for a 

variety of material parameters. Now, these models can be applied to custom grown TI 

samples with material parameters determined by THz-TDS analysis.  
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4.3 Experimental TI sample parameters 

This section will detail newly fabricated MBE-grown TI films, the material parameters of 

which have been experimentally determined via THz-TDS (Section 4.3.2). The samples 

examined were three unpatterned TI films, two consisting of Bi2Se3, the other consisting 

of a ternary alloy of Bi2(Te0.67Se0.33)3; a film of Bi2Se3 that has been patterned in a ribbon 

structure and a TI film incorporating a top gate, comprising a Bi2Se3 Hall bar with a 

Ni0.8Cr0.2 top gate layer. The fabrication of each of these samples, as well as the THz-TDS 

measurements performed of them was performed by Dr Craig Knox.  

Bi2Se3 was chosen as the primary TI material to measure because of its nontrivial direct 

energy band gap of 0.3 eV [223] which is high compared to other TIs such as Bi2Te3 [224]. 

Furthermore, high Te-content alloys such as Bi2(Te0.67Se0.33)3, possess a Fermi level that 

crosses only the topological surface state Dirac cone and, therefore, is expected to 

behave as an ideal 2D electron gas [225].  

4.3.1 Fabrication  

All samples were prepared via molecular-beam epitaxy (MBE) under a base pressure of 

~ 1x10-10 Torr. They were grown on 0.65 mm thick sapphire at a temperature of 230-

240 0C, before cooling at a rate of 3 0C/min to ensure a good TI material surface. The TIs 

were grown via co-deposition of evaporated bismuth and selenium for the binary 

samples and bismuth, selenium and tellurium for the ternary sample. The bismuth and 

selenium were evaporated from dual-filament Knudsen calls whereas the tellurium was 

evaporated from a valve cracker source. All samples were grown in a chalcogenide-rich 

atmosphere to ensure sample quality and control of growth [21]. The resulting 

unpatterned samples comprised two Bi2Se3 films of 20 nm and 30.6 nm thickness 

(respectively) and one 34.4 nm thick alloy of Bi2(Te0.67Se0.33)3. 

To create the ribbon-patterned sample (wafer MBE20220536), a plain 27.4 nm thick film 

of Bi2Se3 was fabricated, using the above mentioned process, patterned using 

photolithography (using the photolithography mask shown in Figure 4.18) and etched 

using ceric ammonium nitrate solution. The sample comprised ribbons with a variety of 

pitches 2𝑊, where the width of each ribbon is 𝑊, between 8.5 µm to 40 µm.  
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Figure 4.18 – Photolithography mask used to fabricate ribbon sample (wafer 

MBE20220536).  

The gated Bi2Se3 sample (Figure 4.19) was patterned into 1 mm2 Hall bars via chemical 

wet etching. 50 nm thick Cr/Au ohmic bottom contacts were deposited to the substrate 

via thermal evaporation, after which was sputtered a 1 nm Al layer, which was left to 

oxidise for 2 hours, and then a 25 nm sapphire layer was deposited via atomic layer 

deposition. The 5 nm Ni0.8Cr0.2 gate was then deposited via thermal evaporation, to which 

the 50 nm thick Cr/Au top contacts were deposited. This resulted in an 18 nm-thick layer 

of Bi2Se3 sandwiched between two dielectric layer, as seen in the inset of Figure 4.19.   

 

Figure 4.19 – Gated Hall-bar Bi2Se3 sample (wafer MBE20220530) microscope image with 

cross-sectional diagram (inset). Adapted from [21].  
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4.3.2 Simulations of samples 

In order to predict the plasmonic characteristics of these experimental samples, in a 

similar manner to that shown in Section 4.2, the necessary material parameters for each 

sample must be determined. This was accomplished via THz-TDS measurements of each 

sample.  

As mentioned in Chapter 1, THz-TDS is a powerful tool that allows for the material 

characterisation of a sample by measuring the transmittance of ps THz pulses through 

the sample in the time domain, thereby probing the response of the material to a broad 

range of THz frequencies. From the resulting time-domain THz field, the material 

properties, such as the frequency dependent real 𝜀′(𝜔) and imaginary 𝜀′′(𝜔) parts of the 

dielectric function, can be determined. The permittivity can then be fitted to an 

appropriate model (for example Equation 4.6), to estimate key material parameters 

required for predicting the expected dispersion relation of surface plasmons supported 

by the sample.  

The following figures will display 𝜀′(𝜔) and 𝜀′′(𝜔) of the aforementioned TI films, as 

determined from THz-TDS measurements. Also shown are fits of the experimental data 

according to Equation 4.6. Furthermore, based on these fits for each sample, the 

calculated dispersion relation and key properties of surface plasmons (as described in 

Section 4.2) will be presented. The 𝜀′(𝜔) and 𝜀′′(𝜔) values were obtained using the 

system described in [226]. The THz-TDS measurements were performed at 4.2 K with a 

spectral range of 0.5 – 4.5 THz, emitted from two LT-GaAS-on quartz PCAs. A constant 

bias was applied between the top gate and TI. The transmittance of the sample was 

acquired from the complex result of the Fourier transform, which was used to determine 

the optical conductivity of the sample according to Equation 1 in [21], from which the 

permittivity was obtained.  

Figures 4.20 and 4.21 show the permittivity and plasmonic characteristics of a Bi2Se3 

film, respectively. The film (wafer MBE210312) has thickness 𝑑 = 30.6 nm and total 

carrier concentration 𝑛 = 2.79x1013 cm-2. It was assumed that the surface carrier 

concentration would be 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 0.2𝑛 corresponding to a Fermi wave vector of 𝑘𝐹 = 6 

x 108 m-1. The total carrier concentration of the films were determined via electrical 

transport measurements [21] by Dr Craig Knox.  
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Figure 4.20 – Real (blue) and imaginary (red) part of the permittivity of sample 

MBE210312, according to Equation 4.6, using material parameters obtained from fitting 

the real (blue dashed) and imaginary (red dashed) parts of the permittivity acquired via 

THz-TDS.  

 

 

Figure 4.21 – The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of sample MBE210312, according 

to Equation 4.8, using the permittivities of Figure 4.20.  

From Figure 4.21 it can be predicted that, for an excitation frequency of 3.45 THz (~ 114 

cm-1), this sample would support SPPs with a wave vector of 𝑘 ~ 1.45 x 104 cm-1, plasmon 

propagation length 𝐿 ~ 3.23 µm, plasmon wavelength 𝜆 ~ 4.34 µm and therefore 

normalised propagation length of 𝐿𝑁𝑜𝑟𝑚 ~ 0.75. THz-s-SNOM measurements of this 

sample will be presented in Section 4.4.  
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Figures 4.22 and 4.23 show the permittivity and plasmonic characteristics of a film of 

the ternary alloy Bi2(Te0.33Se0.67)3 sample, respectively. The film (wafer number: 

MBE210318) has thickness 𝑑 = 34.41 nm and surface carrier concentration 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 =

 1.25 x 1013 cm-2 corresponding to a Fermi wave vector of 𝑘𝐹 = 8.87 x 108 m-1.  

 

Figure 4.22 – Real (blue) and imaginary (red) part of the permittivity of sample 

MBE210318, according to Equation 4.6, using material parameters obtained from fitting 

the real (blue dashed) and imaginary (red dashed) parts of the permittivity acquired via 

THz-TDS.  

 

Figure 4.23 – The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of sample MBE210318, according 

to Equation 4.8, using the permittivities of Figure 4.22.  

From 4.23, it can be predicted that illuminating this sample with a frequency of 3.45 THz 

(~ 114 cm-1) would yield a SPP with a wave vector of 𝑘 ~ 0.81 x 104 cm-1, plasmon 
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propagation length 𝐿 ~ 22 µm, plasmon wavelength 𝜆 ~ 7.8 µm and therefore 

normalised propagation length of 𝐿𝑁𝑜𝑟𝑚 ~ 2.8. THz-s-SNOM measurements of this 

sample will be presented in Section 4.4.  

Figures 4.24 and 4.25 show the permittivity and plasmonic characteristics of a bulk 

Bi2Se3 sample from which the ribbon sample was fabricated. The sample (wafer 

MBE20220536) has thickness 𝑑 = 27.4 nm and surface carrier concentration 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 =

 0.53 x 1013 cm-2 corresponding to a Fermi wave vector of 𝑘𝐹 = 5.76 x 108 m-1.  

 

Figure 4.24 – Real (blue) and imaginary (red) part of the permittivity of sample 

MBE20220536, according to Equation 4.6, using material parameters obtained from fitting 

the real (blue dashed) and imaginary (red dashed) parts of the permittivity acquired via 

THz-TDS.  

From 4.25, it can be predicted that illuminating this sample with a frequency of 3.45 THz 

(~ 114 cm-1) would yield SPP with a wave vector of 𝑘 ~ 2.46 x 104 cm-1, plasmon 

propagation length 𝐿 ~ 0.3 µm, plasmon wavelength 𝜆 ~ 2.55 µm and therefore 

normalised propagation length of 𝐿𝑁𝑜𝑟𝑚 ~ 0.1. THz-s-SNOM measurements of this 

sample will be presented in Section 4.4. 
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Figure 4.25 – The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of sample (wafer MBE20220536) 

according to Equation 4.8, using the permittivities of Figure 4.24.  

Figures 4.26 and 4.27 show the permittivity and plasmonic characteristics of a Bi2Se3 

sample from which the gated TI film sample, seen in Figure 4.19, was fabricated. The 

sample (wafer MBE20220530) has thickness 𝑑 = 18 nm and surface carrier 

concentration 𝑛𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 0.7 x 1013 cm-2 corresponding to a Fermi wave vector of 𝑘𝐹 =

 6.6 x 108 m-1.  

 

 

Figure 4.26 – Real (blue) and imaginary (red) part of the permittivity of sample 

MBE20220530, according to Equation 4.6, using material parameters obtained from fitting 

the real (blue dashed) and imaginary (red dashed) parts of the permittivity acquired via 

THz-TDS.  
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Figure 4.27 – The dispersion relation (a), plasmon propagation length (b), plasmon 

wavelength (c) and normalised plasmon wavelength (d) of gated Hall bar sample (wafer 

MBE20220530) according to Equation 4.8, using the permittivities of Figure 4.26.  

From 4.25, it can be predicted that illuminating this sample with a frequency of 3.45 THz 

(~ 114 cm-1) would yield SPP with a wave vector of 𝑘~ 1.56 x 104 cm-1, plasmon 

propagation length 𝐿 ~ 0.83 µm, plasmon wavelength 𝜆 ~ 4 µm and therefore 

normalised propagation length of 𝐿𝑁𝑜𝑟𝑚 ~ 0.2. THz-s-SNOM measurements of this 

sample will be presented in Section 4.4. 

From the simulations presented in Section 4.3.2, it can be seen that these samples 

generally possess material qualities that would support surface plasmons. The SP 

wavelengths and propagation lengths predicted above are all of the expected scale (≥ 1 

µm) and show a normalised propagation length that should allow plasmons to be visible 

over a range of at least ~ 3𝐿𝑁𝑜𝑟𝑚 . These samples can now be investigated using the THz-

s-SNOM technique of Chapter 2.  

 

4.4 THz-s-SNOM of unpatterned TI films  

To investigate the optical response of the TI film samples detailed in Sections 4.3.1 and 

4.3.2, the THz-s-SNOM system of Chapters 2, 3 and 5 was used. As seen previously, the 

THz-s-SNOM technique is an ideal method with which to observe SPPs in TI materials, 

not least for its high resolution (See Chapter 2 Section 2.5.4) but the strong confinement, 
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afforded by the sharp probe tip, is sufficient to bridge the photon-surface plasmon 

momentum-mismatch and launch SPPs [227]. Furthermore, to purely excite SP modes, 

low-energy photons must be used to prevent contributions from the bulk of the material 

[228], [229], which is characteristic of this technique.  

Initially, large areas (100 µm x 100 µm) of the Bi2Se3 film were measured substantially 

near the edges of the wafer, so that edge reflection of SPPs may be visible. These areas 

were also measured with scanning directions both parallel and perpendicular to the 

sample edge to help identify any signal variations caused by thermal drift of the laser 

temperature that could interfere with plasmonic imaging;  these variations would 

principally appear parallel with the scanning direction, whereas SPP fringes were 

predicted to be orientated predominately parallel with the surface edge. An example of 

this phenomenon can be seen in similar measurements of the ternary alloy sample of 

Bi2(Te0.67Se0.33)3. All subsequent images were measured using a frequency of 𝜈 = 3.45 

THz. Each of the scanning areas were located substantially near to the edge of the sample 

(within ~ 𝐿) in an attempt to observe the reflection of SPPs from the sample edge.  

Figure 4.28 illustrates the scanning area from which the images of Figures 4.29 and 4.30 

were measured. For both images, a tip tapping amplitude of 𝐴 ~ 200 nm and s-SNOM 

scanning time per pixel 𝑇𝑠𝑐𝑎𝑛 = 50 ms was used. Figure 4.29 comprised a 100 µm x 100 

µm image with a pixel resolution of 1 µm in both the x- and y-directions. Each THz image 

was demodulated at the 𝑛 = 3 harmonic of the tip tapping frequency which was 𝛺 ~ 80 

KHz.  

 

Figure 4.28 – Schematic of the scanning area of sample MBE210312. Not to scale.  
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Figure 4.29 – (a) 3𝛺 THz and (b) topology images from a 100 µm x 100 µm THz-s-SNOM 

measurement of sample MBE210312, measured in the scanning location depicted in Figure 

4.28.  

The periodicity of the horizontal bands of large signal, displayed on Figure 4.29a, are 

characteristic of fringes caused by the interference between SPPs launched from the tip 

and SPPs reflected from the top edge of the sample. Subsequently, this area was imaged 

using a higher resolution with adjusted microscope parameters. Below shows a 20 µm x 

20 µm measurement of an area within the scanning location seen in Figure 4.28, from 

which the images of Figure 4.30 were captured. Figure 4.30 has a pixel resolution of 200 

nm in both the x- and y-directions.  

 

Figure 4.30 - (a) 3𝛺 THz and (b) topology images from a 20 µm x 20 µm THz-s-SNOM 

measurement of sample MBE210312, measured in the scanning location depicted in Figure 

4.28.  
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Whilst the fringes of Figure 4.30a still look periodic, it can be seen that they vary in width 

and periodicity, which is uncharacteristic of SPP fringes, as well as not being of the 

correct wavelength predicted by Figure 4.21. Furthermore, they appear to change width 

according to the dimensions of the scan. This suggests that they are a features of the scan 

itself, such as a periodic thermal drift of the laser, rather than a feature of the TI. Thermal 

drift (slight variations of the QCL temperature during the scan) affects both the laser 

power and frequency. This manifests as a variation in the 𝑉𝑆𝑀 measured here. Further 

examples of this effect will be shown in Figure 4.33. 

In addition to Figures 4.29 and 4.30, the same wafer MBE210312 was also measured in 

several other locations, examples of which can be seen in Figure 4.31. These comprised 

an imaging area of 85 µm x 85 µm, with a pixel resolution of 1 µm in both the x- and y-

directions. A tip tapping amplitude and 𝑇𝑠𝑐𝑎𝑛 time similar to Figures 4.27 and 4.28 was 

used.  

 

Figure 4.31 – (a,d) Scanning area schematic (not to scale), (b,e) 3𝛺  THz and (c,f) topology 

images from two 85 µm x 85 µm THz-s-SNOM measurement of sample MBE210312 in 

different positions on the sample.  

The signal variations present in these images are the incorrect periodicity to be SPPs and 

are not parallel to the sample edge. It is possible that these patterns were rather the 

result of a signal contribution arising from a property of the substrate. To investigate 

this, a plain sapphire substrate wafer was imaged using a similar measurement criteria 

as that stated above Figure 4.31.  
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Figure 4.32 – (a) 3𝛺 THz and (b) topology images from a 90 µm x 90 µm THz-s-SNOM 

measurement of plain sapphire wafer.  

It can be seen from Figure 4.32a that the THz-s-SNOM images of the sapphire substrate 

resembled the images of Figure 4.31 and, therefore, may explain the results of Figure 

4.31. One possible explanation is that these features are the result of an etalon effect, 

wherein the THz beam is reflecting from the bottom of the substrate and causing an 

interference with the incident beam. Further investigation would be required to fully 

characterise these results.  

In addition to the previous measurements, a film of the ternary alloy comprising 

Bi2(Te0.67Se0.33)3 (wafer MBE210318) was measured. Similarly, these results did not 

yield images of SPPs, however, the images captured clearly demonstrate the sensitivity 

of this measurement technique to temperature variations of the QCL. Figure 4.33 shows 

two THz-s-SNOM images of sample MBE210318, showing the same 90 µm x 90 µm 

imaging area but rotated 900. Included are the images captured from measuring at the 

𝑛 = 3 harmonic of 𝛺 as well as 𝑛 = 1 to demonstrate the effects of thermal drift. Each 

image was captured using a tip tapping amplitude of 𝐴 ~ 100 nm and pixel scanning time 

of 𝑇𝑠𝑐𝑎𝑛 = 30 ms. The area of each scan was 20 µ x 20 µm and had a pixel resolution of 

100 nm in both the x- and y-directions.  
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Figure 4.33 - (a,d) Scanning area schematic (not to scale), (b,e) 3𝛺 THz images and (c,f) 

1𝛺 THz images of two 90 µm x 90 µm THz-s-SNOM measurement of sample MBE210312 in 

different orientations of the same scanning area. Figures (e) and (f) have been rotated 900 

to demonstrate the angle at which the scan was performed.  

It can be observed from Figure 4.33 that the orientation of these features correspond to 

the orientation in which the scan was performed. This suggests that they are 

independent of the measured material and therefore the result of external changes to 

the laser operating parameters. The most likely explanation is drift of the QCL 

temperature, which can vary over time, and is particularly prevalent during scans with 

a long acquisition times.  

To conclude, the images of the unpatterned TI samples did not provide evidence of 

propagating SPPs. This may be due to several factors, such as inadequate material 

properties, specifically a small 𝐿𝑁𝑜𝑟𝑚 as predicted by the simulations of Section 4.3.2.  

Also, the signal variations arising from the substrate (as shown in Figure 4.32) could  be 

masking any signal arising from SPPs. Additionally, degeneration of the sample (as can 

be seen in the surface features of Figures 4.28b, 4.29c and 4.29f) may prevent a clean 

reflection of SPPs from the sample edge. Another possibility is that there is insufficient 

coupling between the excitation beam and SPPs via the tip. Some of these factors will be 

addressed in the following Sections.        
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4.5 THz-s-SNOM of Bi2Se3 ribbon sample  

Similar to the analysis of gold, seen in Chapter 3 and Section 4.2.1.1, for Bi2Se3 in the THz 

range, the dispersion relation is such that a coupling of the incident field to  the SPP mode 

is prevented due to a momentum mismatch. One common technique used to overcome 

this is a patterning of the sample surface which provides the extra-momentum necessary 

for coupling. Surface plasmon resonance modes have successfully been excited in 

graphene nanostructures in the THz and near THz range [17], [185], [230] as well as in 

nanoribbons and nanorings of Bi2Se3 [177], [231].  

Here we will consider the ribbons (or grating) of Bi2Se3 previously described. For a 

patterned sample with a ribbon width 𝑊, the momentum mismatch is provided by the 

grating wave vector 𝑘𝐺 = 
𝜋

𝑊
  [177]. From the dispersion relation for this sample, seen in 

Section 4.3.2 (Figure 4.25), the extra wave vector required to bridge the momentum 

mismatch at 𝜔 = 3.45 THz is 𝑘𝐺  ~ 2.5 x 104 cm-1. Therefore, the most suitable ribbon 

width would be 𝑊 ~ 1.2 µm. Furthermore, from Figure 4.25, it can be seen that the wafer 

from which this sample was patterned should support a plasmon with wavelength 𝜆 ~ 

2.5 µm. As such, a ribbon width ~ 2.5 μm would be expected to support a strong surface 

plasmon resonance for this wafer. This localised surface plasmon resonance mode 

should then be observed as a bright fringe across the ribbon width. Alternatively, the 

larger ribbon structures may effectively act as an unpatterned sample, in which SPPs 

launched from the microscope tip could propagate and be seen as fringes at the ribbon 

edge due to reflections.  It is expected that any fringe pattern measured may be a 

superposition of these two types of fringe, as described in [17]. Based on the above 

considerations, single frequency THz images of ribbons with 𝑊 = 4.25 µm and 𝑊 = 30 

µm were therefore measured. Each image comprised a 2D area spanning across the 

vertically aligned ribbon with areas of the substrate either side for contrast.  

For SPP launching from the s-SNOM tip, this requires a coupling of the incident field to 

the tip, which is exclusively provided by p-polarised radiation (in which the incident field 

has a component out-of-plane with respect to the sample, along the axis of the tip). 

However, to excite SP resonances via the ribbon/grating structure, an incident field 

component in-plane is required. This polarisation also removes the dipole-interaction 

contribution to the 𝑉𝑆𝑀 signal. Considering this, the 𝑊 = 30 µm ribbon was measured 

with p-polarised radiation. However, the 𝑊 = 4.25 µm ribbon was measured with both 

p-polarised and s-polarised radiation with the use of a half-wave plate [15] , in an 

attempt to capture this resonance.  
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Figures 4.34 – 4.36 show the scanning area, topology, THz and averaged THz images for 

the 𝑊 = 30 µm ribbon and both p-polarised and s-polarised images of the 𝑊 = 4.25 µm 

ribbon.  

The images of Figure 4.34 were captured using a tip tapping amplitude of 𝐴 ~ 100 nm 

and pixel scanning time of 𝑇𝑠𝑐𝑎𝑛 = 100 ms. The area scanned was 50 µ x 5 µm with a pixel 

resolution of 200 nm in both the x- and y-directions. 

 

Figure 4.34 – (a) Scanning area schematic, (b) AFM image, (c) 3𝛺 THz image and (d) 

averaged THz image in the y-direction, of 30 µm wide ribbon on sample MBE20220536.  

The images of Figure 4.35 were captured using a tip tapping amplitude of 𝐴 ~ 100 nm 

and pixel scanning time of 𝑇𝑠𝑐𝑎𝑛 = 250 ms. The area scanned was 10 µ x 2.5 µm with a 

pixel resolution of 100 nm in both the x- and y-directions. 

 

 

Figure 4.35 – (a) Scanning area schematic, (b) AFM image, (c) 3𝛺 THz image and (d) 

averaged THz image in the y-direction, of 4.25 µm wide ribbon on sample MBE20220536. 

The incident beam was p-polarised denoted by the inset showing the beam direction 𝑘0 and 

field direction 𝐸0.  
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The images of Figure 4.36 were captured using a tip tapping amplitude of 𝐴 ~ 200 nm 

and pixel scanning time of 𝑇𝑠𝑐𝑎𝑛 = 500 ms. The scanning time 𝑇𝑠𝑐𝑎𝑛 was longer for this 

measurement to adjust for the far smaller 𝑉𝑆𝑀 signal that is common with s-polarised 

measurements. As such, the pixel resolution was reduced to 200 nm in both the x- and 

y-directions to compensate for the long scan time.  

 

 

Figure 4.36 – (a) Scanning area schematic, (b) AFM image, (c) 3𝛺 THz image and (d) 

averaged THz image in the y-direction, of 4.25 µm wide ribbon on sample MBE20220536. 

The incident beam was s-polarised denoted by the inset showing the beam direction 𝑘0 and 

field direction 𝐸0.  

To summarise these results, from Figure 4.34, there is a slight field oscillation between 

𝑥 = 12 µm and 𝑥 = 15 µm, which may be evidence of SPPs. Performing a fully coherent 

measurement of this area so that both the magnitude and phase of this signal are 

recovered may provide a better understanding of this feature (as seen in Section 4.6). 

However, the inadequate material properties, described in Section 4.3.2, such that 

𝐿𝑁𝑜𝑟𝑚 < 1, as well as possible degradation of the TI film call into doubt the legitimacy of 

this result.  

Furthermore, from Figures 4.35 and 4.36, it can be seen that the 𝑉𝑆𝑀 signal across each 

ribbon is somewhat uniform, suggesting no clear signatures of either SPPs or surface 

plasmon resonances. The causes of this may be the same as those stated above. Also, the 

features present at the edge of the ribbon, visible in the AFM image of each of the Figures 

above, suggests the deposition of material may have occurred during the etching 

process, which may interfere with the launching and/or observing of SPPs.  
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4.6 Coherent THz-s-SNOM of gated TI 

A further Bi2Se3 sample was fabricated with the inclusion of a top gate (Figure 3.37), with 

the intention of providing the ability of the gate to influence the carrier concentration 𝑛𝑒 , 

and therefore modify the plasmonic characteristics of the sample. Furthermore, to 

investigate this TI sample in more depth, the coherent system of Chapter 3 was 

employed, with the aim of mapping  both magnitude and phase parameters that may 

more clearly reveal the presence of SPPs [208]. 

An initial concern with this sample was the possibility of shielding by the top gate layer 

which, although thin (~ 5‒10 nm), could inhibit the excitation and imaging of SPPs on 

the TI surface. This is also compounded by the additional 25 nm of dielectric above the 

TI material, which, whilst may help preserve the TI surface, may also contribute to 

shielding effects.  

 It is known that the s-SNOM technique has the ability to probe the field below the surface 

of a sample, the depth of which is dependent on the tip tapping amplitude [151], [232].  

 

Figure 4.37 – Scanning area schematic of gated Hall bar Bi2Se3 sample. Omitted are the Au 

wires which connect to the Au contacts (yellow) and bottom gate (blue) to provide a bias 

across the TI.  
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To determine the extent of this effect, both single frequency (𝜈 = 3.45 THz) and AFM 

images were taken of a 2D area of the sample. These images comprised a scan area 

orientated perpendicular to the length of the Hall bar, including: a portion of the 

substrate, a portion of the gate layer overhanging the TI and a portion of the gated TI bar 

(as shown in Figure 4.37). This measurement was taken using p-polarised radiation, 

over an area of 40 µm x 14 µm, with a pixel resolution of 200 nm. A tip tapping amplitude 

of 𝐴 ~ 150 nm and pixel scanning time of  𝑇𝑠𝑐𝑎𝑛 = 150 ms was used.  An exemplar THz 

image taken at the 𝑛 = 3 harmonic of the tip tapping frequency and the corresponding 

topography from AFM are shown in Figures 4.38a and 4.38b, respectively. 

 

Figure 4.38 – (a) 3𝛺 THz and (b) topology of the gated Hall bar sample, measured in the 

scanning area shown in Figure 4.37.  

In order to identify the position of the boundaries of the sample layers, the images of 

Figure 4.38 were averaged in the x-direction to obtain the values displayed in Figures 

4.39a and b.   

 

Figure 4.39 – (a) Horizontally averaged values from Figure 4.38a and (b) horizontally 

averaged values from Figure 4.38b.  
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The location of the material boundaries can be confirmed from the AFM image (Figure 

4.39b) as follows: 𝑦 ~ 26.5 – 40 µm for the substrate region; 𝑦 ~ 15.5 – 26.5 µm for the 

substrate + NiCr region; and 𝑦 ~ 26.5 – 40 µm for the substrate + Bi2Se3 + NiCr region, to 

which the THz image (Figure 4.39a) can be compared. From this comparison, the 

contrast between the near-field signals between each of the material areas shows the 

viability of probing the TI underneath the NiCr gate layer. Therefore, in a similar manner 

to that seen in Chapter 3 Section 3.5.2, a 22-µm-long 1D coherent measurement of the 

sample was taken along the long axis of the imaging area shown in Figure 4.37.  

To calibrate this measurement, the microscope was aligned with the tip in proximity to 

the TI and a set of interferometric fringes were generated by stepping the driving current 

in the range 500 mA to 700 mA. From this measurement the range of currents 

corresponding to a single fringe were chosen as  𝐼𝑠𝑡𝑎𝑟𝑡 = 540 mA to 𝐼𝑒𝑛𝑑 = 582 mA, as 

shown in Figure 4.40. Within this current range 𝑁 = 8 current steps were chosen for 

coherent imaging, according to Equation 3.16.  

 

Figure 4.40 – Single interferometric fringe generated by current step between 540 – 582 

mA, performed in a similar manner to that shown in Chapter 3.  

For coherent imaging, a lock-in time constant of 𝑇𝐿𝐼 = 200 ms, current-step delay of 𝑇2 = 

400 ms, and s-SNOM scanning time of 𝑇𝑠𝑐𝑎𝑛 = 4 s was chosen to allow for ample sampling 

time of the self-mixing signal, which was measured at the 𝑛 = 3 harmonic of the tip 

tapping frequency (~ 80 KHz). The scan was 22 µm long with a pixel size 0.2 µm, 

beginning at the substrate region and measuring perpendicular to the length of the Hall 

bar, across the material boundaries depicted in Figure 4.39. The total scan time was 7.3 

minutes.  This process was repeated for a range of gate voltages 𝑉𝑔 between +5 and -5 V.  
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The GPSA of Chapter 3 was then used to extract the amplitude 𝛽𝑚 and phase 𝜙𝑚 of the 

self-mixing signal at each pixel, which are determined from Equations 3.9 and 3.10 

respectively. An example of the 𝛽𝑚 and 𝜙𝑚 values for the case 𝑉𝑔 = 0 V can be seen in 

Figure 4.41. For the results presented in Figure 4.41 and 4.42, the first data point 

corresponds to the pixel measured at the start of the TI region of the sample determined 

from Figure 4.39.  

 

Figure 4.41 – Magnitude (a) and phase (b) extracted using the GPSA of Chapter 3 from a 

1D coherent measurement scan of the gated Hall bar TI sample with 𝑉𝑔 = 0 V. 

Furthermore, shown in the red trace of Figure 4.42 is this self-mixing signal plotted in 

the complex plane, wherein the real part of the field is obtained from 𝛽𝑚 cos𝜙𝑚 and the 

imaginary part from 𝛽𝑚 sin𝜙𝑚. It can be seen that the near-field signal describes a spiral 

about the complex offset 𝐶. This offset accounts for the spatially constant signal due to 

the tip-dipole interaction and corresponds to the term 𝛽𝜀𝑒
−𝑖𝜙𝜀  described in Equation 

3.18. Very similar signatures have been observed in the literature [208], and are 

indicative of the presence of a strongly damped SPP propagating on the surface of the TI.  
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Figure 4.42 – 𝑉𝑆𝑀 signal of Figure 3.41 plotted in the complex plane with (red) and without 

(blue) the offset 𝐶 according to Equation 4.13.  

The spiral trends present in the data of Figure 4.42 mimic the form according to Equation 

4.13, 

𝛽𝑚(𝑥)𝑒−𝑖𝜙𝑚(𝑥) = 
𝐴𝑒2𝑘𝑆𝑃𝑃𝑖𝑥

√2𝑥
+ 𝐶 4.13 

where 𝐴 is a complex fitting factor. 

By removing the offset 𝐶  and taking the real part of the field, Equation 4.14 can be 

obtained. This equation is then fitted to the experimental data (shown in the blue trace 

of Figure 4.42 following subtraction of the complex offset 𝐶), from which the SPP 

propagation length and wavelength can be obtained.  

𝑅𝑒[𝛽𝑚(𝑥)𝑒−𝑖𝜙𝑚(𝑥)] =  
𝐴

√2𝑥
cos(2𝑥𝑘𝑆𝑃𝑃) 𝑒−

2𝑥
𝐿  4.14 

Analysis of the results presented in Figure 4.43 give very similar plasmon wavelengths 

for both 𝑉𝑔 = 0 V and 𝑉𝑔 = 2.5 V as 𝜆 ~ 4 µm, which is also very close to the plasmon 

wavelength predicted by the simulations of Figure 4.27. The values obtained for the 

plasmon propagation length (𝐿𝑉𝑔=0 = 24.6 µm and 𝐿𝑉𝑔=2.5 = 15.2 µm) are somewhat 

larger than those predicted from the simulations of Figure 4.27. However, it is possible 

that due to the strong dependence on x arising from the factor 1 √2𝑥⁄ , as described by 

Equation 4.14, the plasmon propagation length obtained from the fits to these results 

and each of the other gate biases is unreliable.   
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Figure 4.43 – Real part of the SPP field (blue) with Equation 4.14 (red) for coherent 

measurements of the gated TI using 𝑉𝑔 = 0 V (a) and 𝑉𝑔 = 2.5 V (b).  

This analysis was performed for each measurement with a different 𝑉𝑔. The SPP 

wavelength for each of the measurements varying 𝑉𝑔 are presented in Figure 4.44. 

 

Figure 4.44 – SPP wavelength extracted using Equation 4.13 for coherent measurements of 

the gated TI sample using a range of gate voltages 𝑉𝑔 = -5 – 5 V. 

From Figure 4.44, it can be seen that the plasmon wavelength values extracted from each 

of the measurements are very similar. This suggests that the SPP behaviour in this 

sample does not tune with gate bias. In fact, this corroborates the findings from an 

investigation of this sample presented in [21], which shows that the value of 𝑉𝑔 does not 
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appear to affect the carrier concentration, and causes very minimal change to its 

mobility.  

This effect has, however, been accomplished in several other studies [173], [175], [233]. 

In order to modulate the surface carrier concentration, a dual gate approach is theorised, 

so that the density of the top and bottom surfaces of the TI can be tuned simultaneously, 

as explored in [173] and [233]. Additionally, the dimensions of the sample may also be 

adjusted, to reduce screening effects by the bulk, as seen in [175]. 

 

4.7 Summary 

This chapter has investigated the examination of topological insulator materials with 

THz frequency radiation. The mechanisms that give rise to the unique properties of TI 

materials, such as Bi2Se3 have been explored. To understand the light-matter interaction 

of a thin film TI sample, a Drude-Lorentz model has been used to predict the nature of 

surface plasmon polaritons at and beyond THz frequencies. By using this model, the 

dispersion relation and key parameters of SPPs, including wavelength and propagation 

length, can be predicted. This allowed the variation of these parameters with a number 

of sample and material parameters, including carrier density, film thickness and Fermi 

energy to be explored. Furthermore this model was used to predict key parameters of 

SPPs supported by several experimental samples of bismuth-based TI films, over a range 

of frequencies, with material parameters acquired via THz-TDS analysis of these 

materials.  

Furthermore, near-field 2D imaging of these samples has been performed using the 

aforementioned THz-s-SNOM system. From the TI film samples, the influence of the 

substrate surface has been observed as well as the effects of thermal drift of the laser, 

which both pose significant challenges when imaging these materials. Additionally, a 

patterned sample of Bi2Se3, comprising a series of ribbons varying in width was imaged 

in a similar manner, as an alternative means of exciting SPPs, with the optimum width 

calculated from a theoretical analysis of the structure.   

Finally, the coherent THz imaging technique described in Chapter 3 was employed to 

measure a Bi2Se3 film incorporating a top gate. This sample was first imaged using single 

frequency THz-s-SNOM to determine the viability of measuring the TI through the NiCr 

gate. Subsequently 1D coherent near-field images of the sample were obtained, for a 

range of gate voltages. By evaluating the resulting near-field signal in the complex plane, 
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it was shown that a surface plasmon polariton has been successfully launched and 

measured using this technique.  

The work presented in this Chapter shows, for the first time, the possibility of imaging 

THz SSPs on TI samples, even with the presence of a top-gate. This opens the way for the 

investigation and near-field imaging of electrically tunable THz SPPs in TIs.  
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Chapter 5  

THz spoof surface plasmons on 

waveguide structures 
 

5.1 Spoof plasmons and metamaterials  

For most metals, their bulk plasma frequency 𝜔𝑝 lies in the UV regime, and plasmonic 

effects are therefore theoretically limited to high frequencies. At lower frequencies, the 

real and imaginary part of the permittivity 𝜀′ and 𝜀′′ are larger, which allows the 

permittivity to be dominated by the conductivity 𝜀 ~ 𝑖𝜎/𝜔. This results in a rapid 

electron response to surface EM excitation, thereby minimising the effects of the EM field 

[116].  

For small enough frequencies, the material acts as a perfect electric conductor (PEC), the 

limit of which can be described by the skin depth (the depth at which an EM signal 

attenuates to 1/𝑒 of its original amplitude) of the material 𝛿 = 1/𝑘′′. Therefore, ratio 

between the skin depth and EM wavelength is, 

𝛿

𝜆
=  

1

2𝜋

1

𝜀(𝜔)′′
5.1 

since 𝑘 =  𝑘0√𝜀(𝜔).  

This relation is directly related to the impedance of the metal 𝑍(𝜔) = 1/√𝜀(𝜔). 

Therefore, it can be seen that the PEC approximation becomes more accurate for low 

frequencies as 𝜀(𝜔) →  ∞. Crucially, in this regime, there is extremely poor confinement 

of SPPs such that the electromagnetic field propagates as a weakly confined surface 

wave. 

To overcome this limitation and allow for light-metal confinement at lower frequencies, 

such as THz, a novel genre of material is required. In 2004, Pendry et al [234] proposed 

a metallic structure comprising an array of holes on the surface of a perfect conductor. 

Both the size and periodicity of the holes and array were subwavelength, resulting in an 
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enhanced surface impedance, allowing for confinement of long wavelength radiation to 

the surface.  

Materials such as these, which use artificial structures to augment their EM properties 

and mimic SPs are called Metamaterials. Consequently, the plasmonic modes that they 

support are called spoof surface plasmons (SSP), the dispersion relation of which 

depends on the geometry of the metamaterial rather than its atomic composition [235], 

[236].   

The work presented in [10], on which the remainder of this Chapter takes as a starting 

point, concerns, amongst other things, the design and characterisation of novel 

metamaterial geometries that can support SSPs, a summary of which is given in Section 

5.2.  

 

5.2 Overview of previous work  

5.2.1 PSP waveguide design 

It has been seen that light-matter confinement can be facilitated beyond its physical 

limits using structures such as metamaterials. By engineering specific geometries, 

waveguides that can support surface modes, henceforth known as spoof surface plasmon 

polaritons (SSPPs), can be achieved. SSPP propagation on such structures has been 

demonstrated in helically grooved ‘metawires’ [237] and periodic rows of ‘dominos’ 

[238], [239].  

Sub-wavelength confinement of radiation offers great promise of scalable plasmonic 

circuitry, leading to the development of nanometric optical devices [240], [241]. 

However, SSPPs are difficult to control when propagating in anything other than straight 

lines. One answer to this was the proposal of conformal surface plasmons (CSP) which 

are supported by ultra-thin, flexible waveguides and whose propagation can comply 

with surface curvature [242]. CSPs have been demonstrated at microwave, THz and mid-

infrared frequencies and have been used in many applications such as beam steering 

[243], [244], frequency manipulation [245], [246] and spoof plasmon 

propagation/amplification [247], [248].  

In previous work [10], a metamaterial waveguide was demonstrated, wherein an ultra-

thin CSP-supporting structure is placed on a rigid Si substrate, on which a type of SSPP 
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called a planar surface plasmon (PSP), owing to the thin nature of the waveguide, can 

propagate in the THz frequency range.  

This structure was analysed using the simulation software ANSYS HFSS, wherein its 

dispersion relation, out-of-plane electric field 𝐸𝑧, plasmon amplitude and propagation 

length, 𝑆21 parameters and cut-off frequency were determined.  

Taking inspiration from Shen et al [242], the PSP waveguide design (Figure 5.1 inset) is 

comb-shaped comprising a shaft, protruding perpendicular from which is a series of 

identical bars with length ℎ and periodicity 𝑑 (also referred to as the unit length). The 

distance between each bar is 𝑎 and the thickness of the whole structure is 𝑡. The 

waveguide material is gold and is placed on a silicon substrate with permittivity, 𝜀𝑠 =

 11.65. 

 

Figure 5.1 – Dispersion relation for fundamental mode of comb-shaped PSP waveguide (a) 

and normalised amplitude of the out-of-plane electric field of a unit cell obtained using FEM 

(b). Geometric parameters of the waveguide with 𝑤 = 1.07𝑑, 𝑎 = 0.73𝑑 and ℎ = 0.8𝑑 

where 𝑑 = 7.5 µm (a inset). Adapted from [10]. 

The dispersion relation for the fundamental mode of a simulated SSPP propagating along 

the x-direction of the structure with momentum 𝑘𝑥 was calculated using the eigenmode 

solver of the software ANSYS HFSS (Figure 5.1a). From Figure 5.1a, it can be seen that 

the dispersion relation for the PSP waveguide deviates from that of a free-space EM wave 

and therefore suggests that the waveguide supports the propagation of confined modes.  

The behaviour of the dispersion relation is determined by ℎ but, as explained in [242], 

not 𝑡, since the magnetic field remains unquantised from very large 𝑡 to almost zero 
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thickness. The dimension ℎ dictates the frequency 𝜔𝑐 = 
𝜋𝑐

2ℎ
  which determines the 

asymptote frequency of the PSP mode, whereas 𝑎 (and therefore 𝑑) dictates the 

waveguide cut-off frequency 𝑓𝑐 which increases with 𝑎. This cut-off arises due to the 

waveguide behaving as a low-pass filter, that is, for incident frequencies that lead to the 

condition 𝑘𝑥  >  𝜋 𝑑⁄ , the interaction enters the Bragg reflection regime in which no 

propagation mode is supported [249]. Considering the frequency of radiation with 

which this waveguide and the following structures comprising thereof would be 

analysed, as 3.45 THz, the waveguide dimensions were chosen to allow a free-space 

beam of this frequency to launch SSPPs on the surface with deep sub-wavelength 

confinement. As a result, the waveguide was designed to have dimensions 𝑑 = 7.5 µm, 

𝑎 = 5.5 µm, 𝑤 = 8 µm, ℎ = 6 µm and 𝑡 = 0.1 µm. This produced a waveguide with cut-

off frequency 𝑓𝑐  ~ 3.6 THz. 

The SSPP wave-vector 𝑘𝑥 was determined from the aforementioned simulations to be 

𝑘𝑥 = 3500 cm-1 for an excitation frequency of 𝑓0 = 3.45 THz. Given the SSPP wavelength 

as 𝜆𝑆𝑃 = 2𝜋 𝑘𝑥⁄ , this yielded a value of 𝜆𝑆𝑃 = 18 µm, corresponding to ~ 𝜆0/5.   

5.2.2 Wave port simulations 

To capture the nature of SSPPs propagating along the PSP waveguide described above, 

the out-of-plane electric field 𝐸𝑧 and scattering 𝑆21 parameter were simulated by 

launching an SSPP from one end to the other of a 208 µm long rendition of the structure, 

using the wave port simulation environment of ANSYS HFSS (Figure 5.2).  

 

Figure 5.2 – ANSYS HFSS wave port simulation environment for PSP waveguide with SSPP 

propagating from port 1 and detected at port 2. Adapted from [10]. 
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Figure 5.3 shows the real part of the resulting z-component of the field 𝐸𝑧 at the surface 

of the waveguide for an excitation frequency of 3.45 THz, which clearly depicts a periodic 

oscillation of the field from +𝐸𝑧 to −𝐸𝑧 along the x-direction. Additionally, the field 

appears to decay with distance along the x-direction owing to ohmic losses.  

 

Figure 5.3 – Real part of the out-of-plane electric field 𝐸𝑧 (MV/m) on the surface of a 208 

µm long PSP waveguide, captured from the simulation environment of Figure 5.2. Adapted 

from [10]. 

To extract the SSPP parameters, the field within each bar was spatially averaged and 

collectively plotted, fitted to which was Equation 5.2 (Figure 5.4). The SSPPs are 

modelled as bound propagating surface waves with out-of-plane field 𝐸𝑧, wave-vector 

𝑘𝑥 and propagation length 𝐿𝑝. As such, Equation 5.2 describes a time-independent, 

single-mode, exponentially decaying sinusoidal function with initial amplitude 𝐸0, 

phase 𝜃 and propagation length 𝐿𝑝.  

𝐸𝑧 = 𝐸0 cos(𝑘𝑥𝑥 − 𝜃) exp (
−𝑥

𝐿𝑝
) 5.2 

From the extracted SSPP wave vector value of 𝑘𝑥 = 3350 cm-1, the SSPP wavelength was 

calculated to be 𝜆𝑆𝑃 ~ 18.75 µm, which agrees well with that predicted in Figure 5.1.  

In this previous work it was also observed that a significant proportion of the energy of 

the SSPP that reached the end was reflected back along the waveguide, due to an 

impedance mismatch experienced by the SSPP at this boundary, producing a standing 

wave. This has been considered when designing and analysing more complex structures, 

such as that seen in Section 5.3. 
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Figure 5.4 – (Blue) Averaged 𝐸𝑧 values for each bar of the PSP waveguide extracted from 

Figure 5.2. (Red) Equation 5.2 with fitting parameters of 𝐸0 = 11 MV/m, 𝑘𝑥 = 3350 cm-1, 

𝜃 = 1.2 rad and 𝐿𝑝 = 75 µm. Adapted from [10]. 

 

5.2.3 Free-space excitation simulations  

In order to improve coupling of an incident beam to the SSPP mode of the PSP waveguide, 

a grating structure was designed to provide momentum matching [250]. The optimum 

grating period to achieve this can be found using Equation 5.3,  

𝑘𝑧 = 𝑘0 sin𝜃𝑖 + 𝑞𝒌 5.3 

where 𝑘𝑧 is the in-plane component of the incident photon momentum after interacting 

with the grating, 𝑘0 is the free-space wave vector, 𝑞 is the order of diffraction, 𝜃𝑖 is the 

angle that the incident beam makes with respect to the in-plane x-direction, and 𝒌 =

 2𝜋 𝛼⁄ , where 𝛼 is the grating period. 

By setting 𝑘𝑧 to equal the SSPP wave vector 𝑘𝑆𝑃 and 𝑞 = 1, then from Equation 5.3 we 

obtain,  

2𝜋

𝜆𝑆𝑃
= 

2𝜋

𝜆0
sin 𝜃𝑖 +

2𝜋

𝛼
5.4 
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since 𝜆0 ≫ 𝜆𝑆𝑃, it can therefore be seen that optimum coupling occurs for 𝛼 ≈ 𝜆𝑆𝑃. 

Nevertheless, the grating structure dimensions have been fully optimised previously 

through numerical simulations in HFSS, the details of which can be found in [10], [22]. 

To summarise, it was determined that, for s-polarised excitation under oblique 

incidence, the presence of the grating improved the coupling strength by over 200 %. 

The optimised grating (Figure 5.5a) has total length 𝐿𝑔 ~ 𝜆0 = 87 µm, slit length 𝐿𝑠 = 25 

µm and distance to the waveguide 𝑔𝑜𝑓𝑓 = 10 µm.  

 

Figure 5.5 – (a) Schematic diagram of grating structure with period 𝛼 = 20 µm, length 

𝐿𝑔 ~ 87 µm, offset 𝑔𝑜𝑓𝑓 = 10 µ and slit length 𝐿𝑠 = 25 µm. (b) Schematic diagram of the 

208 µm PSP waveguide integrated with the grating of (a). Adapted from [10]. 

Free-space excitation simulations of the aforementioned 208 µm PSP waveguide, 

incorporating this grating structure at one end, were then performed using HFSS. The 

simulation environment comprised the waveguide place on the surface of a silicon 

substrate with thickness 𝑡 = 50 µm. The environment boundaries were defined with 

perfectly-matched layers (PML) which were used to absorb reflections and scattered 

components of the incident field, mimicking an infinite space. The incident plane was 

placed 174 µm above the substrate emitting a frequency of 3.45 THz. The incident 

electric field 𝐸0 is in the x-direction when s-polarised and the angle of incidence with the 

surface normal of the free-space beam 𝑘0 is 𝜃𝑖 = 540 under oblique incidence, which was 

chosen to match the illumination geometry of the THz-s-SNOM. Figure 5.6 shows this 

beam orientation that was used in the free-space excitation simulations of the waveguide 

structure.  
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Figure 5.6 – S-polarised simulation orientation showing direction of incident beam wave 

vector 𝑘0 and electric field 𝐸0 with respect to the waveguide structure. Adapted from [22]. 

The primary difference with these simulations compared to that of Section 5.2.2 is that 

the free-space excitation permits the launching of SSPPs at both ends of the waveguide. 

Therefore, the structure’s length (208 µm) was chosen to be sufficiently long so that each 

SSPP had significantly attenuated before reaching the other, reducing interference and 

simplifying analyses. Figure 5.7 displays the free-space beam simulation results for an 

oblique incident angle using s-polarised radiation. With this beam orientation, the beam 

propagation direction is perpendicular to the length of the waveguide, which leads to the 

phase of the beam being the same across the whole structure.  

Furthermore, the field of the beam has a component in the x-direction which will polarise 

the bars. The evaluation of this simulation data comprised the real part of the electric 

field 𝑅𝑒(𝐸𝑧) averaged for each bar plotted and fitted to Equation 5.2 for both the SSPPs 

launched from both the left and right ends of the waveguide (i.e. with and without 

grating). Figures 5.7b and c summarise these results, which show a clear oscillating 

electric field propagating from both sides of the waveguide. The fitted wave-vector 

agreed well with that determined from the wave-port simulation and yielded a value of 

𝑘𝑥  ~ 3600 cm-1. However, the propagation length appears to be shorter than expected 

𝐿𝑝 ~ 60 µm. Despite the length of the waveguide, this was attributed to interference 

between the two counter-propagating SSPPs.  
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Figure 5.7 – (a) Simulated real part of the out-of-plane field 𝐸𝑧 on the surface of a 208 µm-

long PSP waveguide excited by an s-polarised 3.45 THz incident beam. Spatially averaged 

values of 𝐸𝑧 per bar for the area 𝑥 = 0 – 104 µm (b) and 𝑥 = 104 – 208 µm (c), fitted to 

which is Equation 5.2 with fitting parameters 𝐸0 = 3 ± 0.18 (arb), 𝑘𝑥 = 3600 cm-1 and 𝐿𝑝 =

 60 µm. Adapted from [22]. 

 

5.2.4 Experimental results 

To confirm the excitation of SSPPs in the PSP waveguide and grating design described in 

the previous Sections, a 208-µm-long PSP waveguide structure with the grating of Figure 

5.5a, was fabricated and measured using THz-s-SNOM. Figure 5.8 shows a 3.45-THz 

image of the sample obtained by s-SNOM, in which the waveguide was excited with s-

polarised radiation and the signal is derived from the 𝑛 =  2 harmonic of the self-mixing 

voltage. Figures 5.8b and c show the spatially-averaged values of field plotted as a 

function of distance from each end of the waveguide along with the numerical fits to 

Equation 5.2 (red lines). From this experimental investigation, values of 𝑘𝑆𝑃 = 4180 cm-

1 and 𝐿𝑝 = 51 µm were obtained, in reasonable agreement with the simulations of the 

same structure. This suggested that the electric field associated with SSPPs on the 

waveguide obtained in Sections 5.2.2 and 5.2.3 have been experimentally confirmed. By 

proving that this structure can adequately support SSPPs, it was then used in the design 

of a more complex, dual-waveguide coupling structure described in Section 5.2.5.  
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Figure 5.8 – (a) THz image of a portion of the PSP waveguide obtained by THz-s-SNOM, in 

which the signal is derived from the 𝑛 = 2 harmonic of 𝑉𝑆𝑀. Spatially averaged values of 𝐸𝑧 

per bar for the area 𝑥 = 0 – 104 µm (b) and 𝑥 = 104 – 208 µm (c), fitted to which is 

Equation 5.2.  

  

5.2.5 Directional coupling waveguides 

Advancements in the field of plasmonics have inspired a study of nanophotonic 

integrated circuits, allowing the compact size of electronic circuits to be combined with 

the large bandwidth of plasmonics. Such technology requires a variety of basic 

components, such as wavelength filtering/separation mechanism and plasmonic 

power/beam splitters. This mechanism can be realised in devices such as direction 

couplers (DC) [251]–[256]. This device is the subject of Chapter 6 of [10] (an overview 

of which is given below) and the rest of this Chapter.  

The DCs proposed in [10] were designed to operate in the THz range but were inspired 

by earlier designs that operated in the microwave region [246], [257], [258]. The device 

comprises three main sections: the excitation region, wherein a SSPP is generated by 

coupling of light to a waveguide WG1, the interaction region, within which a sharing of 

the energy between WG1 and second waveguide WG2 occurs, and the S-bend region, 

consisting of additional waveguides attached at an angle to the end of WG1 and WG2 to 

enable a physical separation the SSPPs (Figure 5.9). The distance between WG1 and WG2 

is 𝑔 and the length of the interaction region is 𝐿. Both of these parameters determine the 

amount by which the energy is transferred between the two waveguides. The DC devices 
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displayed here are based on the PSP waveguide design described earlier. For the sake of 

the work presented later in this Chapter, this review will focus on the excitation and 

interaction regions.  

 

Figure 5.9 – Schematic of the DC structure showing the three regions of interest. The 

structure is designed so that SSPPs are launched at the beginning of WG1 and couple to 

WG2 within the interaction region. Adapted from [10]. 

For sufficiently small 𝑔, this type of waveguide structure supports both even and odd 

SSPP modes. Figure 5.10 shows the dispersion relations of even and odd SSPP modes on 

the surface of DC structures with a variety of 𝑔 values. Additionally shown are an 

example of the simulated field of an even and odd SSPP mode for a unit section of WG1 

and WG2.  

Figure 5.10a shows that the wave vectors of the even SSPP mode 𝑘𝑥𝑒 and odd SSPP mode 

𝑘𝑥𝑜 are not equal. This causes even and odd SSPP modes propagating on the DC to 

interact either constructively or destructively, depending on their relative phases, 

determining the distribution of the energy associated with the SSPPs into either WG1 or 

WG2. For certain positions along the x-direction within the interaction zone, the even 

and odd modes will be in phase, leading to the sum of the fields on WG1 to be a maxima 

and the sum of those on WG2 to be zero. For other positions along the interaction region, 

the opposite of this is true. The total energy transfer from WG1 to WG2 is dependent on 

the coupling length 𝐿𝑐 which can be expressed as,  

𝐿𝑐 = 
𝜋

𝑘𝑥𝑒 − 𝑘𝑥𝑜
5.5 

It can be seen from Figure 5.10a the difference between the wave vectors of the even and 

odd modes 𝛥𝑘 (the denominator of Equation 5.6) decreases with increasing 𝑔. Using 

Equation 5.6, the coupling length 𝐿𝑐  for maximum energy transfer from WG1 to WG2, 
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with 𝑔 = 0.5 µm and with an excitation frequency of 3.45 THz, was found to be 𝐿𝑐 = 73 

µm.  

 

 

Figure 5.10 – (a) Dispersion relation for even (solid) and odd (dashed) SSPP modes on DC 

structures with varying 𝑔 values. (a, inset) Part of the dispersion relations of (a) cropped 

to the 𝑘𝑥 values of interest. Real part of the out-of-plane field 𝐸𝑧 of the SSPP even (b) and 

odd (c) modes obtained via FEM simulations of a DC structure with 𝑔 = 0.5 µm. Adapted 

from [10]. 

To further investigate the coupling strength dependence on 𝑔, DC structures with 73 µm 

long interaction regions and various 𝑔 values between 0.5 – 5 µm were subject to wave-

port simulations in ANSYS HFSS, analogous to those seen in Section 5.2.2. The 

waveguides of the DC structures were designed with period 𝑑 = 7.5 µm, groove width 

𝛼 = 5.5 µm, width 𝑤 = 8 µm, height ℎ = 6 µm and thickness 𝑡 = 0.1 µm. The excitation 

region, at the beginning of WG1 was 22.5 µm long, which was chosen to ensure that, in 

both the simulations and, later, experimental devices, there is no unwanted excitation of 

SSPPs at the beginning of WG2. Despite these efforts, it will be seen that this problem 

still occurs and is the subject of rectification in Section 5.3 and onwards.  
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Figure 5.11 – Magnitude (upper) and real part of the out-of-plane electric field (lower) on 

the surface of the DC structures obtained via wave port simulations. (a) 𝑔 = 0.5 µm, (b) 

𝑔 = 0.7 µm, (c) 𝑔 = 1 µm, (d) 𝑔 = 1.5 µm and (e) 𝑔 = 5 µm. Adapted from [10]. 

From Figure 5.11, it can be seen that for all values of 𝑔, SSPPs are expectedly launched 

at the beginning of WG1. For large values of 𝑔, the magnitude of the SSPP field remains 

and decays in WG1 and very little energy is transferred to WG2 within the IR. However, 

for small values of 𝑔, the SSPP field decays quicker in WG1 as almost all of the power 

transfers to WG2.  

In previous work [10], free-space simulations and experimental measurements of these 

structures were then carried out. However the results were mostly inconclusive and 
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difficult to analyse/interpret for various reasons. Firstly, simulations and experiments 

were only performed for p-polarised excitation. This introduces difficulties whereby the 

out-of-plane field 𝐸𝑧 contains contributions from not only the SSPP mode supported by 

the waveguide but also the charge distribution induced directly by the obliquely incident 

THz field, whereby the stubs of the waveguide structure behave as electrically short 

dipoles. This makes analysis of the SSPP modes more difficult. Also, although p-polarised 

excitation has been shown to excite SSPPs on similar structures [22], s-polarised 

excitation is expected to couple more efficiently to SSPPs. In the following Sections, this 

is addressed by studying these structures both theoretically and experimentally using s-

polarised radiation.  

Furthermore, it was found that SSPPs were excited directly by the free-space beam at 

the start of WG2, as well as at the ends of both WG1 and WG2 whereas the intention was 

only to excite SSPPs directly in WG1. This made it very difficult to interpret how SSPPs 

behaved in the interaction region of the DC structures. This is addressed in the following 

Sections with the proposal of waveguide terminations designed to inhibit SSPP 

excitation, which are investigated theoretically and experimentally.  

 

5.3 Improved DC design 

In order to prevent complications arising from unwanted excitation of SSPPs, an 

improved DC structure was theorised that would supress launching of SSPPs in these 

regions. This design would incorporate a small device affixed to the beginning of WG2 

and/or the end of WG1 and WG2, which are intended to modify the 

scattering/diffraction of light from the waveguide edge, the interaction between which 

is responsible for providing the momentum mismatch required to excite SSPP modes. 

The following Sections detail an investigation of various devices intended to achieve 

such, referred to hereafter as “waveguide terminations”. For simplicity, this study 

involves s-polarised free-space excitation simulations of the terminations affixed to one 

end of the asymmetric PSP waveguide of Section 5.2, to allow for ease of analysis and 

direct comparison between the performances of each design. Later, a redesigned DC 

structure encompassing the best performing termination design is evaluated both 

theoretically and experimentally.  

For the initial free-space simulations, the incident plane was placed 174 µm above the 

substrate and launched an s-polarised plane wave at a frequency of 3.45 THz, which was 
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obliquely incident on the structure at an angle of 𝜃𝑖 = 540 (Figure 5.6). The structure 

itself comprised a termination affixed to the left-hand side of the PSP waveguide, where 

𝑥 = 0 µm. Similarly to that described in Section 5.2.3, the waveguide was 208 µm in 

length, to ensure significant attenuation of the SSPPs launched from either end, with 

dimensions 𝑑 = 7.5 µm, 𝑎 = 5.5 µm, 𝑤 = 8 µm, ℎ = 6 µm and 𝑡 = 0.1 µm.  

To determine the effectiveness of each termination design, the magnitude of the out-of-

plane electric field |𝐸𝑧| was spatially averaged within each of the 27 bars. The field 

strength of the first (𝑛 = 1) and last (𝑛 = 27) bars of the waveguide were then compared. 

This method was seen as a good metric by which to measure the success of each design, 

since the symmetry of the waveguide would suggest that the field due to the SSPP excited 

at bar 27 of the structure is identical to that which would be excited at bar 1 without the 

presence of the termination. Therefore, the value of 𝜀 = |𝐸𝑧,𝑛=1| |𝐸𝑧,𝑛=27|⁄  should 

indicate the effectiveness of the design for each simulation, where a value of 𝜀 = 1 would 

be expected for no termination present and a value of 𝜀 = 0 would be an idealised 

termination design.  

5.3.1 Ring termination design  

These designs comprise a ring with outer diameter 𝐷 = 7.5 µm and inner diameters 𝑑 

varying from 0 – 5.5 µm (where at 𝑑 = 0 µm, the design becomes a solid circle with 

diameter 7.5 µm). The waveguide end is embedded on the right-hand side of each of the 

rings where it protrudes a small distance into the annulus, and is positioned so that the 

vertical centre of the 2 µm wide waveguide shaft is in line with the centre of the ring. The 

material of the ring is gold and has thickness 𝑡 = 0.1 µm to match the thickness of the 

waveguide. Both the ring and waveguide are in the same position in the z-plane. Due to 

technical limitations, the circularity of the design was approximated with a regular 

icositetragon. Figure 5.12 displays each design. 
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Figure 5.12 – Ring termination designs schematics. (a) 𝑑 = 0 µm, (b) 𝑑 = 1.5 µm, (c) 𝑑 =

 2.5 µm, (d) 𝑑 = 3.5 µm, (e) 𝑑 = 4.5 µm and (f) 𝑑 = 5.5 µm.  

Figure 5.13 shows the magnitude of the out-of-plane electric field |𝐸𝑧| for the waveguide 

simulated under the conditions described above, for each of the designs displayed in 

Figure 5.12. 

 

Figure 5.13 – Magnitude of out-of-plane electric field for PSP waveguide with ring 

terminations acquired via free-space excitation simulations. (a) 𝒅 = 0 µm, (b) 𝒅 =

 1.5 µm, (c) 𝒅 = 2.5 µm, (d) 𝒅 = 3.5 µm, (e) 𝒅 = 4.5 µm and (f) 𝒅 = 5.5 µm.  

By averaging the field in each bar, the values of |𝐸𝑧,𝑛=1| and |𝐸𝑧,𝑛=27| can be extracted, 

from which the 𝜀 value can be determined for each design. These values are plotted in 

Figure 5.14, from which it can be seen that every design was somewhat effective at 
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inhibiting SSPP excitation (i.e. 𝜀 < 1), with the designs with 𝑑 = 1 µm and 𝑑 = 3 µm 

performing the best.  

 

Figure 5.14 – Comparison of the performance of the ring termination designs.  

 

5.3.2 Tapered termination design  

These designs have a triangular shape where the waveguide is attached at the base. 

There are four tapered designs which comprises isoscele triangles with height ℎ and 

base length 𝑏, wherein the base joins the waveguide at the first bar (𝑛 = 1) and 

protrudes in the x-direction. The two base lengths are 𝑏 = 2 µm and 𝑏 = 8 µm, and the 

two heights are ℎ = 7.5 µm and ℎ = 15 µm, combinations of which make the four 

designs. Each design has thickness 𝑡 = 0.1 µm. Figure 5.15 displays each of the tapered 

designs.  
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Figure 5.15 – Tapered termination design schematics. (a) ℎ = 7.5 µm, 𝑏 = 8 µm, (b) ℎ = 15 

µm, 𝑏 = 8 µm, (c) ℎ = 7.5 µm, 𝑏 = 2 µm and (d) ℎ = 15 µm, 𝑏 = 2 µm.  

Figure 5.16 shows the magnitude of the out-of-plane electric field |𝐸𝑧| for the waveguide 

simulated under the conditions described above, for each of the designs displayed in 

Figure 5.15. 

 

Figure 5.16 – Magnitude of out-of-plane electric field for PSP waveguide with tapered 

terminations acquired via free-space excitation simulations. (a) ℎ = 7.5 µm, 𝑏 = 8 µm, (b) 

ℎ = 15 µm, 𝑏 = 8 µm, (c) ℎ = 7.5 µm, 𝑏 = 2 µm and (d) ℎ = 15 µm, 𝑏 = 2 µm. 

By averaging the field in each bar, the values of |𝐸𝑧,𝑛=1| and |𝐸𝑧,𝑛=27| can be extracted, 

from which the 𝜀 value can be determined for each design. These values are plotted in 

Figure 5.17, from which it can be seen that only the design b and d appear to perform as 

intended, with designs a and c actually improving the coupling efficiency of the incident 

field to the SSPP modes.   
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Figure 5.17 – Comparison of the performance of the tapered termination designs.  

 

5.3.3 Extension termination design  

The extension design is the simplest of the terminations exhibited in this Chapter. They 

consist of a bar with width equal to the width of the waveguide shaft, attached to the end 

of the waveguide shaft, which extends into the x-direction. The designs vary only by bar 

length 𝐿 which ranges from 5 – 20 µm. The waveguide shaft, without the addition of a 

termination, extends a distance of 5.5 µm from the first bar in the x-direction, which 

defines the start of the waveguide. The termination length 𝐿 is therefore defined as the 

distance between the end of the structure and the beginning of the waveguide. The 

dimensions of these designs can be seen in Figure 5.18. 

 

Figure 5.18 – Extension termination design schematics. (a) 𝐿 = 5 µm, (b) 𝐿 = 10 µm, (c) 

𝐿 = 15 µm and (d) 𝐿 = 20 µm.  
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Figure 5.19 shows the magnitude of the out-of-plane electric field |𝐸𝑧| for the waveguide 

simulated under the conditions described above, for each of the designs displayed in 

Figure 5.18. 

 

Figure 5.19 – Magnitude of out-of-plane electric field for PSP waveguide with tapered 

terminations acquired via free-space excitation simulations. (a) 𝐿 = 5 µm, (b) 𝐿 = 10 µm, 

(c) 𝐿 = 15 µm and (d) 𝐿 = 20 µm. 

By averaging the field in each bar, the values of |𝐸𝑧,𝑛=1| and |𝐸𝑧,𝑛=27| can be extracted, 

from which the 𝜀 value can be determined for each design. These values are plotted in 

Figure 5.20, which show that each design performs as intended, designs b and d far out 

performing designs a and c.  

 

Figure 5.20 – Comparison of the performance of the extension termination designs. 

 

5.3.4. Grating termination design  

Section 5.2.4 outlines the use of a grating structure with specific dimensions to enhance 

the coupling of light to the SSPP mode. It was theorised that using a similar structure 

with different dimensions or orientation could inhibit this coupling. The gratings 
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considered here comprise a series of unattached stacked bars, individually measuring 

16 µm x 0.5 µm x 0.1 µm. The designs include gratings with bars orientated 

perpendicular (y-direction) and parallel (x-direction) to the waveguide, with both 

regular grating periods where 𝛼 = 0.5 µm, and irregular grating periods where 𝛼 ranges 

from 0.5 – 2.5 µm. In both orientations, the grating is offset from the centre of the 

waveguide and the distance from the waveguide to the grating is 𝑔𝑜𝑓𝑓 = 0.5 µm. In 

comparison to the gratings of Section 5.2.4, the dimensions of these terminations are 

well outside of the optimum coupling design and therefore should discourage SSPP 

excitation. Figure 5.21 shows the grating designs.  

 

Figure 5.21 – Grating termination design schematics. (a) 𝑎 = 0.5 µm parallel, (b) 𝑎 =

 various parallel, (c) 𝑎 = 0.5 µm perpendicular and (d) 𝑎 = various parallel.   

Figure 5.22 shows the magnitude of the out-of-plane electric field |𝐸𝑧| for the waveguide 

simulated under the conditions described above, for each of the designs displayed in 

Figure 5.21.  

By averaging the field in each bar, the values of |𝐸𝑧,𝑛=1| and |𝐸𝑧,𝑛=27| can be extracted, 

from which the 𝜀 value can be determined for each design. These values are plotted in 

Figure 5.23, from which it can be seen that both perpendicular orientated designs were 

effective at inhibiting the excitation of SSPP modes. Perhaps surprisingly, the parallel 

orientated gratings greatly improved SSPP coupling. This may be due to the 16 µm length 

of each bar of the grating providing a momentum mismatch that improves coupling, in a 

similar manner to the coupling enhancement structure of Figure 5.5, but with a period 
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of 𝛼 = 16 µm, which is close to 𝛼 ~ 𝜆𝑆𝑃. An investigation of this design for different bar 

lengths may be explored in future work.   

 

Figure 5.22 – Magnitude of out-of-plane electric field for PSP waveguide with grating 

terminations acquired via free-space excitation simulations. (a) 𝑎 = 0.5 µm parallel, (b) 

𝑎 = various parallel, (c) 𝑎 = 0.5 µm perpendicular and (d) 𝑎 = various parallel.   

 

Figure 5.23 – Comparison of the performance of the grating termination designs. 

 

5.4 Nickel waveguide terminations 

5.4.1 Wave port comparison 

It was theorised that using a material other than gold would improve the performance 

of the terminations. It is known that in the THz range, nickel is a strong absorber and has 

previously been used as such [259]–[261]. To quantify this, wave port simulations were 

performed of 100-nm-thick nickel versions of the PSP waveguide of Section 5.2. The 

simulations environment was identical to that used to simulate the gold PSP waveguide 

in Section 5.2.2, with start and end ports located at the beginning and end of a 208 µm 

waveguide, between which was launched a 3.45 THz SSPP. Figure 5.24 shows a 
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comparison between the real part of the out-of-plane field of the gold and nickel PSP 

waveguides.  

 

Figure 5.24 – Comparison of wave port simulations of 208 µm gold and nickel PSP 

waveguides. (a) Real part 𝐸𝑧 of gold waveguide, (b) real part 𝐸𝑧 of nickel waveguide, (c) 

Figure 5.4 and (d) (Blue) Averaged 𝐸𝑧 values for each bar of nickel PSP waveguide 

extracted from (b). (Red) Equation 5.2 with fitting parameters of 𝐸0 = 1.768 MV/m, 𝑘𝑥 =

 0.13 cm-1, 𝜃 = 3.05 rad and 𝐿𝑝 = 14 µm.  

By comparing the results of Figure 5.24c and d, both of which have been fitted to 

Equation 5.2, it can be seen that the attenuation of the SSPP field in the nickel waveguide 

is far greater than that in the gold waveguide, with a propagation length of 𝐿𝑝 ~ 14 µm 

and also larger SSPP wavelength of 𝜆 ~ 30 µm. These results are both a consequence of 

the different real and imaginary parts of the permittivity of nickel compared to gold. 
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Additionally, these simulations allowed for an extraction of the S21 Parameter, in order 

to determine the cut-off frequency of the waveguide. Figure 5.25 shows the transmitted 

power is heavily attenuated for THz frequencies and that this design has a cut-off 

frequency of 𝑓0 ~ 2.3 THz, which is below the intended operation frequency of the 

designed DC structures.  

 

Figure 5.25 – 𝑆21 Parameters of nickel PSP waveguide with length 𝐿 = 208 µm. 

 

5.4.2 Nickel termination designs 

The analysis of Section 5.4.1 suggests that nickel does not support SSPP modes at 3.45 

THz and therefore would be a more suitable material for the waveguide termination 

designs. As such, identical nickel versions of the designs seen in Sections 5.3.2, 5.3.3 and 

5.3.4, were created and subject to a similar analysis. The ring termination designs of 

Section 5.3.1 were omitted since it was realised that their dimensions would be 

incompatible with the DC structure with which they would be integrated.  

The termination designs were all subject to the same free-space excitation simulations 

as that shown in Section 5.3, from which the average |𝐸𝑧| values for each bar were 

extracted. In a similar manner to the analysis present in Section 5.3, the performance of 

each termination design was evaluated by the 𝜀 = |𝐸𝑧,𝑛=1| |𝐸𝑧,𝑛=27|⁄  criteria. The 𝜀 

values for each design are shown in Figure 5.26 for each gold design and their nickel 

counterparts.  

It can be seen by the results present in Figure 5.26 that the nickel designs perform better 

than the gold designs in almost all cases. The best performing termination design is the 

10 µm nickel extension with a value of 𝜀 = 0.1 and the worst performing is the parallel 
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grating with period 𝑎 = 0.5 µm, in which the design improved SSPP coupling with a value 

of 𝜀 ~ 1.4.  

 

Figure 5.26 – Performance of nickel versions of each termination design with results of 

corresponding gold designs (a) Figure 5.17, (b) Figure 5.20) and (c) Figure 5.23. 
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5.4.3 DC structure with nickel extensions 

It was determined in Section 5.4.2 that the 10 µm nickel extension termination design 

performed the best at inhibiting SSPP excitation at the beginning of the PSP waveguide, 

within the range of designs explored. To incorporate the design into the DC structure, 

the termination was placed at the beginning of WG2, to deter direct excitation of SSPPs 

on WG2. For simplicity, the S-bend regions of the DC structure were omitted and the 

interaction region was made longer, compared to the DC of Section 5.2.5, to mitigate 

against any SSPPs launched from the waveguide ends (Figure 3.27). 

 

Figure 5.27 – Schematic diagram of DC structure with grating and 10 µm nickel extension 

on beginning of WG2. The grating has dimensions 𝑎 = 20 µm and 𝑔𝑜𝑓𝑓 = 10 µm. The IR of 

the DC is considered to begin at bar 𝑛 = 4 of WG1. The gap between WG1 and WG2 is 𝑔 =

 0.5 µm.  

The grating and two PSP waveguides constituting WG1 and WG2 of the DC structure had 

the same dimensions as that described in Section 5.2.6 with a waveguide gap of 𝑔 = 0.5 

µm. The structure was subject to simulations in ANSYS HFSS , with a simulation 

environment practically identical to that described in Section 5.2.3, wherein the 

structure was excited by an obliquely incident s-polarised free-space plane wave at 3.45 

THz.  

The out-of-plane electric field 𝐸𝑧 of WG1 and WG2 within the active region are presented 

in Figures 5.28a and b. By spatially averaging 𝐸𝑧 within each bar, the SSPP propagation 

in WG1 and WG2 can be observed, as shown in Figures 5.28c and d. In order to analyse 

the SSPP behaviour, the following model was used.  

The electric fields 𝐸1𝑒 and 𝐸2𝑒 associate with the SSPP even mode, expressed as a 

function of distance 𝑥, for WG1 and WG2, can be described by, 

𝐸1𝑒 = 𝐸0𝑒 sin(𝑘𝑒𝑥 + 𝜃𝑒)𝑒
−

𝑥
𝐿𝑒 5.6 

and  
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𝐸2𝑒 = 𝐸0𝑒 sin(𝑘𝑒𝑥 + 𝜃𝑒)𝑒
−

𝑥
𝐿𝑒 5.7 

where 𝑘𝑒 is the wave vector of the even SSPP mode, 𝜃𝑒 is the phase of the SSPP mode, 𝐿𝑒 

is the propagation length of the even SSPP mode and the assumption is made that the 

field amplitude 𝐸0𝑒 is the same for each waveguide. Here, 𝑥 = 0 is defined as the 

beginning of the IR. Equations 5.6 and 5.7 describe two in-phase oscillating fields with 

wavelength 𝜆𝑒 =  
2𝜋

𝑘𝑒
.  

In addition, the electric fields 𝐸1𝑜 and 𝐸2𝑜 associate with the SSPP odd mode, expressed 

as a function of distance 𝑥, for WG1 and WG2, can be described by, 

𝐸1𝑜 = 𝐸0𝑜 sin(𝑘𝑜𝑥 + 𝜃𝑜)𝑒
−

𝑥
𝐿𝑜 5.8 

and  

𝐸2𝑜 = −𝐸0𝑜 sin(𝑘𝑜𝑥 + 𝜃𝑜)𝑒
−

𝑥
𝐿𝑜 5.9 

where 𝑘𝑜 is the wave vector of the odd SSPP mode, 𝜃𝑜 is the phase of the SSPP mode, 𝐿𝑜 

is the propagation length of the even SSPP mode and the assumption is again made that 

the field amplitude 𝐸0𝑜 is the same for each waveguide. As above, 𝑥 = 0 is defined as the 

beginning of the IR. Equations 5.8 and 5.9 thereby describe two out-of-phase oscillating 

fields with wavelength different to the even mode 𝜆𝑜 = 
2𝜋

𝑘𝑜
. 

The total fields 𝐸1 and 𝐸2, expressed as a function of 𝑥, for each of WG1 and WG2, is 

obtained by summing the fields associated with the even and odd modes, which yields, 

𝐸1 = 𝐸0𝑒 sin(𝑘𝑒𝑥 + 𝜃𝑒)𝑒
−

𝑥
𝐿𝑒 + 𝐸0𝑜 sin(𝑘𝑜𝑥 + 𝜃𝑜)𝑒

−
𝑥
𝐿𝑜 5.10 

and  

𝐸2𝑜 = 𝐸0𝑒 sin(𝑘𝑒𝑥 + 𝜃𝑒)𝑒
−

𝑥
𝐿𝑒 − 𝐸0𝑜 sin(𝑘𝑜𝑥 + 𝜃𝑜)𝑒

−
𝑥
𝐿𝑜 5.11 

 

For simplicity, it is now assumed that 𝐿𝑒 = 𝐿𝑜 = 𝐿 and 𝐸0𝑒 = 𝐸0𝑜 = 𝐸0, which gives, 

𝐸1 = 𝐸0 sin(𝑘𝑒𝑥 + 𝜃𝑒)𝑒
−

𝑥
𝐿 + 𝐸0 sin(𝑘𝑜𝑥 + 𝜃𝑜)𝑒

−
𝑥
𝐿 5.12 

and  

𝐸2 = 𝐸0 sin(𝑘𝑒𝑥 + 𝜃𝑒)𝑒
−

𝑥
𝐿 − 𝐸0 sin(𝑘𝑜𝑥 + 𝜃𝑜)𝑒

−
𝑥
𝐿 5.13 
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The averaged fields of WG1 and WG2, presented in Figure 5.28b and c, are fitted to 

Equations 5.12 and 5.13 respectfully, from which the SSPP parameters are extracted.  

Using the trigonometric identity sin 2𝜃 = 2 sin 𝜃 cos 𝜃, Equations 5.12 and 5.13 can be 

rewritten as  

𝐸1 = 2𝐸0 𝑠𝑖𝑛 (
(𝑘𝑒 + 𝑘𝑜)𝑥

2
+

(𝜃𝑒 + 𝜃𝑜)

2
) cos (

(𝑘𝑒 − 𝑘𝑜)𝑥

2
+

(𝜃𝑒 − 𝜃𝑜)

2
) exp (−

𝑥

𝐿
) 5.14 

𝐸2 = 2𝐸0 cos (
(𝑘𝑒 + 𝑘𝑜)𝑥

2
+

(𝜃𝑒 + 𝜃𝑜)

2
) sin(

(𝑘𝑒 − 𝑘𝑜)𝑥

2
+

(𝜃𝑒 − 𝜃𝑜)

2
) exp (−

𝑥

𝐿
) 5.15 

Rewriting 
(𝑘𝑒+𝑘𝑜)

2
= 𝑘𝑆𝑃 and 

(𝑘𝑒−𝑘𝑜)

2
= ∆𝑘 then yields,  

𝐸1 = 2𝐸0 𝑠𝑖𝑛 (𝑘𝑆𝑃𝑥 +
(𝜃𝑒 + 𝜃𝑜)

2
) cos (∆𝑘𝑥 +

(𝜃𝑒 − 𝜃𝑜)

2
) exp (−

𝑥

𝐿
) 5.16 

and  

𝐸2 = 2𝐸0 cos (𝑘𝑆𝑃𝑥 +
(𝜃𝑒 + 𝜃𝑜)

2
) sin (∆𝑘𝑥 +

(𝜃𝑒 − 𝜃𝑜)

2
) exp (−

𝑥

𝐿
) 5.17 

In Equation 5.16 and 5.17, the first trigonometric term represents the oscillation of the 

SSPP field along the x-directionand the second trigonometric term represents an 

envelope function that describes the energy distribution between WG1 and WG2. This 

function is shown in the later results of Figure 5.33 and 5.35 to accentuate the coupling 

behaviour. It can be seen from these relations that when the even and odd modes are 

perfectly in-phase (𝜃𝑒 − 𝜃𝑜 = 0) then, at 𝑥 = 0, all of the energy is in WG1 (𝐸2 = 0). 

However, when the even and odd modes are perfectly out-of-phase, (𝜃𝑒 − 𝜃𝑜 =  𝜋), then, 

at 𝑥 = 0, all of the energy is in WG2 (𝐸1 = 0). For intermediate values of 𝜃𝑒 − 𝜃𝑜, the 

energy is distributed between WG1 and WG2.  

It can be seen from Figure 5.28 that the simulated SSPP field of WG1 and WG2 fit well to 

the model and display SSPPs propagation and energy coupling between the two 

waveguides. The extracted values of 𝑘𝑒 and 𝑘𝑜 are close to the expected values from the 

dispersion relation of Figure 3.10 (𝑘𝑒 = 3600 cm-1 and 𝑘𝑜 = 3150 cm-1) and are 

approximately the same for both WG1 and WG2. Additionally, the values of 𝜃𝑒, 𝜃𝑜 and 

𝐿 extracted are also expectantly similar for both WG1 and WG2. Furthermore, the 

maxima and minima of WG1 correspond approximately to the minima and maxima of 

WG2, which is expected for energy coupling between the two. From Equation 5.6, and 
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using the fitted values of 𝑘𝑒 and 𝑘𝑜, an interaction length of 𝐿𝑐  ~ 70 µm for both 

waveguides can be obtained. 

 

Figure 5.28 – Real part of the out-of-plane electric field of WG1 (a) and WG2 (b) of the DC 

structure obtained via free-space excitation simulations. (c) Averaged field per bars (dots) 

of the waveguide of (a) fitted to using Equation 5.10 (line) with fitting parameters 𝐸 = 0.8 

mV, 𝑘𝑥𝑒 = 3750 cm-1, 𝑘𝑥𝑜 = 3300 cm-1, 𝜃𝑒 = 1.4 rad, 𝜃𝑜 = 2 rad, 𝐿 = 80 µm. (d) Averaged 

field per bars (dots) of the waveguide of (b) fitted to using Equation 5.10 (line) with fitting 

parameters 𝐸𝑒 = 1 mV, 𝐸𝑜 = 1 mV, 𝑘𝑥𝑒 = 3650 cm-1, 𝑘𝑥𝑜 = 3200 cm-1, 𝜃𝑒 = 1.9 rad, 𝜃𝑜 =

 1.9 rad, 𝐿 = 80 µm. 

 

5.5 Experimental analysis of improved DC 

structure 

The DC structure presented in Section 5.4.3 was fabricated and experimentally analysed 

using the THz-s-SNOM technique. The length of the active region of the DC was 𝐿𝑐 = 73 

µm and incorporated a grating structure with period 𝛼 = 20 µm, length 𝐿𝑔 = 90 µm, slit 

length 𝐿𝑠 = 25 µm and off-set from the DC waveguides 𝑔𝑜𝑓𝑓 = 10 µm. The substrate used 

was high resistance float-zone silicon with resistivity 𝑅 > 10000 Ωcm.  The substrate 

area was 15 x 15 mm and had a thickness of 500 ± 50 µm. The sample was fabricated 

using standard ELB and atomic deposition by Dr Mark C. Rosamond. The metal 

deposition layers had thicknesses of 2 nm titanium (Ti) and 100 nm gold (Au)/nickel 

(Ni). In addition to the nickel termination design at the beginning of WG2, identical 

structures were also placed at the ends of WG1 and WG2, to reduce launching of SSPPs 

at the end of the DC (Figure 5.29).  
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Figure 5.29 – Microscope image of DC structure with nickel terminations.  

The THz-s-SNOM system set-up is described in Chapter 2. Individual THz images of the 

parts of WG1 and WG2 corresponding to the interaction region of the DC were obtained 

with a pixel size in both the x-direction (parallel to the waveguide) and y-direction 

(perpendicular to the waveguide) of 250 nm. The time constant used for both 

measurements was 𝜏𝑠 = 100 ms. The 3.45 THz incident beam was substantially s-

polarised through use of a half-wave plate (Figure 2.27) and obliquely incident on the s-

SNOM probe tip at an angle of ~ 540.    

The signal component arising from the near-field probe-sample interaction was isolated 

by operating the microscope in tapping mode, in which the probe tip was dithered with 

a tapping amplitude of 𝐴𝑡𝑖𝑝 ~ 200 nm and frequency 𝛺 ~ 34 KHz, and demodulating the 

signal at harmonics of 𝛺. To obtain the images present in Figure 5.30, the 𝑉𝑆𝑀 signal, 

arising from the fields scattered from the probe tip and reinjected into the laser cavity, 

was derived from the 𝑛 = 2 demodulated QCL terminal voltage after amplification using 

an ac-coupled low-noise voltage amplifier with an amplification factor of 5 x 103. By 

raster-scanning the sample in the x and y directions, images, such as those of Figure 5.30, 

were obtained with deep sup-wavelength resolution.  

5.5.1 WG1  

Figure 5.30 shows the THz and AFM images for the part of WG1 corresponding to the 

interaction region of the DC. To analyse the nature of the out-of-plane electric field 𝐸𝑧 

present in the image, the 𝑉𝑆𝑀 values were spatially averaged within each bar and plotted 

as a function of distance 𝑥. To determine the exact position of each bar, the pixels 

corresponding to the boundaries of the first bar (𝑛 = 1) were identified using the AFM 

image. Since the periodicity of the bars is known to be 𝑑 = 7.5 µm, these initial positions 

could then be used to determine the position of each of the 10 bars in the image.  
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Figure 5.30 – THz s-SNOM (a) and AFM (b) images (𝑛 = 2) of WG1 IR of the DC structure 

of Figure 5.29. The dashed line is an example of using the AFM image of (b) to identify the 

boundary of each bar.  

The 𝑉𝑆𝑀 values for each pixel within the boundaries of each bar, denoted by the dashed 

line in Figure 5.30, was then averaged to obtain a single 𝑉𝑆𝑀 value for each bar (Figure 

5.31). As well as the component of the 𝑉𝑆𝑀 signal corresponding to the out-of-plane field 

of the SSPP mode, there exists an out-of-plane component arising from each bar being 

slightly polarised in the x-direction by the incident field. This can be well observed in 

Figure 5.28a, and should average to zero across each bar. Additionally, there exists a 

signal contribution from the dipole interaction between the tip and sample, 

corresponding to the term 𝛽𝜀𝑒
−𝜙𝜀  of Equation 3.18, induced by the non-zero p-polarised 

component of the beam, which should be constant for all bars. This non-zero offset has, 

therefore, been removed from the averaged field per bar values of Figure 5.31.  

It can be seen that the field oscillates from +𝐸𝑧 to −𝐸𝑧 along the x-direction, which is 

evidence of SSPPs propagating along the waveguide.  It can also be seen that, in addition 

to an exponential decay of the signal along the x-direction, the field amplitude is greatest 

at the beginning of the interaction region, decreasing to a minimum at approximately 

𝑥 ~ 40 µm, and then increasing again. Crucially, this is consistent with energy coupling 

between WG1 and WG2. 

From the fit according to Equation 5.12, values of 𝐸 = 0.6 mV, 𝐿 = 75 µm, 𝑘𝑥𝑒 = 4100 

cm-1 and 𝑘𝑥𝑜 = 3300 cm-1 were obtained corresponding to a SSPP wave vector of 𝑘𝑠𝑝 =

 3700 cm-1. These parameters are in excellent agreement with the simulated results of 

Figure 5.38, which predicts a value 𝑘𝑠𝑝 = 3525 cm-1.  
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Figure 5.31 – Averaged data per bar (dots) of 5.30a fitted to using Equation 5.12 (solid line) 

and Equation 5.16 (dashed line) with fitting parameters 𝐸 = 0.6 mV, 𝑘𝑥𝑒 = 4100 cm-1, 

𝑘𝑥𝑜 = 3300 cm-1, 𝜃𝑒 = -0.26 rad, 𝜃𝑜 = -0.19 rad, 𝐿 = 75 µm. 

 

5.5.2 WG2 

Figure 5.32 shows the THz and AFM images for the part of WG2 corresponding to the 

interaction region of the DC. 

 

Figure 5.32 – THz s-SNOM (a) and AFM (b) images (𝑛 = 2) of WG2 IR of the DC structure 

of Figure 5.29. 

In a manner similar to that seen in Section 5.5.1, the out-of-plane electric field 𝐸𝑧 for each 

bar of the waveguide has been averaged and plotted in Figure 5.33. Also shown is the fit 

to Equation 5.13. 
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Figure 5.33 – Averaged data per bar (dots) of 5.42a fitted to using Equation 5.13 (solid line) 

and Equation 5.17 (dashed line) with fitting parameters 𝐸 = 0.18 mV, 𝑘𝑥𝑒 = 4400 cm-1, 

𝑘𝑥𝑜 = 3800 cm-1, 𝜃𝑒 = -0.7 rad, 𝜃𝑜 = -1 rad, 𝐿 = 75 µm. 

It can be seen, again, that the field oscillates from +𝐸𝑧 to −𝐸𝑧 along the x-direction, 

indicating SSPP propagation. Furthermore, compared to the results presented in Figure 

5.31, the field amplitude of WG2 is much smaller, indicating that the nickel termination 

design is discouraging coupling between the THz beam and SSPP mode at the beginning 

of WG2 as intended. As opposed to WG1, it would be expected that the amplitude of the 

field should be small at the beginning and then increase as energy couples from WG1, as 

seen in the simulation data of Figure 5.28d. Indeed, the field amplitude in Figure 5.33 

does appear to initially increase along the x-direction, until it reaches a maximum at 

𝑥 ~ 35µm. This effect is observed despite the expected exponential decay of the field, 

which indicates that energy coupling between WG1 and WG2 is occurring. Furthermore, 

after this maximum the field amplitude begins to fall, which may indicate a recoupling of 

the SSPP energy back to WG1. 

From Figure 5.33, values of 𝐸 = 0.18 mV, 𝐿 = 75 µm, 𝑘𝑥𝑒 = 4400 cm-1 and 𝑘𝑥𝑜 = 3800 

cm-1, corresponding to 𝑘𝑠𝑝 = 4100 cm-1 have been obtained. The propagation length 

agrees excellently with both the simulations of Figure 5.28 and the results of Figure 5.31. 

The wave vector values are also expectantly similar to those of Figure 5.31 as well as in 

agreement with the simulations.  

5.5.3 Discussion 

From the analyses present in Sections 5.5.1 and 5.5.2, there is evidence to suggest that 

coupling has occurred between the incident THz beam and the SSPP modes of the DC 

structure. There is also evidence of SSPP coupling between WG1 and WG2 of the 
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structure. Furthermore, it can be seen that the amplitude of the field at bar 𝑛 = 1 of WG1 

is far greater than that of WG2, which indicates that the nickel extension termination has 

been effective at mitigating against SSPPs being launched at the beginning of WG2.  

From the theoretical analysis of the DC structure presented in Section 5.4.3, it would be 

expected that some of the parameters used to define the functions fitted to both WG1 

and WG2 should be the same. The experimental results presented in Figures 5.33 and 

5.35 both yield the same value of the propagation length 𝐿 and similar wave vector 

values. However, there are slight discrepancies between the values of 𝑘𝑒 , 𝑘𝑜, 𝜃𝑒 and 𝜃𝑜 

obtained from the fits to both waveguides. These values also deviate slightly from those 

obtained from the simulations of Section 5.4.3. Consequently, this leads to a coupling 

length 𝐿 ~ 40 µm calculated from the experimentally obtained values, which is less than 

that predicted from the free-space simulations (𝐿 = 75 µm).  

There are several reasons that may explain these inconsistencies. Firstly, the incident 

beam is not purely s-polarised as assumed in the simulations; in fact it is known that the 

emission from the QCL is slightly elliptically polarised [15]. Secondly, phase retardation 

effects across the structure may be present in the experimental measurements due to 

the sample plane not being perfectly perpendicular to the s-SNOM probe (which can be 

visualised in the AFM images of Figures 5.32b and 5.34b). In addition the small 

amplitude of the 𝑉𝑆𝑀 signal measured for both WG1 and WG2, which occurs due to the 

use of the wave plate for controlling the QCL polarisation, may affect the accuracy of the 

analysis. Also it is possible that fabrication tolerances may have resulted in slight 

variation in dimensions between WG1 and WG2. Another consideration is that as sample 

moves during scanning, the grating structure will be moving relative to the illuminating 

incident beam spot, which will affect the intensity of the coupling beam and, therefore, 

the field strength will vary with x and y.  

Furthermore, there are several assumptions that have been made in the analytical model 

used here, such as assuming that the values of 𝐿 and 𝐸0 are the same for odd and even 

modes. Also, the nickel termination present at the start of WG2 and the end of the DC 

will not be perfectly effective at preventing SSPPs from launching from the ends of the 

waveguides, which will lead to an interference that has not been accounted for in the 

model.  

With these conditions considered, it can be stated that the out-of-plane electric field 

associated with spoof plasmons polaritons propagating on the surface of a directional 

coupling device and energy coupling between adjacent waveguides within the structure, 
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has been successfully imaged using the THz-s-SNOM technique. Furthermore, a 

comparison between the field amplitude at the parts of WG1 and WG2 corresponding to 

the beginning of the active region show that the DC design has been improved upon with 

the addition of a 10 µm nickel waveguide termination.  

 

5.6 Summary  

This chapter has presented an investigation into metamaterial waveguides designed to 

support the propagation of spoof surface plasmon polaritons. A comprehensive 

summary of the previous work has been presented, which has included the theoretical 

and experimental analysis of a comb-shaped planar surface plasmon waveguide. 

Furthermore, a directional coupler structure, previously designed to couple SSPPs 

modes between two parallel waveguides, has been described. Previous work has 

suggested that this structure can support SSPPs, although the direct excitation of SSPPs 

in undesirable areas of the device led to mostly inconclusive experimental data.  

To resolve this problem, a series of waveguide terminations, designed to inhibit coupling 

between the incident beam and SSPP modes have been designed and examined in this 

chapter. Both gold and nickel versions of the terminations were subject to free-space 

excitation simulations, in which the magnitude of the SSPPs field launched from the ends 

of a PSP waveguide was compared to determine the performance of the designs. It was 

found that a 10 µm nickel extension termination performed the best and resulted in a 

~ 90 % decrease in coupling efficiency compared to the unmodified waveguide.  

An improved DC structure, incorporating the termination, was then designed and 

analysed using free-space excitation simulations. The results showed that the SSPPs 

supported by the waveguides behaved as intended and coupling between the top and 

bottom waveguides was observed over an interaction length of 𝐿 ~ 60 µm. 

Lastly, the improved DC structure was experimentally examined using THz-s-SNOM. 

These results produced THz images of a 75 µm portion of the interaction regions of WG1 

and WG2, which captured not only SSPP propagation but coupling of the SSPP modes 

between the waveguides over an interaction length of 𝐿 ~ 40 µm.  

 

 



175 
 

 

Chapter 6  

Future work  
This chapter discusses possible avenues for future research based on the work 

presented in this thesis. 

 

6.1 Chapter 2 

The THz-s-SNOM system, discussed and demonstrated in Chapter 2, relies on self-mixing 

in a QCL for sensing the small field scattered from the s-SNOM tip. It can be seen from 

the investigation into the self-mixing effect and THz-s-SNOM approach that the resulting 

SM signal 𝑉𝑆𝑀 is generally very small (< 1 mV). Therefore, it would be beneficial to 

develop new QCLs that give larger 𝑉𝑆𝑀 signals, afforded by innovations such as the 

design of new QCL heterostructures.  

Furthermore, a recent study [262] has shown how s-SNOM probe tip geometry affects 

the size and noise figure of the s-SNOM signal, which could be optimised for the system 

presented in Chapter 2. Similarly, resonant antennae tips have been show to increase the 

scattering efficiency and field enhancement compared to commercial AFM tips in the 

MIR range [94]. Development of tips designed to support resonances at THz frequencies 

may improve both the sensitivity and spatial resolution of our THz-s-SNOM system.  

The frequency tuning of QCLs has been demonstrated in this Chapter with a tuning range 

of ~ 300 MHz. However, using a QCL that can be continuously tuned over a wider 

frequency range (of a few GHz) [137] would allow for more interferometric fringes to be 

generated through LFI and, therefore, more accurate amplitude and phase 

measurements. Additionally, QCLs that give a broad tuning, over a range of several THz 

[263], may be used to perform spectroscopic near-field measurements of samples. This 

would enable measurements such as those performed on Bi2Se3 in [209], from which the 

dispersion relation of SPPs was mapped, but without using multiple single mode lasers 

in consecutive measurements.  
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6.2 Chapter 3 

The coherent imaging system of Chapter 3 required the application of a generalised 

phase-stepping algorithm in order to extract amplitude and phase data from the 

acquired 𝑉𝑆𝑀 signal during post-processing. It has been theorised that by modulating the 

QCL driving current with a stepped-current waveform, wherein each waveform 

comprises the 𝑁 current steps corresponding to the 𝐼𝑖 current values with which the QCL 

is stepped during image acquisition, then by using the frequency of the current 

modulation as the lock-in frequency for a secondary lock-in amplifier, one could 

automatically acquire the amplitude and phase values of the 𝑉𝑆𝑀 fringes during signal 

acquisition.  

This concept has been successfully tested using a THz QCL and moveable reflective 

target, with a far-field optical set-up similar to that shown in Figure 2.9. By referencing 

to the frequency of a stepped-current modulation applied to the QCL, the magnitude and 

phase of the SM fringes could be acquired in real-time, which showed the change in 

phase as the reflective target was moved over a distance of 80 µm parallel to the beam 

path (Figure 6.1). By refining this concept, real-time coherent near-field image 

acquisition may be performed using the stepped frequency system of Chapter 3.  

 

 

Figure 6.1 – Phase acquired from modulated stepped-frequency measurement.  

Furthermore, using broad tuning QCLs, as discussed in Section 6.1, would allow for 

coherent spectroscopic near-field measurements of samples to be performed using the 

stepped-frequency system presented in Chapter 3.  
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One additional avenue for future work addresses a limitation of the GPSA presented in 

Chapter 3, in that the interferometric fringes to which it fits are assumed to be perfectly 

sinusoidal. Development of a GPSA in conjunction with the SM signals predicted using 

the Lang-Kobayashi model for a laser under optical feedback [140], would allow the 

GPSA to be applied to stronger feedback SM signals (𝐶 > 0.5).  

 

6.3 Chapter 4 

There are several adaptations to the theoretical and experimental investigation of TI 

samples presented in Chapter 4 that would facilitate future measurement of SPPs within 

these materials.  Firstly, the model described by Equation 4.6 used to predict the SPP 

nature of the TI materials presented in Chapter 4 fails to account for interactions 

between phonon polaritons and surface plasmon polaritons. To consider this effect, a 

more sophisticated model, such as that described in [173], could be used. This would 

allow more accurate prediction of SPP properties based on results obtained from 

transport and THz-TDS measurements, as well as allowing more meaningful 

comparisons with experimental results obtained from TI film samples. 

Furthermore, it would be beneficial to investigate the TI ribbon samples (wafer 

MBE20220536) presented in Section 4.5 using the coherent stepped-frequency system 

of Chapter 3. By capturing both the magnitude and phase response on the SM signal this 

may facilitate the investigation of localised surface plasmon resonances and SPPs in a 

similar manner as that presented in [17]. Additionally, it would be interesting to 

investigate these phenomenon in different resonant TI structures, such as disks or ring 

geometries [17].  

It was concluded in Chapter 4 that the carrier concentration of the Hall bar sample tuned 

very little, if at all, with gate voltage 𝑉𝑔. The development of TIs with better electrical 

tuning of their carrier concentration would allow these effects to be studied. This could 

also be delivered by ultrafast optical laser illumination of the sample, similar to that 

presented in [264].  

Additionally, near-field imaging of TIs using low-temperature/cryogenic s-SNOM [265], 

[266] may give higher material mobility and weaker phonon contributions, allowing the 

capture of SPP activity to be more easily realised [267].  

The TI materials experimentally investigated in Chapter 4 were exclusively Bi, Se and Te 

based. Further study of TI materials using this method may include compounds such as 
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Bi-Sb-Te, as well as superlattices comprising alternating thin films of TI and dielectric 

material, such as Bi2Se3/ZnSe, the engineering of which has been shown to tune the 

dispersion curve [268]. 

Also, in addition to SPPs, the methods presented in Chapter 4 may be used to investigate 

phonon polaritons in TIs. These are of significant interest and have been observed, for 

example, in hBN at infrared wavelengths. It is feasible that applications of phonon 

polaritons, which include include hyperlensing, waveguiding and focusing, could be 

translated to the THz range using topological insulators such as Bi2Se3 [23].  

 

6.4 Chapter 5 

A factor that was not considered in the simulations of the DC structures presented in 

Chapter 5 was the elliptical polarisation of the QCL beam that was used to experimentally 

investigate them, which consequentially included both s- and p-polarised components. 

Inclusion of this effect in the simulation environment would allow more accurate 

comparison between experimental and theoretical results.  

In addition to the improved DC structure experimentally investigated in Chapter 5, 

versions of this DC with different waveguide separations 𝑔 may also be investigated. This 

would provide further confirmation of the operation of these structures, and also allow 

a more detailed analysis of coupling of SSPP modes in these waveguides. Additionally, 

using a QCL optimised to provide a greater SM signal, as described in Section 7.1, would 

also help mediate the small signal amplitudes associated with s-polarised excitation of 

these structures. 

Further augmentations to the DC design may also be developed, such as structures with 

a bar spacing smaller than the SSPP wavelength which would allow for easier mapping 

of the SSPP field. Another possibility is the integration of a doped semiconductor and 

gate, allowing tuning/electrical control of the dispersion relation and coupling between 

WG1 and WG2. The possibility also exists for the development of more complex devices 

based on these structures, leading to plasmonic integrated circuit technologies and 

components operating in the THz frequency band, for example, beam-splitters, 

frequency selective devices, multiplexers, and filters [22]. 
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