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Abstract

This thesis covers two separate fields of research, first focusing on quantum key

distribution before covering research on atomic clock synchronisation.

Initially, a method of performing thermal state key distribution was analysed.

A protocol for radio key distribution inspired by quantum methods which could be

performed using easily accessible equipment was known, with some evidence that it

could realistically be carried out, but this had yet to be confirmed in testing. In this

writing, we first simulate the protocol in Python, and verify that the results of sim-

ulation suggests that a practical setup would be reasonable. After confirming that

off-the-shelf broadcasting equipment may be used for the protocol, we performed

both wired and wireless tests of the protocol and was able to distribute bit strings

suitable for key distillation. This provides a method for performing quantum key

distribution using only common radio equipment and open-source software – a pro-

cedure which typically requires specialist equipment, is not compatible with current

communication setups, and does not currently exist in a widely accessible form for

public use.

For clock synchronisation, current accessible methods of wireless synchronisation

have poor precision, relying on GPS for timing information. Optical protocols for

synchronisation offer far more precise results, but require either line of sight or a

fibre connection, which is not always reasonable to implement. This can lead to

issues in which accessible methods of synchronisation are not sufficient for parties

which require higher precision, such as in market trading. Here, we devise and

test a radio-based method of clock synchronisation with commonly-used broadcast
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protocols based on experimental results observed in the first section of the thesis.

From this testing, we find that the protocol is able to reach precision approximately

103 times smaller than the minimum advertised by the clocks used, which itself was

already more precise than can be reached using GPS synchronisation.

Overall, this represents new methods of solving known problems; producing the

security conferred by Quantum Key Distribution (QKD) and clock synchronisation,

without requiring specialised equipment which may prevent other potential solutions

from being viable in real-world applications. The ability to perform the experiments

set up here with off-the-shelf radio equipment and open-source software provides a

straightforward way to apply the protocols for any party interested in either of these

fields. This will be shown to be especially true in the case of clock synchronisation,

in which we find evidence that our protocol outperforms currently used methods by

a significant margin while using similar equipment.
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Chapter 1

Introduction

1.1 Structure

In this thesis, the aim is to first introduce a variety of relevant background material,

before progressing to discussion of the main topic of thermal state quantum key

distribution. During the course of this research, additional possible applications of

the methods in use were discovered. This led to consideration of the use of thermal

states for atomic clock synchronisation. While these two fields appear unrelated,

precision timekeeping is vital in order to properly interpret a received broadcast,

and we see results that compare favourably to existing methods of wireless clock

synchronisation. Here, very similar methods will be used to both distribute a key,

and allow the parties involved to synchronise the clocks which their receivers will be

using as a time reference.

A large portion of this writing is dedicated to explaining background informa-

tion, due to this work representing a crossover of different fields. It begins with an

introduction to classical cryptography, detailing the goals of the field, and a vari-

ety of methods through which they are accomplished, as well as the weaknesses

which Quantum Key Distribution aims to address. Chapter 2 discusses the ne-

cessary quantum optics background, beginning with an approach to creation and

annihilation operators, and progressing to discussion of quadratures, the measure-

ment of which is used in the experimental work to be performed. This continues to

16
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an explanation of the thermal sources which will be used in our broadcasts. This

includes an explanation of modulation of radio signals, covering Amplitude Modu-

lation, Frequency Modulation, and Quadrature Amplitude Modulation . We finish

the background material in Chapter 3, which explains the field of Quantum Key Dis-

tribution. The early protocols are described, progressing to commonly used recent

methods, before introducing thermal quantum key distribution.

We then progress to the original research, with Chapter 4 covering initial efforts

to simulate key distribution with a non-displaced thermal source. This is refined in

Chapter 5, which expands on the theory to accommodate displaced thermal states

that are used in real broadcasts. Also included is an analysis of loss in the system.

This leads into Chapter 6, in which the protocol is carried out experimentally, in

both wired and wireless systems.

Finally, Chapter 7 describes how the aforementioned experimental work led to

discovery of potential applications in atomic clock synchronisation, also using both

wired and wireless broadcasts. This came about due to analysis of errors caused

by clock frequency differences when trying to arrange key distribution. We devise

a protocol for clock synchronisation using off-the-shelf radio equipment and a com-

mon encoding method widely used in wireless communications. Testing over short

ranges showed considerable improvements in precision over what is attainable by

GPS synchronisation, which is currently used when optical transmissions are not

available.

In both of these cases, while the methods we are using will not outperform state-

of-the-art results that have been achieved through other methods, our experimental

setups give a unique advantage in ease of implementation. The use of common radio

equipment and known protocols throughout this work gives immediate opportunities

for practical use, demonstrating an approach which is straightforward to emulate

with accessible equipment for those with knowledge of communications.

A common thread combining both of these fields will be the involvement of noise.

While noise is typically seen as a detrimental side effect to be minimised in most
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scenarios, we will see that the randomness of Gaussian classical noise is what allows

us to perform cryptography through providing uncertainty in measurements which

no eavesdropper could accurately account for. When progressing to discussion of

clocks and frequency distribution, state reconstruction using measurements of such

broadcasts is what will allow careful tracking of time differences.

1.2 Cryptography

In communication, a consistent problem is securing channels such that multiple

legitimate parties, commonly referred to as Alice and Bob in the case of two person

communication, may exchange messages while excluding an unwanted eavesdropper

(Eve).

For communication to safely take place in the presence of an eavesdropper, a

method is required which can obfuscate the message before it is sent. Additionally,

this method somehow needs to be agreed upon by the communicating parties without

an eavesdropper knowing the method, or ideally having knowledge of the method

being insufficient information for an eavesdropper who wishes to recover the original

messages.

The idea of concealing a message through simple replacement of letters (A substi-

tution cipher) has been known for centuries. One such example, Rotate13 (ROT13),

is shown in Figure 1.1, in which each letter is swapped with the letter 13 spaces after

it in the alphabet. One-to-one replacement of letters is of course a very insecure

method, and the original message is easily found through brute force given the

low number of possibilities for the original message, given any intercepted message.

Older methods of concealing the contents of messages by simple switching of letters

are commonly vulnerable to frequency analysis, in which the rate at which letters

appear in an intercepted message is considered. Given a long enough message, reas-

onable guesses can be made at which substitutions were used by assuming the most

common letters in the alphabet are also the most common letters in an intercepted

message, leading to the cipher gradually being uncovered and the original message
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being found.

A B C ... X Y Z
↕ ↕ ↕ ... ↕ ↕ ↕
N O P ... K L M

Figure 1.1: ROT13. In this simple cipher, each letter switches places with the
letter 13 places after it in the alphabet.

As simple substitution is clearly unreliable, modern cryptography relies on more

advanced versions of encryption. Encrypting a message ideally ensures that an

eavesdropper with access to the encrypted message cannot read the original contents

(plaintext) without knowledge of a key – a string of data. Through Alice combining

the message in some predetermined method with the key, another string of characters

(ciphertext) is produced which is sent to Bob. If the ciphertext and plaintext are

completely uncorrelated, an eavesdropper cannot recover the plaintext when only

provided with the ciphertext and no additional information. Bob is also in possession

of a key, which in the case of symmetric key cryptography, is identical to Alice’s.

Bob then uses their knowledge of the key and encryption method to retrieve the

original message.

Alternative, more common methods rely on having two separate keys – commonly

by publicly sharing one key which can be used to encrypt but not decrypt a message,

while keeping a second, private key which can be used for decryption. RSA, in which

modular arithmetic involving large prime numbers are used to produce public and

private keys, and Diffie-Hellman, in which both parties start with their own keys

in order to produce a symmetric key, are both common examples of asymmetric

methods.

For a symmetric key, the simple example is a one-time pad, in which a key

of greater or equal length to the intended message is used for encryption through

modular addition of the key values to the message bits. This is seen in equation 1.1

with the example message M and key K producing the ciphertext Ci ≡ Mi + Ki

(mod 2).
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(1.1)

This method is considered perfectly secure, as an eavesdropper given any cipher-

text C could derive any message M of equal or shorter length by guessing the

key K ≡ C −M (mod 2). As the eavesdropper could produce any message from a

truly random ciphertext, there would be no way for them to learn the correct choice.

Given possession of the same key however, it is trivial for Bob to acquire the original

message through once again adding the key to the ciphertext.

This method quickly leads to a problem, in that it assumes Alice and Bob already

share a matching key of suitable length which Eve does not know, despite the fact

that they have yet to secure the channel between them. The obvious question arises

for symmetric key methods: how can both parties agree on a key privately, if they

require the key to make the private channel? For this to be possible, methods are

needed through which Alice and Bob can agree on a key while an eavesdropper is

monitoring communication between them. This is the issue we will be addressing

over the course of this writing.

An additional factor which needs to be taken into account is authentication, as

encryption will not help conceal information if a legitimate party was unintention-

ally securing a channel with an eavesdropper who was impersonating the intended

recipient. Many key distribution methods assume the existence of an authenticated

channel, and it is not the focus of this writing. However, of interest in that field

is Carter-Wegman authentication, which offers information-theoretic secure authen-

tication – security regardless of the amount of computing power or time available to
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an eavesdropper [6, 7]. This is a higher level of security than is provided by cryp-

tographic protocols when attempting to secure an already authenticated channel,

which intend to be safe from realistic attackers who do not have access to unlimited

time or computing power.

In classical asymmetric key distribution, this security is based off of mathematical

problems which are impractical to solve in a reasonable time frame using current

computer equipment, such as solving

(
ab
)c ≡ a (mod d) (1.2)

for c in RSA, which is difficult even given values for the remaining variables.

However, by comparison it is straightforward to select large variables which satisfy

the equation. In this setup, a represents the message, with ab (mod d) as the cipher-

text. Here, b and d make up the public key, with the value of c kept private. Finding

the value of a without knowledge of c is currently not feasible given reasonably large

integers are used in encryption, but simple if c is known along with the public key.

Public key encryption typically relies on such methods – “Trapdoor functions”

which are trivial to calculate in one direction, but unreasonably difficult to invert

unless a specific piece of extra information is provided, which in encryption is the

private key.

This leads to potential future-proofing problems, in that security depends on a

continued lack of methods to solve such functions, either through new algorithms

or through increased computing power. As there is no way to guarantee that this

will be the case indefinitely, it is of interest to research methods of security that

rely on something other than difficult mathematics. Quantum key distribution,

a protocol for which this writing will be analysing, instead aims to base security

on the laws of quantum mechanics, under the assumption that an eavesdropper

has unlimited computing power, and is limited by the laws of physics, and the

inability to interfere with the measurement equipment of the legitimate parties. In

order to properly describe this, some elements of quantum mechanics are required
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background knowledge, which will be explained in the following chapters.

Research into quantum information began several decades before cryptography

was proposed as an application, at which point the concept of storing information

with quantum states was already known [8]. This was combined with the no-cloning

theorem, which forbids perfect copying of quantum states [9] in order to create

the concept of Quantum Key Distribution – sharing information through quantum

states which an eavesdropper cannot accurately intercept and copy. Initially, this

was accomplished through Alice broadcasting single photon pulses with information

encoded on each pulse in one of two possible methods. Secrecy is introduced if Alice

conceals the choice of method, as eavesdroppers randomly selecting the incorrect

measurement method introduces errors, as well as complicating any attempt to

intercept and resend Alice’s pulses.

Protocols later adjusted to employ multiple-photon pulses, with a popular choice

of experimental setup involving fibre cables. While such protocols can be carried

out experimentally, the practical uses can be limited by the costs needed to install

such cabling over longer distances.

In order to address this, we will instead consider microwave broadcasts as the

channel through which keys will be distributed. Due to their common use in radio

broadcasting, the equipment and software required to set up such a protocol ex-

perimentally is both well-understood and easily accessible. Through this, we aim

to produce and demonstrate a simple QKD protocol which could be implemented

without requiring specialised equipment. Before further discussion of these methods,

the quantum optics underpinning such methods should be explored. This follows in

the next chapter.

Microwaves, or optical broadcasts approaching microwave frequencies, have seen

prior use in key distribution and quantum information. We see early demonstrations

of this in [10], in which random key bits are encoded in noise in a microwave broad-

cast before being sent to the receiving party, and demonstrating that an attempt to

interrupt the communication through intercepting and re-sending the original broad-
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cast leads to clearly visible differences in the receiving parties expected output. Later

tested was further experimental applications for microwave transmissions, including

single photon detection in the microwave region [11, 12, 13] and the production of

entangled states through mixing microwave light [14]. More recently, further effort

was made into key distribution using optical microwave methods, seeing keys feas-

ible across 200km of free space between satellites [15], as well as over 200m of free

space at room temperature [16].

It should also be noted that, while the no-cloning theorem is typically assumed

to prevent any perfect copying attempt involving single photons, imperfect cloning

has been demonstrated as possible [17] . This can allow a potential ”copying ma-

chine” which can produce potentially useful outputs when given a state to copy.

Additionally, this does not prohibit siphoning of part of a multi-photon broadcast,

a factor which the microwave protocol to be analysed will be tested against.
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Chapter 2

Introduction to quantum optics

Here, we will introduce some of the notation and concepts used throughout this writ-

ing, covering creation and annihilation operators, Fock states, quadratures, thermal

states and displacement operators.

2.1 Creation and Annihilation operators

To analyse the electromagnetic field in quantum mechanics, we begin with the time-

independent Schrödinger equation for the quantum harmonic oscillator, commonly

used to derive the possible energy levels of particles in realistic potential wells:

ĤΨn (x) =

(
P̂ 2

2m
+

mω2X̂2

2

)
Ψn (x) = EnΨn (x) . (2.1)

Here, the Hamiltonian H is the total energy of a system, depending on position

(X̂) and momentum (P̂ ) of the particle being analysed. Performing a change in

coordinates allows the Hamiltonian to be simplified:

X̂1 =

√
mωX̂

2ℏ
, (2.2)

25
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P̂1 =

√
P̂√
2mℏω

, (2.3)

Ĥ = ℏω
(
P̂ 2
1 + X̂2

1

)
. (2.4)

Attempting to simplify further while being aware of possible issues with non-

commuting operators, we define the creation and annihilation operators, â† and â

respectively, as:

â† = X̂1 − iP̂1, (2.5)

â = X̂1 + iP̂1. (2.6)

By considering the values of ââ† and â†â, the Hamiltonian is written in a more

simple form:

ℏω
[
â†â+

1

2

]
Ψn (x) = EnΨn (x) , (2.7)

with the creation and annihilation operators satisfying the commutation rela-

tions:

[
â, â†

]
= 1, (2.8)

[
â†, â†

]
= [â, â] = 0, (2.9)

[
Ĥ, â

]
= −ℏωâ, (2.10)

[
Ĥ, â†

]
= ℏωâ†. (2.11)
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From this, the following relations can be derived:

ĤâΨn (x) = (En − ℏω) âΨn (x) (2.12)

Ĥâ†Ψn (x) = (En + ℏω) â†Ψn (x) (2.13)

Here, â† and â are ladder operators for Ĥ, operators that raise or lower the

eigenvalues of another function.

2.2 Fock States

For ease of analysis, we switch to Dirac notation, denoting Ψn (x) as |n⟩. This

changes Equation 2.1 to:

Ĥ |n⟩ = En |n⟩ . (2.14)

If the states Ψn−1 (x) and Ψn+1 (x) are given by |n− 1⟩ and |n+ 1⟩, with energies

En − ℏω and En + ℏω respectively, the effects of applying creation and annihilation

operators to Fock states can be described:

â† |n⟩ =
√
n+ 1 |n+ 1⟩ , (2.15)

â |n⟩ =
√
n |n− 1⟩ . (2.16)

For an n-photon state, we can define a Fock state as an eigenstate for the photon

number operator n̂.

n̂ |n⟩ = â†â |n⟩ = n |n⟩ , (2.17)

|n⟩ = â†n√
n!

|0⟩ (2.18)
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These form an orthonormal basis, with a general state |Ψ⟩ given by:

|Ψ⟩ =
∞∑
n=0

an |n⟩ (2.19)

We use these to define a coherent state |α⟩ as an eigenstate of the annihilation

operator:

â |α⟩ = α |α⟩ . (2.20)

Using the completeness relation |α⟩ =
∑

|n⟩ ⟨n|α⟩, we can find that:

|α⟩ = ⟨0|α⟩
∞∑
n=0

αn

√
n!
. (2.21)

Applying normalisation gives the final expression:

|α⟩ = e−
1
2
|α|2

∞∑
n=0

αn

√
n!

|n⟩ = e−
1
2
|α|2

∞∑
n=0

αnâ†

n!
|0⟩ , (2.22)

with inner product:

⟨α|β⟩ = e−
1
2(|α|2+|β|2)

∞∑
n=0

∞∑
m=0

α†nβm

√
n!m!

⟨n|m⟩ ,

⟨α|β⟩ = e−
1
2(|α|2+|β|2)+α†β,

(2.23)

using ⟨n|m⟩ = δnm due to orthonormality.

2.3 Quadratures

In second quantization, we define the quadrature operators as:

X̂1 =
1

2

(
â+ â†

)
, (2.24)

P̂1 =
1

2i

(
â− â†

)
. (2.25)

With eigenstates:
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X̂ |x⟩ = x |x⟩ , (2.26)

P̂ |p⟩ = p |p⟩ . (2.27)

Where |x⟩ and |p⟩ are the states with eigenvalues x and p respectively.

Together, these are two components of the amplitude of the electric field. These

operators are analogous to the position and momentum operators from Equation

2.1, and fulfill the relations:

[
X̂, P̂

]
=

i

2
(2.28)

⟨x1|x2⟩ = δ (x1 − x2) (2.29)

⟨p1|p2⟩ = δ (p1 − p2) (2.30)

By checking expectation values of these quadratures when applied to the coherent

state |α⟩, we can verify that these values are real and imaginary components of α.

⟨X̂1⟩ = ⟨α|X̂1|α⟩ =
1

2
⟨α|â+ â†|α⟩

⟨X̂1⟩ =
1

2
(α + α∗) = ℜ (α)

(2.31)

⟨P̂1⟩ = ⟨α|P̂1|α⟩ =
1

2i
⟨α|â− â†|α⟩

⟨P̂1⟩ =
1

2i
(α− α∗) = ℑ (α)

(2.32)

For measurement, we rely on homodyne detection, as shown in Figure 2.1. The

incoming signal to be measured is mixed with a coherent source |α⟩ at a beam

splitter and the difference in intensity of the outputs is measured. Beam intensity

is proportional to photon number, allowing it to be inferred from measurements:
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i3 − i4 ∝ ⟨n̂3 − n̂4⟩ . (2.33)

Figure 2.1: Homodyne Detection. The method of measuring quadratures,
through mixing an input state |Ψ⟩ with a local oscillator, here, a coherent state.

For a 50:50 beam splitter, with transmittance and reflectance T = 1√
2
andR = i√

2

respectively, we express the output number operators in terms of the input number

operators.

n̂4 = â†4â4 (2.34)

â4 = T â1 +Râ2 =
1√
2
(â1 + iâ2) (2.35)

â3 = Râ1 + T â2 =
1√
2
(iâ1 + â2) (2.36)

n̂3 − n̂4 = i
(
â†2â1 − â†1â2

)
(2.37)

With the beam to be measured, and a coherent source, entering the first and

second ports respectively, we find the expectation values of the quadrature operators:

1⟨Ψ|2 ⟨α| n̂3 − n̂4 |α⟩2 |Ψ⟩1 ∝1 ⟨Ψ| 1
2i

(
â1e

−iϕ − â†1e
iϕ
)
|Ψ⟩1 . (2.38)
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Setting ϕ = π
2
or ϕ = 0, gives amplitude difference measurements proportional to

⟨Ψ|X̂|Ψ⟩ and ⟨Ψ|P̂ |Ψ⟩ respectively. With the expectation values of the quadrature

operators found, we have our method of quadrature measurements, which will be

required for our analysis.

Continuing with relevant background information, we now proceed to discussion

of entropy, calculations of which allow for analysis of results in order to verify that

secrecy for a broadcast has been established.

2.4 Shannon information

Entropy is a measure of uncertainty in the outcome of a random event. For such an

event A with n possible outcomes, the Shannon entropy H (A) is given by:

H (A) = −
n∑

i=1

P (xi) log2 P (xi) , (2.39)

where the outcome xi occurs with probability P (xi). For a binary event with out-

comes 0 and 1, such as a coin flip, the outcome possibilities are given by p0 = p and

p1 = 1− p. The Shannon entropy reduces to:

H (A) = −p log2 p− (1− p) log2 (1− p) . (2.40)

As expected, plotting such a function shows maximum uncertainty is reached when

both outcomes are equally likely, with zero uncertainty when one outcome occurs

with probability 1. This is shown in Figure 2.2.

This can be extended to multiple variables. If H (B) is defined in the same

manner as H (A), with m outcomes yj occurring with probability P (yj), the joint

Shannon entropy for both events, H (A,B), can be given by:

H (A,B) = −
n∑

i=1

m∑
j=1

p (x, y) log2 p (x, y) , (2.41)

where p (x, y) is the joint probability distribution describing the pair of variables.
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Figure 2.2: Binary Entropy. Measurement of entropy for a system with two
possible outcomes, with one outcome having the probability p.

Also of note is the Shannon mutual information, H (A;B). This functions as a

way to quantify how much can be learned about a variable through observation of

a second variable on which it has dependence. For two discrete variables, we define

this as:

H (A;B) = −
n∑

i=1

m∑
j=1

p (xi, yj) log2
p (xi, yj)

pA (xi) pB (yj)
. (2.42)

Here, the marginal distributions for each variable are given by pA (xi) and pB (yj).

Finally, we introduce a third variable, C, to define the conditional mutual in-

formation:

H (C) = −
l∑

k=1

P (zi) log2 P (zi) , (2.43)

H (A;B | C) = H (A,C) +H (B,C)−H (A,B,C)−H (C) , (2.44)
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as the mutual information of two events when the value of a third is known.

2.5 Von Neumann information

The concepts of mutual information can be extended to describe quantum mech-

anical systems. For a quantum mechanical system described by the n-dimensional

density matrix ρ, the von Neumann entropy S (ρ) is given by:

S (ρ) = −Trρ log2 ρ (2.45)

As with the previous version, we can see that this reduces to zero when there is

no uncertainty. In this case, meaning that the ρ is a pure state. This can be seen

through a choice in basis that diagonalises ρ:

ρ =
n∑

i=1

λi |i⟩ ⟨i| , (2.46)

for eigenvalues λi. This reduces to the Shannon entropy of the λi values.

S (ρ) = −
n∑

i=0

λi log2 λi (2.47)

For a pure state, taking λi = δi,j for some 0 ≤ j ≤ n clearly shows S (ρ) =

0. Additionally, taking ρ = In
n

for a maximally mixed state gives the expected

maximum entropy of log2 n.

The other concepts from Shannon entropy can also be extended to quantum

states. For a three-part system (A,B,C) with density matrix ρAB we can define the

joint von Neuman entropy and the mutual information between two parts, and the

conditional mutual information, S (A,B), S (A;B), and S (A;B|C):

S (A,B) = −Tr (ρAB log2 ρAB) (2.48)

S (A;B) = S (ρA) + S (ρB)− S (ρAB) (2.49)
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S (A;B|C) = S (A;B)− S (C) (2.50)

Where ρA and ρB describe the partial traces.

2.6 Covariance matrices

In this work, the mean and variance is enough information to fully define the states

we are employing. Beginning with quadrature operators for a single state, the mean

is simply defined as the expectation value of the quadrature operators x̂ and p̂:

⟨x̂⟩ = Tr (ρx̂) , (2.51)

⟨p̂⟩ = Tr (ρp̂) . (2.52)

Taking

r̂ =

 x̂

p̂

 (2.53)

gives the formula for the covariance matrix elements:

γij = Cov [r̂i, r̂j] = ⟨(r̂i − ⟨r̂i⟩) (r̂j − ⟨r̂j⟩)⟩ (2.54)

where the elements ⟨r̂i⟩ form the displacement vector.

For the thermal states we are interested in, the covariance matrix for a single

mode with average photon number n̄ is given by

γ =

 V 0

0 V

 , (2.55)

where V = 2n̄ + 1 is the thermal state variance. This reduces to the identity

with zero photons, the covariance matrix for a vacuum state.
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2.7 N mode states

For the approaching work, we will need to extend this treatment to multiple modes.

For an n mode state with x̂i and p̂i as the quadrature operators for the ith mode,

we find:

r̂ =



x̂0

p̂0

x̂1

p̂1
...

x̂n

p̂n



. (2.56)

We can also define the n-mode covariance matrix:

γ =



γ0 C01 · · · C0n

CT
01 γ1 · · · C1n

...
...

. . .
...

CT
0n CT

1n · · · γn


, (2.57)

where γi is the covariance matrix for the ith mode in the system, and Cij describes

covariance between different modes. This will allow us to consider entangled thermal

states in different locations, such as those observed in the outputs of a beam splitter.

For this work, we will use the beam splitter transformation along with covariance

matrices to make mutual information calculations. This transformation is given by:

B (T,R) =

 T R

R T

⊗ I2×2, (2.58)
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

x̂0

p̂0

x̂1

p̂1


out

= B (T,R)



x̂0

p̂0

x̂1

p̂1


in

. (2.59)

Here, B (T,R) is the transformation for a beam splitter acting on a pair of input

modes with transmittance and reflectance T and R, defined such that T 2 +R2 = 1.

2.8 Gaussian States

Thermal States

The majority of work concerning quantum information is performed using Gaussian

states, which includes coherent, thermal, and squeezed states, each of which are

easily accessible in a lab environment.

The specific type we will be employing, thermal sources, are currently widely

used in modern wireless communication including satellite transmissions, mobile

phones, Wi-Fi and Bluetooth. However, such states are not commonly considered

for applications in QKD, due to the addition of noise in broadcast and detection.

Instead, coherent states, accessible through lasers and fibre-optics, are commonly

used. Of particular note is one such example, the Gaussian modulated Coherent

State (GMCS) protocol, which relies on broadcasting coherent states with amp-

litudes randomly selected from a Gaussian distribution. This is relevant as the

output of the source in a GMCS protocol is statistically equivalent to that of a

thermal source, meaning from an eavesdropper’s point of view, the protocols are

equivalent. This allows security proofs from a known coherent state protocol to be

applied to the work we are about to present.
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2.9 Displacement

While it is interesting to test if thermal states could be used to create keys, such

unmodulated sources are not typically used in microwave communication. Phase-

shift keying (PSK) is a process usually used for such broadcasts. Here, multiple

displaced thermal states, commonly separated only by phase, are used to transmit

information.

The displacement operator is a unitary operator given by:

D̂ (α) = eαâ
†−α∗α̂, (2.60)

D̂† (α) = D̂ (−α) , (2.61)

D̂† (α) = D̂−1 (α) . (2.62)

Where α ∈ C is the displacement parameter. Intuitively, displacement operators

can be combined into a single displacement operator with the total displacement:

D̂ (α) D̂ (β) = eαâ
†−α∗α̂eβâ

†−β∗β̂,

D̂ (α) D̂ (β) = e
1
2
(αβ∗−α∗β)D̂ (α + β) .

(2.63)

The added scale factor does not end up impacting calculations, allowing combin-

ing of displacement operators to work as expected. Figure 2.3 shows the effects of

the displacement operator in phase space, with states and operators being displaced

by α:

D̂† (α) âD̂ (α) = â+ α, (2.64)

D̂† (α) â†D̂ (α) = â† + α∗. (2.65)

We can use this operator to define a coherent state |α⟩ as a displaced vacuum
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state:

D̂ (α) |0⟩ = |α⟩ . (2.66)

Figure 2.3: Displacement. A vacuum state being displaced with displacement
parameter α. This forms the coherent state |α⟩

2.10 Thermal Broadcasting

In broadcasting, information is commonly transmitted through modulation of a

carrier signal, typically a sinusoidal wave with constant amplitude and frequency

before modulation. There are many approaches to accomplishing this, with the

simple options being Frequency Modulation (FM) and Amplitude Modulation (AM),

in which information is encoded through different choices of frequency or amplitude

respectively. For AM broadcasts, this involves multiplying the carrier signal by the

baseband, as shown in Figure 2.4. Note that the baseband has been translated up

such that it is never negative. This avoids issues of ambiguity, as when the signal

is received, measuring amplitude would not reveal if the carrier signal had been

multiplied by a positive or negative value.
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Figure 2.4: Amplitude Modulation. A carrier signal is multiplied by a non-
negative baseband signal to produce the final broadcast.

For FM broadcasts, the frequency of the carrier is adjusted as shown in Figure

2.5. Defining the frequency at any point in time as the rate of change of phase

allows adjustment of frequency by adding the integral of the baseband as a time-

dependent phase offset. Equations 2.67 and 2.68 show the forms that these waves

take for AM and FM broadcasts respectively, for a carrier with amplitude AC and

angular frequency ωC , and a baseband of amplitude ABB (t).

ΦAM (t) = ABB (t)AC cos (ωCt) (2.67)

ΦFM (t) = AC cos

(
ωCt+

∫ t

0

ABB (τ) dτ

)
(2.68)

More complex variants of these modulations are available, Quadrature Amplitude

Modulation (QAM) and Phase-Shift Keying (PSK).



40

Figure 2.5: Frequency Modulation. The offset in frequency given to carrier wave
is proportional to the baseband amplitude.

These methods are commonly seen in modern communications systems, most

notably Wi-Fi. For both of these methods, the broadcast consists of a pair of

sinusoidal carrier waves which are π
2
out of phase with each other, referred to as

the In Phase (I) and Quadrature (Q) components of the broadcast. A pair of such

carriers can be amplitude-modulated and summed together to create a variety of

different waves, as shown in Figure 2.6.

Using this pair of out-of-phase carrier waves, information can be encoded through

varying the amplitudes of the I and Q components between a set of predetermined

values. For QAM, this takes the form shown in Figure 2.7, with points arranged in

a grid pattern, while Phase-Shift Keying instead uses points evenly spaced around

a circle. An example of this performed for four points, referred to as Quadrature

Phase-Shift Keying (QPSK) is shown in Figure 2.8. In both of these cases, the

amplitudes of the I and Q components of transmitted signals are plotted on the

axes.

In both of these cases, information is broadcast by encoding one of the four (16

for 16-QAM) possible binary entries in each of the 4 (16) states being broadcast. It is

clear that 4-QAM and QPSK show the same diagram, and are equivalent broadcasts.
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Figure 2.6: Signal Addition. A pair of carrier waves summing to create a broad-
cast signal. Adjusting the amplitudes scaling the I and Q components changes the
broadcast signal.



42

Figure 2.7: Quadrature Amplitude Modulation. A phase diagram for 16-QAM.
Constraining the diagram to the centre four states gives the phase diagram for 4-
QAM.

Also included in Figure 2.8 is a plot of the component signals that make up

a QPSK/4-QAM broadcast, being varied over time to produce the four possible

broadcasts. However, this is an idealised view. Perfect sinusoidal waves would

produce single points at the centre of the clusters in the I/Q plot, whereas in real

broadcasts, noise results in imperfect signals, leading to circular clusters of potential

signals as seen in the I/Q plots.

In normal Amplitude Modulation, the baseband scaling the carrier amplitude

was non-negative. This is not true for these more complex methods which allow for

negative quadrature measurements, giving access to broadcasts in all four quadrants

of the I/Q graph.

These I/Q diagrams are of similar form to the X/P quadrature graph shown

earlier in Figure 2.3, a QPSK broadcast consists of a set of four displaced thermal

states, separated by phase.
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Figure 2.8: QPSK. Quadrature Phase-Shift Keying. Four states are equally spaced
around a circle, centred on the origin in phase space.
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Chapter 3

Introduction to Quantum Key

Distribution

While classical methods have so far been useful for security purposes, the assumption

that the functions used cannot be reversed in a reasonable time may not be a

reliable one. As computers become more powerful, and more algorithms are created,

methods of breaking such security may eventually be found. Therefore, it is desirable

to create methods of key distribution which do not make assumptions about the

level of computing power available to an eavesdropper. Using classical methods, the

only available option is to distribute keys through trusted couriers, which is not a

practical method of establishing secure channels.

Quantum key distribution enters as a solution to the problem of arbitrarily strong

attackers. Instead of basing security on the difficulty of certain mathematical prob-

lems, QKD relies on the rules of quantum mechanics, with the aim of allowing secure

communication regardless of the attacker’s computing power. For such protocols, we

assume an eavesdropper may perform any operations on intercepted states broadcast

using the quantum channel which are permitted by quantum mechanics. This allows

for minimal requirements to be placed on the quantum channel. We also require

an authenticated classical channel, through which Alice and Bob can communicate

publicly without the ability for the eavesdropper to modify messages. This may
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be implemented through an authentication protocol which provides the same level

of security as QKD, or through short keys distributed previously through methods

such as couriers. Due to smaller key lengths required for authentication, couriers

are more reasonable for this purpose compared to using couriers to deliver keys for

encryption.

There are two common groups for QKD protocols. Prepare-and-Measure proto-

cols, and Entanglement-Based protocols. These are shown in Figure 3.1:

• Prepare and Measure: Alice creates a quantum state which has been used to

encode classical information, and sends it to Bob for measurement in order for

communication to be established.

• Entanglement-Based: A central source, separate from Alice and Bob, broad-

casts entangled states, with each party receiving one part of the state, giving

Alice and Bob correlated measurements.

Figure 3.1: QKD Protocols. Two general groups of QKD protocols, Prepare-and-
Measure (Top), and Entanglement-Based (Bottom).

Regardless of method, the final result is a set of correlated bit strings possessed

by Alice and Bob, and potentially an eavesdropper. This matches the outputs of
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classical key distribution, and at this point refining the bit strings into a key is a

classical problem.

3.1 Refining

For public key distribution, the protocol begins with a publicly-shared key and a

second, private key, which is kept by the person receiving the message, both of these

keys are created by one of the parties involved and do not require the same further

processing that symmetric keys require. For symmetric keys, imperfections in the

distribution protocols will result in correlated, but not perfectly matching, keys for

the involved parties, necessitating additional steps.

This begins with advantage distillation if necessary, which is when Alice and

Bob initially share less information than either of them do with Eve. There are

multiple protocols to allow Alice and Bob to gain a superior position compared to

their eavesdropper, with a well-known example being the bit pair protocol. Alice

and Bob split a bit string into pairs and publicly compare the parity of each pair.

For pairs where they agree, they both decide on a bit to discard and keep the other,

otherwise, both bits are discarded. This produces a shorter bit string which can be

used for another attempt at the bit pair protocol.

If advantage distillation is carried out successfully. Alice and Bob will share

more information about each other’s bit strings than either do with Eve, giving

them a superior position. At this point, Alice and Bob go through information

reconciliation, the process by which their errors are corrected while attempting to

provide minimal information to Eve. A well-studied protocol for attaining this is

the Cascade algorithm, which relies on a similar parity-check method to what was

described in advantage distillation. Alice and Bob divide their strings into blocks,

and compare the parities of each block. Should errors be detected, the block is split

in half and parities are checked again. This is repeated until an error is fixed. After

this, Bob shuffles the key, and splits the shuffled key into blocks to begin the process

again. Telling Alice how the key has been shuffled allows Alice and Bob to continue
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comparing parities of the correct bits. Correcting errors this way may change parities

of previously used blocks, allowing detection of errors that were missed in previous

passes. This process keeps repeating for a predetermined number of shuffles or no

more errors are detected. Shuffling after each iteration is necessary as comparing

block parities can only detect an odd number of errors within the blocks, resulting

in false positives in which blocks with any even numbers of errors are stated to have

zero errors.

The final step is then privacy amplification, in which Alice and Bob use their

now equal keys along with public discussion to minimise Eve’s knowledge of the key.

This may be carried out through applying a randomly chosen hash function to the

key, agreed on by Alice and Bob. These are functions which ideally only produce

the same output when given identical inputs, and those outputs then become the

final key. Any errors on Eve’s part will then prevent discovery of the key, as even

applying the same hash function as Alice and Bob would result in Eve having a

completely uncorrelated key.

3.2 Discrete QKD

QKD begins with Bennett and Brassard’s protocol in 1984 (BB84) [18]. Here, Alice

picks a pair of orthogonal bases, separated by a π/4 angle. Alice and Bob first

agree to define horizontally and vertically aligned photons |0⟩ and |1⟩ as 0 and 1

respectively, and doing the same for the diagonal basis:

|ϕH0⟩ = |0⟩ , (3.1)

|ϕH1⟩ = |1⟩ , (3.2)

|ϕD0⟩ =
1√
2
(|0⟩+ |1⟩) , (3.3)
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|ϕD1⟩ =
1√
2
(|0⟩ − |1⟩) . (3.4)

These give four possible states for the four choices, |ϕH0⟩ and |ϕH1⟩ describing a

0 or 1 in the horizontal/vertical basis, with |ϕD0⟩ and |ϕD1⟩ filling the same role for

the diagonal basis.

After Alice decides on a bit string to send, and which basis to encode each bit

in, all of which is done at random, they send photon pulses with the appropriate

states encoded to Bob who also randomly decides on which basis to measure each

received state in. Here, security arises from the random switching of basis, and Eve’s

inability to copy the states being sent to Bob.

Bit 1 1 0 0 ... 0 1 1
Alice’s Basis → ↗ → ↗ ... ↗ → →

Broadcast State |ϕH1⟩ |ϕD1⟩ |ϕH0⟩ |ϕD0⟩ ... |ϕD0⟩ |ϕH1⟩ |ϕH1⟩
Bob’s Basis → ↗ ↗ → ... ↗ ↗ →

Measurements 1 1 X X ... 0 X 1

Figure 3.2: BB84. Alice randomly selects bits and broadcast bases and sends the
resulting state to Bob, who measures in a random basis. Measurements where they
picked the same basis may be used to create a key.

As Bob and Eve are unaware of which basis Alice encoded each bit in, they will

make an incorrect choice for 50% of bits. This leads to errors where mismatched

choices of basis give two possible, equally likely measurement outcomes for Bob and

Eve. Should Eve attempt to intercept, perform measurements, then send results to

Bob, Eve risks introducing errors. Should Eve for example use the horizontal basis

and measure |ϕH0⟩, this could be correct, however the same measurement has a 50%

chance of being made should Alice have sent |ϕD1⟩. Should Eve then send |ϕH0⟩ to

Bob, Bob will not make the same measurement as Alice even with a correct choice

of basis. A comparison of Alice and Bob’s measurements would reveal such errors,

and Alice and Bob would become aware that an eavesdropper was present. At this

point the protocol would be aborted. A sample of some bits and bases are shown

in Figure 3.2, with pulses where Alice and Bob picked the same basis producing a
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shorter, shared bit string for use in creating a key.

Should no issues be found in a comparison of Alice and Bob’s measurements in

a select set of bits where they chose the same basis, they may proceed to refining

the remaining bits into a key. This stage is performed in the same fashion as with

classical key distribution, through communication over the authenticated classical

channel.

3.3 Improvements to BB84

This does lead to an issue in that perfect single photon sources are difficult to create,

and multiple photons will have some probability of being unintentionally broadcast

by an imperfect source. This allows Eve to attack by blocking pulses which consist

of a single photon, and intercepting multi-photon pulses to keep one photon for

measurement, with the remainder continuing to Bob as intended [19].

This problem is averted through the decoy state method. As Eve intercepts

multi-photon pulses in order to send all but one photon, while blocking single photon

pulses, Bob will observe multi-photons pulses as having a higher chance of being

received for measurement. By intentionally broadcasting multi-photon pulses, Alice

and Bob can consider the yields of these pulses to verify if unusually high yields are

measured due to Eve’s attempts to resend pulses.

In the decoy method, Alice uses multiple sources with different average photon

numbers, and switches between them at random during the broadcast. Afterwards,

Alice reveals which pulses came from which source. If sources which broadcast more

multi-photon pulses have a higher chance of being transmitted to Bob, then they

can conclude that an eavesdropper is blocking single photon pulses, and that the

protocol should be stopped. This method can be implemented with a pair of decoy

states, with early work showing little advantage observed in using more decoy states

[20].
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3.4 Continuous QKD

A diverging field of interest instead focused on encoding data in continuous variables,

specifically the quadratures of a coherent state [21, 22]. In this method, Alice creates

a series of pairs of random values, and encodes those values as X and P quadratures

of a coherent state to be sent to Bob. Bob randomly decides which quadrature

to measure when receiving the signal, and switches this choice at random points

during the broadcast. With Bob possessing a string of measurements, Alice and

Bob decide which quadrature the key will be encoded in. Measurements made

on the other quadrature can be publicly compared to check that Alice and Bob are

making correlated measurements. This does lead to a weakness in that with a strong

enough broadcast, a small proportion may be split off by an eavesdropper for analysis

of both quadratures. While measurement of both quadratures is not immediately

possible due to the quadrature operators not commuting, measurements of both can

be approximated by splitting the beam and measuring different quadratures of both

output beams. Employing squeezed states led to improved security, though this

initial continuous-variable method was outperformed by discrete-variable QKD.

This was later innovated on with the Gaussian Modulated Coherent State (GMCS)

protocol [23]. Here, Alice randomly takes number pairs, x and p from a Gaussian dis-

tribution centred at the origin in phase space, and creates a coherent state |x+ ip⟩,

which is sent to Bob for measurement. For each bit, Bob measures a single quad-

rature and shares the choice with Alice. This produces a string of correlated meas-

urement values, which can then be converted into a bit string through prearranged

methods.

3.5 Practical QKD

Beyond experimental work, devices for QKD have been produced for use by govern-

ments, as well as in commercial environments. Construction of quantum networks

goes back 20 years, with the DARPA quantum network in 2003. Over 3 years of op-
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eration, the network was able to implement the BB84 protocol over 10km, between

BBN Technologies and Harvard University but not over their longer, 19km channel.

A key generation rate of 1000 bits/second was obtained over the shorter channel

[24].

Shortly afterwards (2004-2008), the Secure Communication based on Quantum

Cryptography (SECOQC) network was created, consisting of 8 QKD channels con-

necting 6 nodes over distances between 6-85 km [25]. This network used a variety

of protocols, including BB84 as well as SARG04 – a similar protocol that does not

require Alice announce which basis was chosen for each pulse. This allowed key

distribution to be performed at distances of over 80 km at a rate of 0.6-0.8 kbps,

with key rates of 27 kbps possible over 10 km. This network also performed QKD

using the previously mentioned GMCS protocol, reaching rates of 8 kbps over a 6

km channel.

This was followed by the Tokyo QKD Network (2010), which showed commercial

applications of QKD technology [26]. Here, video conferencing was carried out,

which was secured by QKD at a 128 kbps rate over channels of length 24-90 km.

This network was also able to detect an photon number splitting attack carried

out during the demonstration. Similar efforts on widespread applications of QKD

technology in South Korea; headed by ID Quantique and SK Telecomms, aimed to

create a large network for use by public and private sectors.

While there have been many implementations of QKD, we see that work still

needs to be done to make QKD accessible. This is in part due to current commu-

nications infrastructure not being suitable for QKD protocols, requiring specialised

equipment. The following protocol, which is the subject of this research, attempts

to address this issue. We aim to construct a protocol which can be performed by

common communications equipment. In doing this, accessible QKD may become a

software problem, with existing hardware already being relevant in the experimental

setup.
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3.6 Composability and Finite Key Effects

In cryptography, the earlier methods of discussing the level of security afforded by

various protocols is not always considered sufficient. When a protocol is used as

part of some larger system, it is reasonable to question if security is maintained. If

a protocol is said to provide composable security, then it is considered secure even

when combined with other protocols [27].

An additional factor to consider when moving away from ideal setups are finite

key effects. In realistic scenarios, Alice and Bob are not capable of sending an infinite

amount of signals, and have a limited time to perform the protocol for reasonable

communication. This reduces the possible key rate and is not always accounted for

in older discussions of security.

For the protocol we will be analysing we find that from an outside perspective,

most importantly from the view of an eavesdropper, the broadcast sent between Alice

and Bob is indistinguishable from those sent in the Gaussian Modulated Coherent

State QKD protocol, which has been analysed with each [28, 29] of these effects taken

into account. This allows us to proceed under the assumption that the thermal state

protocol to be analysed affords the same level of security.
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Chapter 4

Thermal State RF Key

Distribution

4.1 Thermal Sources

For our work, rather than focus on coherent states, we will instead consider a radio

key distribution protocol inspired by quantum methods which will rely on a thermal

source. While coherent sources are useful as they have well-known applications in-

volving lasers and fibre optics, thermal sources likewise see regular use in wireless

communications, typically in the form of microwaves or radio waves. Mobile phones,

Bluetooth, some satellites, and Wi-Fi are all examples of such equipment. Therefore,

in order to devise QKD protocols which could be implemented on commonly-used

devices, it is useful to focus on microwave sources. While fibre networks also see com-

mon use in communications, the cost of burying cables becomes expensive. Working

with thermal states potentially allows for transition to wireless, which circumvents

this issue.

While optical methods can similarly be implemented wirelessly, even over long

distances, such methods require line-of-sight between transmission and detection.

This restriction is not shared by thermal broadcasts, as is clearly seen from the

uncontrolled environments in which modern communication equipment is expected

55



56

to operate.

Figure 4.1: The thermal state protocol. The central broadcast protocol which
will be analysed. This diagram was originally used in ”Thermal state quantum key
distribution” [1], and is licensed under CC-BY 4.0. [5]

In the central broadcast thermal protocol, a thermal source is incident on a 50:50

beam splitter, the outputs of which are directed to Alice and Bob. If it is assumed

each person has control over their own measuring equipment, and the source is held

by Alice, this leaves an unsecured channel between the initial beam splitter and

Bob, through which interception can occur. Eve intercepts through the use of a

beam splitter of unknown reflectance, siphoning off part of the beam directed to

Bob before it can be measured. This is all shown in Figure 4.1.

Each person receives their beam and splits it through the use of a 50:50 beam

splitter, then employs Heterodyne detection (double homodyne) in order to perform

an approximation of simultaneous measurements of the x and p quadratures as

shown in Figure 4.2. Additional splitting is needed as the x̂ and p̂ operators do

not commute, and therefore cannot be measured on a single beam. This method of

measurement has been employed in other QKD protocols with success [30, 31].
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Figure 4.2: Heterodyne Detection. The measurement method used in the
thermal protocol, in which the incoming beam is split at a 50:50 beam splitter
in order to measure the x and p quadratures separately.

After repeatedly measuring quadratures and finding a series of measurement

pairs xi, pi, each person calculates the Amplitude zi =
√

x2
i + p2i for each pair.

The data is converted into bit strings through each person calculating their median

zi values, and recording a binary 0 or 1 for each zi measurement above or below

the median, respectively. As the outputs of a beam splitter with a thermal input

are correlated, bit strings derived from measurements of these outputs are likewise

correlated. In order to verify this, Alice and Bob may compare results for a subset

of measurements. If the results are uncorrelated, Alice and Bob may stop and

restart key distribution. A sample of this is shown in Figure 4.3, where any time

delay between Alice and Bob’s measurements removes all correlation between their

amplitude strings, confirming that the original source was thermal.

While these simulations do not account for extra noise added by detectors, this

still allows for a method of verifying that a noisy thermal source is responsible for the

received measurements rather than detector noise. Even using identical equipment,

noise introduced by each party’s detectors would have no reason to be correlated.

Analysing offsets in real bit strings in a similar manner would also show that Alice

and Bob only receive highly correlated amplitudes when they measure the signal
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from their source at the same time, rather than their results being dominated by

the effects of their receivers.

Monte Carlo simulations in Python were used to model the outputs of the pro-

tocol, with assistance from QuTiP [32, 33]. As expected, the simulated thermal state

gave rise to correlated amplitude measurements by Alice, Bob and Eve. Once each

bit string has been derived as described above, we can calculate mutual information

to test if the protocol has produced suitable bit strings for key distillation.

4.2 Key distillation

Once each person has their bit string, there are multiple methods of producing a key,

depending on the mutual information between each pair of people. Alice and Bob

can glean some information about the system through discussion and comparison of

parts of their bit strings, provided that any revealed information is discarded.

There are four main relevant concepts.

• Direct reconciliation

• Reverse reconciliation

• Advantage distillation

• Privacy amplification

In direct reconciliation, Alice provides additional information to Bob in order

to correct mistakes. As with the initial broadcast, it is assumed Eve has access

to communications used to fix errors, allowing both Bob and Eve to act on any

information provided by Alice.
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Figure 4.3: Changes in correlation coefficients. The effects of time delays on
the correlation coefficients of measurement strings using a simulated thermal state
(n̂ = 50). Any time delay produces uncorrelated results, which are clearly visible in
the accompanying scatter graphs. This was originally presented in [1].
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In order to successfully create a key despite Eve, the original bit strings shared

by each party will have varying restrictions. Methods for correcting such errors, such

as Cascade, are already known and applied in similar protocols [34]. In this, Alice

and Bob reorder their bit strings to an agreed-upon random permutation and divide

the new strings into groups with size depending on the estimated error rate. These

groups have their parities compared, and if discrepancies are noticed, the groups are

spilt further and the check repeated, until an error is found and corrected in Bob’s

string. Fixing such an error leads to other errors being identified in other groups

containing the changed bit due to changes in parity values, allowing additional fixes

to the bit string. This process is repeated with more random permutations of the

bit string until there is confidence that no errors remain.

In order for this to be successful, Alice and Bob require [35]H (A;B) > H (A;E).

A clear problem presents itself here however. If Eve intercepts with a 50:50 beam

splitter, we would expect H (A;B) = H (A;E) due to the symmetry in the protocol

setup, with H (A;B) < H (A;E) if Eve siphons off more than half of the beam

intended for Bob. As Eve is in control of the intercepting beam splitter, this is not

an acceptable method of producing a key alone. This is an expected result and is a

regular problem with this method of reconciliation.

This process can be inverted, giving reverse reconciliation. Here, Alice instead

corrects errors within their bit string instead of Bob, though the reconciliation

protocol is otherwise unchanged. To create a key, this requires [35] H (A;B) >

H (B;E). We will see later that this requirement is attainable using the thermal

protocol.

If neither of these methods are available due to Alice and Bob both having

higher mutual information with Eve than with each other, advantage distillation

is used to give Alice and Bob the superior channel. Methods for this can involve

broadcasting code words created from Alice’s string, or sharing parity of pairs of

bits, and discarding both bits in the case of errors or one element of the pairs

when they agree. This only requires H (A;B|E) > 0, and will result in Alice and
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Bob’s bit strings becoming less correlated with Eve. Finally, privacy amplification

is employed. This step takes the key Alice and Bob have created and produces a

smaller key, which Eve does not have knowledge of. One possibility for this involves

the use of hash functions, which map Alice and Bob’s bit strings to their final string.

If implemented correctly, any errors between Eve and the legitimate parties at this

point will result in Eve having no knowledge of the final key.

From this, we can restrict the boundaries for the key rate K to [36]:

H (A;B|E) ≥ K ≥ max [H (A;B)−H (A;E) , H (A;B)− (B;E)] (4.1)

4.3 Shannon entropy measurements

After the simulations are performed, we compare the produced bit strings in order

to calculate mutual information between each pair of people, as well as the condi-

tional mutual information. With this, we check if the bit strings are appropriate for

conversion into keys by testing if the inequalities in Subsection 4.2 are satisfied.

Additionally, to consider varying levels in interception strength, these initial

simulations compared the mutual information values as the transmittance of Eve’s

beam splitter was adjusted, with the results presented in Figure 4.4.

As expected, H (A;B) > H (A;E) is not satisfied if Eve reflects over half of

the beam sent to Bob, with equality for a 50:50 beam splitter, therefore, direct

reconciliation is not a reliable method for producing a key. However, H (A;B) >

H (B;E) remains true as long as Bob receives any portion of the beam sent to them,

allowing reverse reconciliation as a key distillation method.
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Figure 4.4: Mutual informations with varying transmittance. The effects of
changing the transmittance of Eve’s beam splitter on the mutual information values.
This was originally presented in [1].

To confirm these results, we analyse the covariance matrices to calculate von

Neumann mutual informations. Fulfilling the above inequalities with von Neumann

entropies allows for protection against a wider range of attacks than when only

Shannon entropy is considered.

4.4 Von Neumann entropy measurements

We begin with the covariance matrix for a thermal state, γ0, and a vacuum state,

γ1, as mentioned in Section 2.6:

γ0 =

 V 0

0 V

 . (4.2)

γ1 =

 1 0

0 1

 . (4.3)

At the initial beam splitter, we have the thermal source and a vacuum source as

the two inputs, which have no dependency on each other. This gives the two-mode
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covariance matrix:

γ01 =



V 0 0 0

0 V 0 0

0 0 1 0

0 0 0 1


. (4.4)

To find the final covariance matrix, we apply the transformation for a beam

splitter with transmittance and reflectance T and R,

B (T,R) =

 T R

R T

⊗ I2×2, (4.5)

to the appropriate modes, introducing new vacuum modes at the beam splitters

as necessary. At the end of the protocol, this gives the final covariance matrix:

γA1A2B1B2E1E2 =


γA1A2 CAB CAE

CT
AB γB1B2 CBE

CT
AE CT

BE γE1E2

 , (4.6)

with sub-matrices given by:

γA1A2 =
1

4

 (V + 3) − (V − 1)

− (V − 1) (V + 3)

⊗ I, (4.7)

γB1B2 =
1

4

 T 2 (V + 1) + 2 (1 +R2) −T 2 (V + 1) + 2 (1−R2)

−T 2 (V + 1) + 2 (1−R2) T 2 (V + 1) + 2 (1 +R2)

⊗ I, (4.8)

γE1E2 =
1

4

 R2 (V + 1) + 2 (1 + T 2) −R2 (V + 1) + 2 (1− T 2)

−R2 (V + 1) + 2 (1− T 2) R2 (V + 1) + 2 (1 + T 2) .

⊗ I, (4.9)
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CAB =
T

4

 (1− V ) − (1− V )

− (1− V ) (1− V )

⊗ I, (4.10)

CAE =
R

4

 − (1− V ) (1− V )

(1− V ) − (1− V )

⊗ I, (4.11)

CBE =
TR

4

 − (V − 1) (V − 1)

(V − 1) − (V − 1)

⊗ I. (4.12)

Given a covariance matrix γ, the von Neumann entropy is given by [37]

S (γ) =
∑
i=0

G

(
λi − 1

2

)
. (4.13)

Where λi are the symplectic eigenvalues, and

G (λ) = (λ+ 1) log2 (λ+ 1)− λ log2 λ. (4.14)

From this, we can calculate the mutual information, and conditional mutual

information. Previously, we compared Shannon mutual information using results

from simulations in Figure 4.4. We replicate by using covariance matrix calculations

to compare von Neumann mutual information in a similar fashion, with the results

plotted in Figure 4.5.
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Figure 4.5: Von Neumann entropy The effects of varying transmittance of Eve’s
intercepting beam splitter on von Neumann entropy. This was originally presented
in [1].

We see from Figures 4.4 and 4.5 that both methods produce curves with similar

behaviour. The von Neumann entropy is of greater magnitude than Shannon; how-

ever, this is expected due to discord in the system, which the Shannon entropy does

not take into account. As with the simulation, we see that direct reconciliation fails

when Eve siphons off 50% or more of Bob’s beam, however reverse reconciliation is

always available as a possibility.

From this, we have shown that an unmodulated thermal state can be used to

produce a usable key for distribution between Alice and Bob. Though as this is only

initial theoretical work, further considerations will be needed before we can confirm

that this is a viable method. First, we cannot assume that these results transfer

over to the modulated signals used in actual thermal broadcasts, and then we will

need to confirm that the theory applies in practice with practical testing. The first

of these will be explored in the following chapter.
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Chapter 5

Introducing Displacement and loss

5.1 Displaced Thermal States

While we have shown that unmodulated thermal states can produce a key, thermal

states are typically modulated as described in Section 2.10. In order to mimic the

broadcasts typically performed by common microwave communication devices, we

move towards analysing displaced thermal states in order to show that the theory

analysis in the previous chapter still applies to realistic modulated states that are

used in modern communication.

Figure 5.1: A displaced thermal state. The state D† (α) ρThD (α), with dx and
dp as the quadrature expectation values.

Adjusting the previous covariance matrix analysis to account for displacement,

the vector describing the displaced thermal state and the vacuum state entering the

initial beam splitter is given by
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⟨r̂⟩ =



dx

dp

v1x

v1p


. (5.1)

Figure 5.2: Lossy protocol. The thermal state protocol with beam splitters la-
belled for clarity. This was originally presented in [2].

Here, dx = ⟨X̂⟩ and dp = ⟨P̂ ⟩ describe the quadrature expectation values for

the displaced thermal state, as shown in Figure 5.1, while v1x and v1p describe the

input noise. Applying the beam splitters to relevant modes, as in Section 4.4, allows

the final vector to be found. We model Alice’s detector as a beam splitter with

transmittance and reflectance ta and ra, and do the same for Bob and Eve. Taking

v2x through v5x as the vacuum noise at the remaining beam splitters, as shown in

Figure 5.2, gives:

⟨r̂⟩x =



ta
2
(dx + v1x) +

ta√
2
v2x + ravA1

− ta
2
(dx + v1x) +

ta√
2
v2x + ravA2

−Ttb
2
(dx − v1x) +

Rtb√
2
v3x +

tb√
2
v4x + rbvB1

Ttb
2
(dx − v1x)− tbR√

2
v3x +

tb√
2
v4x + rbvB2

teR
2

(dx − v1x) +
Tte√

2
v3x +

te√
2
v5x + revE1

− teR
2

(dx − v1x)− Tte√
2
v3x +

te√
2
v5x + revE2


, (5.2)
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with the P quadratures calculated in the same fashion. Taking the noise quad-

rature expectation values to have mean 0 and variance 1, and the thermal state

having variance v, we find the final covariance matrix:

γA1A2B1B2E1E2 =


γA1A2 CAB CAE

CT
AB γB1B2 CBE

CT
AE CT

BE γE1E2

 , (5.3)

where the sub-matrices are given by:

γA1A2 =

 t2a
4
(v + 3) + r2a

t2a
4
(1− v)

t2a
4
(1− v) t2a

4
(v + 3) + r2a

⊗ I (5.4)

γB1B2 =

 T 2t2b
4

(v + 1) +
t2b(r2+1)

2
+ r2b −T 2t2b

4
(v + 1) +

t2b(1−R2)
2

−T 2t2b
4

(v + 1) +
t2b(1−R2)

2

T 2t2b
4

(v + 1) +
t2b(R2+1)

2
+ r2b

⊗ I (5.5)

γE1E2 =

 t2eR
2

4
(v + 1) +

t2e(T 2+1)
2

+ r2e −R2t2e
4

(v + 1) +
t2e(1−T 2)

2

−R2t2e
4

(v + 1) +
t2e(1−T 2)

2
t2eR

2

4
(v + 1) +

t2e(T 2+1)
2

+ r2e

⊗ I (5.6)

CAB =
1

4

 Ttatb (1− v) Ttatb (v − 1)

Ttatb (v − 1) Ttatb (1− v)

 (5.7)

CAE =
1

4

 Rtate (v − 1) Rtate (1− v)

Rtate (1− v) Rtate (v − 1)

 (5.8)

CBE =
1

4

 TRtbte (1− v) TRtbte (v − 1)

TRtbte (v − 1) TRtbte (1− v)

 (5.9)

From Section 4.4, it was noted that von Neumann mutual information can be

calculated using elements of the covariance matrix. As the final matrix depends only

on the variance, rather than displacement, we deduce from this that displacement



70

also does not affect mutual information. Therefore displaced thermal states, such

as those already commonly used in current communication devices, may be usable

in QKD through this protocol. While this result may appear unsurprising, verifying

this with a more focused analysis was needed to avoid assuming that results for

unmodulated states could apply to realistic broadcast states.

5.2 Loss

One of the factors inhibiting the use of thermal states in QKD is the loss at the

detectors, or during broadcast. With the covariance matrix from Section 5.1, beam

splitters were added to account for detector loss. We use these to calculate the

effects of loss on the mutual information. We factor in loss for three cases:

• Loss on Alice’s channel. Due to Alice having control over the source, their

detector, and the channel between them, it is possible to limit this through a

wired connection.

• Loss on Bob’s channel, after Eve intercepts.

• Loss on Bob’s channel, before Eve can intercept. This is the most relevant

scenario for wireless scenarios as Alice’s broadcasts may be omnidirectional,

in which case most of a broadcast would be lost before any interception takes

place.

In each of these scenarios, we maintain the assumption that the channel between

Eve’s beam splitter and their detectors has no loss. Despite this, Eve is still impacted

by loss on Bob’s channel before the interception. This assumption is in place to

give Eve the most favourable circumstances for interception, to avoid overstating

the capabilities of the protocol by unnecessarily reducing an attacker’s efficiency

without justification.

We use the covariance matrices from Section 5.1 to plot the effects of loss. Be-

ginning with Figure 5.3, we see that loss in Alice’s channel quickly results in Eve’s
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Figure 5.3: Loss by Alice. Changes in mutual information as loss is introduced on
Alice’s channel. This was originally presented in [2].

channel being superior. Due to this, effort should be made to reduce loss before Alice

can perform measurement. Alice’s access to the source can be used to accomplish

this. Ideally, even for wireless communications between Alice and Bob, this segment

of the protocol could still be carried out with a wired setup to avoid this becoming a

problem. This reduction in key rate with increased loss by Alice is therefore unlikely

to cause issues in an appropriately set up protocol.

Next, loss is simulated on Bob’s channel, after Eve intercepts. This is shown in

Figure 5.4 Unlike in the previous test, Alice and Bob maintain the superior channel

provided Bob receives any of the signal sent to them. This is a similar result to the

no-loss version, with the main distinction being that loss before Bob can measure

was previously attributed to Eve intercepting, rather than channel loss.

While with Alice, loss could be minimised through their full control of the source,

their detector, and the channel between them, Bob has no such ability, especially

should there be a free space channel between Alice and Bob. Given Bob’s inability to

restrict loss in the same way as Alice, it is important that the protocol still functions
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with a perfect Eve despite loss in this segment of the protocol.
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Figure 5.4: Loss by Bob. Changes in mutual information as loss is introduced on
Bob’s channel, after interception. This was originally presented in [2].

Finally, we consider loss on Bob’s channel before Eve can intercept. Up until this

point, the protocol has been biased unfairly in favour of Eve to avoid potentially

understating their capabilities. However, in a realistic wireless scenario, Eve has no

way of detecting all of the signal which is not detected by Alice and Bob.

For an omnidirectional broadcast from the initial splitter, such a setup would

require Eve to have a detector covering all directions except for where Alice and

Bob’s detectors are located, which is not a feasible setup. Therefore, large amounts

of loss before Eve can intercept is a realistic scenario. In this variant, we likewise

see that Alice and Bob continue to have the superior channel as shown in Figure

5.5.
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Figure 5.5: Loss before interception. Loss on Bob’s channel, before Eve is able
to intercept. This was originally presented in [2].

To verify this behaviour, we repeat the same scenarios using the Monte Carlo

simulations from Section 4.3, calculating Shannon entropy from bit strings. In all

cases, Shannon entropy follows the same trend as von Neumann entropies calculated

through covariance, as shown in Figure 5.6. Again, von Neumann entropy exceeds

Shannon due to presence of discord in the system, which is not accounted for in a

classical analysis.

At this point, the thermal state protocol proves able to distribute appropriate bit

strings for displaced states in theory, including with realistic loss scenarios. Knowing

this, we now proceed to experimental tests of the protocol for both wired, and short

range wireless setups.
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Figure 5.6: Loss simulations. The results of Monte Carlo simulations. This was
originally presented in [2].
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Chapter 6

Performing Key Distribution with

Microwave Sources

6.1 Wired Key Distribution

In order to carry out the protocol experimentally we use GNURadio for signal pro-

cessing, building the flowchart shown in Figure 6.1. A pair of USRP-2901’s are

used as the radio transceivers, while Costas loops and Polyphase block sync blocks

synchronise the timing and phase of the signals. These are commonly used elements

in radio broadcasting protocols designed to ensure that different parties involved in

communication measure at the appropriate times to recover the intended informa-

tion from the broadcast, and help radio communications function in uncontrolled

environments. Costas loops recover the initial carrier wave from a broadcast, while

polyphase blocks ensure that the measurements of the received signals are performed

at the correct time.
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Figure 6.1: GNURadio. The protocol as performed on GNURadio.
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A constellation modulator divides a random thermal source into four clusters,

giving a distribution matching those shown in the descriptions of QAM and QPSK

in Section 2.10. A snapshot of measurements forming the clusters is shown in Figure

6.2. For a wired broadcast, a pair of power splitters direct the signal first between

Alice and the broadcast channel, and then from the broadcast channel to Bob and

Eve, producing a series of quadrature pair measurements for each person. This allows

for calculation of amplitudes as previously described during the theory analysis.

Figure 6.2: Thermal state clusters. Four thermal states produced through
GNURadio, mirroring the broadcasts used in QPSK. This was originally displayed
in [3].

As with the simulations, the amplitude measurements are used to produce correl-

ated bit strings, which will be tested to verify their utility for key distillation. From

Figure 6.3, we can see while there is additional noise, correlated measurements are

produced, giving similarly correlated bit strings. Meanwhile, we see almost perfect

correlation between Bob and Eve in Figure 6.4. This initial testing led to the con-

clusion that key rates produced through this method are commonly low enough that

advantage distillation is required for key production. Repeated testing confirmed

that, with the specific experimental setup, we were not able to consistently pro-

duce appropriate strings due to Eve’s high correlation with Bob. Before performing

a more detailed analysis, we first consider the methods available to reduce Eve’s

performance without impacting the assumptions of the experiment.

While it is still possible to produce keys through this method, the simulations

of loss in the previous section suggested that the key rate can be improved by the
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addition of loss before Bob and Eve can measure. A straightforward way of achieving

this is to switch to wireless broadcasting. As the majority of the broadcast signal

will not be detected by both Bob and Eve combined, especially if omnidirectional

antennae are used, we have a simple way to perform the protocol with loss.

Figure 6.3: Alice and Bob’s wired results. A scatter graph plotting a set
(n ≈ 3000000) of Alice and Bob’s measurement pairs, clearly showing the expec-
ted correlations. As we are only concerned with relative measurements, these are
presented unitless. This was originally displayed in [3].

Figure 6.4: Bob and Eve’s wired results. A scatter graph plotting a set
(n ≈ 3000000) of Bob and Eve’s measurement pairs, clearly showing the expec-
ted correlations. This was originally displayed in [3].
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6.2 Wireless Thermal Key Distribution

Having shown that wired thermal key distribution is possible, we adjust the protocol

so that Bob and Eve will receive signals wirelessly, as shown in Figure 6.5. The

thermal source retains its wired connection to the initial power splitter, which also

is still connected by a wire to Alice. However, the wired channel leading to Bob

has been replaced with wireless antennae. This requires Eve alter the method of

interception, and causes loss before Eve can measure. This gives a wireless protocol

that still maintains our assumptions of Alice having control over the source and the

channel up until their own detector.

With a large amount of loss introduced that lies outside of Eve’s control, Eve’s

performance is substantially reduced compared to the wired setup, in which all

loss before Bob’s measurement was attributed to Eve’s interception. As previously

mentioned in Section 5.2, this loss is due to the lack of any realistic way for Eve to

set up a detector capable of detecting all of the broadcast from an omnidirectional

antenna that is not detected by Alice or Bob.

Figure 6.5: Wireless Key Distribution. A modified version of the thermal key
distribution protocol in which Bob and Eve use wireless receivers. This was originally
displayed in [3].

To test this version of the protocol, Bob and Eve were separated from the wire-

less source by a distance of one metre. From Figures 6.6 - 6.8, it can be seen that

Bob and Eve’s near-perfect correlation in the wired setup has been severely reduced
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by the increased loss introduced by the change to a wireless protocol. Despite the

lack of error correction code beyond synchronising Alice and Bob’s measurement

strings, correlated strings suitable for key generation were able to be created over

free space in a majority of tests. Given that this is performed using microwave equip-

ment with open-source software, this would suggest that this setup could provide a

reasonable, accessible method of performing key distribution inspired by quantum

methods without requiring specialist equipment.

While repeated testing did show that the protocol was now more likely than not

to produce keys which met the necessary condition of I (A;B)− I (B;E) > 0, with

the differences between mutual informations given by: x̄ = 0.08157, σ = 0.06062,

further improvements are still necessary for greater consistency. As in the theory, we

do not consider I (A;B)− I (A;E) due to the symmetry in the protocol still being

maintained. In order to continue developing this protocol, two immediate areas for

improvement are clear.
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Figure 6.6: Thermal state amplitude measurements. A histogram displaying
the results of a series of wireless measurements performed over a distance of one
meter. This was originally displayed in [3].
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Figure 6.7: Alice and Bob’s wireless results. A sample set of amplitude meas-
urements produced in one of the wireless tests. What appear to be faint copies of
the distribution showing in different locations in the plot are caused by multipath
propagation – reflected signals taking different routes to the detector. This was
originally displayed in [3]

First, general upgrades to the radios and antennae used in the experiment will

allow the broadcast distance to be increased, and reduce the number of attempts

needed for successful key exchange. In many cases, errors interrupting key exchange

were caused by either a loss of the broadcast or a mistake in timing causing parties

to perform measurements at the wrong time, losing correlation and stopping the

key exchange. Secondly, the current method does not involve any instance of error

correction.

While these problems were not able to be addressed with the equipment and radio

knowledge we had access to, these are both issues that need to be dealt with for any

form of radio broadcast to function correctly, and we therefore do not foresee any

challenges in addressing them which those knowledgeable in communications won’t

have already dealt with in other radio protocols.



83

Figure 6.8: Bob and Eve’s wireless results. A comparison of Bob and Eve’s
results from the same broadcast. This shows greatly reduced correlation compared
to the near-perfect line shown in the wired test in Figure 6.4. This was originally
displayed in [3].

With evidence gathered showing the protocol working over short ranges with

basic equipment, we conclude this portion of the research. Further work ideally

requires support from a group more familiar with radio broadcasting in order to test

with superior equipment and error correction that would be available in realistic

broadcast scenarios. Given the simplicity of the setup, however, if an appropriate

array of equipment were provided then a larger-scale implementation of the protocol

could be assembled using the same software. Even with only the basic equipment

currently in use however, we have demonstrated an avenue for providing security

associated with QKD, without the requirement for specialist equipment.

At this point, we instead consider additional applications of the observations we

have made throughout this testing, while still only relying on equipment we currently

have access to. In the second part of this writing, we will analyse an effect which was

previously considered a broadcast problem to be fixed. Errors in timing caused by
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using separate imperfect clocks as time references for different radios are typically

corrected by software during processing in order to maintain an accurate broadcast.

Without such corrections, timing errors will gradually accumulate and result in the

broadcast failing due to incorrect measurements by the parties involved.

Instead of fixing this error as is typically required in broadcasting, we will instead

consider if the accumulating broadcast errors can be measured. Given that these

errors are caused by frequency differences between the clocks being used as time

references, it becomes reasonable to believe that measurements of such errors could

allow for calculation of frequency differences between the clocks.

In the following section, we will see that analysis of the broadcasts we have

been performing will not only allow for calculation of frequency differences between

clocks, but will also allow for the correction of such differences to a surprisingly

precise degree. This will provide a protocol for wireless frequency distribution using

common radio equipment.
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Chapter 7

Atomic Clock Phase

Synchronisation

7.1 Introduction

In the practical demonstrations up to this point in the writing, a set of four clusters

as seen in QPSK broadcasts are transmitted to Alice and Bob from a source separate

from each of them. One of the steps required to perform this is to ensure that Alice

and Bob first agree on the phase and frequency of the signals they were receiving.

To do this, either both parties shared a 10 MHz reference signal from a single atomic

clock, or a Costas loop was added to stabilise the phase when Alice and Bob used

difference clocks as a reference.

When the experiment is set up this way, the measurements performed by Alice

and Bob both form the four clusters that are expected in a QPSK protocol. With the

stable frequency and phase ensured by either a shared clock or a Costas loop, these

clusters remain centred at the same points in phase space over time. This allows

the consistent performance of measurements without phase errors for the duration

of a broadcast.
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Figure 7.1: Frequency Distribution. A frequency comparison setup, in which
Alice and a source share a primary clock, while Bob uses a secondary clock. Much
like with the key distribution protocol, a signal from a source is split and sent to
Alice and Bob for measurement.

Electronic signal processing compensates for differences in timing after a broad-

cast, though signal processing to recover an original broadcast does not interact with

the original source for the timing, and therefore is not a method of clock synchron-

isation. However, by disabling the elements of signal processing designed to fix such

timing errors, we found a new possibility for monitoring and correcting frequency

errors.

By disabling these parts of the signal processing chain, the clusters received will

not stay in place. If Alice and Bob use separate atomic clocks, as seen in Figure

7.1, any discrepancies in their reference frequencies causes the clusters to rotate,

due to a mismatch in frequency manifesting as a change in phase over time. This

is displayed in Figure 7.2, and is an unwanted source of error when attempting to

analyse a broadcast. This error was observed when using separate clocks for Alice

and Bob during initial testing of the key distribution protocol. However, a possible

use of it was identified.

If a difference in frequency between reference signals from atomic clocks causes

a phase error, leading to cluster rotation, then measurements of this rotation speed

allow a difference in frequency to be measured. This would mean that microwave

QPSK broadcasts can be used to synchronise two atomic clocks by adjusting the

frequency of one clock in response to the errors until the rotation stops.
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Figure 7.2: Frequency errors. A difference in reference frequencies between two
clocks leads to Bob’s phase changing over time.

During a broadcast, as frequency measures a change in phase over time, we

expect an error of 1 Hz in the broadcast frequency to translate to one full rotation

of a cluster per second.

This effect has many applications, as frequency distribution is used in a wide

variety of areas, such as geodesy [38, 39] and physics beyond the Standard Model

[40]. The ability to compare clock frequencies at increasingly higher precision allows

for a greater variety of uses, depending on what degree of precision is available

through this method.

Currently, time and frequency distribution in the UK is provided by the National

Physical Laboratory. This is typically done over fibre when reasonable, or through

GPS, radio and the internet when wired frequency distribution is not feasible. Here

we devise an alternative method of frequency distribution through phase tracking,

attempting to match the frequency of receiving clocks to a primary source through
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the analysis of observed phase errors. This aims to support the current methods of

frequency distribution by covering those scenarios in which optical methods are not

feasible. This method employs only one-way communication from a primary clock

such that secondary clock can perform frequency adjustments. This is distinct from

timing synchronisation protocols which employ two-way communication in order to

agree on a definite time [41, 42, 43, 44, 45, 46, 47].

Currently, it is possible to synchronise clock frequency with very high precision

in short times through optical methods [48], potentially reaching the region of 10−18

to 10−20 relative error through optical methods [49, 50]. We will not be attempt-

ing to compete with such results, instead comparing to what can be achieved with

commonly available equipment currently. The simple setup required to perform

our experiment gives clear applications in wireless radio synchronisation, which cur-

rently utilises GPS. The target for our experiments is therefore proving the ability to

synchronise frequency between a pair of clocks with precision in the region of 10−9-

10−10 seconds, at which point we could confirm an improvement over the current

GPS methods without requiring the use of specialist equipment. With additional

improvements to the initial experimental setup, we will see precision of many orders

of magnitude smaller than this through a wireless network, with measured Allan

Variances in the region of 10−15 with averaging times under 104 seconds. At ex-

tremes, we will see precision in the region of 10−16 seconds with averaging times

over 105 seconds, though broadcasts were not performed long enough for this to be

reached in an Allan Variance plot.

7.2 Phase Drift

We perform the protocol by tracking the average phase measurement performed by

Bob over time. We broadcast a QPSK signal to Alice and Bob, and split the string

of Bob’s measurements into blocks in order to track the average of each block.

We employ Alice’s measurements to assist in measuring the rate of change of

phase. We initially consider the amplitudes of a string of Alice and Bob’s meas-
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urements, and offset Bob’s measurements until we find an area of high correlation

(r > 0.8). This allows the detection of time delays between Alice and Bob, which are

then removed. Given time-synchronised measurements between Alice and Bob, we

check which cluster Alice’s measurements fall into. These correspond to measure-

ments in each of Bob’s clusters, and is a simple method of tracking which of Bob’s

measurements belong to which cluster. For ease of analysis, as we know which of

Bob’s measurements belongs to each cluster through the entire measurement period,

we apply a rotation of π/2, π, or −π/2, to each of Bob’s measurements as necessary

to condense the four clusters down into a single cluster.

As seen in Figure 7.3, there is a change in average phase over time. Comparing

the gradient of this plot to an expected gradient of 2π per 1 Hz difference in clock

references gives the difference in frequency.

In plotting this, we see unexpected additional behaviour in the gradient in the

form of an oscillation. As the behaviour is very consistent across this broadcast, we

add a series in cos2 to the best fit curve formula, attempting to fit the curve of:

ϕ (t) = at+ b+ c cos2 (dt+ e) + f cos2 (2dt+ g)

for some choice of constants (a, ..., g).

While this fit is not perfect, we are only interested in the straight line component

of the gradient, and this estimate is sufficient to account for most of the oscillations.

Additionally, we will see that this additional behaviour does not remain consistent

as the frequency is increased. These additional oscillations my be caused by the

inherent instability of the clocks, as well as potentially impressing the circular ro-

tation of clusters on a square range of average values. Along with measurement

time, these are the limiting factors on uncertainty in these calculations. As clock

instability is a hardware problem and inconsistent as frequency changes, we do not

try to characterise it.
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Figure 7.3: Phase drift. The average phase of Bob’s measurements is observed to
increase over time, the rate of change of which will be used to calculate the frequency
error. A zoomed view of the first 30 seconds of data makes visible oscillations not
clear in the full view. This is caused by the instability of the clocks used for this
experiment.
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7.3 Uncertainty

To evaluate the usefulness of this protocol, we consider the relative frequency sta-

bility, this is the uncertainty in the estimate of the frequency difference as a pro-

portion of the broadcast frequency. For common GPS devices, this relative stability

is approximately in the region of 10−11 to 10−13 relative error after 10 minutes of

measurement [51].

For our analysis, we take the covariance matrix of best fit parameters, convert

the uncertainty in gradient to hertz, and compare to the broadcast frequency. For

the 70 MHz broadcast, this uncertainty was calculated to be less than one part in

1014, showing an improvement over typical GPS-based equipment.

There are several ways to improve on this uncertainty:

• Increase the measurement time

• Increase the broadcast frequency

• Use more stable clocks

For measurement times, there are limits to the improvement possible. Very

long measurement times become impractical to carry out in practice, and averaging

data over long periods is susceptible to errors caused by gradual changes. Data

which appears consistent across a small time frame may have a large variance when

measured across its lifetime.

Increasing the broadcast frequency reduces the error as a proportion of the total

frequency, reducing our uncertainty. This is limited by the broadcast range of avail-

able equipment, with these specific tests using broadcasts limited to a maximum of

4 GHz. Of note is that this covers the 2-2.4 GHz region, which commonly sees use

in current broadcasting equipment. For the purposes of testing the limits of this

method, it would be useful to test with equipment capable of broadcasting higher

frequencies, such as in the region of tens of gigahertz.
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Figure 7.4: Single Clock. The frequency distribution protocol performed with a
single clock.

Clock stability is a clear avenue for improvement. More stable clocks give more

consistent measurements, which leads to reduced uncertainty. We check the stability

of the primary clock by splitting the 10 MHz signal from it, and using it as a reference

for both Alice and Bob. This is equivalent to setting Clock A and Clock B as identical

in Figure 7.1. We see the output of this in Figure 7.4 for a 3 GHz broadcast. While

the phase is mostly stable, we do see small shifts over the running time, potentially

due to effects introduced in the cables. We also plot the Allan deviation of the

same phase measurements in Figure 7.5, a common method of evaluating frequency

stability.
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Figure 7.5: Allan Deviation. An Allan deviation plot of the raw data used in
Figure 7.4.

7.4 Wireless transmissions

As with the experiments on key distribution, a clear next step is to remove the wired

channel leading to Bob, allowing for analysis of wireless frequency distribution. Alice

remains with a wired connection to the source, allowing for stable phase averages

which can again be used to synchronise measurements.

We replace the wired channel to Bob with a pair of antennae 30cm apart on

an adjustable platform, and raise the frequency to 3 GHz. Before recording any

data, we can already reduce the frequency error between the clocks by watching the

clusters rotating in the GNURadio interface, and adjusting the secondary clock’s

frequency until Bob’s clusters appear approximately stationary. We do this as the

clusters rotate faster at higher frequencies due to proportionally larger errors, which

makes the data more difficult to process.
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Figure 7.6: Wireless Synchronisation. Phase drift observed in a 100 second, 3
GHz wireless broadcast over a 30 cm gap.

Performing the same uncertainty analysis for the 3 GHz broadcast shown in

Figure 7.6, we find a relative frequency uncertainty of 4 × 10−14 over 100 seconds.

While this test was performed over a relatively small distance, this level of precision

remains comparable to the wired versions of the protocol.

7.5 Further Possibilities

Two additional avenues for exploration were noticed while performing the experi-

ments on timing, which require further analysis.

First, Alice and Bob’s phase measurements, performed over a small time, are

highly correlated. On a plot comparing Alice and Bob’s phase measurements, as

shown in Figure 7.7, the effects of phase drift caused by errors in Bob’s clock mani-

fests as a vertical translation over time.
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Figure 7.7: Phase Comparison. A scatter plot comparing two sets of Alice and
Bob’s phase measurements in degrees.

When plotted together, Alice and Bob’s data forms a line of length equal to the

diameter of the clusters, but have a smaller deviation around the line of best fit than

the clusters do about their mean value. If this smaller deviation created by phase

correlations could be taken advantage of for the purpose of frequency distribution,

a considerable increase in precision over the current version of the protocol could be

made. Some issues with this method remain to be resolved, most noticeably changes

in gradient of the best fit lines over time, which complicates the otherwise simple

approach of comparing y-intercepts to measure vertical translation.

An additional application was noticed, which was the potential to measure

changes in distance through varying phase measurements. To test this, a moving

platform was used to modify the gap over which the QPSK signal was broadcast,

first reducing the gap between the antennae by 30 cm before returning to the ori-

ginal position. A single clock with a reference signal split between the source and

Bob is used in this initial test, to remove a source of error.

For a 1 GHz broadcast, we expect to see a single full rotation of the clusters

as the gap is increased or decreased by 30 centimetres, as this gap is equal to
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one wavelength. Currently, issues still need to be resolved regarding this method.

Reflections of the signal from other surfaces, as well as movement of wires, were

both observed sources of errors in the broadcast.

A plot of the measurements obtained in one test of this protocol is shown in

Figure 7.8. The broadcast distance began at 55 cm, reducing to a minimum of

25 cm in the centre of the plot, before moving back to 55 cm. While we do not

see the exact expected change in magnitude of 2π radians over one wavelength of

movement, we do observe the gradient reversing direction as the platform switches

from receding from to approaching Bob’s antenna halfway through the broadcast.

Some external factors, such as reflections from the environment, likely have an effect

on readings produced this way.

While this process needs additional refining if the aim is to measure precise

distances, it is currently capable of detecting if the broadcast distance is increasing

or decreasing. With additional work, this ability could be of interest in quantum

illumination/radar, in which case Bob’s measurements would be reflections of a

signal broadcast towards a target.

Figure 7.8: Platform Movement. A scatter plot showing the change in Bob’s
phase measurements as the broadcast distance changes. The direction of movement
reverses halfway through the plot.
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7.6 Synchronisation Through Feedback

While it is interesting to be able to calculate differences in clock frequencies, the

ability to use this method to synchronise frequency at high levels of precision would

have applications in a wide variety of physics fields, and the relatively straightfor-

ward experimental setup would allow for an alternative time frequency distribution

method to GPS using equipment already employed in communications equipment.

For this, we need a method of using the previous measurements to stabilise a sec-

ondary clock using a primary clock.

Figure 7.9: Clock Feedback. An adjustment to the clock measurement setup
which allows for adjustment of a secondary clock.

As shown in Figure 7.9, we alter the experimental setup to allow feedback to the

secondary clock. We do this by providing an adjustable voltage from a Raspberry Pi

400 to the secondary clock which controls the clock frequency. A feedback controller

measures the errors in phase, and changes the input voltage to remove errors. To

simplify the analysis, we switch to analysing a Binary Phase-shift Keying (BPSK)

broadcast in which we attempt to keep a pair of measurement clusters centred on the

X-axis in phase space. This can be seen in Figure 7.10, with a phase error rotating

the clusters from their target position.
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Figure 7.10: BPSK. A plot of the probability distribution for a BPSK broadcast,
with a clearly visible phase error. This was originally displayed in [4].

This approach is very similar to the previously-mentioned methods used in signal

processing for digital communications. In communication, Phase-Locked Loops such

as Costas loops fix errors using a phase detector which monitors phase differences

between a pair of signals. The output is fed into a low-pass filter to remove noise,

before being passed to a voltage-controlled oscillator, which produces a signal with

frequency dependent on the input voltage. This output is fed back to the phase

detector, which will continue to provide an error voltage. Constant corrections to

the frequency in this manner allows for an output and input signal to have a ‘locked’

matching phase, and therefore matching frequency.

We have mimicked this approach with our setup through monitoring of the phase

through cluster rotations, which is our version of the Phase-Locked Loop’s phase

detector circuit. Averaging the phase of a cluster of measurements before passing

the result as an error to a feedback controller which adjusts the clock frequency

likewise fills the same role as the low pass filter and the voltage-controlled oscillator,
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before sending the output signal back for further correction.

Despite being analogous to the common method of fixing frequency errors in

digital communications, our intended approach adjusts the speed of the clock used

with the receiving radio rather than being a part of signal processing. This gives

the desired ability to apply the experiment in clock frequency synchronisation rather

than only monitoring differences. Given the high precision required to perform mod-

ern communications reliably, this method has the potential for far higher precision

than what is currently employed for wireless clock synchronisation through GPS.

Our setup only employs inexpensive, off-the-shelf hardware and free, open-source

software, which may be seen as lacking compared to the typical setup for experi-

ments in this field, which commonly involves equipment such as frequency combs for

phase comparison, allowing for the highest currently-achievable precision in clock

frequency synchronisation. However, regular radio equipment must perform at a

very high standard to ensure working communication, regardless of the environment.

Figure 7.11 shows the phase diagram for 4096-QAM, which is currently planned for

use in the upcoming WiFi standard in 2024 as an upgrade from 1024-QAM. Such

protocols require careful control over phase to ensure communication works, espe-

cially given that these are protocols to be widely implemented across many devices

and demand consistent functionality. Given the high standards required for com-

munication, it seems clear that such equipment can have applications in the precise

phase monitoring which may be used for clock synchronisation.

Compared to previous tests, the addition of a feedback controller makes a clear

difference to the output. Figure 7.12 shows the average phase of a single cluster

during a 70 MHz broadcast with a feedback controller aiming to keep the average

phase at zero. The controller is disabled then enabled to verify the controller is

working correctly. As expected, the clocks begin to drift apart while the controller

is disabled, however at a far lower rate than before the controller was implemented

(Figure 7.3).
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Figure 7.11: 4096-QAM. A phase diagram for 4096-QAM.

Figure 7.12: Feedback Control. Tracking the average phase as a feedback con-
troller is disabled then enabled. This was originally displayed in [4].

To test the precision provided by this method over a long period, we first attempt

a 70 MHz wired transmission between two radios with separate clocks as references.

The outcome is shown in Figure 7.13. For a 16730 second broadcast, a straight line
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fit to the data gives a gradient estimate of 2.445× 10−7 ± 1.963× 10−8 rads/second

over the broadcast. This translates to a frequency error estimate of 38.9 nHz between

the two sources. With a 70 MHz broadcast frequency this corresponds to a fractional

frequency drift of ∆f
f

= 5.559× 10−16.

Figure 7.13: 70 MHz. Tracking the average phase over a long term 70 MHz wired
broadcast.

7.7 Wireless Frequency Synchronisation

As this synchronisation method only requires a radio broadcast, it is simple to swap

the wired connection between the radios for a wireless broadcast. We test this by

using a pair of 900 MHz antennae separated by 2.5 m of free space, and compare

the results of the wireless broadcast to the initial 70 MHz wired test in Figure 7.14.

As expected, we see greater instability in phase from the 12.9x increase in fre-

quency, though while sensitivity to errors increases in proportion to the broadcast

frequency change, the PID controller prevents the range of results increasing the

same amount.

For this wireless broadcast, we find a gradient of 3.609 × 10−06 ± 1.192 × 10−7,

which gives a frequency error of ∆f
f

= 6.382× 10−16 over the 5 hour broadcast.
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Figure 7.14: 900 MHz wireless. Tracking the average phase over a 5 hour 900
MHz wired broadcast.

We can also compare Allan variance of both attempts, which provides a more

reliable claim for what the protocol is capable of from a single broadcast. We see

from Figure 7.15 that transitioning from a wired broadcast to short range wireless

does not noticeably impact the Allan variance. Comparing either Allan plot to that

provided in the PRS10C datasheet [52], the minimum advertised Allan variance for

up to 106 seconds never achieves a part in 1013, even at the minimum achieved

between 103 and 104 second averaging times. Both wired and short range wireless

display Allan variances approximately 100x smaller than the minimum advertised

precision in under 5000 seconds, and evidence of 1000x improvement is seen when

averaging across either whole broadcast; however, a longer broadcast is required to

confirm this. Longer averaging times will eventually stop providing an improvement

in Allan variance, though as we do not see this behaviour for the current plot yet,

longer averaging times will be needed to find the limit of precision that can be

attained with the current experimental setup.

With short range broadcasts having been demonstrated, access to longer range

broadcasting equipment would allow synchronisation across distances already used

in broadcasting.
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Figure 7.15: Allan Variance. The Allan variances of the plots in Figure 7.14.

Given that radio communications equipment already are used over kilometres,

this may provide a method of clock synchronisation with greater precision than

attainable by current GPS over similar distances, without employing specialised

equipment. While the tests performed up to this point fall short of results seen

with fiber networks, the use of less precise clocks, ease of setup, and not requiring

line of sight due to the use of radio broadcasts provides clear advantages over other

methods of synchronisation which currently see use.

In addition, short range broadcasts were later performed outdoors at a nearby

farm, as well as at a conference away from the university. This demonstrated the

ability to perform the protocol outside of the laboratory without impacting per-

formance. Though the time needed for the atomic clocks to warm up and stabilise

means that setup takes 2-3 hours before an experiment can be performed.
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Chapter 8

Applications of Phase Tracking

8.1 Distribution across a clock network

A clear way to expand this is the addition of more clocks in order to form a network

to synchronise across. It is straightforward to add additional radios to the system

using their own clocks as references, allowing for synchronisation to be set up across a

network of clocks. Networked synchronised clocks is a known problem in timing, due

to the requirements of either fibre connections or line of sight for optical methods,

and the lack of precision of common microwave methods. The improved precision

of this BPSK method combined with the ease of setup allows for a straightforward

method of synchronising many clocks to a single primary clock.

Our setup can be arranged in a similar manner as in the Network Time Protocol

(NTP) – employing a primary source as the most stable available time reference

connected to a device broadcasting to numerous clients which may not have access

to clocks of equal precision. As with NTP, we use a single source connected to

a primary client directly, at which point that client may openly broadcast to any

number of receivers which pick up the broadcast and adjust their clocks accordingly.

Communication can then be arranged between peers in order to improve reliability

provided transceivers were used.

Due to the existence of incredibly precise optical methods requiring either line-

of-sight or fibre connections, we have more interest in performing this in scenarios
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in which only radio communications are reasonable to establish, such as when line-

of-sight is not available and fibre cables are not feasible. Given the widespread use

of current communication methods without fibre we have wide range of possibilities.

This provides a clear region of use as a low-cost method of creating a network with

common radio equipment, with applications in areas where NTP or the Precision

Time Protocol (PTP) are currently in use, focusing on PTP applications as those are

areas in which access to increased precision is mostly valued, and optical methods

may not be convenient.

Figure 8.1: Networked setup. Scaling up the original frequency distribution setup
to allow additional clocks.

To test this network, we adjust the setup by adding an additional receiver and

clock in order to carry out the protocol twice simultaneously. With both clocks

synchronised, a Moku Go is used to keep track of the phase difference through a

direct connection to the clocks. This is due to the Moku offering a more convenient

method of performing measurements. The setup for this is shown in Figure 8.1. This

provides a simple way to set up a network involving any number of clocks provided

that each can receive a signal. Comparing to the NTP setup, this is equivalent to

a stratum 0 reference connected to a stratum 1 client, broadcasting to a pair of

stratum 2 receivers which are also communicating with each other to compare their

received information.
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Phase differences are calculated using the Moku’s PID controller. As measure-

ments are taking directly from the clocks, the phase errors shown in Figure 8.2 are

therefore with respect to a 10 MHz signal. Errors between frequencies provided

a constant voltage output, and testing the effects of adding fixed voltages on the

phase difference allowed for the conversion between voltage output and magnitude

of phase errors to be calculated. This gave a method of calculating phases during

the broadcast without tracking clusters as was done during the initial tests.

Figure 8.2: Networked clocks. The distributions of measured phase for a pair of
receiving clocks.

8.2 Acceleration and Height Sensitivity

Given the high sensitivity of measurement of frequency differences provided by this

protocol, it was of interest if the difference in clock speed caused by a change in

height could be measured.

Gravitational time dilation causes a frequency difference in the region of a part

in 1016 over a metre change in height, which was at the limit of what was measurable

with our setup within the range of averaging times used in our tests. This was tested

through comparison of frequency differences between adjacent free running clocks

after stabilisation, before moving one clock approximately 30 metres down to check

for a change in rotation speed which we could attribute to the height difference.
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This was inconclusive due to the requirement of long averaging periods to reach

the needed precision over the height difference that was available to us in our build-

ing. Further testing with a setup that allowed for a greater height difference between

the clocks would give a more reliable opportunity for measurements, though we were

limited on the range available to us. Alternatively, clocks with higher short-term

stability may also assist by improving the rate at which we reach the level of pre-

cision required. While our setup was ultimately not sufficient for this specific test,

there are clear avenues for improvement to the setup which could be implemented

by a group with appropriate resources, through access to a larger height change or

more stable clocks to improve sensitivity.

An unexpected side effect was seen when moving the clock to different heights.

While moving the secondary clock between heights, sudden rotations in the clusters

were observed. This could clearly not be attributed to the change in height due to

the observed drifts being too large. The magnitude of these rotations where clearly

visible to real-time observers, while the previous attempts failed to show any meas-

urable differences across height ranges due to limits on precision. Further testing

suggested that these changes were caused by either acceleration or velocity of the

secondary clock, rather than changes in height. A final possibility considered were

that drifts were due to errors introduced by movement of cables which interfered

with the broadcast. While the following work to determine the cause of this is only

preliminary and provided an unexpected outcome, we believe these initial experi-

ments demonstrate enough to open this up to being a future area of research.
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Figure 8.3: Sudden Oscillations. Monitoring the average phase of a cluster as a
clock undergoes sudden oscillations.

Figure 8.3 shows a broadcast during which the clock was subject to four 30cm os-

cillations separated by approximately 5 seconds, returning to its initial position each

time. These were clearly visible as four spikes in the average phase of a measured

cluster.

It was initially unclear what the specific cause of these spikes was. While accelera-

tion seemed possible, the assumption based on the clock principle is that acceleration

has no effect on timing [53]. This would have discouraged us from attempting such

an experiment had we considered it beforehand, though having already performed

the experiments and seen results it was clear that further testing was needed. Un-

der suspicion that is was related to acceleration, the test was repeated with varying

oscillation frequencies over a 20cm height. First following pendulum motion for low

acceleration, then vertical oscillations at two different rates.

The results of these initial tests are shown in Figure 8.4: in each test the clock

was held stationary, before being oscillated, then returning to stationary. It can be

seen that the pendulum motion test (top) does not show any significant changes

beyond noise which may be attributed to the broadcast. However, the following

two tests with increasingly high frequency oscillations show clear changes in average

phase as the clock begins to be oscillated.

Given that all these tests involved the same height difference but produced dif-
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ferent results, the changes in phase were related to the manner of movement, rather

than the distance. The large changes to the phase were observed at the highest

changes in acceleration, rather than at the highest velocity or largest height differ-

ence. This, coupled with the inability to measure a height difference approximately

100 times larger than these oscillations with stationary clocks, confirmed that the

observations are not related to any kind of height change.

For circular motion, high acceleration is known to have no impact on clock meas-

urements from centrifuge testing. This is a side effect of acceleration and velocity

being perpendicular and is not the case should the clock be moved differently. Ver-

tical oscillation shows clear and measurable change in phase which, with additional

work to convert acceleration measurements into phase shift, could be used to track

acceleration. Further testing with accelerometers and closer tracking of phase is

needed to make more reliable claims, however later tests in which the clock was

fastened to an oscillating platform showed a clear correlation between acceleration

and shifts in phase using analogue signal processing methods. This gave two dif-

ferent methods of performing the experiment which gave similar outcomes. Closer

examinations of the effects of such acceleration on clock measurements are difficult

to find, showing a surprisingly limited amount of research despite the effects having

impacts on experiments under motion, with the most clear example being measure-

ments employing atomic clocks performed in vehicles. Most notably in experiments

involving flight where stronger accelerations are likely to be experienced.

This may have applications in clock corrections under movement, which currently

is difficult to account for. Ideally, accelerometers may be used to estimate clock

errors caused by acceleration, which could then be used to correct such errors for

experiments involving time measurements while in motion, Though more research is

needed to calculate the exact size of the effect of acceleration on these measurements.

The impact of similar movement is already known in instances in which atomic

clocks are used in moving vehicles, such as aircraft [54]. Here, oscillators in motion

and undergoing varied acceleration result in a degrading of precision provided, with
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Figure 8.4: Acceleration. Monitoring average phase as a clock is oscillated at
increasing frequency. The first plot shows a clock slowly undergoing pendulum
motion, then oscillating at increasing rates in the following plots. The single spike
at approximately 6 seconds in the first plot was caused by a brief loss of the broadcast
and should be ignored.
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decreases in precision up to two orders of magnitude. Further understanding of this

may reduce the scale of such losses, allowing for higher precision despite movement.

While this was initially tested using a digital approach in the same manner as

all previous practical tests in this writing, analogue processing appears to provide

a more reliable and precise method of analysis, though currently there are too few

results to base specific predictions on.
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Chapter 9

Conclusions

Key Distribution

In this writing, we analysed a method of radio key distribution using thermal states.

We began with a Monte Carlo simulation of the protocol, based off of previous

theory. This demonstrated a potential ability to perform the protocol in practice,

including with interception from an eavesdropper.

While an important starting point for the research, this initially only showed that

unmodulated thermal states could be used for key distribution. This was not relevant

for realistic applications, due to such signals not being used in real communication

equipment. The next step was to expand on the background theory in order to

demonstrate that the key rate had no dependency on displacement of the source

states, which was initially not something that could be assumed. This showed that

it was reasonable to attempt to perform the protocol using displaced thermal states,

which are well known in communications and used in common wireless protocols.

At this time, loss was also introduced into the protocol. This first showed that the

protocol was still feasible up until total loss, regardless of where in the protocol

it was introduced. The most noteworthy part of this was the prediction that loss

before Eve could intercept led to an improvement in key rate up to a point, which is

the expected scenario in a wireless broadcast. This scenario could only be avoided

through an eavesdropper building a detector that picks up everything except for
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the portion of the signal Bob received, which in the case of a wireless signal being

broadcast in all directions would not be possible to build without being noticed. At

this point it had become clear that this was a workable protocol, and work should

be made on a practical implementation.

With this background theory confirmed, GNURadio was used to broadcast dis-

placed thermal states in the form of a QPSK protocol, which sees regular use in

wireless communication. Using this, we were able to perform the protocol using

off-the-shelf radio equipment and open-source software. This was done with both

wired and wireless setups, up to a distance of 5m without additional error correc-

tion. With success in these experiments, we open an avenue for further testing over

longer ranges with stronger broadcasting equipment. Given that the main restrict-

ing factor with our setup was the broadcast range of the equipment, it is clear that

it is reasonable to expect that the protocol should be possible to carry out over

standard radio broadcast ranges, and without line-of-sight. The required equipment

to perform such an experiment over long ranges is very well understood, and is

already reliably in use worldwide with robust error correction in order to carry out

communications. Combined with an authentication method of similar security, this

could allow a method of establishing secure communication while not requiring any

hardware changes.

Clock Synchronisation

The final observations were an unintended side effect of errors introduced during

initial testing with Alice and Bob using separate clocks, and is the field in which

we are most interested in continuing research. We find that differences in frequency

between two imperfect atomic clocks manifest as a phase error in signal measure-

ments which increases over time. When analysing this for a QPSK broadcast, the

rate of rotation of clusters can be measured, allowing calculation of the difference

in frequency between the clocks to high precision. Over short wireless distances,

this method compared favourably to GPS, which is currently used for frequency
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distribution in places where fibre is not feasible. Given the straightforward experi-

mental setup, it would be simple to set the same experiment up using broadcasting

equipment with longer ranges, and more precise clocks. An improvement of approx-

imately a factor of 103 over the best advertised precision of the clock was observed,

though it remains to be seen how this translates to a clock that is naturally more

stable than what we were using. As the stabilisation protocol already handles long-

term stability, the priority would be using oscillators which have higher short-term

stability, as the responsiveness of the PID controller is a limit on the stability that

can be achieved. Less drift over short time periods faster than the controller can

respond would remove errors currently reducing the possible precision that can be

achieved.

Given that the precision is calculated as a fraction of the broadcast frequency,

it is of interest to find the limits of this method with equipment which has a higher

maximum frequency and more precise clocks. While typical microwave radio broad-

casting involves frequencies up to a few gigahertz, the increased precision at higher

frequencies may be of use in laboratories interested in more precise frequency dis-

tribution methods. Even at current frequencies however, the clear improvement

over what is currently achieved by GPS gives applications for the protocol in any

situation where GPS already would see use.

With the current performance, it is difficult to compare the protocol to the

highest precision results achieved through optical methods. Optical methods have

achieved errors as small as a part in 1020 which is far more precise than we have been

able to achieve with the current setup. While improvements to the equipment will

provide higher precision compared to what we have been able to achieve so far, we

do not aim to compete with established optical methods. We would aim to employ

this specifically in wireless scenarios in which optical methods are not practical, as

it offers a large improvement compared to GPS while using the same equipment.

Similar phase changes are also observed when the distance between Alice and

Bob is changed. Initial testing was used to confirm phase changes dependent on
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the broadcast frequency, with an expected phase change of 2π over one wavelength

of path length difference. This showed potential applications in radar, with lower

frequencies being preferred in order to avoid needlessly high sensitivity.

Final Thoughts

For both fields, it seems clear that this would benefit strongly from input from

people with experience based in radio communications. This may allow an easier

transition onto working with more standard radio equipment, as well as possible

consideration of error correction, which we do not currently include in our work.

Error correction is an important part of keeping consistent communications in un-

controlled environments, which we currently have left out of our protocol due to lack

of personal knowledge in the field, though this may become increasingly relevant as

either protocol is attempted with longer range broadcasts. Given the simple nature

of the equipment needed to perform any of the experiments carried out here, such

a transition should be straightforward to carry out and test for people with such

experience.

Overall, we have demonstrated uses for radio communications in a pair of fields in

which they are currently overlooked. Currently, the most immediately relevant part

appears to be the work on clock synchronisation, due to results consistently showing

precision far in excess of what is currently achieved through GPS, which would be

the main target for our protocol given the similar requirements in equipment, rather

than aiming to match the record levels of precision available when optical protocols

are feasible. This does currently remain an assumption however, as we have not

currently seen or calculated the limit of precision through this method. We are

already aware that constant corrections means that precision will tend towards a

limit rather than reaching a maximum before decreasing, though we lack a way of

calculating this limit.

For this to be relevant in areas in which optical synchronisation is currently pos-

sible, the protocol would have to be able to reach precision of approximately 105 -
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106 times greater than what we achieved in our experiments so far. While far more

stable clocks exist which could be used as references in order to improve the limit

on precision, it is unknown if such a change would be enough to bridge this differ-

ence. Fortunately it is not required that the protocol compete with such methods

in order to be useful in average synchronisation scenarios that rely on GPS. While

this initially seems unlikely to compete with record precision measurements unless

upgraded equipment provides a surprisingly large benefit, setting more reasonable

expectations still allows for excellent applications in low-cost frequency distribution.

Also demonstrated was that the protocol could be easily expanded to a network of

clocks without any complications, a process which would have been exponentially

more difficult or expensive to implement if specialised equipment were needed.

The final observations on acceleration-induced frequency changes in clocks were

an unexpected late development in the work, and require far more research to make

more concrete claims concerning it. Currently, we are confident that acceleration

is the cause of changes in clock frequency after testing with a pair of different

experimental setups. To continue this there should first be calculations carried out

and models produced in order to predict the scale of such frequency changes. At

such a point if observations were made that were in alignment with predictions,

we could more confidently make supported claims about the effects we are seeing.

Work is underway on initial attempts at modelling, which currently predicts the

frequency changes seen in the experimental results to within an order of magnitude.

While these are still preliminary results, it provides a strong starting point to build

following research upon.
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