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Abstract 

This research presents a study on the prediction of nanofluid thermal and flow 

characteristics using machine learning. The modelling and simulation of nanofluid is a 

useful tool in predicting nanofluid thermal and flow characteristics. It aids design of 

new products and helps researchers fully forecast how the fluid will behave under 

different conditions and settings. 

The present study has been successful in improving the accuracy of nanofluid 

simulations and the thermal and flow characteristics prediction. Through a series of 

analyses using machine learning, new nanofluid models have been created, and 

tested, and new insights have been produced both on the nanofluids aspect and the 

machine learning aspect.  

From the study, it was observed that three (3) modelling assumptions namely 

dispersion, Buongiorno, and discrete phase model (DPM) showed high accuracy in 

modelling nanofluids. They all have an accuracy within 5%, with the dispersion model 

being the best for both constant and temperature-dependent property assumptions. 

The discrete phase model (DPM) model seems to do better in turbulent flow than in 

laminar flow, while the Buongiorno models do better under laminar flow conditions. 

The single phase model and mixture models were observed to be the worst and only 

recommended where there are no other choices. The accuracy of the single phase 

model can be considerably improved by the substitution of the thermophysical 

properties of the nanofluid with an accurate machine learning model. The feature 

selection method based on the physics of the problem is a highly effective machine 

learning modelling strategy with the possibility of higher accuracy and generalization. 

Neural network models are considerably effective in modelling nanofluids' 

thermophysical properties. 

Keywords: Nanofluids, Thermophysical properties, Heat transfer, Machine learning, 

Simulation 
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Chapter 1 Introduction 

1.1 Research background 

Water is an essential element of nature and has been proven to be immensely 

beneficial to the world. It is used for basic necessities such as drinking, cooking, and 

powering large machinery [4, 5]. As a conventional fluid, it is also used in heat transfer 

to cool hotter surfaces or fluids and heat up colder surfaces or fluids [4, 5]. 

Researchers have worked together to improve the properties of fluids used for heat 

transfer. Their goal is to make life better for everyone by investing more resources in 

harnessing the properties of water and other conventional heat transfer fluids, while 

also reducing the cost of their operation. 

In the early 1990s, Choi, working at the Argonne National Laboratory in the United 

States introduced the concept of nanofluids. His main goal in developing nanofluids 

was to improve the heat transfer capabilities of conventional heat transfer fluids, [6]. 

Nanofluids are created by dispersing nanoparticles, typically measuring between 1 

and 200 nanometres, into a base fluid, such as water, oil, or synthetics. The 

nanoparticles used are mostly metallic, oxides, or carbon-based. The objective of 

introducing nanoparticles into the base fluid, as proposed by Choi, is to improve the 

efficiency of cooling systems and heat transfer processes. 

Nanoparticles possess unique properties at the nanoscale, including a high thermal 

conductivity and large surface area-to-volume ratio. These properties can enhance 

fluid heat transfer performance [6-8]. The idea of nanofluids has garnered attention 

due to their promising potential for various applications, such as cooling systems in 

automobiles and electronics, solar energy systems, and heat exchangers in industries. 

The aim of incorporating nanoparticles into the fluid is to enhance heat dissipation by 

taking advantage of the large surface area-to-volume ratio, reduce energy 

consumption by lowering the viscosity due to temperature changes, and improve 

overall thermal performance in these applications [8-11].  

Many researchers have attempted to understand and accurately model the 

phenomenon of enhanced heat transfer, thermal conductivity, and flow of nanofluids. 

However, the complex relationships between these factors have resulted in varying 

results, models and conflicting conclusions in research journals and papers authored 

by different researchers. 
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Figure 1-1, the record of research works containing the word “nanofluid” as analysed 

on the Web of Science, shows that up until July of 2024, there have been 24,165 

records and further shows the increasing trend of research articles in this nanofluids 

area over the years from 1997 to 2024. 

Figure 1-1 Research interest in nanofluids since the year 1990 till date. 

Research problem 

The focus of this study is to address the research problem of accurately predicting and 

modelling the properties of nanofluids. Nanofluids are suspensions of nanoparticles in 

base fluids that exhibit unique thermophysical properties, which can potentially 

enhance heat transfer efficiency. However, the behaviour of nanofluids is complex and 

difficult to understand due to the intricate interplay between various nanofluid 

parameters and the interactions between the nanoparticle and base fluid. 

There are three main gaps in the current research on nanofluids.  

Gap one pertains to the need for a model to predict the best assumption for simulating 

a particular nanofluid. Different assumptions provide varying levels of accuracy, 

depending on the nanofluid configuration and flow conditions. 

Gap two is related to the accuracy of the single-phase model for simulating single 

material nanofluids. A temperature-based neural network model needs to be 

developed as an additional equation to improve the representation of the thermal 

conductivity and viscosity of the single-material nanofluid in the single-phase model. 
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Finally, gap three involves the development of a more generalised approach for 

predicting the thermophysical properties of single material nanofluids through a novel 

feature selection approach. 

1.2 Aims and Objectives 

The study aims to provide a comprehensive understanding of nanofluid behaviour 

based on its features, develop accurate predictive models, and offer practical guidance 

for the application of nanofluid models in various single-phase simulations in the 

industry: 

1. Explore the accuracy of nanofluid simulations under different conditions such 

as modelling treatments, Reynolds numbers, particle sizes, volume fractions, 

and property assumptions (constant vs. temperature-dependent properties) in 

both laminar and turbulent flow regimes. 

2. Enhance the precision of nanofluid models, specifically the single-phase model, 

by enhancing their representation of the nanofluid's thermal conductivity and 

viscosity. This is applied to nanofluid flow in heated pipes with circular cross-

sections. Additionally, clear instructions and guidelines are provided on how to 

incorporate these improved models into computational fluid dynamics (CFD) 

simulations, using software such as COMSOL. 

3. Compare different modelling approaches, such as artificial neural networks 

(ANNs), robust linear regression, and ensembles approaches, to determine 

the most effective method for predicting nanofluid properties. 

4. Develop accurate predictive models using machine learning algorithms to 

simulate the behaviour and properties of nanofluids specifically the thermal 

conductivity of nanofluids. 

Overall, the work aims to apply machine learning to improve the modelling and 

simulation of single material nanofluids which helps to push the boundaries of its 

application in the real world. 

1.3 Outline of the thesis 

Chapter 1 presents an introduction into nanofluids, what they are and where they 

are applied. It gives a brief history of nanofluids along with the current research 

interests in the field. It states the research problems, and the study’s aims and 

objectives. The outline of the thesis is presented too. 
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Chapter 2 presents the literature review on nanofluids: the story of nanofluids, their 

preparation, stability, applications, their model of thermophysical properties, machine 

learning methods, and machine learning for predicting their thermophysical 

properties. 

Chapter 3 presents the introduction to the published papers included in the thesis 

and supporting details of three research papers investigating the prediction of the 

nanofluids modelling accuracy in different flow regimes, the improvement of the 

single-phase modelling approach and the prediction of the thermophysical property 

of nanofluids. 

Chapter 4 is a paper titled “Predicting the accuracy of nanofluid heat transfer 

coefficient’s computational fluid dynamics simulations using neural networks” as 

published in the Wiley Heat Transfer Journal. It contains the application of neural 

network algorithms to predict the accuracy of nanofluid simulations [12].  

Chapter 5 is a paper titled “Single phase nanofluid thermal conductivity and viscosity 

prediction using neural networks and its application in a heated pipe of circular 

cross-section” as published in the Wiley Heat Transfer Journal. It contains the 

improvement of the single-phase simulation by incorporating the accurate nanofluid’s 

thermophysical properties models in the single-phase simulation governing equation 

[13]. 

Chapter 6 is a paper titled “Predictive modelling of thermal conductivity in single 

material nanofluids: a novel approach”, as published in the Bulletin of the National 

Research Centre. It contains a novel method of feature selection for the prediction of 

the thermal conductivity of single material nanofluids [14]. 

Chapter 7 presents the analysis of key findings, and limitations of the study in which 

three research papers are discussed each investigating the prediction of the 

nanofluids modelling accuracy in different flow regimes. The improvement of the 

single-phase modelling approach and the prediction of the thermophysical property 

of nanofluids.  

Chapter 8 presents the conclusions and outlook of the study. It states the major 

contributions of the study and the future directions. 

Chapters 4 – 6 are self-contained papers [12-14] which have their own numbering 

systems of sections, figures, tables and references and they do not follow the 

numbering system of the whole thesis. 
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Chapter 2 Literature review 

In this chapter, the topics discussed include the story of nanofluids, their preparation, 

stability, applications, their model of thermophysical properties, machine learning 

methods, and machine learning for predicting their thermophysical properties. 

2.1 Nanofluids: the story 

Nanotechnology traces its roots back to 1959 when Nobel Prize winner Richard 

Feynman presented the concept of miniaturising machines. Since then, 

miniaturisation has become a popular method in modern science and technology 

[15]. 40 years later, Nobel Prize winner H. Rohrer wrote a concise report on the 

opportunities and challenges of the Nano Age [15]. The size of the millimetre scale in 

the 1950s has decreased to the atomic scale of today [16]. Nanofluids have a strong 

connection to miniaturisation and nanotechnology [15]. The use of nanofluids is a 

recent approach to improve the thermal conductivity of liquids. The low thermal 

conductivity of conventional heat transfer fluids (HTFs) limits their various 

applications [17].  

In the 1990s, Choi provided a definition for nanofluids as a type of heat transfer fluid 

that utilises nanotechnology. These fluids are created by suspending small particles, 

fibres, or tubes (typically less than 1% volume) with lengths ranging from 1 to 50 

nanometres within traditional heat transfer fluids [6]. This definition has changed over 

the years. Researchers now consider particles up to 150 nm and include hybrids in 

fluids [18]. Nanofluids have several advantages over traditional fluids, including 

enhanced thermal properties, greater stability, customisable features, 

multifunctionality, and environmental benefits [19].  

There are three primary categories of nanofluids: simple nanofluids which consist of 

non-metals, metals, and oxides such as [water]/Al2O3, TiO2, Cu, ZnO, and CuO; 

hybrid nanofluids which include [water]/Al2O3 + Cu; and ionic nanofluids such as 

[C4mim][NTf2]/Al2O3 [20].  

In the future, new methods for controlling the properties of nanofluids at a 

macroscale level by manipulating their microscale physics will be developed. These 

efforts will focus on understanding the properties of thermal waves and how they 

interact with heat diffusion. Another area of focus is constructal nanofluids, which do 

not require a uniform dispersion of nanoparticles in the base fluid. Instead, they have 

a tree-like configuration and are widely accepted for use in sustainable energy 

systems at various scales [21].  

The next section discusses its constituents and preparation. 
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2.2 Nanofluid preparation  

Nanofluids are created using nanoparticles, stirrers, ultrasonic vibrations, and base 

fluids. They can be prepared through single-step, two-step, or novel methods. 

However, agglomeration remains a major challenge during their creation.  

Regarding preparation, the different methods used to produce nanofluids, including 

two-step and one-step processes. Two-step processes involve synthesising 

nanoparticles separately and then dispersing them in the base fluid, while one-step 

processes involve simultaneous nanoparticle synthesis and dispersion in the base 

fluid [22].  

The importance of surface modifications is to enhance nanoparticle dispersion and 

stability in the fluids. Stability is a crucial factor for the practical application of 

nanofluids. The review examines various techniques to improve nanofluids' stability, 

such as surfactants, polymers, and ultrasonic treatment. The challenges are 

associated with long-term stability and the tendency of nanoparticles to agglomerate 

over time [22].  

The main thermophysical properties of nanofluids include thermal conductivity, 

viscosity, specific heat capacity, and density. Adding nanoparticles influences these 

properties and hence the importance of understanding their behaviour to optimise 

the heat transfer performance [22].  

Enhancing thermal conductivity is a significant advantage of nanofluids, enabling 

better heat transfer than conventional fluids. The heat transfer characteristics of 

nanofluids are explored, focusing on convective heat transfer in different 

applications. The following nanofluid features: nanoparticle concentration, size, and 

shape impacts on heat transfer performance. Different mechanisms are involved, 

such as Brownian motion, thermophoresis, and agglomeration effects, which affect 

nanofluids' overall heat transfer behaviour [22].  

Lastly, the applications of nanofluids across various industries are stated, including 

electronics cooling, automotive systems, solar energy, and biomedical applications. 

Each application's potential benefits and challenges highlight the need for further 

research to optimise nanofluid formulations and their integration into practical 

systems. The above provides a comprehensive overview of nanofluids, 

encompassing their preparation methods, stability issues, and effects of nanofluid 

features on its thermophysical properties, heat transfer characteristics, and potential 

applications in different fields [22]. 
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A highlight of the importance of a paradigm shift in research methods that focuses on 

reproducing previous studies to validate their findings. The study emphasises the 

significance of nanofluids, due to their enhanced thermal properties [23]. 

These properties make them promising for various engineering applications, such as 

heat transfer systems and cooling technologies. The researchers highlight the 

importance of reproducibility in scientific studies, as it ensures the reliability and 

validity of research findings. They emphasise the need for rigorous experimental 

protocols and careful documentation to replicate studies successfully [23].  

In addition, the authors discuss experimental techniques used to investigate 

nanofluid behaviour, such as differential scanning calorimetry, thermogravimetric 

analysis, and viscosity measurement methods. They emphasise the need for 

standardised experimental protocols to ensure accurate and comparable results 

across studies [23].  

The article underscores the importance of reproducibility, rigorous experimental 

protocols, and standardised methods in advancing research on nanofluid synthesis, 

thermal properties, and experimental techniques in engineering [23].  

2.2.1 One step preparation method 

By using the one step method, the need for processes such as drying, storage, 

transportation, and dispersion of nanoparticles is eliminated. Stable nanofluids are 

prepared through the physical vapor deposition technique, which involves direct 

evaporation and condensation of nanoparticles, effectively reducing their 

accumulation. However, this method has two major drawbacks: the presence of 

residual reactants in the nanofluid and its high cost [24]. 

2.2.2 Two step preparation method 

This is an affordable and effective way to create nanofluids on a larger scale. The 

process involves obtaining nanoparticles through various methods and dispersing 

them in a fluid. However, one potential issue is that nanoparticles may clump 

together, so surfactants are often added to prevent instability. There is a need for a 

more cost-effective and efficient method of preparing nanofluids to improve their 

scalability [25]. 

This section focused on the preparation of nanofluids, including the methods used 

and their limitations. The following section delves into the challenges of nanofluid 

stability and nanoparticle sedimentation, as well as techniques for assessing and 

enhancing stability. 
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2.3 Nanofluid stability issues 

The stability of nanofluids depends on the balance between the repulsive force of the 

electrical double layer and the attractive force of Van der Waals [22]. For the 

nanofluid to be stable, the repulsive force between the nanoparticles should be 

stronger than the attractive force between them [22].  

Analysing parameters required to properly define nanofluids for heat transfer 

applications involves examining various factors influencing their thermal properties 

and performance [26]. Nanofluids are colloidal suspensions of nanoparticles in a 

base fluid, typically used to enhance heat transfer in various applications [26].  

Here is a summary of the key parameters that need to be considered [26]:  

Base Fluid: The choice of base fluid is crucial, as it affects the overall thermal 

conductivity, viscosity, and stability of the nanofluid. Common base fluids include 

water, ethylene glycol, and oils, each with different properties and application 

suitability.  

Nanoparticles: The selection of nanoparticles plays a significant role in determining 

the heat transfer characteristics of the nanofluid. Parameters such as material 

composition, size, shape, and concentration of nanoparticles should be considered. 

Common nanoparticles include metal oxides (e.g., alumina, titania), carbon 

nanotubes, and graphene.  

Concentration: The concentration of nanoparticles in the nanofluid is an important 

parameter. Higher concentrations generally increase thermal conductivity but may 

result in higher viscosity and reduced stability. Optimal nanoparticle concentration 

depends on the specific application and desired heat transfer enhancement.  

Stability: Nanofluid stability is critical to ensure long-term performance. Factors 

affecting stability include particle agglomeration, sedimentation, and the presence of 

surfactants or dispersants. Stability is essential to maintain uniform dispersion and 

prevent clogging or fouling of heat transfer surfaces.  

Thermal Conductivity: The thermal conductivity enhancement provided by nanofluids 

is a key parameter. It depends on the nanoparticles' choice, concentration, and 

interactions with the base fluid. Experimental measurements and theoretical models 

predict and optimise thermal conductivity enhancement.  

Viscosity: Nanofluids typically exhibit higher viscosity than the base fluid due to the 

presence of nanoparticles. The viscosity affects pumping power requirements and 

pressure drop in heat transfer systems. Balancing heat transfer enhancement with 

manageable viscosity is crucial for practical applications. 



9 
 

Particle Size Distribution: The size distribution of nanoparticles influences the overall 

behaviour of nanofluids. Narrow particle size distributions can improve stability and 

prevent particle settling. Particle size also affects Brownian motion, which contributes 

to enhanced heat transfer.  

Surface Functionalization: Surface modification or functionalisation of nanoparticles 

can enhance their dispersion and stability within the base fluid. It involves attaching 

chemical groups or surfactants to the nanoparticle surface to improve compatibility 

with the base fluid and prevent agglomeration. 

2.3.1 Evaluation of nanofluid stability 

There exist various techniques to assess the stability of nanofluids. One such 

method is UV visible spectroscopy. 

UV visible spectroscopy: which measures the amount of light absorbed by the 

nanofluid and provides an estimate of the nanoparticle’s concentration [27]. 

However, this method has limitations, as it cannot be used for highly concentrated or 

dark-coloured nanofluids and can be time-consuming [27]. 

Zeta potential: Zeta potential is measured to determine the potential difference 

between nanoparticles and base fluid [28]. A value between 40 and 60 mV indicates 

good stability, while a value above 60 mV indicates excellent stability [28]. The limit 

in this method are the lack of attractive force information and the requirement for a 

dilute sample with zeta potential [29]. 

Dynamics light scattering (DLS): The Dynamics Light Scattering (DLS) method is 

used to measure the particle size and concentration of a sample over time [29]. The 

nanofluid is exposed to light and the fluctuations in the scattered light are measured 

at specific intervals [29]. The rate of fluctuation over time indicates the diffusion of 

molecules, or how stable the nanofluid is. It is important to note that a clear, 

homogeneous, and diluted sample is necessary for accurate measurements [29-33].  

Thermophysical properties: Thermophysical properties are varied over time and 

correlated with stability [34-36]. The accuracy of measuring equipment and motion of 

nanoparticles are the limitation of this approach [37]. 

Centrifugation method: The centrifugation method involves using a spread analyser 

separator (centrifuge) to visually inspect the sedimentation of nanofluid, making it a 

quick method [38]. 

Electron microscopy: Electron microscopy methods are used to measure particle 

size, but only for low particle concentrations using TEM or SEM [39]. 
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Sedimentation photograph capturing method: A cluster of fixed nanoparticles is 

placed in a glass vial and photographed at equal intervals to observe sedimentation 

[40]. This is the most straightforward method to estimate stability [25, 40]. 

3- 𝜔 method: This method involves evaluation of the change in thermal conductivity 

caused by sedimentation [39, 41, 42]. 

2.3.2 Methods of enhancing stability  

The methods for enhancing stability of nanofluids can be divided into physical and 

chemical methods [43]. 

Physical methods involve mechanical action, examples are [43]: 

1. Ultrasonication 

2. Magnetic stirring  

3. High shear stirring 

Chemical methods involve the addition of chemicals to create a stable fluid, 

examples are [43]: 

1. Addition of surfactants 

2. Surface modification techniques 

3. pH variation 

The next section presents the applications of nanofluids.  

2.4 Applications of nanofluids 

The hydrothermal performance of different alumina hybrid nanofluid types in a plate 

heat exchanger has been investigated for their heat transfer capabilities [1]. Alumina 

hybrid nanofluids consist of alumina nanoparticles with other oxides dispersed in a 

base fluid, typically deionised water [1]. These nanofluids exhibit enhanced thermal 

conductivity and convective heat transfer properties compared to their base fluids, 

making them attractive for various heat transfer applications as shown in Figure 2-1 

[1]. In Figure 2-1, the coolant flow rate ranges from 2 to 4 lpm, denoted by notations 

2, 2.5, 3, 3.5, and 4 [1]. Several studies have examined the hydrothermal 

performance of different alumina hybrid nanofluid types in plate heat exchangers [1].  

The performance evaluation is typically based on parameters such as heat transfer 

coefficient, pressure drop, and overall heat transfer rate [44]. The results of these 

studies indicate that adding alumina nanoparticles to the base fluid improves the 

heat transfer performance of the nanofluid in a plate heat exchanger [44]. The 

enhanced thermal conductivity of the nanofluid leads to increased heat transfer rates 

between the hot and cold fluid streams in the heat exchanger [1].  
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However, the specific thermal performance of different alumina hybrid nanofluid 

types can vary depending on nanoparticle concentration, particle size, base fluid 

properties, and operating conditions [44]. It is important to note that the optimal 

performance of alumina hybrid nanofluids in plate heat exchangers may require 

careful optimisation and consideration of these parameters [1].  

Overall, alumina hybrid nanofluids have shown promising thermal performance in 

plate heat exchangers, offering improved heat transfer rates compared to traditional 

heat transfer fluids [44]. Further research and experimentation are necessary to 

explore and optimise the specific characteristics and operating conditions for 

different alumina hybrid nanofluid types in plate heat exchanger applications [1].  

 

Figure 2-1 Variation of heat transfer coefficient to pressure drop ratio with flow 
rate where the representation of the hybrid nanofluid as a nanoparticle (x:y), 
where x is the volume of Al2O3 and y is the volume of another nanoparticle [1]. 
Reprinted with permission. 
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An investigation of the effect of zirconium oxide nanofluid on the behaviour of a 

photovoltaic-thermal (PVT) system was carried out [44]. The study aimed to 

determine the impact of incorporating zirconium oxide nanofluid into the system on 

its performance [44]. A PVT system combines photovoltaic and thermal technologies 

to generate both electricity and heat from solar energy [44].  

The addition of nanofluids, which are colloidal suspensions of nanoparticles in a 

base fluid, has been explored to enhance the efficiency of PVT systems [44]. The 

experimental study involved the preparation of zirconium oxide nanofluid and its 

integration into a PVT system [44]. The nanofluid was circulated through a heat 

exchanger, facilitating heat transfer between the photovoltaic module and the fluid 

[44]. Various parameters were monitored and measured to evaluate the system's 

performance [44].  

The results of the study indicated several significant findings [44]. Firstly, 

incorporating zirconium oxide nanofluid reduced the temperature of the photovoltaic 

module, thereby improving its electrical efficiency [44]. The nanofluid enhanced the 

heat transfer characteristics of the system, resulting in better cooling of the module 

and reduced temperature-related losses [44].  

Secondly, using zirconium oxide nanofluid increased the overall thermal efficiency of 

the PVT system [44]. The nanofluid facilitated improved heat dissipation and thermal 

conductivity, leading to enhanced thermal energy extraction from the system [44]. 

Furthermore, the experimental study revealed that the addition of zirconium oxide 

nanofluid positively influenced the electrical output of the photovoltaic module [44]. 

The reduced operating temperature of the module resulted in reduced electrical 

losses and improved power generation efficiency [44].  

Overall, the findings of the experimental study demonstrated that incorporating 

zirconium oxide nanofluid in a PVT system can significantly enhance its performance 

[44]. The nanofluid improved the cooling and thermal characteristics of the system, 

leading to increased electrical and thermal efficiency [44]. These results suggest that 

zirconium oxide nanofluid holds promise as a potential technology for enhancing the 

performance of photovoltaic-thermal systems [44]. 

Investigation of the impact of temperature on the electrical and thermal behaviour of 

a photovoltaic/thermal (PV/T) system, which is cooled using silicon carbide (SiC) 

nanofluid [45]. The experimental study compares the performance of the PV/T 

system under different temperature conditions [45]. Using SiC nanofluid as a coolant 

in the PV/T system aims to enhance its overall efficiency by improving both the 

electrical and thermal aspects [45].  
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The researchers measure various parameters to evaluate the system's performance, 

including electrical efficiency, thermal efficiency, heat transfer coefficient, and overall 

system efficiency [45]. The findings reveal that temperature significantly influences 

the electrical and thermal behaviour of the PV/T system [45].  

The system's electrical efficiency decreases as the temperature increases due to 

increased resistive losses [45]. This decrease in electrical efficiency is attributed to 

the increase in temperature-dependent resistances within the PV cells [45]. 

However, the thermal efficiency of the system improves as the temperature rises 

[45]. The SiC nanofluid coolant effectively enhances the heat transfer coefficient, 

improving thermal performance [45]. The nanofluid facilitates better heat dissipation, 

thus reducing the temperature of the PV cells and maintaining their efficiency [45].  

Comparing the experimental results under different temperature conditions, it is 

observed that the overall efficiency of the PV/T system is optimised at a specific 

temperature range [45]. This indicates an optimal temperature at maximisation of the 

system's combined electrical and thermal performance [45].  

The study demonstrates that temperature plays a crucial role in the electrical and 

thermal behaviour of a PV/T system cooled using SiC nanofluid [45]. While higher 

temperatures negatively affect the electrical efficiency, they positively impact the 

thermal efficiency [45]. Using SiC nanofluid as a coolant helps maintain the PV cells' 

efficiency by effectively dissipating heat, improving overall system efficiency [45]. 

Investigations have been conducted to explore the thermal properties of CeO2/water 

nanofluids in the context of heat transfer applications [2]. CeO2, also known as 

cerium oxide or ceria, is a promising nanomaterial due to its unique properties, 

including high thermal stability and excellent thermal conductivity [2].  

When dispersed in water, CeO2 nanoparticles form nanofluids, which exhibit 

enhanced heat transfer characteristics compared to conventional fluids [2]. Several 

studies have focused on determining the thermal conductivity of CeO2/water 

nanofluids [2].  

Experimental measurements have shown that the addition of CeO2 nanoparticles 

increases the thermal conductivity of water significantly [2]. The enhancement in 

thermal conductivity is attributed to the interfacial layers [2]. The exact enhancement 

levels vary with nanoparticle concentration and other features, as Figure 2-2 shows 

[2]. In Figure 2-2, 𝜙 represents the volume fraction in percentage of the CeO2/water 

nanofluids [2].  
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Figure 2-2 Thermal conductivity of nanofluid with temperature rise [2]. 
Reprinted with permission. 

 

The study "Nanofluid Structural Forces Alter Solid Wetting, Enhancing Oil Recovery" 

investigates the effects of nanofluid structural forces on solid wetting and their 

potential to improve oil recovery processes [46]. The research focuses on utilising 

nanofluids, suspensions of nanoparticles in a base fluid, to modify the wetting 

behaviour of solid surfaces in oil reservoirs [46]. By introducing nanofluids into the 

reservoir, the researchers observed that the nanoparticles exerted structural forces 

on the solid surfaces, altering their wetting characteristics [46].  

The nanofluid-induced forces led to enhanced spreading and improved contact 

between the oil and the reservoir rock, facilitating the displacement and recovery of 

oil [46]. The study highlights the importance of the interplay between nanofluid 

properties, such as particle concentration, size, and surface chemistry, and their 

influence on solid wetting [46]. Understanding these factors is crucial for designing 

optimised nanofluid formulations that can effectively modify the wetting behaviour 

and improve oil recovery efficiency [46].  

The findings suggest that nanofluids can enhance oil recovery processes by altering 

the wetting properties of solid surfaces in reservoirs [46]. Further research and 

development in this field could lead to applying nanofluids as a promising strategy for 

improving oil extraction and reducing energy costs in the petroleum industry [46]. 
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Recent advances in using nanofluids in renewable energy systems have shown 

promising potential for enhancing their efficiency and performance [3]. Nanofluids 

combine nanoparticles dispersed in a base fluid, such as water or oil [3]. Adding 

nanoparticles to these fluids can significantly alter their thermal, electrical, and 

optical properties, making them suitable for various renewable energy applications 

[3].  

In solar energy systems, nanofluids have been explored to improve the absorption 

and conversion of sunlight into electricity or heat [3]. Nanoparticles with high solar 

absorptivity can be added to solar cells or solar thermal collectors to enhance their 

efficiency by increasing light absorption [3]. Additionally, nanofluids can be used as 

heat transfer fluids in concentrated solar power plants, improving heat transfer rates 

and overall system performance [3].  

Similarly, nanofluids have shown potential in wind energy systems [3]. By 

incorporating nanoparticles into the lubricating oils of wind turbines, their friction and 

wear characteristics can be improved, leading to reduced maintenance and 

enhanced energy output [3]. Nanofluids can also be utilised in energy storage 

systems, such as advanced batteries, to enhance heat dissipation and efficiency [3].  

However, the uptake of nanofluids in renewable energy systems also raises 

environmental implications that need careful consideration [3]. One of the primary 

concerns is the potential release of nanoparticles into the environment during the 

manufacturing, usage, or disposal stages [3]. Nanoparticles may adversely affect 

ecosystems and human health if they accumulate in the environment [3]. Therefore, 

it is crucial to assess the lifecycle environmental impact of nanofluid technologies 

and implement appropriate safety measures to prevent nanoparticle release, as 

shown in Figure 2-3 [3].  

Furthermore, the production of nanoparticles and their incorporation into nanofluids 

require additional energy and resources, which may offset the benefits gained in 

renewable energy systems [3]. The environmental footprint of nanoparticle synthesis 

processes and the potential for increased energy consumption during nanofluid 

production should be evaluated to ensure the overall sustainability of the technology 

[3]. To mitigate the environmental implications, ongoing research focuses on 

developing eco-friendly nanoparticles and optimising nanofluid formulations to 

minimise their potential harm [3].  

Additionally, efforts are underway to investigate the fate and transport of 

nanoparticles in the environment to understand their long-term effects better [3]. In 
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summary, recent advances in using nanofluids in renewable energy systems have 

demonstrated their potential for improving efficiency and performance [3]. However, 

the environmental implications of using nanofluids must be carefully assessed and 

mitigated through sustainable practices and further research [3]. 

 

 

Figure 2-3 Life cycle analysis of nanofluids used in a renewable energy system 
[3]. Reprinted with permission. 

 

Geometrical effects, when combined with nanofluid, have significantly enhanced 

heat transfer in heat exchangers. When nanofluids are used in heat exchangers, 

their unique properties interact with the system's geometry, resulting in improved 

heat transfer performance [47].  
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One geometrical effect that enhances heat transfer is using extended surfaces, such 

as fins or ribs, in the heat exchanger design [47]. These surfaces increase the 

contact area between the nanofluid and the surrounding fluid, facilitating more 

efficient heat transfer [47]. The addition of nanofluids further enhances this effect by 

improving the thermal conductivity of the base fluid, allowing for better heat transfer 

across the extended surfaces [47].  

Additionally, the geometry of the heat exchanger itself can be optimised to promote 

turbulent flow, which enhances convective heat transfer [47]. Introducing nanofluids 

into the system can further augment this effect by increasing the fluid viscosity and 

promoting turbulence, leading to enhanced heat transfer rates [47].  

Moreover, nanofluids with specific geometrical configurations, such as 

microchannels or porous media, can further enhance heat transfer [47]. These 

structures provide increased surface area and promote better mixing of the 

nanofluid, resulting in improved heat transfer performance [47].  

This section explored the wide-ranging applications of nanofluids, showcasing their 

potential in different domains. The next section presents models of nanofluid 

thermophysical properties. 

 

2.5 Models of nanofluid properties 

Nanofluids have thermal properties that affect their behavior in various flow 

scenarios [22]. Finding an accurate model for these properties has been a long-

standing challenge, with theoretical, experimental, and empirical models being 

explored [22, 31, 48]. The thermophysical properties in question are density, 

viscosity, thermal conductivity, and specific heat capacity. 

2.5.1 Thermal conductivity 

The property that indicates a material's capacity to transmit heat is known as thermal 

conductivity [49]. It is measured in Watts per meter per Kelvin. The modification of 

Maxwell's equation was focused particularly on the form, distribution of particles, 

particulate shell structure, and volume concentration [50]. Hamilton improved the 

Maxwell model by considering the volume fraction, conductivity of the base fluid and 

nanoparticles, and particle shape [51]. The theoretical and experimental models are 

presented for each thermophysical property. The theoretical models are based on 

the physics of nanofluids, while the experimental models rely on experimental 

results. 
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Theoretically based models 

Maxwell [52], Equation 1. 

𝑘𝑛𝑓 =
𝑘𝑝+2𝑘𝑓+2𝜙(𝑘𝑝−𝑘𝑓)

𝑘𝑝+2𝑘𝑓−𝜙(𝑘𝑝−𝑘𝑓)
𝑘𝑓        1 

This correlation is only useful for small-concentration spherical particles (𝜙 ≪ 1) 

Ahmed [50], Equation 2. 

𝑘𝑛𝑓 =
𝑘𝑝+2𝑘𝑓−2𝜙(𝑘𝑝−𝑘𝑓)

𝑘𝑝+2𝑘𝑓+𝜙(𝑘𝑝−𝑘𝑓)
𝑘𝑓       2 

Dogonchi and Ganji [53], Equation 3. 

𝑘𝑛𝑓 =
𝑘𝑝+2𝑘𝑓−2𝜙(𝑘𝑝−𝑘𝑓)

𝑘𝑝+2𝑘𝑓+2𝜙(𝑘𝑝−𝑘𝑓)
𝑘𝑓       3 

Experimentally based correlations 

Relations were established using results from an experiment on the thermal 

conductivity of Al2O3-water and Al2O3-EG nanofluids. The correlations were good for 

a nanoparticle size of 28 nm [54]. 

Maiga [54], Equations 4 and 5. 

Al2O3/water: 

𝑘𝑛𝑓 = (4.97𝜙2 + 2.72𝜙 + 1)𝑘𝑓      4 

Al2O3/ethylene glycol: 

𝑘𝑛𝑓 = (28.905𝜙2 + 2.8273𝜙 + 1)𝑘𝑓     5 

Khanafer, Vafai [55] suggested Equation 6, a method for determining the thermal 

conductivity of Al2O3-water and CuO-water nanofluids, suitable for nanoparticles 

around 13 nm and 80 nm in size, with volume fractions of about 15%. 

𝑘𝑛𝑓

𝑘𝑓
= 1 + 1.0112𝜙 + 2.4375𝜙 (

47

𝑑𝑝(𝑛𝑚)
) − 0.0248𝜙𝑝 (

𝑘𝑝

0.613
)  6 

 

Corcione [56], Model was for nanoparticles with sizes ranging from 10 to 150 nm, 

and volume concentrations between 0.2% and 9% at temperatures around 294 to 

324 K. This correlation takes into account Brownian motion and is represented by 

the following Equations 7 and 8:  

𝑘𝑛𝑓

𝑘𝑓
= 1 + 4.4𝑅𝑒𝑝

0.4𝑃𝑟𝑓
0.66 (

𝑇

𝑇𝑓𝑟𝑒𝑒𝑧𝑒
)
10

(
𝑘𝑝

𝑘𝑓
)
0.03

𝜙0.66   7 

 

𝑅𝑒𝑝 =
2𝜌𝑓𝜅𝐵𝑇

𝜋 𝜇𝑓
2𝑑𝑝

             8 
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Rudyak and Minakov [57], stated in their paper that theoretical models are unable to 

predict thermal conductivity. Their equation (Equation 9) had  an error of 3% and is 

given by: 

𝑘𝑛𝑓 = 𝑘𝑓 [1 + [0.0193 + 0.00383 (
𝜌𝑝

𝜌𝑓
)]√𝜙

𝑑𝑝

𝑑𝑓
]     9 

𝑑𝑓 is the carrier fluid molecule's effective size. 

2.5.2 Viscosity 

Many researchers have investigated the viscosity of nanofluid [58-67]. The viscosity 

of a nanofluid is the nanofluid’s resistance to flow.  Viscosity refers to the fluid's 

resistance to flow. Viscosity is typically measured in Pascal-seconds (Pa*s) or N.s/m2. 

Fluids can be broadly classified as Newtonian or non-Newtonian based on whether 

the shear stress is linearly related to the shear rate.  

Theoretically based models 

Brinkman introduced a model (Equation 10) for spherical particles, which is valid for 

particle volume fractions of up to 4% [68]. 

𝜇𝑛𝑓 =
𝜇𝑓

(1−𝜙)2.5        10 

A model (Equation 11) based on the theory of particulate mixture kinetics was 

introduced by Einstein for volume concentrations less than or equal to 1% [69]: 

𝜇𝑛𝑓 = 𝜇𝑓(1 + 2.5𝜙)       11 

Krieger and Dougherty [70] suggested a model (Equation 12) for single material 

nanofluids in which the equation is applicable for a wider range of nanoparticle 

concentration. 

𝜇𝑛𝑓 = 𝜇𝑓 (1 −
𝜙

𝜙𝑚
)
−[𝜇]𝜙𝑚

     12 

Where [𝜇] for hard spheres = 2.5 and 𝜙𝑚 is the maximum packing fraction of 0.605. 

 

Experimentally based correlations 

Singh, Anoop [71] applied experimental data modelling to improve Einstein’s model 

as Equation 13. 

𝜇𝑛𝑓 = 𝜇𝑓(1 + 10𝜙)       13 

Maiga, Palm [54] also presented models for specific nanofluids: Al2O3-water, and 

Al2O3-EG nanofluids, in Equations 14 and 15.  

𝜇𝑛𝑓 = (123𝜙2 + 7.3𝜙 + 1)𝜇𝑓     14 
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𝜇𝑛𝑓 = (306𝜙2 − 0.19𝜙 + 1)𝜇𝑓     15 

Corcione [56] suggetsed a model for viscosity which is given thus in Equations 16 

and 17: 

𝜇𝑛𝑓 = 𝜇𝑓 [
1

1−34.87(
𝑑𝑝

𝑑𝑓
)

−0.3

𝜙1.03

]     16 

Where 𝑑𝑓 = [
6𝑀

𝑁 𝜋 𝜌𝑓,0
]
1/3

      17 

N is Avogadro's number and 𝜌𝑓,0 is the density of the base fluid at 293 K. There is a 

strong correlation with experimental data for nanoparticle sizes ranging from 25 to 

200 nm, concentrations ranging from 0.01% to 7.1%, and temperatures ranging from 

293 K to 333 K. 

2.5.3 Density 

Density is the mass-to-volume ratio of a substance and is expressed in kg/m3 units 

[72]. In Equation 18 the effective mixture density is given.  

𝜌𝑛𝑓 = (1 − 𝜙)𝜌𝑓 + 𝜙𝜌𝑝        18 

2.5.4 Specific heat capacity 

Specific heat capacity is the amount of heat necessary to raise the temperature of 

one kilogram (kg) of a nanofluid by 1 Kelvin. It unit is Joules per kilogram per degree 

Kelvin (J/kgK).  

Nanofluids' specific heat capacity is calculated using the formula (Equation 20 or 21) 

by [73]: 

𝜌𝑛𝑓𝐶𝑝𝑛𝑓 = (1 − 𝜙)(𝐶𝑝𝑓𝜌𝑓) + 𝜙(𝐶𝑝𝑝𝜌𝑝)      20 

The specific heat capacity of any nanofluids can be determined using Equation 21 if 

the density of the nanoparticles is similar to the base fluid. 

𝐶𝑝𝑛𝑓 = (1 − 𝜙)𝐶𝑝𝑓 + 𝜙𝐶𝑝𝑝       21 

2.5.5 Thermal expansion coefficient 

The coefficient of volumetric thermal expansion for nanofluids measures the change 

in volume per 1 degree Kelvin increase in temperature, and its unit is 1/K. This 

coefficient is important for both mixed and natural convection problems. It is 

calculated using Equation 22-23 [73]: 

𝜌𝑛𝑓𝛽𝑛𝑓 = (1 − 𝜙)(𝛽𝑓𝜌𝑓) + 𝜙(𝛽𝑝𝜌𝑝)      22 
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Similarly, the thermal expansion coefficient of a nanofluid can be determined using 

the Equation 23 if the density of the nanoparticles is similar to the base fluid: 

𝛽𝑛𝑓 = (1 − 𝜙)𝛽𝑓 + 𝜙𝛽𝑝        23 

 

This section presented nanofluid thermophysical property models in both 

theoretically based and experimentally based models. The next section presents 

machine learning and its models. 

2.6 Machine learning methods 

Machine learning has been around for a long time and has been widely used in 

various applications, such as Optical Character Recognition (OCR) and spam filters 

in the 1990s [74]. Since then, it has been integrated into numerous products and 

features, providing better recommendations and enabling voice search. Machine 

learning is the practice of programming computers so that they can learn from data 

[74]. Arthur Samuel defined it in 1959 as "the field of study that gives computers the 

ability to learn without being explicitly programmed [75]." The examples used for 

learning in the system are referred to as the training set, while each example is 

called the training instance or sample [74]. Machine learning is most suitable for 

problems that require a lot of tuning or rules, as well as for solving complex problems 

with no clear solution [74]. It is also well-suited for environments with constantly 

changing data. Machine learning can be utilized to gain insights into large-scale 

problems [74]. 

There are different Machine learning types [74]: 

1. Trained with or without human supervision: Supervised, Unsupervised, Semi-

supervised, Reinforcement Learning. 

2. Learn “on the fly”: Online learning or Batch learning. 

3. Learn by comparing new data to known data points or detect patterns in the 

training data and build a predictive model: instance-based or model-based 

learning. 

2.6.1 Machine learning algorithms 

Machine learning methods are those algorithms that are programmed to learn from 

data in a particular fashion. They range from artificial neural networks (ANN) to linear 

regressions and decision trees. Below are some examples of these methods. 

Artificial neural networks (ANN) 
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The artificial neural network is designed based on the biological neural network. It 

consists of an interconnection of nodes (neurons) [76]. There are three critical parts 

in every neural network: the character of the node, topology of the network, and rules 

of learning [76]. The character of the nodes controls how the signal is handled at the 

node, including the number of inputs and outputs, the weight, and the activation 

function [76]. The topology of the network determines the organization and 

connection of the nodes. The rules of learning are concerned with weight 

initialization and adjustment [76]. 

Decision trees 

The decision tree algorithm is a machine learning algorithm that makes predictions 

based on roots and leaves [77]. It consists of nodes for decision, branches, and 

leaves. The tree is structured inverted, going from roots to leaves, with the roots at 

the top and the leaves at the bottom, containing information about the outcome of 

the category [77]. The roots hold the mixed category or the initial dataset [77]. The 

tree then grows to the first node where a split is made into categories based on a 

feature variable [77]. A parent population can be split into many patterns; hence, the 

one with the most purity is desired [77]. 

Linear regression 

The linear regression is a straightforward machine learning algorithm used to predict 

the response from a single feature variable [78]. It assumes a linear relationship 

between the predictor variable and the response/target variable [78]. 

Support vector machines 

The support vector machine (SVM) is a non-probabilistic two-class linear classifier 

[79]. It separates the dataset using a decision boundary called the hyperplane [79]. 

This separation is done by solving a constrained quadratic optimization that is based 

on a structural risk minimization [79].  

Random forest 

The random forest algorithm is an ensemble method that utilises regression trees 

[80]. In this algorithm, the regression trees are trained independently using 

bootstrapped data, and the predictions are generated by averaging the output of the 

trees [80]. 

 

K nearest neighbour 

The K Nearest Neighbors (kNN) algorithm is a case-based machine learning method 

that uses all the training data for classification [81]. To improve its accuracy, 
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representatives need to be utilized to represent the entire training data for 

classification [81]. This involves building an inductive learning model from the 

training dataset and using it (the representatives) for classification [81]. One way to 

evaluate the algorithm is through its performance. Although K Nearest Neighbors 

(kNN) is a simple method, it is quite effective in classification, especially in text 

categorization [81]. 

 

In this section machine learning and its models have been presented. The next 

section presents machine learning prediction of nanofluid thermophysical properties. 

 

2.7 Machine learning for predicting thermophysical properties of 

nanofluids 

Machine learning has been used to predict various thermal and flow characteristics 

of nanofluids, including thermal conductivity, viscosity, and heat transfer coefficients. 

A variety of studies have been presented. 

2.7.1 Machine learning prediction for the thermal conductivity of 

nanofluids 

In an experiment, nanoparticles were added to mineral oil, and an increase in the 

thermal conductivity of the resulting nanofluid was observed [82]. In the study, both 

non-linear regression and an adaptive neuro-fuzzy inference system (ANFIS) were 

tested [82]. The results indicated that the ANFIS model aligned very well with the 

experimental data and the non-linear regression model [82]. Specifically, the root 

mean squared error for the ANFIS model was lower for silver, copper, and titanium 

oxide compared to the multi-walled carbon nanotube (MWCNT) and diamond–

mineral oil nanofluids [82]. The ANFIS model utilized two input variables: 

concentration and particle type. It was designed to simultaneously determine the 

viscosity and thermal conductivity of the nanofluid in question [82]. These results 

suggested the potential for improved thermal characteristics in various nanofluid 

applications, including the cooling of electronic systems [82].  

 

The thermal conductivity of Al2O3 water nanofluids was predicted using machine 

learning in a study [83]. Three machine learning algorithms, namely Artificial Neural 

Network (ANN), Self-organizing map, and least square support vector machine 

(LSSVM) algorithms, were tested [83]. The possible inputs, such as temperature, 
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particle size, and concentration, were compared to determine their significance [83]. 

The results showed an increase in the thermal conductivity ratio with higher 

temperature and concentration [83]. The best results were obtained from the 

Genetically optimized Least square Support Vector Machine [83]. The other two 

methods, Self Organizing Maps and Artificial Neural Networks, demonstrated similar 

correlation coefficients of 0.88125 and 0.87575, respectively [83]. 

A database for nanofluids' thermophysical properties was introduced in a study [48]. 

The database was built using MATLAB and was divided into two parts [48]. The first 

part utilized Gaussian regression, which drew information from experimental data 

collected from various literature sources [48]. The Gaussian regression model used 

kernel functions commonly used in the analysis of nanofluid thermophysical 

properties [48]. The second part of the database employed a neural network, 

specifically designed for efficiency [48]. This neural network was trained using data 

from the database, as well as additional data points from the outputs of the Gaussian 

regression model [48]. It was claimed in the study that this nanofluid database filled a 

gap in the existing literature and provided thermodynamically consistent results, with 

minimal discrepancies due to computational precision challenges [48]. The accuracy 

of the NanoFEx was reported to be over 93% in forecasting important 

thermophysical properties [48]. 

The friction factor and heat transfer characteristics of glycerol-based and ethylene 

glycol silicon dioxide nanofluids flowing through a circular tube with constant heat 

flux applied to the tube wall was investigated [84]. The goal was to address the 

challenge of balancing heat transfer and pressure drop [84]. This has applications in 

the automotive industry, electronics cooling, and renewable energy systems [84]. A 

range of Reynolds numbers from 1300 to 21,000 was tested, with nanoparticle 

volume concentrations of up to 1.0% [84]. It was found that the nanofluids exhibited 

higher heat transfer coefficients and lower friction factors compared to the base 

fluids [84]. The nanofluid showed the highest enhancement in heat transfer of 8.3% 

and 5.4% for ethylene glycol-based and glycerol silicon dioxide nanofluid, with 

relative friction factor penalties of approximately 75% and 30%, respectively [84]. 

Five machine learning algorithms were employed to model the non-linear data: 

random forest, decision tree, linear regression, extreme gradient boosting, and 

adaptive boosting [84]. It was revealed that extreme gradient boosting (mean 

squared error of 0.045 for the test set) and random forest (mean squared error of 

0.069 for the test set) were the most effective algorithms for the problem [84]. The 

findings suggest that machine learning algorithms can accurately predict the thermal 

characteristics of nanofluids, making them a reliable method for enhancing the 

application of nanofluids in various heat and flow systems [84].  
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The thermal conductivity of the nanofluid was predicted using a combination of 

molecular modeling and machine learning algorithms to analyze iron oxide CO2 

nanofluids [85]. The predictions of machine learning models were compared against 

the predicted thermal conductivity [85]. Decision trees, K-nearest neighbors, and 

linear regression machine learning algorithms were applied, using particle size, 

volume concentrations, and temperature as inputs [85]. It was found that the 

decision trees were the most accurate model, achieving a 99% success rate [85].  

2.7.2 Machine learning prediction for the viscosity of nanofluids 

The dynamic viscosity of nanofluids (Al2O3, TiO2, ZnO water nanofluids) was studied, 

as this property is important for heat transfer and pressure loss calculations [86]. 

Nanofluids, which are known to be effective heat transfer fluids, had their dynamic 

viscosity experimentally measured across various volume concentrations (0.1–1.0%) 

and temperatures (20–50 oC) [86]. A multi-layer perceptron artificial neural network 

(ANN) was developed to predict the dynamic viscosity of the nanofluids [86]. The 

genetic algorithm (GA) was used to optimize the dynamic viscosity, and it was found 

to be more computationally intensive but more accurate [86]. It was concluded that a 

trade-off between computation resources and accuracy needs to be considered for 

both models [86]. Ultimately, the results suggested that the dynamic viscosity of 

nanofluids can be predicted using the artificial neural network (ANN) model, which is 

more efficient than traditional theoretical and experimental methods [86].  

The viscosity of non-Newtonian nanofluids with a water/ethylene-glycol (EG) base 

was predicted using four different nanofluids: MWCNT-alumina/water-EG, Fe3O4-

Ag/EG, MWCNT-SiO2/EG-water, and Fe3O4-Ag/water-EG [87]. These nanofluids 

were employed as input data for an artificial neural network (ANN), which took 

temperatures, particle concentrations, and shear rates as inputs and predicted 

viscosity as the output [87]. The performance of the ANN was compared with three 

correlations using evaluation metrics such as coefficient of determination, average 

absolute deviation, and sum of squared error [87]. The ANN was found to outperform 

the correlations, achieving a coefficient of determination of 0.99, while the best 

correlation achieved 0.98, which was only 0.01 lower than the ANN [87].  

The viscosity of nanofluids was predicted by comparing different machine learning 

algorithms [88]. It was found that the models were generally aimed at analyzing the 

rheological behavior with respect to various factors, conducting spatial-temporal 

analysis, correlating flow curves, and applying soft sensors [88]. It was also noted 

that models designed for one type of fluid can be adapted for use with other fluids, 

particularly in terms of rheological behavior and flow curve correlations [88]. It was 

observed that artificial neural networks and support vector machines are typically 



26 
 

suitable for low variability and small datasets [88]. For more complex problems 

involving a large number of variables and larger datasets, hybrid approaches that 

combine metaheuristic optimization and machine learning are recommended [88]. A 

reproducibility checklist was proposed to ensure consistent results for future 

research. Overall, valuable guidance for using machine learning to predict nanofluid 

viscosity was provided by the report [88].  

The response surface methodology was applied to predict the dynamic viscosity of a 

hybrid nanofluid [89]. The hybrid nanofluid consisted of CuO nanoparticles in 80% 

ethylene glycol (EG) and 20% water [89]. A range of temperature values (15 – 50 
oC), volume concentrations of 0.05 – 1%, and shear rates of 26.6 to 933.1 s-1 were 

tested [89]. Models including cubic, quadratic, quartic, and 2FI were studied, and 

their performance was compared using metrics such as coefficient of determination, 

correlation deviation, reliability, standard deviation, and P-values [89]. The quartic 

model was determined to be the best and was used to improve the nanofluid’s 

viscosity [89]. An optimization study was carried out to minimize both the inputs and 

outputs [89]. The minimum values selected were T = 25.303 oC, SVF = 0.05%, SR = 

26.660 s-1, and the minimum nanofluid viscosity value was 8.565 mPa.s [89].  

The impact of temperature and nanoparticle volume concentrations on the viscosity 

of silica-alumina-MWCNT/water hybrid nanofluid was examined in a study [90]. A 

non-linear model was developed using MATLAB, with temperature (ranging from 20 

to 60 oC) and nanoparticle volume concentration (ranging from 0.1 to 0.5%) as inputs 

[90]. It was found that as the volume concentration of nanoparticles increased, the 

viscosity of the nanofluid also increased. Conversely, as the temperature increased, 

the viscosity decreased [90]. For instance, at a temperature of 40 oC, the viscosity of 

the nanofluid rose from 1.55 to 3.26 cP as the volume concentration increased from 

0.1 to 0.5% [90]. However, at a volume concentration of 0.3%, the viscosity of the 

nanofluid decreased from 3.3 to 1.73 cP as the temperature increased from 20 to 60 
oC [90]. Additionally, it was revealed that the viscosity of the nanofluid showed 

greater variation at lower temperatures and higher volume concentrations of 

nanoparticles [90].  

2.8 Summary 

In this chapter, the review involved discussions about nanofluids, what they are and 

examples, who started using them first. Then it talks about their preparations – the 

one – step and two – step methods of preparation. The issues of nanofluid stability 

were discussed and the different fixes for these issues were explained. Then the 

applications of nanofluids were discussed from which the need for a model for 
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predicting which assumption would be best for the simulation of a particular nanofluid 

since different assumptions give different accuracy for different nanofluid 

configurations and flow conditions was identified [91-97]. 

The prediction of nanofluid properties was discussed which led to the need for 

increasing the accuracy of the single-phase model in simulating single-material 

nanofluids by developing a temperature-based neural network model as an 

additional equation to accurately represent the thermal conductivity and viscosity of 

the single material nanofluid in the single-phase model and a more generalised 

approach for predicting the thermophysical properties of single-material nanofluids 

[98-106]. 

A highlight of the various ways nanofluids can enhance our daily lives was presented 

and emphasis on relatively new technologies and applications were given. An 

overview of nanofluids’ models was discussed ranging from theoretical, experimental 

and machine learning models were included [87-90]. 

The previous machine learning work discussed in 2.7 applies only to direct prediction 

of the nanofluid properties, not an evaluation of the accuracy or effectiveness of the 

models presented in 2.5. The literature on nanofluids reveals many gaps and 

challenges that need to be addressed. Researchers have extensively reviewed 

nanofluids, including their various nanoparticles, preparation methods, and the 

impact of these methods on their properties. Additionally, the properties of nanofluids 

have been explored, and several applications have been highlighted. Theoretical and 

empirical models for the thermophysical properties of nanofluids have been 

presented. But there is still the need to accurately model nanofluids and machine 

learning has shown such promise. In this work, machine learning is applied to 

accurately model nanofluids thermal and flow characteristics. 
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Chapter 3 Introduction to the published papers included in the 

thesis and supporting details  

3.1 Introduction 

The existing literature on nanofluids reveals several gaps and challenges that need 

to be addressed. Researchers have extensively reviewed nanofluids, including their 

various nanoparticles, preparation methods, and the impact of these methods on 

their properties. Additionally, the properties of nanofluids have been explored, and 

several applications have been highlighted. Theoretical and empirical models for the 

thermophysical properties of nanofluids have been presented. 

However, due to the abundance of research outputs, there is a lack of consensus on 

the most suitable simulation treatment for nanofluids. Some researchers argue that 

single-phase modelling is sufficient, while others propose two-phase simulation. 

Within the two-phase modelling group, there are differing views on the most accurate 

models. To address this issue, the current study aims to utilise artificial intelligence 

and develop an algorithm that can provide an answer. By considering a wide range 

of nanofluid modelling scenarios, the study analyses numerous nanofluid setups and 

literature results. Over 200 neural networks were tested, and the best neural network 

underwent 100 runs to ensure the reliability of its performance [12]. 

From the analysis of different nanofluid simulation models the single phase model 

was found to be the model with the least accuracy. Hence this study also improves 

the single-phase modelling treatment by enhancing the prediction of thermophysical 

properties. This method is exemplified through its application in COMSOL. 

Additionally, the study develops a novel feature selection algorithm and applies it to 

create a machine-learning model of the thermal conductivity of nanofluids [13] and it 

accurately predicts the thermal conductivity of nanofluids. 

In conclusion, the literature on nanofluids reveals gaps regarding simulation 

treatments, consensus on modelling methods, and the need for improved predictions 

of thermophysical properties. The current study addresses these gaps by utilising 

machine learning, developing novel feature selection algorithms, and providing 

numerical evidence. These contributions improve the simulation and modelling of 

nanofluids using machine learning.  

3.2 Predicting the accuracy of nanofluid heat transfer coefficient’s 

computational fluid dynamics simulations using neural 

networks [12] 
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Chapter 4 discusses the development of a neural network algorithm to identify the 

best modelling and simulation methods for nanofluids. The algorithm is trained using 

data from previous nanofluid experiments and utilises a multilayer perceptron with 

one hidden layer. The Python Keras module is used to create the neural network 

algorithm and data set. The algorithm predicts the average percentage error in the 

heat transfer coefficient of nanofluid models. The paper considers eight different 

models for nanofluid simulation, including single-phase, discrete phase, Eulerian, 

mixture, mixed model of discrete and mixture phases, volume of fluid, dispersion, 

and Buongiorno's model. The author finds that the dispersion, Buongiorno, and 

discrete-phase models accurately cover a wide range of nanofluid configurations, 

including particle sizes, Reynolds numbers, and volume fractions. 

The accuracy of the algorithm is evaluated using performance metrics such as root 

mean square error (RMSE), mean absolute error (MAE), and R2 value. The algorithm 

achieves an R2 value of 0.80, an MAE of 0.77, and an RMSE of 2.6 [12]. The paper 

highlights the importance of modelling nanofluids accurately to reduce design and 

operational costs and improve research and technological advancements [12]. It 

discusses various modelling strategies based on different nanofluid physics and 

emphasises the computational fluid dynamics (CFD) approach as a means to 

approximate nanofluid behaviour [12]. The choice of modelling assumptions, such as 

constant or variable thermophysical properties, plays a crucial role in achieving 

accurate nanofluid models Rashidi, Akar [107]. The research also mentions the 

application of artificial intelligence (AI) and machine learning (ML) techniques, 

particularly artificial neural networks (ANNs), in solving engineering problems. AI has 

shown great accuracy in identifying patterns and assisting humans in problem-

solving [12]. The paper utilises an ANN to develop the neural network algorithm for 

nanofluid modelling. The different models for simulating nanofluids are discussed, 

including the conventional single-phase model, discrete-phase model, mixture 

model, volume of fluid (VOF) model, and the combined model of discrete and 

mixture phases. The advantages and limitations of these models are presented, and 

comparisons are made based on their accuracy in predicting heat transfer 

coefficients. 

The author collected data from relevant literature to create a data set for training and 

testing the neural network algorithm. The variables considered include particle size, 

volume fraction, Reynolds number, and percentage error in heat transfer coefficient 

prediction. The data was pre-processed and normalised before training the neural 

network. 
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The paper aims to determine the best model for nanofluid representation under 

common setups and applicative uses. It seeks to harmonise the results from various 

researchers regarding nanofluid model accuracy and assist in the design process by 

providing an algorithm to select the optimal model for simulating nanofluids' flow. The 

research addresses the gap in previous studies and provides recommendations for 

different case setups and their corresponding accuracy. 

Overall, the research paper presents a neural network algorithm for identifying the 

best modelling and simulation methods for nanofluids. It discusses various nanofluid 

models, evaluates their accuracy, and utilises artificial intelligence (AI) techniques to 

develop the algorithm. The paper contributes to improving nanofluid simulations and 

provides valuable insights for researchers and engineers working with nanofluids. 

3.3 Supporting details of the study: Predicting the accuracy of 

nanofluid heat transfer coefficient’s computational fluid 

dynamics simulations using neural networks  

3.3.1 Data collection 

The data set was obtained from existing literature. Only data set with high [9, 54, 99, 

108-132]. High-fidelity datasets were collected, including data with grid 

independence. Grid independence involves checking solutions from a simulation 

study over multiple mesh refinements to select the one with the least change in 

solution while considering the computational cost. The dataset was split into 70% for 

training, 15% for validation, and 15% for testing. This split was arbitrarily chosen to 

have more data for training while ensuring there was enough for testing. 

3.3.2 Feature selection 

The following features were selected: Particle size (PS), Particle volume fraction 

(PV), Reynold’s number (RE), Wall heat flux (WHC), Property assumption (PA), 

Model assumptions (BM), Particle type (PT), Base fluid (BF), Flow Geometry (GEO), 

and Percentage deviation (PD) which was the target variable. 

3.3.3 Model training 

The machine learning algorithms were trained using MATLAB to make predictions on 

the data. The default random seed was used in order to ensure exact reproducibility 

of the results. The results of all algorithms on the dataset were displayed in Table 3-

1, with the performance of the algorithms sorted based on the root mean squared 

error of the validation set, from smallest to largest values. It was observed from 
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Table 3-1 that the model with the least root mean squared error value was the 

Ensemble model of Boosted Trees, with a minimum leaf size of 8, number of 

learners of 30, and learning rate of 0.1. The root mean squared error on the 

validation dataset was 4.075672, the mean squared error on the validation dataset 

was 16.61111, the R squared on the validation dataset was 0.600199, the mean 

absolute error on the validation set was 3.076935, the mean absolute error on the 

test dataset was 2.38775, the root mean squared root on the test set was 10.98583, 

the root mean squared error on the test dataset was 3.314488, and the R squared 

on the test dataset was 0.719096. 

3.3.4 Neural network model training 

The neural network model was trained with the architecture displayed in Figure 3-1. 

The architecture consisted of one input layer with nine parameters, one hidden layer 

with the sigmoid activation, and an output layer with linear activation in a regression 

problem to save the weighted sum of inputs [133]. 

 

Figure 3-1 Neural network model architecture 
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The error histogram of the neural network model was shown in Figure 3-2, and it was 

observed from the figure that there were high instances in other higher error areas. 

An indication that the neural network did not have a very high accuracy in those 

instances. However, a very high percentage of the test data fell under the minimum 

error which showed a good generalization of the neural network model. 

 

 

Figure 3-2 Error histogram of the neural network model 
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The training progress and performance over the total training epochs were shown in 

Figure 3-3. The learning progress in the training, validation, and test dataset was 

displayed. It was observed that the neural network’s performance on the validation 

set stopped improving at the 3rd epoch. This led to the training being stopped and 

that point being selected as the optimal point in the training of the neural network. 

 

 

Figure 3-3 Training progress of the neural network model 

The gradient, mu, and validation checks of the neural network model were shown in 

Figure 3-4. It was observed that the gradient was slowly descending over the 

epochs, while the mu was quite stable over the epoch of the training. Additionally, 

the validation checks were failed six consecutive times, indicating that the model had 

finished learning, and further training would not improve its performance but may 

even deteriorate it. The mu is the parameter used to balance the trade-off between 

gradient descent (which can be slow near the minimum) and Gauss-Newton (which 

can overshoot the minimum) and is ultimately used to control neural network 

learning. 
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Figure 3-4 Training state of the neural network model 

 

The regression fit of the neural network over the train, test, validation, and combined 

data set was shown in Figure 3-5. It was demonstrated how well the model (the line) 

fit the data points. A good fit was observed for all the sets, including the test and 

validation set. 
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Figure 3-5 Regression fit of the neural network model 

 

3.3.5 The optimized neural network model 

The neural network model was optimized using the Bayesian optimization algorithm. 

As shown in Figure 3-6, the mean squared error was minimized over 30 iterations 

while attempting to select the best model point over the hyperparameter states with 

the least mean squared error. The range of the hyperparameters was  

1. Number of fully connected layers: 1 – 3 

2. First layer size 

3. Second layer size 

4. Third layer size 

5. Activation: None, ReLu, Tanh, Sigmoid 

6. Regularization strength: ≥ 0 

7. Standardization of data: Yes/No 

The best hyperparameter was found to be: 3 Fully connected Layers, Sigmoid 

activation, No data standardization, regularization strength of 0.022297, First layer 

size of 2, second layer size of 6, third layer size 0f 276. These gave a minimum 

mean squared error value of 27.1389. 



36 
 

The optimized model performance was a root mean squared error on the validation 

data set of 5.784209172, a mean squared error on the validation data set of 

33.45707575, R squared on the validation data set of 0.194745517, a mean absolute 

error on the validation set of 4.698890217, mean absolute error on the test data set 

of 3.698524723, root mean squared root on the test set of 27.06315792, root mean 

squared error on the test data set of 5.202226246, R squared on the test data set of 

0.308005005.       

 

Figure 3-6 Bayesian optimization of the neural network 

 

 

 

 

 

Table 3-1 Machine learning algorithms result 
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Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

Ensemble 4.075672 16.61111 0.600199 3.076935 2.38775 10.98583 3.314488 0.719096 Boosted 
Trees 

Minimum leaf size: 8; 
Number of learners: 
30; Learning rate: 0.1; 
Number of predictors 
to sample: Select All 

Gaussian 
Process 
Regression 

4.315122 18.62028 0.551842 3.219764 1.905293 4.832115 2.198207 0.876445 Squared 
Exponential 
GPR 

Basis function: 
Constant; Kernel 
function: Squared 
Exponential; Use 
isotropic kernel: Yes; 
Kernel scale: 
Automatic; Signal 
standard deviation: 
Automatic; Sigma: 
Automatic; Standardize 
data: Yes; Optimize 
numeric parameters: 
Yes 

Gaussian 
Process 
Regression 

4.316282 18.63029 0.551601 3.220486 1.905294 4.832124 2.198209 0.876444 Rational 
Quadratic 
GPR 

Basis function: 
Constant; Kernel 
function: Rational 
Quadratic; Use 
isotropic kernel: Yes; 
Kernel scale: 
Automatic; Signal 
standard deviation: 
Automatic; Sigma: 
Automatic; Standardize 
data: Yes; Optimize 
numeric parameters: 
Yes 
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Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

Gaussian 
Process 
Regression 

4.359668 19.00671 0.542541 3.261413 1.949561 5.288419 2.299656 0.864777 Matern 5/2 
GPR 

Basis function: 
Constant; Kernel 
function: Matern 5/2; 
Use isotropic kernel: 
Yes; Kernel scale: 
Automatic; Signal 
standard deviation: 
Automatic; Sigma: 
Automatic; Standardize 
data: Yes; Optimize 
numeric parameters: 
Yes 

SVM 4.402923 19.38573 0.533419 3.34821 2.306316 7.272227 2.696707 0.814052 Medium 
Gaussian 
SVM 

Kernel function: 
Gaussian; Kernel 
scale: 3; Box 
constraint: Automatic; 
Epsilon: Auto; 
Standardize data: Yes 

Ensemble 4.45948 19.88696 0.521355 3.509667 2.401889 9.254971 3.042198 0.763354 Bagged Trees Minimum leaf size: 8; 
Number of learners: 
30; Number of 
predictors to sample: 
Select All 

Gaussian 
Process 
Regression 

4.507748 20.3198 0.510937 3.42511 2.137514 7.124396 2.669156 0.817832 Exponential 
GPR 

Basis function: 
Constant; Kernel 
function: Exponential; 
Use isotropic kernel: 
Yes; Kernel scale: 
Automatic; Signal 
standard deviation: 
Automatic; Sigma: 



39 
 

Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

Automatic; Standardize 
data: Yes; Optimize 
numeric parameters: 
Yes 

Kernel 4.554182 20.74058 0.50081 3.734936 2.777919 11.63807 3.411462 0.702419 Least 
Squares 
Regression 
Kernel 

Learner: Least Squares 
Kernel; Number of 
expansion dimensions: 
Auto; Regularization 
strength (Lambda): 
Auto; Kernel scale: 
Auto; Iteration limit: 
1000 

Tree 4.610658 21.25817 0.488352 3.396103 3.673972 23.86295 4.884972 0.389833 Fine Tree Minimum leaf size: 4; 
Surrogate decision 
splits: Off 

SVM 4.725633 22.3316 0.462517 3.496684 3.048478 13.13318 3.623973 0.664189 Fine 
Gaussian 
SVM 

Kernel function: 
Gaussian; Kernel 
scale: 0.75; Box 
constraint: Automatic; 
Epsilon: Auto; 
Standardize data: Yes 

Tree 4.823772 23.26878 0.43996 3.674766 2.824131 14.10678 3.7559 0.639295 Medium Tree Minimum leaf size: 12; 
Surrogate decision 
splits: Off 

Stepwise 
Linear 
Regression 

5.102175 26.03219 0.37345 3.749172 2.159175 10.39593 3.224271 0.73418 Stepwise 
Linear 

Initial terms: Linear; 
Upper bound on terms: 
Interactions; Maximum 
number of steps: 1000 

Linear 
Regression 

5.404635 29.21008 0.296963 4.362919 4.003006 21.61779 4.649494 0.447241 Linear Terms: Linear; Robust 
option: Off 
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Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

SVM 5.428723 29.47103 0.290683 4.226856 4.049306 21.10127 4.593611 0.460448 Coarse 
Gaussian 
SVM 

Kernel function: 
Gaussian; Kernel 
scale: 12; Box 
constraint: Automatic; 
Epsilon: Auto; 
Standardize data: Yes 

Linear 
Regression 

5.433459 29.52247 0.289445 4.361878 3.974123 21.08009 4.591306 0.46099 Robust 
Linear 

Terms: Linear; Robust 
option: On 

Kernel 5.689494 32.37034 0.220901 4.547689 3.718486 21.31448 4.616761 0.454997 SVM Kernel Learner: SVM; Number 
of expansion 
dimensions: Auto; 
Regularization strength 
(Lambda): Auto; Kernel 
scale: Auto; Epsilon: 
Auto; Iteration limit: 
1000 

Neural 
Network 

5.784209 33.45708 0.194746 4.69889 3.698525 27.06316 5.202226 0.308005 Custom 
Neural 
Network 

Iteration limit: 1000 

SVM 5.823876 33.91753 0.183663 4.590617 3.865962 20.88778 4.570315 0.465907 Linear SVM Kernel function: Linear; 
Kernel scale: 
Automatic; Box 
constraint: Automatic; 
Epsilon: Auto; 
Standardize data: Yes 

Tree 6.081731 36.98745 0.109775 5.008809 4.818833 32.02376 5.658954 0.181164 Coarse Tree Minimum leaf size: 36; 
Surrogate decision 
splits: Off 

SVM 6.534241 42.69631 -0.02763 4.381311 3.113942 14.85259 3.853906 0.620225 Quadratic 
SVM 

Kernel function: 
Quadratic; Kernel 
scale: Automatic; Box 
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Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

constraint: Automatic; 
Epsilon: Auto; 
Standardize data: Yes 

Neural 
Network 

6.737435 45.39303 -0.09253 4.250691 4.190116 36.91087 6.075432 0.056203 Narrow 
Neural 
Network 

Number of fully 
connected layers: 1; 
First layer size: 10; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

SVM 6.916518 47.83822 -0.15138 4.126796 3.917551 45.01089 6.709016 -0.15091 Cubic SVM Kernel function: Cubic; 
Kernel scale: 
Automatic; Box 
constraint: Automatic; 
Epsilon: Auto; 
Standardize data: Yes 

Neural 
Network 

7.405403 54.84 -0.3199 4.123469 2.459474 13.21331 3.635011 0.662141 Bilayered 
Neural 
Network 

Number of fully 
connected layers: 2; 
First layer size: 10; 
Second layer size: 10; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

Neural 
Network 

7.591617 57.63265 -0.38712 4.164771 2.245157 10.46645 3.235189 0.732377 Trilayered 
Neural 
Network 

Number of fully 
connected layers: 3; 
First layer size: 10; 
Second layer size: 10; 
Third layer size: 10; 
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Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

Neural 
Network 

7.820877 61.16612 -0.47216 4.622032 1.607375 3.958595 1.989622 0.89878 Trilayered 
Neural 
Network 

Number of fully 
connected layers: 3; 
First layer size: 10; 
Second layer size: 10; 
Third layer size: 10; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

Neural 
Network 

14.53701 211.3245 -4.08622 5.253877 8.030686 213.6081 14.61534 -4.46188 Bilayered 
Neural 
Network 

Number of fully 
connected layers: 2; 
First layer size: 10; 
Second layer size: 10; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

Neural 
Network 

16.9628 287.7364 -5.92532 7.969194 2.913254 19.1844 4.380001 0.509462 Medium 
Neural 
Network 

Number of fully 
connected layers: 1; 
First layer size: 25; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
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Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

(Lambda): 0; 
Standardize data: Yes 

Linear 
Regression 

17.22954 296.8569 -6.14484 6.170534 2.499591 8.876674 2.979375 0.773027 Interactions 
Linear 

Terms: Interactions; 
Robust option: Off 

Neural 
Network 

17.7706 315.7941 -6.60062 9.33196 9.886356 412.1715 20.30201 -9.53907 Wide Neural 
Network 

Number of fully 
connected layers: 1; 
First layer size: 100; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

Neural 
Network 

20.56061 422.7386 -9.17459 10.24064 5.300163 57.13593 7.558831 -0.46094 Wide Neural 
Network 

Number of fully 
connected layers: 1; 
First layer size: 100; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

Neural 
Network 

23.77434 565.2194 -12.6039 6.337873 6.852535 194.1103 13.93235 -3.96333 Narrow 
Neural 
Network 

Number of fully 
connected layers: 1; 
First layer size: 10; 
Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 

Neural 
Network 

24.29441 590.2185 -13.2055 11.4169 9.869576 298.6496 17.28148 -6.63636 Medium 
Neural 
Network 

Number of fully 
connected layers: 1; 
First layer size: 25; 
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Model 
Type 

RMSE 
(Validation) 

MSE 
(Validation) 

RSquared 
(Validation) 

MAE 
(Validation) 

MAE 
(Test) 

MSE 
(Test) 

RMSE 
(Test) 

RSquared 
(Test) 

Preset Hyperparameters 

Activation: ReLU; 
Iteration limit: 1000; 
Regularization strength 
(Lambda): 0; 
Standardize data: Yes 
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3.4 Single phase nanofluid thermal conductivity and viscosity 

prediction using neural networks and its application in a heated 

pipe of circular cross-section [13] 

Chapter 5 investigates the single-phase simulation of nanofluids using a neural 

network incorporated into the governing equations [13]. The study focuses on the 

thermophysical properties of nanofluids, specifically viscosity and thermal 

conductivity, which have been areas of contention in nanofluid research [13]. The 

neural network is trained using experimental data gathered from the literature, and 

the simulations are performed using the finite element method. Grid independence 

analysis is conducted, and the results are validated with experimental data that was 

not used for training the neural networks. 

The study finds that the simulations achieve a minimum average percentage error of 

0.679%, indicating that the thermal conductivity and viscosity of most single-material 

nanofluids can be accurately modelled. This reduced the error in simulations using 

the single-phase model, which assumes that nanofluids are homogeneous and have 

enhanced and effective properties. 

Numerical studies of nanofluids have posed challenges for researchers, as 

inconsistent findings and different formulations hinder progress in nanofluid 

applications. Conducting expensive and repetitive experiments further prolongs the 

product development process. Previous research by Vajjha, Das [134] focused on 

the single-phase treatment of nanofluids in a three-dimensional flow geometry, 

specifically studying heat transfer and laminar flow in nanofluids with ethylene glycol-

water mixture as the base fluid and Al2O3 and CuO nanoparticles. The study 

observed an increased heat transfer coefficient and average friction factor with an 

increase in volume fraction. However, their simulations deviated from the established 

correlation for the Nusselt number.  

To model the viscosity and thermal conductivity of nanofluids, individual neural 

network models were developed based on data from various studies in the literature. 

The models considered different nanofluid constituents, such as metals, oxides, 

nanoparticles, and base fluids. The viscosity data consisted of 885 rows with nine 

features, while the thermal conductivity data consisted of 489 rows with ten features. 

The neural network models for viscosity and thermal conductivity each had one 

hidden layer with 10 neurons and used the Levenberg-Marquardt algorithm for 
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training. The models took multiple variables as inputs, including nanoparticle-specific 

heat, density, particle size, volume fraction, temperature of the fluid, and properties 

of the base fluid. The results showed good convergence and validation performance 

of the neural network models. 

The single-phase assumption for nanofluids replaces the thermophysical properties 

of the base fluid with those of the nanofluid. The viscosity and thermal conductivity 

are obtained directly from the trained neural network models, considering the 

individual properties of the nanoparticles and base fluid, as well as the volume 

fraction, particle size, and fluid temperature. The study provides the governing 

equations and details the methodology for incorporating the neural network models 

into the simulation process. 

Several figures are presented to illustrate the performance and accuracy of the 

models. These figures include mean squared error plots, error histograms, gradient 

plots, regression plots, and grid convergence plots. The results show good 

agreement between the simulation results with neural network properties and 

experimental data for various nanofluids, demonstrating the accuracy and validity of 

the approach. 

In summary, the study develops neural network models for predicting the viscosity 

and thermal conductivity of nanofluids. These models are integrated into single-

phase simulations using the finite element method. The results indicate that the 

models accurately represent the properties of most single-material nanofluids. The 

study's findings have implications for improving the accuracy and efficiency of 

numerical simulations in nanofluid research and development. 

3.5 Supporting details of the study: Single phase nanofluid thermal 

conductivity and viscosity prediction using neural networks 

and its application in a heated pipe of circular cross-section  

The following sections provide extra supporting details for the paper: Single phase 

nanofluid thermal conductivity and viscosity prediction using neural networks and its 

application in a heated pipe of circular cross-section. 
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Figure 3-7   Geometry details



48 
 

 

Figure 3-7 shows the geometry of the circular pipe. It has a length of 1000 mm and 

an inner diameter of 4.5 mm. 

3.5.1 Meshing of the geometry 

The geometry meshing was driven by the physics of the problem. The meshing 

process automatically established the size and sequence of operations based on the 

physics of the problem. Once the flow conditions were set for a fluid flow model in 

COMSOL Multiphysics, physics-controlled meshing sequences were triggered. 

These sequences were influenced by several factors including the settings of 

physics properties (such as turbulence models with automatic wall treatment 

resulting in finer meshes), specific features like walls inducing finer meshes and 

boundary layer meshes, and the size of the geometry bounding box determining the 

scale of the mesh elements [135]. An example mesh is shown in Figure 3-8. 

 

 

Figure 3-8 Mesh of the geometry 

 

3.5.2 Boundary conditions of the problem 

The boundary conditions of the problem were: non-slip condition was imposed on the 

Wall (Laminar) velocity = 0 m/s (No slip condition). Uniform Inlet velocity of 0.212 m/s 

was set. The outlet was 1 atm. The inflow heat transfer condition was 295 K, and the 

wall heat flux was 2000 W/m2. Similarly, all other cases had the same boundary 

conditions type. 

3.5.3 Linking the neural network model with COMSOL 

In COMSOL Desktop®, the workflow is as follows: set up the geometry, set up and 

couple different physics, assign material properties, mesh, compute, plot, and 
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evaluate results. In MATLAB, the workflow involves starting LivelinkTM for MATLAB®, 

importing the COMSOL Multiphysics model, performing data fitting/modeling to 

obtain material parameters, specifying design parameters, updating parameters, and 

solving the model in a loop. It also involves customizing data extraction and plotting. 

 

3.6 Predictive modelling of thermal conductivity in single material 

nanofluids: a novel approach [14] 

Chapter 6 highlighted the limitations of current modelling techniques of different 

researchers who model the thermophysical properties of nanofluids, such as their 

focus on specific nanofluid types and their inability to account for a wide range of 

nanofluids. The study aims to address these limitations by developing a generalised 

model that can predict the thermal conductivity of single-material nanofluids 

The introduction also mentions the importance of considering various features, 

including temperature, volume fraction, particle size, nanoparticle material, and base 

fluid material, in predicting thermal conductivity. It references the need for a shift in 

the choice of model features to enable accurate predictions for a broader range of 

nanofluid types. It explains the conceptualisation of the novel method for parameter 

selection in predicting the thermal conductivity of nanofluids. It introduces the idea of 

feature engineering to increase the dimensional space of the dataset and create 

additional information for the model to make distinct predictions. The difference 

between conventional feature engineering and the approach used in this study is 

highlighted. 

The algorithm for parameter selection is briefly described, involving steps such as 

identifying relevant features based on the physics of nanofluids related to 

temperature, volume fraction, particle size, nanoparticle material, and base fluid 

material and applying statistical methods for feature selection. The main focus of the 

parameter selection is on enhanced model learning for generalisation while still 

prioritising accuracy. 

The data used in the study is also discussed, which was collected from experimental 

studies. The experimental setup for measuring thermal conductivity is described, that 

is, the transient hot wire apparatus. The reliability and accuracy of the measurement 

technique are emphasised. It also mentions the use of machine learning techniques, 

such as neural networks, gradient boosting, random forest, support vector machine 
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(SVM), linear models, and decision trees for analysing and predicting thermal 

conductivity. 

Overall, the published material presents a novel approach for predicting the thermal 

conductivity of single material nanofluids. It emphasises the importance of feature 

engineering and parameter selection in developing an accurate and generalised 

predictive model.  

 

3.6.1 Supporting details of the study: Predictive modelling of thermal 

conductivity in single material nanofluids: a novel approach  

The performance of the various feature selection algorithms was displayed in Figure 

3-9. It was observed that the feature algorithm described below had the best 

performance for both the validation and test sets. It was also shown that the one with 

different statistical characteristics performed better than the one with similar 

characteristics. In order of performance, the next was the RReliefF, the Ftest, and 

the minimum redundancy and maximum relevance methods (MRMR). 

NFS-Different was the feature selection algorithm that took the physics of what was 

to be modelled and used the physics information to model it: First, the fluid of which 

temperature could be selected was modelled, then the multiphase was modelled, 

giving volume fraction and particle size as the parameters. Then the nanoparticle 

material was modelled, in which case, any two intensive properties could be used. 

Intensive properties are those properties that were independent of size and mass. 

Similarly, for the base fluid, any two intensive properties could be used. Although 

many intensive properties exist, the ones with the most different properties statically 

are the ones selected. Similarly, for the NFS-Similar, this took intensive properties of 

similar statistical characteristics. 
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Figure 3-9 The performance of the feature selection algorithms 

 

3.7 Summary 

In summary, this chapter presented the three studies and their brief methods, it 

highlighted the rigorous study of nanofluid modelling and simulation and laid out the 

proposed solution to the different nanofluid problems identified. The study in Chapter 

4 is limited to the data collected, for example, due to experimental limitations only a 

few geometry types are included in the study and hence the predictions are also 

limited to those geometries. The study resulted in a model that can reduce cost, 

research, design and simulation times involved in nanofluid studies, The study in 

Chapter 5 is limited to only two nanofluid thermophysical properties namely, thermal 

conductivity and viscosity. The study resulted in a model with a 0.679% average 

error in temperature solutions. The study in Chapter 6 is limited to single material 

nanofluids. The study resulted in a novel modelling approach that leads to better 

models. These studies rigorously examine nanofluid modelling and simulation and 

provide solutions to accurate modelling of nanofluid thermal and flow characteristics 

using machine learning. 

 

 

 



52 
 

 

Chapter 4 Predicting the accuracy of nanofluid heat transfer 

coefficient’s computational fluid dynamics simulations using 

neural networks 

 

ABSTRACT 

This research presents a neural network algorithm to identify the best modelling and 

simulation methods and assumptions for the most widespread nanofluid 

combinations. The neural network algorithm is trained using data from earlier 

nanofluid experiments. A multilayer perceptron with one hidden layer was employed 

in the investigation. The neural network algorithm and dataset were created using 

the Python Keras module in order to forecast the average percentage error in the 

heat transfer coefficient of nanofluid models. Integer encoding was used to encode 

category variables. 200 trials of different neural networks were taken into 

consideration. The worst-case error bound for the chosen architecture was then 

calculated after 100 runs. Among the eight models examined were the single-phase, 

discrete-phase, Eulerian, mixture, mixed model of discrete and mixture phases, fluid 

volume, dispersion, and Buongiorno's model. We discover that a broad range of 

nanofluid configurations are accurately covered by the dispersion, Buongiorno, and 

discrete phase models. They were accurate for particle sizes (10–100 nm), Reynolds 

numbers (100–15000), and volume fractions (2%–3.5%). The accuracy of the 

algorithm was evaluated using the root mean squared error, mean absolute error, 

and r-squared performance metrics. The algorithm's r-squared value was 0.80, mean 

absolute error was 0.77, and root mean squared error was 2.6. 

 

Keywords 

Neural networks; nanofluid simulation accuracy; error analysis; predicting; keras 

 

 

 

1. Introduction 

Nanofluids were coined by Choi at Argonne in 1995 [1]. They are colloids of solids in 

liquids where the size of solids ranges between 5 nm and 200 nm. They are called 

nanoparticles because of their size and particle form. Examples of nanoparticles 
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include Al2O3, CuO, Cu, SiO2, TiO2, ZnO, and carbon nanotubes. These small 

particles are suspended in fluid, and the fluid is commonly used in industries to 

transfer heat. Examples of these fluids include water, oils, and ethylene glycol. 

These fluids, where the nanoparticles are submerged, are called base fluids. These 

colloids are preferentially suspended stably and uniformly for greater potency of the 

nanofluids [2-8].  

 

A nanofluid model is a representation of the behaviour of nanofluids. This can be in 

terms of their flow and heat transfer properties. One of the benefits of developing 

models is a reduction in the design and operational costs of industries and research 

groups. Besides, they lead to improvements in carrying out studies and the design of 

new technology or products. For example, Toyota uses models to generate car 

designs. The accuracy of this process can lead to good cars, or otherwise, it can be 

very disastrous [9].  

The process of modelling involves analytical methods [10], experimental methods, 

and/or statistical methods [8, 11-13]. At the heart of nanofluid modelling is the 

computational fluid dynamics approach, which serves to approximate nanofluid 

behaviour to a certain accuracy. This accuracy depends on the human factor, the 

level of discretization of the flow domain, and the underlining numerical scheme. In 

terms of heat transfer, the best model is one that accurately represents the thermal 

properties of nanofluid. This is so since we favour accurate models over inaccurate 

ones. There are different configurations of nanofluid as there are different needs and 

uses in terms of its heat transfer characteristics. The nanofluids could vary according 

to the size of the nanoparticles, the volume fraction/concentration, the base fluid 

type, the nanoparticle types, heat, and the flow conditions of their application. Many 

researchers have modelled nanofluids using various modelling strategies based on 

different nanofluid physics. Other researchers just modelled nanofluids based on trial 

and error. For example, some researchers have modelled nanofluid flow, which has 

been understood as a particulate flow, using the volume of a fluid model that is 

based on the mixture of two immiscible fluids [14]. Yet, they reported high accuracy 

in predicting the volume of a fluid model in terms of predicting the heat transfer 

coefficient of nanofluid [14], Furthermore, due to the numerous simulation studies 

that have been conducted for nanofluid flows in different conduits, researchers can 

now easily identify the best strategy for simulating a nanofluid configuration of 

interest 
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Artificial intelligence (AI), which has been recently tied to machine learning (ML), has 

been applied to solve various engineering problems like self-driving cars, facial 

recognition, security, and trading in the financial markets. AI has shown extreme 

accuracy in understanding patterns which humans may or may not notice. Hence, AI 

is applied to assist humans in solving problems, whether they are everyday problems 

or specific engineering problems. In the next decade, AI has been said to be in 

everything and cut through the fibre of human existence and help in predicting the 

future [15, 16]. Examples of algorithms that are used in AI include neural networks, 

support vector machines, the k-nearest neighbours, the k-means, decision trees, and 

ensemble methods. One method in AI is the artificial neural network. In this paper, 

this artificial neural network method is applied.  

2. Models for Simulation of nanofluids  

When modelling nanofluids, it is critical to first decide whether the thermophysical 

properties should be considered constant (CONST) properties that do not change 

with temperature or variable (VAR) properties that do change with temperature. The 

following step is to consider the models to be used. Both steps are referred to as the 

selection of modelling assumptions. The various models for simulating nanofluids are 

presented in this section.  

Firstly, the single phase model is discussed thus: The basic assumption in the 

conventional single-phase model (SPM) is that the nanofluid is taken as a 

homogeneous fluid flow with enhanced transport properties. It also assumes that the 

liquid and particle phases move together with the same flow velocity and are in 

thermal equilibrium. Bianco et al. [17] studied the developing laminar flow of 

nanofluid under forced convection numerically. They applied the common single-

phase model in their study. The nanofluid they studied was the Al2O3-water nanofluid 

in a cylindrical pipe with constant (CONST) wall heat flux boundary conditions. The 

results they obtained were then compared with a two-phase (discrete phase) model. 

They reported in their paper that there was a maximum deviation of 11% from each 

other and that the heat transfer coefficient was higher for the cases where the 

transport properties were assumed to vary with the fluids’ temperature. Besides, they 

stated that the single-phase with constant transport property assumption deviated 

from the experimental data by 17% of the maximum value. Although the 

experimental data was carried out with constant wall temperature settings, they gave 

a correction of a 20% increase in the Nusselt number concerning the constant wall 

heat flux boundary condition [18]. Rostamani et al [19] were interested in the 

turbulent flow characteristics of nanofluids. They studied different nanoparticles such 

as alumina, cupric oxide, and titania with various nanoparticle concentrations. The 
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cylindrical pipe configuration was used in their geometric setup. The control volume 

approach was applied to solve the governing equations with varying transport 

properties, and constant wall heat flux was set up as the wall thermal boundary 

condition. They discovered that the resulting Nusselt number from their studies 

agreed with the results of the correlations presented by [20, 21]. The limitations of 

the common single-phase model are the reliance on selecting the correct 

thermophysical properties’ correlations, which makes this model dependent. Hence, 

using the common single-phase model comes with the need to have accurate 

correlations to represent the nanofluids' transport properties [18, 22] Secondly, in the 

dispersion model, it is assumed that sedimentation and dispersion exist together in a 

nanofluid flow. This is coupled with the Brownian force, the friction force, and the 

gravity force on the base fluid and nanoparticles. These bring about a difference in 

velocities between the nanoparticle and the host fluid, which is assumed to be a non-

negligible quantity. Again, the nanoparticle random motion enhances the thermal 

dispersion in nanofluids. This leads to higher heat flow. Mojarra et al.[23] used the 

control volume approach to study the heat transfer of a nanofluid made from alpha-

alumina nanoparticles with water as the host fluid. Their interest was in the rounded 

pipe’s entrance region. They compared the results they got with experimental data in 

the open literature. They concluded that the dispersion model does well to predict 

the heat transfer of nanofluid despite its simplicity. Other researchers [24, 25] also 

agree with these findings [18]. 

 

Next two phase flows are discussed, several factors are involved in this, including 

forces due to Brownian motion, friction, thermophoresis (a force due to temperature 

gradient), and gravity, lead some researchers to classify and treat nanofluids as two-

phase flows [26, 27]. This has led to analytical and empirical equations for 

representing mixtures of solids and liquids. Furthermore, governing equations have 

been developed to accommodate this kind of model: the most common two-phase 

models used in nanofluid studies are the Eulerian, Eulerian-Lagrangian, the volume 

of a fluid, a combined model of the mixture, and Eulerian-Lagrangian, and the 

simplified Eulerian model (known as the mixture model) [26, 27]. All these two-phase 

models have the inherent drawback of high computational cost. Hence, as we are 

treating the flow with two different phases, we have at least one extra equation to 

solve for the second phase/particulate phase, which then updates the continuous 

phase. It is worth noting that all the two-phase assumptions technically do not 

require the effective property models of nanofluids to be known [18]. 
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From the two phase flows considered in this study the Eulerian-Lagrangian is 

presented first; In this model the dispersed phase or particulate phase is tracked in 

the Lagrangian frame, and the fluid phase is updated in terms of interaction with the 

particles represented as a source term in both momentum and energy equations. 

This model has a limit of a 10% concentration of nanoparticles since any value 

above that threshold will lead to particle-particle interactions and hence void the 

model's make-up. But nanofluids never really get up to that volume fraction in 

practise due to the diminishing effect it has on the fluid's potential as the volume 

fraction increases above a 5-6% concentration. It was also noted by Xu et al [28] and 

Safaei et al [29] that the model takes a large amount of time to solve and is best at a 

volume fraction of less than 1%. Behroyan et al. [30] were interested in the turbulent 

flow regime (Reynolds’ number of 10,000 to 25,000) and a 0 to 2% concentration of 

copper nanoparticles. They found that the discrete phase model (DPM)—also known 

as the Lagrangian-Eulerian model—was more accurate than the other two models 

studied, namely the Eulerian and mixture models. The Eulerian model was found to 

give incorrect results, excluding volume fraction (𝜙) = 0.5%. A maximum error of 

15% was observed for the mixture model. The Newtonian single-phase model and 

the discrete phase model were the suggested models for future investigations [18]. 

Secondly, the Eulerian-Eulerian model is considered. In this model, the governing 

equations are solved for each phase while pressure is assumed to be equal for all 

the phases. Chen et al.  [31] were interested in forced convection in the laminar and 

turbulent flow regimes. They studied the flow using both the mixture and Eulerian 

models. Their finding was that the mixture model led to a better agreement with the 

experimental results [18].  

Thirdly, the mixture model is presented. This model assumes that all phases share a 

single pressure, that the dispersed phase interactions are negligible, and that the 

phase slip is used to solve the dispersed phase equation. This model is popular for 

its simplicity and low cost of computation. Niphon and Nakharintr [32] studied 

nanofluid flow in a 3-dimensional mini-channel heat sink under laminar convection 

heat transfer. Coupled with this, they also carried out experiments to validate their 

model. They observed that the mixture model was in better agreement with 

experimental outcomes than the single-phase model [18]. 

Fourthly, the volume of fluid is discussed here. In this model, the continuity equation 

for the second phase is solved to get the volume fraction of all phases for the 

complete flow domain. To obtain the components of velocity, one momentum 

equation set is solved for all the phases. Average weighting is used to calculate the 

physical properties of the different phases in line with their volume fraction in each 
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control volume. A study was carried out by Naphon and Nakharintr [32] where they 

employed the single-phase model, mixture model, and volume of fluid models along 

with the k-epsilon turbulence model. They also carried out experiments to 

complement the study. It was discovered that the two-phase models agreed with the 

experimental studies, but the single-phase model could not predict the Nusselt 

number as well as the others. And they attributed this to the Brownian motion and 

disordered distribution of the nanoparticles in their host fluid not captured by the 

single-phase model. They carried out a grid independence search and had the 

highest percentage deviation of 1.02% from other grids. This means their numerical 

set-up was not a function of the grid chosen [18].   

Lastly, the combined model of discrete phase and mixture phase is presented. This 

model involves the combination of the discrete phase model and mixture models 

where the flow and energy equations are solved for the host fluid and then the 

Brownian force and particle heat transfer are implemented, and the discrete phase is 

solved for only one iteration after which the particle concentration is stored, the 

temperature gradient is calculated, fluid properties are evaluated, and the energy 

equation source terms are implemented. The mixture model step is then completed 

[33]. Mahdavi et al.  [33] had a 10% error in pressure drop by using this model. They 

also reported good agreement with heat transfer data from experiments. 

There are a lot of other models applied to multiphase studies. Some of the important 

ones as applied to nanofluids are presented here. 

Firstly, the Lattice-Boltzmann method was used to study nanofluids, replacing 

microscopic and macroscopic views with molecular dynamics. The assumption in 

this model is that nanoparticles are microscopically located at the lattice site and are 

treated according to Boltzmann’s method. The advantages of the model are first the 

use of uniform algorithms to solve multiphase flows and second, the ability to deal 

with complex boundaries. This model is applied to free, mixed, and forced 

convection of nanofluid. Karimipour et al. [34] used the double population thermal 

lattice Boltzmann model (TLBM) method for a 100 nm diameter and a 2–4% 

concentration of Cu-water nanofluid flow in a microchannel with heat flux boundary 

condition. Their results showed the applicability of the lattice Boltzmann model (LBM) 

in the microflow of nanofluid. The Nusselt number increases as the slip coefficient 

increases and the solid volume fraction decreases, and this increase is found to be 

more significant as the Reynolds number increases. With published literature, they 

had an error of 0.2 and 1.9% [34]. They also carried out grid independence, which 

means their results did not vary with the grid size chosen and gave stable results 

[18]. 
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Secondly, the non-homogeneous two component model (Buongiorno et al’s transport 

model) is presented here. In Buongiorno et al.[35], seven slip mechanisms, including 

gravity, Brownian, thermophoresis, Magnus effect, inertia, diffusiophoresis, and fluid 

drainage, are studied. He discovered by dimensionless analysis that the most 

important ones in terms of flow and heat transfer were the Brownian and 

thermophoresis mechanisms. The governing equations were based on the following 

assumptions: negligible external forces, incompressible flow, no chemical reactions, 

negligible viscous dissipation, a dilute mixture (a volume fraction far less than 1%), 

neglecting radiative heat transfer, a local thermal equilibrium of the nanoparticles, 

and the base fluid. Sheikhzadeh et al.  [36] studied the natural convection of an 

Al2O3-water nanofluid in a square cavity and made comparisons between predictions 

of this transport model and the homogenous model. This comparison revealed that 

the transport model was more in agreement with the experimental results in contrast 

to the homogeneous model [18]. 

Thirdly, the Optimal homotopy analysis method (OHAM) is presented. This method 

involves the conversion of the non-linear partial differential equations (PDEs) into 

non-linear ordinary differential equations (ODEs) and is solved analytically using 

OHAM. In some cases [37], in just one iteration, OHAM gives the exact solutions but 

depends upon selecting a forcing function, whether in full or in part. Furthermore, 

numerical solutions are returned in good congruency with the exact solutions. 

Besides, small perturbations, discretization, and linearization are not needed for 

OHM. Hence, the computations required are greatly reduced, as detailed in [37], 

[18]. As a way of summary, the work of Hanafizadeh et al [38] is cited. In their study, 

they compared the single-phase and two-phase models using the Fe3O4-water 

nanofluid flowing in a circular constant wall heat flux pipe. They studied both the 

developed and developing regions for 0.5-2 % volume concentration in the laminar 

flow regime. They observed that for an increase in the Reynolds number and volume 

concentration of the fluid, the heat transfer coefficient averaged over the length of 

the geometry was enhanced. Further, they observed that increasing the number of 

dispersed nanoparticles in the host fluid in the developed region reduces the error of 

the applied numerical schemes. For low Reynolds numbers in the developing region, 

the increase in volume concentration of the nanofluid led to decreased accuracy of 

the applied numerical schemes. The reverse was the case for moderate and high 

Reynolds numbers. Further, the mixture model was found to have the least deviation 

from experimental studies within the studied volume fraction, and they suggested 

that the mixture model can estimate the average heat transfer coefficient in all 

Reynolds numbers, ranging from 300 to 1200. The paper, however, did not provide 

any grid independence studies [18].  
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Vaferi et al. [39] presented the prediction of the heat transfer coefficient using 

artificial neural networks (ANN). They considered a circular tube from experimental 

data with different wall conditions under different flow regimes. They compared the 

performance of the proposed approach with reliable correlations given in different 

studies. They stated that their model was better in performance than the other 

published works [40-42]. Their study was focused on predicting the heat transfer 

coefficient of nanofluids flowing through circular conduits. This study is focused on 

predicting the best model to apply in order to accurately simulate nanofluid flow in 

various flow geometries, including circular tubes. Furthermore, this study shifts the 

focus from predicting the thermal behaviour of nanofluids to focusing on deciding the 

best assumptions to make about the physics of the flow and heat characteristics of 

nanofluids of different types. The resulting algorithm can therefore be used to select 

the best model for simulating nanofluids’ flow. By this, the accuracy of nanofluids 

simulation is increased. The artificial neural network (ANN) is a tool that has been 

shown by researchers to be highly effective in making predictions.  

 

This study aims to come up with an algorithm that determines the best model for 

nanofluid representation under the most common setups and applicative uses. To 

the best of our knowledge, no researcher has carried out this study [39, 43, 44]. 

There exist disagreements among various researchers in the literature regarding 

which model is best for nanofluids. Hence, this paper also aims to harmonise the 

results of researchers regarding the accuracy of nanofluid models for different cases. 

It also seeks to aid in the design process of nanofluids by making an exhaustive 

search of optimal nanofluid parameters and models possible. By coming up with a 

neural network algorithm created from data gotten from researchers’ reports on eight 

different models, the most suitable model for the most configurations of nanofluid, 

conventional setups, and applicative uses is determined. It is worthwhile to state that 

the paper is focused on the error in predicting the heat transfer coefficient by the 

different models. A recommendation of the models for different case setups to be 

used and their corresponding accuracy will also be available from this work. 

3. Methodology 

3.1. Method 

The algorithm that determines the suitable modelling assumption, which produces 

the least prediction error, for carrying out computational fluid dynamics (CFD) 

simulations of nanofluids for different nanofluid configurations and flow geometry has 

been developed. The most common conduits in the literature will be used as case 

studies along with the most common models for CFD simulations of multiphase flows 
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being considered. Data on models, nanofluid configurations, and percentage error in 

predicting heat transfer coefficients will be collected. The input to the algorithm will 

be the model types, nanofluid configurations, and the geometry of flow. The output of 

the algorithm is the percentage error in predicting the heat transfer coefficient for 

each model (the percentage error is the difference between the simulation heat 

transfer coefficient and its corresponding experimental heat transfer coefficient 

gotten from the literature that used any of the models covered in this study). 

Specifically, an artificial neural network is designed to predict the model that will 

have the least error for a particular nanofluid simulation. The objectives of this 

chapter are as follows: Firstly, collect relevant data from the literature; secondly, 

preprocess the data into a form useful for neural network development; and thirdly, 

train, evaluate, and verify the neural network algorithm prediction using an unseen 

test data set. Finally, we present the results for commonly encountered scenarios in 

nanofluid simulations. 

3.2. Data collection 

The dataset (102 rows and 10 columns) is summarised in Table 1(a) and was 

collected from the literature [17, 19, 21, 30, 31, 33, 41, 44-64]. These pieces of 

literature were chosen because they used any of the various models that were of 

interest in this study. This study was interested in commonly used models. Each row 

in the dataset represents a given record in the dataset. And it reflects the nanofluid 

configuration, flow regime, experimental setup, and nanofluid models along with their 

corresponding percentage error between the model prediction and the experimental 

results. From Fig. 1 (a - d), we can notice the values for chosen variables of the 

dataset. The figure illustrates the range of values of each data along with the 

distribution of the data. The chosen variables were: The particle size (PS(nm)), the 

volume fraction (PV(%)), the Reynolds number (RE), and the percentage error (PD 

(%)). The rest of the data had similar dimensions. The predictors were normalised to 

0 and 1. This was done to control the gradients in the neural network computations 

so that we could obtain an optimal solution [65].  

Table 1 shows the correlation plot of each variable. We can observe that the highest 

correlation with the percentage deviation was a positive correlation of 0.5, obtained 

for the property assumption variable. The others were the particle size and Reynolds 

number, which had a negative correlation of 0.4 each. This also implies that these 

variables have the most impact on the accuracy of different models in modelling 

nanofluid flows. The neural network was chosen due to its ability to handle these 

kinds of problems where the correlations of variables are low [65]. 
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The collected data had the following features as shown in Table 2(a). Furthermore, 

the complexity of the problem we have set out to solve requires that we consider the 

computational schemes used in obtaining the solutions for the different models. 

Hence, we present Table 2(b). Table 2(b) shows the different computational 

schemes used for each model. From this table, we can observe the model with a 

different computational scheme was the VOLUME OF FLUID model, which has a 

Pressure-Implicit with Splitting of Operators (PISO). We can assume that, in terms of 

the computational schemes used, the models have been properly adjusted such that 

the numerical error is not a dominant part of the model's prediction. We also point 

out that we collected simulation results from authors that used grid independence 

methods to show their results were not dependent on the mesh. 

 

 

 

 

 

 

 

 

 

Fig. 1(a). A presentation dataset collected from literature 



62 
 

 

 

Table 1  

The correlation plot of the dataset collected from literature 

 

 

 

 

 

 

Table 2(a) 

The definition and meaning of each variable and their corresponding encoding. 

Column name Meaning Encoding 

(Integer) 

Units 

PS Particle size: 

Represents the 

- nm 

  
PS 

(nm)  

PV 
(%) 

RE WHC PA BM PT BF GEO PD 
(%) 

PS 
(nm)  1.0 -0.1 0.1 0.1 -0.4 -0.1 -0.3 -0.1 -0.1 -0.4 

PV 
(%) 

  -0.1 1.0 -0.2 -0.2 0.1 -0.3 -0.3 0.1 -0.3 0.2 

RE 
  0.1 -0.2 1.0 -0.3 -0.3 0.3 0.3 -0.1 0.2 -0.4 

WHC 
  0.1 -0.2 -0.3 1.0 -0.4 -0.1 -0.2 -0.1 0.5 -0.1 

PA 
  -0.4 0.1 -0.3 -0.4 1.0 -0.1 0.4 -0.1 -0.1 0.5 

BM 
  -0.1 -0.3 0.3 -0.1 -0.1 1.0 0.2 0.0 0.2 -0.1 

PT 
  -0.3 -0.3 0.3 -0.2 0.4 0.2 1.0 0.1 0.6 0.2 

BF 
  -0.1 0.1 -0.1 -0.1 -0.1 0.0 0.1 1.0 0.1 0.0 

GEO 
  -0.1 -0.3 0.2 0.5 -0.1 0.2 0.6 0.1 1.0 0.0 

PD 
(%) 

  -0.4 0.2 -0.4 -0.1 0.5 -0.1 0.2 0.0 0.0 1.0 
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average size of the 

nanoparticle 

PV Particle volume 

fraction: 

Represents the 

concentration of 

the particles in the 

host fluid 

- % 

RE Reynolds number: 

Represents the 

flow condition 

- - 

WHC Wall thermal flux 

condition: 

Represents the 

thermal boundary 

condition imposed 

on the wall of the 

conduit 

Constant heat flux 

[1], constant wall 

temperature [2] 

- 

PA Thermophysical 

property 

assumption: 

Represents 

whether we are 

considering 

properties that 

change with 

temperature -

variable (VAR) or 

remains constant 

with temperature 

constant -(CONST) 

constant properties 

[1], variable 

properties [2] 

- 

BM Model: This 

represents the 

model applied to 

simulate nanofluids 

SINGLE PHASE 

MODEL [1], 

DISCRETE 

PHASE MODEL 

[2], EULERIAN 

- 
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(EUL) MODEL [3], 

MIXTURE MODEL 

[4], COMBINED 

MODEL OF 

DISCRETE AND 

MIXTURE 

PHASES (CDM) 

[5], VOLUME OF 

FLUID (VOF) [6], 

DISPERSION 

MODEL (DIS) [7], 

TRANSPORT 

MODEL/ 

BUONGIORNO 

(BUO) [8] 

PT Particle type: 

Represents the 

constituents of the 

nanoparticles 

Al2O3[1], Cu [2], 

CuO [3], Graphite 

[4], ZrO [5], Fe3O4 

[6] 

- 

BF Host fluid: 

Represents the 

base 

fluid/conventional 

fluid which buoys 

the nanoparticles. 

Water [1], Oil[2] - 

GEO Geometry: 

Represents the 

flow conduit 

2D axisymmetric 

pipe [1], 3D circular 

pipe [2], Helical 

pipe [3] 

- 

PD Average 

percentage error: 

Represents the 

deviation of the 

numerical studies 

from experimental 

reports 

 % 
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Table 2(b) 

A table of the models and their computational schemes considered 

Model Computational scheme considered 

SINGLE PHASE MODEL Semi-Implicit Method for Pressure-

Linked Equation (SIMPLE) 

DISCRETE PHASE MODEL Semi-Implicit Method for Pressure-

Linked Equation (SIMPLE) 

EULERIAN Semi-Implicit Method for Pressure-

Linked Equation (SIMPLE) 

MIXTURE Semi-Implicit Method for Pressure-

Linked Equation (SIMPLE) 

COMBINED MODEL OF DISCRETE 

AND MIXTURE PHASES 

Semi-Implicit Method for Pressure-

Linked Equation (SIMPLE) 

VOLUME OF FLUID Pressure-Implicit with Splitting of 

Operators (PISO) 

DISPERSION Semi-Implicit Method for Pressure-

Linked Equation (SIMPLE) 

TRANSPORT MODEL/ BUONGIORNO Semi-Implicit Method for Pressure-

Linked Equation (SIMPLE) 

 

3.3. Method - Artificial neural network (ANN) 

ANN has been shown to handle difficult problems like handwriting recognition, facial 

recognition, currency trading, and self-driving cars. Although it is a very simple 

concept, it is based on the way the human brain functions. The basic neural network 

is made of neurons. For example, in the multilayer perceptron architecture, layers of 

neurons are typical, with input and output layers where information flows in one 

direction (feed-forward). That is, one node receives data from other nodes in the 
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layer under it and sends data to nodes in the layers above. A detailed description of 

the multilayer perceptron is discussed in the paper by [66].  

3.4. The neural network learning process 

Vafaei et al. [67] studied the steam distillation process using neural networks. They 

used ANN and an adaptive neuro-fuzzy interference system (ANFIS) to investigate 

the distillate recoveries using a collection of data. The models were able to estimate 

with a minimum error the yield of the distillates. While Salehi et al [68] successfully 

designed a neural network by genetic algorithm for nanofluid in a closed 

thermosyphon, in their study, they also made a multilayer perceptron (MLP) network 

(a backpropagation network). As stated in their paper, the MLP is termed a Universal 

Approximation because, with its simple structure, it can map any non-linear 

input/output interaction. It is made up of an input layer, a hidden layer, and an output 

layer. They found the MLP to correctly predict the experimental data, likewise the 

genetic algorithm neural network. Bahiraei et al. [44] reviewed the algorithms of AI 

applied to study nanofluids and the potential of nanofluids with the challenges ahead 

in the field of nanofluids and its applications. However, they did not mention the use 

of AI or machine learning-related tools to determine the best model for nanofluid 

simulation, which is lacking in the literature. They probably did not mention it 

because there was no paper on the subject. It can, therefore, be concluded that this 

application is new and novel. Also, they mentioned the most commonly used 

algorithms for nanofluids studies, listed as MLP, RBF (Radial Basis Function), 

FUZZY LOGIC, and optimization methods like genetic algorithm, particle swarm 

optimization, artificial bee algorithm, and ANFIS. They also mentioned the various 

activation functions for AI in nanofluids studies, listed as Sigmoid, hyperbolic 

tangent, inverse tangent, threshold, Gaussian radial basis, and linear functions. In 

their paper, they pointed out that for thermal conductivity and viscosity predictions, 

the Levenberg-Marquardt approach and the Bayesian-based regularisation were the 

best. 

 

The MLP networks are made up of three different layers: the input, hidden, and 

output layers. Information from the predictor variables is fed into the input layer 

according to a mathematical procedure. They are then sent to the hidden layer 

where they are processed and sent to the output layer. The output neuron gives the 

value of the target variable. The output value of each neuron can be calculated by 

Eq. (1): 

𝑛𝑗 = 𝑓(∑ 𝑤𝑗𝑟𝑥𝑟 + 𝑏𝑗
𝑁
𝑟=1 )         (1) 
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Eq. (1) shows that the 𝑏𝑗 (which represents the biases) is summed with the results 

from the product of the information (𝑥𝑟) and their corresponding weight coefficient 

(𝑤𝑗𝑟). The transfer function f is the function that receives the output of each neuron. 

They include various types of transfer functions, including the hyperbolic tangent 

sigmoid, radial basis functions, rectified linear units, logarithmic sigmoids, and linear. 

But in this study, the rectified linear unit (ReLU) has been used for the input, hidden 

layer. The output layer is left without activation with a single unit, and it is a linear 

layer since this is a regression problem and we are trying to predict a single 

continuous value. Its formulation is given in Eq. (2): 

𝑓(𝑥) = max( 0, 𝑛𝑗)          (2) 

4. Neural network algorithm  

4.1. Description of the ANN model 

The ANN model is developed from the following inputs: These inputs represent the 

main determinants in the modelling of nanofluids. The inputs are particle size, 

particle volume fraction, wall thermal condition, thermophysical property assumption, 

model, particle type, host fluid, and geometry. The output variable is the average 

percentage error of the heat transfer coefficient (h) predicted by the model used for 

simulation. The lack of literature data that considers nanoparticle shape to be an 

important factor in nanofluid simulation prevents it from being considered. 

 The ANN model consists of nine input variables and one target variable. It consists 

of one hidden layer, as Hornik et al [69] have shown that the MLPs with only one 

hidden layer are universal approximators and that they do well even for small data, 

meaning they can accurately estimate any multivariate function if its hidden units 

have a non-linear transfer function. This single hidden layer consists of 170 neurons. 

This number was selected based on the lowest root mean squared error and R-

squared value after 200 runs of different networks with different numbers of neurons, 

as shown in Fig. 2(a) and (b). However, other researchers use the formula Eq. (3), 

Between the size of the input layer and the size of the output layer, there should be 

an appropriate number of hidden neurons. Heaton [70] stated that 2/3 the size of the 

input layer plus the size of the output layer should be the number of hidden neurons 

or Less than twice as many hidden neurons as input layer should be present.  

 

𝑁hidden neurons = (
𝑁samples

[𝛼{𝑁input neurons+𝑁output neurons}]
)      (3) 

where, 

N = the number of  
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𝛼 = a random scaling factor, usually between 2-10. 

 

 

 

Fig. 2(a). A plot of root mean squared error for 200 trials of the different neural 

network architectures varied in terms of number of neurons 
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Fig. 2 (b). A plot of R-squared for 200 trials of the different neural network 

architectures varied in terms of the number of neurons. 

 

 The RMSprop algorithm [71, 72] is used as the optimizer in this ANN model. These 

settings were implemented in Python using the Keras module. The schematic of a 

simple ANN model and the Keras neural network algorithm created is shown in Fig. 

3 for clarity. The neural network in Keras shown in Fig. 1(b) was run for 1000 epochs 

with a learning rate reduced to a plateau and with batch normalization. The loss 

function was the mean squared error, while the error metric was the mean absolute 

error. A loss function is a mathematical formula that converts an event or the values 

of several variables to a real number that, inferentially, represents some "cost" 

related to the occurrence. When mean squared error (MSE) is employed as a loss 

function, this has the effect of "punishing" models more for higher errors. Similarly, 

when the root mean squared error (RMSE) is used, it has the same effect since they 

both have the square of the error. The mean absolute error (MAE) has a neutral 

effect when used as a loss function. An error score is the discrepancy between a 

person's measured or scored results and their anticipated results. It can be 

represented by mean squared error (MSE), root mean squared error (RMSE), mean 

absolute error (MAE), R-squared (R2), mean absolute deviation (MAD), mean 

absolute percentage error (MAPE), and standard error (SE). The mean absolute 

error (MAE) measures the average error between the predicted error and the true 

error in heat transfer coefficients of nanofluids. The root mean squared error (RMSE) 

measures the square root of the average value of the square of the error between 

the true error and the predicted error in the heat transfer coefficient of nanofluids. 

While the R-squared quantified the degree of fit between the predicted error and the 

true error of the heat transfer coefficient of nanofluids, The mean absolute deviation 

(MAD) represents the average of the collected data’s absolute departures from its 

mean. A mean absolute percentage error (MAPE) is a statistic that measures how 

well a modelling approach predicts the future. While for error standard deviation, the 

standard error (SE) is a statistical model that assesses how accurately a sample 

distribution represents a population. In this study, the following error score criteria 

were applied: Mean absolute error (MAE), Root mean squared error (RMSE), and R-

squared (R2). This mix of performance criteria accesses different characteristics of 

the performance of the model in this study, as highlighted above. 
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Fig. 3. A simple one-layer neural network 

4.2. Performance of the ANN Model 

The dataset was split into training, validation, and testing sets by a 70%:15%:15% 

split, that is, 71 of them were used for training, 15 for validation, and 16 for testing. 

The subset for training was used for determining the unknown weights and biases 

and finding the best network. The ability of the ANN model to predict the heat 

transfer coefficient is examined and validated by the testing dataset, and this can be 

evaluated statistically using the mean squared error (MSE) and the R-squared (R2) 

values. Eq. (4–9) [39] depicts the statistical definition of these quantities. 

. 

𝑀𝑆𝐸 =
1

𝑛
∑ (ℎ𝑖 − ℎ𝑖

𝑝𝑟𝑒𝑑)2𝑛
𝑖=1          (4) 

ℎ̅ =
1

𝑛
∑ ℎ𝑖

𝑛
𝑖=1            (5) 

𝑆𝑆𝑟𝑒𝑔 = ∑ (ℎ𝑖
𝑝𝑟𝑒𝑑 − ℎ̅)2

𝑖          (6) 

𝑆𝑆𝑡𝑜𝑡 = ∑ (ℎ𝑖 − ℎ̅)
2

𝑖           (7) 
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𝑅2 =
𝑆𝑆𝑟𝑒𝑔

𝑆𝑆𝑡𝑜𝑡
           (8) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (ℎ𝑖 − ℎ𝑖

𝑝𝑟𝑒𝑑)2𝑛
𝑖=1         (9) 

 

𝑛 is the number of samples, ℎ𝑖 is the observed heat transfer coefficient in the data, 

and ℎ𝑖
𝑝𝑟𝑒𝑑 is the predicted heat transfer coefficient by the ANN model. The MAE and 

RMSE of this model were found to be 2.6 and 0.77, while the R2 was 0.80. Because 

the root mean squared error gives the root of the squared error, a value of 2.6 is 

acceptable. The mean absolute error also gives the mean of the difference between 

real and predicted values, so this is also an acceptable value for the range of error 

seen throughout this study. An r-squared of 0.80 indicates that the true error and 

predicted error are well fit. 

4.3. Results and discussion of the resulting model 

 

 

Figure 4a: A plot of validation of the algorithm with the test data points 
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Figure 4b shows a plot of the worse case bound based on 1σ of the mean 

absolute error of prediction for each test dataset over the model trained with 

randomly selected training data. 

For the 16 test data which serve as the verification set to verify the neural network, 

the true percentage error of the models in predicting the heat transfer coefficient is 

the red solid line in Fig. 4a. The green dashed line is the prediction of the neural 

network for each model. A good correlation can be observed, and this verifies the R2 

value of 0.80. This value implies that the algorithm can explain the variance in the 

dataset. However, the areas of mismatch in Fig. 4a indicate the algorithm prediction 

error. The lowest error encountered in the test data was 0.4%, which was for the 

combined model of discrete and mixture phases of nanofluid with a volume fraction 

of 1% and a 41 nm particle size in the laminar flow regime, while the largest error 

was 5.9% for the mixture model in the laminar flow regime for a nanofluid of 0.2% 

volume fraction and 20 nm particle size. 

 

To validate the performance of the prediction with the data, the same training 

procedure is performed with a different division of the data into the training, the 

validating, and the testing, and the overall error for the trained neural network is 

calculated with the variance. This is repeated 81 times. The prediction performance 

is shown in Fig. 4b. 

 

 Fig. 4b shows the plot of mean absolute error for each test data set over the model 

trained with different randomly selected training data. It illustrates that for a 1𝜎 , the 



73 
 

 

maximum error in the worst case was 6%. This also shows that the modelling 

technique is valid and is suitable for the problem to which it has been applied. From 

the plot, the errors ranged from high values to lower values.  

 

 The model prediction percentage error is examined concerning different Reynolds 

Numbers. 16 different models, whose specific definitions can be found in the 

abbreviation section, are considered in Figures 5i(a – d) and 5ii(a - d). 

 

 

Figure 5i(a –d) shows a plot of percentage error versus Reynolds number for 

all three (3) dimensional pipe flow models with constant wall heat flux. 
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Figure 5ii(a – d) shows a plot of percentage error versus Reynolds number for 

all three (3) dimensional pipe flow models with constant wall temperature. 

 

Fig. 5i(a-d) shows the plot of percentage error for various models under all flow 

regimes with a constant heat flux boundary condition on the walls. It can be 

observed from the figure that the accuracy of the models decreases with an increase 

in Reynolds number. This means that modelling nanofluid flow is more difficult in a 

turbulent flow regime. Furthermore, for all models, there is a significant difference 

between the results obtained under the constant properties assumption and the 

variable or temperature-dependent properties assumption. The constant properties 

assumption is best for all the models concerning the simulation of nanofluids. This 

observation, is because the temperature is always changing in the variable 

properties case and hence the values of the related variables change during the 

generation of the solution for the different field variables. These changes may not be 

properly handled by the numerical solver, resulting in a loss of solution accuracy. 

There are some highly accurate models; they are dispersion, Buongiorno, and DPM. 

They all have an accuracy within 5%, with the dispersion model being the best for 

both constant and temperature-dependent property assumptions. The DPM model 

seems to do better in turbulent flow than in laminar flow, while the Buongiorno 

models do better under laminar flow conditions. This is because the DPM model 

caters to turbulent eddies while Buongiorno’s model makes assumptions and does 
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not agree that all turbulent features are important for nanofluid modelling. 

 

 Similarly, Fig. 5ii(a – d) shows no significant difference from Fig. 5i(a – d). This is 

because the wall boundary conditions have no real difference under fully developed 

flows. That is, regardless of the wall boundary condition, constant heat flux, or 

constant wall temperature, the results of heat transfer are the same for fully 

developed flow. So, henceforth, only constant wall heat flux calculation is 

considered. 

 

  

 

 

 

 

 

Figure 6(a-d) shows a plot of percentage error versus particle size for all three-

dimensional pipe flow models with constant heat temperature. 

 

Fig. 6(a-d) shows the plot of percentage error with particle size for all models under a 

range of particle sizes. As the particle size increases, all the models give acceptable 

accuracies. This agrees with the fact that the bigger the size of the particles, the 
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easier it is for the models to capture the underlining physics. As the sizes grow 

bigger, they enter the micrometer range that has been comfortably modelled. The 

dispersion, Buongiorno, and DPM models do well for all particle sizes considered. 

They also maintain high accuracy for constant property assumptions, as shown in 

Fig. 5i (a-d), and Fig 5ii (a-d). 

 

 

 

 

 

Fig. 7(a-d). A plot of percentage error with volume fraction for all the models 

with the constant heat temperature for three-dimensional pipe flow  

Fig. 7(a-d) shows the plot of percentage error with volume fraction for all models 

under a range of volume fractions. It can be observed that there exists an optimal 

volume fraction that gives the best results for all models. This range can be observed 

to be the 2% to 3.5% volume fraction. The too-low volume fraction is as difficult to 

model as the too-high volume fraction. This is because the physics of the particle 

interactions is better captured by these models at this range than at other ranges for 

nanofluid modelling. The dispersion, Buongiorno, and DPM models do well for all 

volume fractions considered. They also maintain high accuracy for constant property 

assumptions, as shown in Fig. 5i (a-d), and Fig 5ii (a-d). 
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5. Conclusion 

The objective of this study was to find the best model to simulate nanofluids under 

different conditions and give a summary of their strengths and weaknesses 

regarding nanofluid representation. And, to come up with an algorithm to quickly test 

out the best models and assumptions out of the plethora of models that should be 

applied for a particular nanofluid simulation set-up. The neural network algorithm 

showed a good fit. It was observed from study that the algorithm had a 80% fit 

between true error and predicted error. 

 

 From this study, the major findings are that the dispersion, Buongiorno, and discrete 

phase models can simulate a very wide coverage of nanofluid configurations with 

high accuracy. They were found to be accurate for all Reynolds numbers (60 – 

59300) considered in this study; all particle sizes (20 – 150) and volume fractions 

ranged from 2% to 3.5%. The SPM is not a good model for nanofluids and should 

only be used where there is no other option. It is the suggestion from this work that 

the mixture model and the single-phase model should be improved by incorporating 

accurate nanofluid properties into the model. 

 

Nomenclature 

𝑏   Biases  

𝐷   Diameter (m)  

ℎ̅   Mean value of observed heat transfer coefficient  

𝑁   Number  

𝑛   Output  

𝑁𝑢   Nusselt’s number   

𝑅2   R-squared value  

𝑅𝑒   Reynold’s number  

𝑆𝑆𝑟𝑒𝑔   explained sum of squares  

𝑆𝑆𝑡𝑜𝑡   total sum of squares 

𝑤   weights  

𝑥   input  

Greek letters  

𝛼   arbitrary scaling factor  
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𝜙   Volume fraction  

Superscript  

𝑝𝑟𝑒𝑑   Prediction  

Abbreviation  

ANFIS  Adaptive Neuro-Fuzzy Interference System  

ANN   Artificial Neural Network  

BUO   Buongiorno’s Model  

CDM   Combined model of discrete phase and mixture phase  

CONST  Constant thermophysical properties assumption 

DIS   Dispersion Model  

DPM   Discrete Phase Model  

EUL   Eulerian-Eulerian Model  

MIX   Mixture Model  

MLP   Multi-layered Perceptron  

MSE   Mean Square Error  

RBF   Radial Basis Function  

SPM   Single-Phase Model  

VAR   Variable thermophysical properties assumption  

VOF   Volume of Fluid 
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Chapter 5 Single phase nanofluid thermal conductivity and 

viscosity prediction using neural networks and its application in a 

heated pipe 

Abstract 

This study investigates the single-phase simulation of nanofluid with neural network 

incorporated into the thermophysical properties in governing equations for the single 

phase treatment. The thermophysical properties effected are the viscosity and the 

thermal conductivity as both properties has been the area of contention in the study 

of nanofluid. The neural network is trained from experimental data gleaned from 

available literature. The single phase and neural network are setup and solved using 

finite element method in available commercial code. Grid independence was carried 

out and the results were validated with experimental data that the neural networks 

was not trained with. It was observed that the lowest accuracy from the several 

simulations was 0.679% average percentage error. The results obtained agreed that 

nanofluids’ thermal conductivity and viscosity can be accurately modelled for most 

single material nanofluids and hence reducing the error in the simulations of 

nanofluids using the single-phase model which assumes the nanofluids is 

homogeneous and its properties are enhanced and effective. 

 

Keywords: Nanofluid, Neural network, Modelling, Single-phase model, Thermal 

conductivity, Viscosity 

 

1. Introduction 

1.1. Nanofluid modeling challenge 

Numerical studies of nanofluids pose a serious challenge to nanotechnology 

researchers, this challenge has hampered progress in nanofluids applications by 

limiting the number of trusted and verified simulation results. Although numerical 

studies are very important in the product development process. The inconsistent 

numerical findings by different researchers are also a challenge. Since they use 

different formulations to represent nanofluid and hence obtain differing results. To 

overcome these challenges costly experiments must be carried out and repeated 

many times. This greatly increase the product development time.  

Vajjha et al [1] carried out a single phase treatment of nanofluids. Their numerical 

study was carried out on a three-dimensional flow geometry. The three-dimensional 
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geometry was flat tubes of an automobile radiator. They studied the heat transfer 

and laminar flow of two nanofluids: ethylene glycol-water mixture as basefluid and 

Al2O3 and CuO nanoparticles. They accessed the advantage of nanofluids over the 

base fluid. They observed that the heat transfer coefficient and average friction factor 

increased whenever the volume fraction was increased. However. Their simulations 

had a maximum and average deviation of 3.1 % and 1.1 % from the Shah and 

London correlation in Nusselt number. 

Ahmed et al [2] numerically investigated Al2O3 -water nanofluid convective heat 

transfer under laminar flow over tube banks with constant wall temperature 

conditions. They considered staggered arrangement of circular-tube banks. They 

observed that the best results were obtained at a transverse pitch ratio of 2.5 and 

longitudinal pitch ratio of 1.5, nanoparticles volume fraction of 5% over a Reynolds 

number range. Their results had an 18 % maximum deviation from previous 

numerical studies. 

Moraveji et al [3] in an article, presented the results of a computational fluid 

dynamics study of the single phase convective heat transfer effect on the nanofluid 

flow in the developing region of a tube with constant heat flux. They used Al2O3-

water nanofluid with particle sizes of 45 and 150 nm and particle volume fractions of 

1, 2, 4 and 6 wt.%. They studied a range of Reynolds number and obtained a 

Nusselt number equation in terms of dimensionless numbers. They obtained a 

maximum error of 10%.  

Namburu et al [4] numerically studied CuO, Al2O3 and SiO2 in ethylene glycol and 

water mixture in turbulent flow. They used a circular tube with constant heat flux 

condition. They developed and validated new correlations for viscosity that depends 

on volume fraction and temperature from experimental data. However, their study 

showed a maximum and average deviation of 3.2 % and 1.9 % from the Blasius 

theoretical equation. 

Özerinç et al [5] in an article stated that “In order to utilize nanofluids in practical 

applications, accurate prediction of forced convection heat transfer of nanofluids is 

necessary”. They used the nanofluid thermophysical properties to apply the classical 

correlations of forced convection heat transfer developed for the flow of pure fluids to 

nanofluids. They compared their results with experimental data and observed that 

their method underestimates the heat transfer enhancement. Furthermore, they 

studied the thermal dispersion by using single-phase and temperature dependent 

thermal conductivity and observed that the single-phase treatment with temperature 

dependent thermal conductivity and thermal dispersion was an accurate way of 
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capturing the heat transfer enhancement. However, they obtained a numerical result 

with an 11 % deviation from the experimental data.  

From the above review we can observe high discrepancies in similar simulation 

studies. Furthermore, nanofluids can technically be applied in situations where 

increase in heat transfer is desirable for product development. Some main 

applications of nanofluid are given in Saidur et al [6]: Space, defense and ships, 

nuclear reactor, medical application, antibacterial activities, grinding, cooling 

electronics, chillers, domestic refrigerator, engine cooling/vehicle thermal 

management, detection of knock occurrence in a gas spark ignition engine, coolant 

in machining, cooling of diesel electric generator, diesel combustion, boiler flue gas 

temperature reduction, solar water heating, cooling and heating in buildings, 

transformers use, heat exchangers, drilling, new sensors for improving exploration, 

application of nanofluids in thermal absorption system, application in fuel cell. 

In conclusion, accurate simulation for nanofluids is critical in product development, 

and the simplicity of the simulation improves the process even more. A simulation 

that is less computationally expensive will ensure that results are generated quickly. 

Furthermore, no model exists that accurately accounts for a large number of 

nanofluids with only the properties of the basefluid and the nanoparticle known; the 

resulting model from this study has been designed and proven to be effective in 

doing so - making accurate predictions of the thermal conductivity and viscosity of all 

single material nanofluids. It has also been demonstrated that the simulations are 

more accurate in predicting temperature profiles of flows in circular cross-sectional 

pipes. 

The procedure presented in this study provides a method that eliminates the need 

for correlations. It is also applicable to most nanofluids containing a single type of 

nanoparticle as well as a basefluid. 

2. Thermophysical properties of nanofluids 

When solid particles of small size (1-100 nm) are added to a conventional fluid the 

property of the new fluid is enhanced. Researchers have suggested several 

correlations for representing these new properties but there are still problems with 

regards to the proper correlations for viscosity and thermal conductivity for many 

nanofluids with an acceptable accuracy [7]. 

2.1. Nanofluid density and specific heat 

The following equations are used for determining the density and specific heat of 

nanofluids [7]. 

𝜌𝑛𝑓 = (1 − 𝜙)𝜌𝑏𝑓 + 𝜙𝜌𝑝                             1 
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𝜌𝑛𝑓 represents the density of the nanofluid, 𝜙 represents the volume fraction of the 

nanoparticles, 𝜌𝑏𝑓 represents the density of the basefluid, and 𝜌𝑝 represents the 

density of the nanoparticle. 

𝐶𝑝𝑛𝑓 =
(1−𝜙)𝐶𝑝𝑏𝑓𝜌𝑏𝑓+𝜙𝐶𝑝𝑝𝜌𝑝

𝜌𝑛𝑓
             2 

𝐶𝑝𝑛𝑓 represents the specific heat of the nanofluid, 𝐶𝑝𝑏𝑓 represents the specific heat 

of the basefluid and the 𝐶𝑝𝑝 represents the specific heat of the nanoparticles. 

 

2.2. Nanofluid viscosity and thermal conductivity 

For the nanofluid viscosity and thermal conductivity individual neural network models 

were developed. Data was gleaned from experimental studies in open literature. The 

data of thermal conductivity gleaned included information of the following nanofluids: 

Al – transformer oil [8], CuO – transformer oil [8], CNT – engine oil [9], Al – engine oil 

[9], Mg(OH)2 – ethylene glycol [10], Al2O3 - ethylene glycol [11], ZnO - ethylene 

glycol [12], TiO2 - ethylene glycol [9], SiC - ethylene glycol [13], CuO - ethylene 

glycol [8], Al - ethylene glycol [9], Al2Cu - ethylene glycol [14], Ag2Al - ethylene glycol 

[14], SiC – water [13], Al2O3 – water [15], TiO2 – water [16], Al – water [8], CuO – 

water [8], Ag2Al – water[14], Ag2Cu – water[14], SiO2 – water [17]. 

The data of viscosity gleaned included information of the following nanofluids: TiO2 – 

water [9], CuO – ethylene glycol [18], Al2O3 – ethylene glycol [18], CeO2 – ethylene 

glycol [18], Mg(OH)2 – ethylene glycol [10], Al2O3 – water [19], SiO2 – water [17], 

CuO – water [20], ZnO – ethylene glycol [12].  

 

The data for viscosity was 885 rows and each having 9 properties. The data for 

thermal conductivity was 489 rows and each having 10 properties.  

Table 1 
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Table 1 

Variable selected as inputs and outputs in this study. 

Column name Meaning Units 

𝒅𝒑 Particle size: 

Represents the 

average size of the 

nanoparticle 

nm 

𝝓 Particle volume 

fraction: 

Represents the 

concentration of the 

particles in the host 

fluid 

% 

𝑪𝒑𝒑 Specific heat 

capacity of the 

nanoparticles 

J/kgK 

𝒌𝒑 Thermal 

conductivity of the 

nanoparticles 

W/mK 

𝑻 Temperature of 

fluid  

K 

𝝆𝒑 density of the 

nanoparticles 

kg/m3 

𝑪𝒑𝒃𝒇 Specific heat 

capacity of the 

basefluid 

J/kgK 

𝒌𝒏𝒇 Thermal 

conductivity of the 

nanofluid 

W/mK 

𝝁𝒃𝒇 Viscosity of the 

basefluid 

Pa. s 

𝝁𝒏𝒇 Viscosity of the 

nanofluid 

Pa. s 
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𝒌𝒃𝒇 Thermal 

conductivity of the 

basefluid 

W/mK 

𝝆𝒃𝒇 density of the 

basefluid 

kg/m3 

 

Table 1, shows the definition, meaning and units of each variable selected as inputs 

and outputs in this study. 

 

3. Neural network architecture 

3.1. Viscosity modeling 

The neural network model as shown in Fig. 1 consists of one hidden layer with 10 

neurons and the Log-Sigmoid transfer function, the output layer consisted of the 

linear transfer function. The network takes eight variables as inputs. They are 

nanoparticle specific heat, density, particle size, volume fraction, Temperature of the 

fluid, density, specific heat capacity, and viscosity of the basefluid. The training 

algorithm is the Levenberg-Marquardt algorithm. This algorithm utilizes more 

memory however takes lesser time. 

 

 

Figure 1 Neural network architecture for the nanofluid viscosity 

 

 

 

3.2. Thermal conductivity modeling 
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The neural network model as shown in Fig. 2 consists of one hidden layer with 10 

neurons and the Log-Sigmoid transfer function, the output layer consisted of the 

linear transfer function. The network takes nine variables as inputs. They are 

nanoparticle specific heat, density, thermal conductivity, particle size, volume 

fraction, Temperature of the fluid, density, specific heat capacity, and thermal 

conductivity of the basefluid. The training algorithm is the Levenberg-Marquardt 

algorithm. This algorithm uses more memory but less time. When generalization has 

plateaued (this is shown by the increase of the validation samples’ mean squared 

error) the training automatically stops. 

 

Figure 2 Neural network architecture for the nanofluid thermal conductivity 

3.3. Governing equations  

The following equations represents the single phase assumption for nanofluids [21]. 

In this formulation the thermophysical property of the fluid (the density, viscosity, 

specific heat capacity and thermal conductivity) is replaced with those of the 

nanofluid. The viscosity and thermal conductivity of the nanofluid are obtained 

directly from the neural network model given the individual properties of the 

nanoparticles and the basefluid along with the volume fraction, particle size and fluid 

temperature. However, the specific heat capacity and density of the nanofluids are 

computed from Equations 1 and 2. 

Continuity 

∇. (𝜌𝑛𝑓 𝒗⃗⃗ ) = 0         3  

∇. represents the divergence of the velocity vector 𝒗⃗⃗  (m/s) and it results in a scalar, 𝒗⃗⃗  

represents the velocity of flow through the pipe. 

Momentum 

∇. (𝜌𝑛𝑓 𝒗⃗⃗ 𝒗⃗⃗ ) = −∇𝑃 + ∇. (𝜇𝑛𝑓∇𝒗⃗⃗ )       4 

The 𝑃 (Pa. s) is the pressure of the fluid through the pipe. 

Energy 
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∇. (𝜌𝑛𝑓 𝒗⃗⃗  𝐶𝑝𝑛𝑓 𝑇) = ∇. (𝑘𝑛𝑓∇ 𝑇)       5 

𝑇 (K) represents the temperature of the nanofluid flow in the pipe and 𝑘𝑛𝑓(W/mK) is 

the thermal conductivity of the nanofluid. 

3.4. Simulation Setup 

The different components of the simulation are presented here: 

 

Table 2  

The numerical simulation values for the nanofluids considered. 

Nanoparticle 

type 

Al2O3 CuO TiO2 ZrO2 

𝑪𝒑𝒑 (J/kgK) 680 551 710 418 

𝝆𝒑 (kg/m3) 3970 6000 4170 5600 

𝒅𝒑 (nm) 40 40 21 50 

𝝓 (%) 0.25 0.003 1.18 1.32 

𝝆𝒃𝒇 (kg/m3) 998.2 998.2 998.2 998.2 

𝑪𝒑𝒃𝒇 (J/kgK) 4182 4182 4182 4182 

𝝁𝒃𝒇 (Pa. s) 0.001003 0.001003 0.001003 0.001003 

𝒌𝒑 (W/mK) 40 33 13.7 2 

𝒌𝒃𝒇 (W/mK) 0.6 0.6 0.6 0.6 

Table 2, shows the specific numerical values of 4 water based nanofluids used in 

this study namely: Al2O3, CuO, TiO2, ZrO2 – water. 

Table 3 

Boundary conditions and geometrical configuration from unseen data gotten from 

literature. 

Nanofluid Al2O3 CuO TiO2 ZrO2 

Geometry 

(Diameter, 

Length) 

4.5 mm, 1 m 8 mm, 1.5 m 5 mm, 2 m 4.5 mm, 1.01 

m 
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Wall 

(Laminar) 

Velocity = 0 

m/s (No slip 

condition) 

Velocity = 0 

m/s (No slip 

condition) 

Velocity = 0 

m/s (No slip 

condition) 

Velocity = 0 

m/s (No slip 

condition) 

Inlet Velocity = 

0.212 m/s 

Velocity = 0.17 

m/s 

Velocity = 

0.315 m/s 

Velocity = 

0.062 m/s 

Outlet Pressure = 1 

atm 

Pressure = 1 

atm 

Pressure = 1 

atm 

Pressure = 1 

atm 

Inflow (Heat 

transfer) 

295 K 290 K 295 K 295.24 K 

Wall (Heat 

flux) 

2000 W/m2 7960 W/m2 4000 W/m2 16308 W/m2 

 

Table 3 shows the four scenarios and nanofluids settings that were considered in 

this study, they were obtained from available literature [22-26]. 

Table 4.  

Mesh settings 

Mesh No Mesh 1 Mesh 2 Mesh 3 

Maximum 

element size 

2.49 E -04 3.2 E -04 9.25 E -05 

Minimum element 

size 

7.12 E -06 1.42 E -05 1.07 E -06 

Curvature factor 0.3 0.3 0.25 

Maximum 

element growth 

rate 

1.13 1.15 1.08 

Predefined size Fine Finer Extra fine 

No of elements 92828 243777 653509 

 

Table 4, shows the three mesh sizes that were investigated. 

3.4.1. COMSOL solver settings 

The constant Newton non-linear method with a maximum iteration of 1000 and 

termination by solution was applied along with the Parallel Direct Solver for handling 
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a large system of  sparse linear equations on multicore architectures that are using a 

shared-memory, a pivoting perturbation of 1E-13. 

 

 

 

 

 

 

 

4. Results and discussion 

 

Figure 3 Neural network performance plot for nanofluid viscosity 

Fig.3 shows the plot of mean squared error with epochs, an epoch represents the 

number of times all the training vectors are used to update the weights. The mean 

squared error is the computation of the square of the mean error between the 

observations and predictions. The best performance was gotten at the 22nd epoch. 
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We can observe the network converge smoothly implying that the network was able 

to find an optimal solution and that the network had a possibly ideal configuration. 

We can also observe that all the curves converge to the same point. It shows that 

the network performs equally well in both training and validation. A model that is 

under fit will have a high training and testing error, while one that overfits will have 

extremely low training error but high testing error. But in this case the errors are 

about the same range and relatively low. 

 

 

Figure 4 Neural network error histogram plot for nanofluid viscosity 

Fig.4 shows the error histogram with 20 bins. It is the plot of the error and the 

corresponding instances in the data for training, validation, and testing. Bins are the 

number of vertical bars being observed on the graph. The total error ranges from the 

leftmost (-0.00414) to the rightmost (0.002594). A large part of the data (training, 

validation, and test data) falls into the 0.000112 error bin which is within the zero-

error range. 
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Figure 5 Neural network train state plot for nanofluid viscosity 

Fig.5 shows the change of gradient, mu, validation fail with epochs. At epoch 22, the 

gradient is 8.5656e-08, which is relatively small, this means the training and testing 

of the network is good. It can also be observed that the gradient decreases with 

epoch. The validation check is zero at the 22nd epoch.  
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Figure 6 Neural network regression plot for nanofluid viscosity 

 

Fig. 6 shows the regression plot for the training, validation, test, and all of them 

together. The training set has an R-square of 0.99839, the validation set had an R-

square of 0.99712, the test set had an R-square of 0.99465, while when all the 

datasets are considered as a whole, we have an R square of 0.99772. The R-square 

value is very close to 1, showing a good fit of the neural network to all the data 

combinations from training, validation, test, and all. 
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4.1. Thermal conductivity  

 

Figure 7 Neural network performance plot for nanofluid thermal conductivity 

Fig. 7 shows the performance plot of the neural network for nanofluid thermal 

conductivity. From the plot the generalization stops improving at epoch 34 and hence 

the training is stopped. The convergence of the neural network can be observed. 

The best validation performance was found to be 0.00067627 at the 34th epoch.  
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Figure 8 Neural network error histogram plot for nanofluid thermal conductivity 

Fig. 8 shows the error histogram plot for the nanofluid thermal conductivity. It can be 

observed that most of the dataset fell within the error of 0.001133 close to the zero 

error. The error in all datasets falls within -0.09821 (leftmost) and 0.1714 (rightmost). 
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Figure 9 Neural network train state plot for nanofluid thermal conductivity 

Fig. 9 shows the train state for the nanofluid thermal conductivity. It can be observed 

that the gradient decreased with epoch. The mu also decreased with epoch. The 

validation checks had six consecutive failures  from the 34th epoch. Which indicates 

that the network had stopped generalizing. 
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Figure 10 Neural network regression plot for nanofluid thermal conductivity 

 

Fig. 10 shows the regression plot of the neural network for nanofluid thermal 

conductivity. It captures the R-square for all data combinations: the training set had 

an R-square of 0.99675, the validation set had R-square of 0.99385, the test set had 

an R-square of 0.9972, while the whole data set had an R-square of 0.99641. It is 

worthy of note that the R-squared for all dataset combination was close to 1 

indicating a good fit of the neural network with the data sets. 
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Figure 11 Grid convergence 

Fig. 11 shows the grid convergence. The plot of pipe wall temperature with length of 

pipe was used. The temperature was shown to increase with pipe length as 

expected physically when there is a heat flux boundary condition on the walls of the 

pipe. The grid converges to the experimental results. The experimental data was 

gotten from the work of Kim et al [27] with Al2O3-water nanofluid. Three mesh sizes 

(fine mesh, finer mesh, and extra fine mesh) were tested, and the test stopped at the 

mesh that gave the most accurate results. The average percentage deviations of the 

meshes from the experimental data are fine mesh (0.0224%), finer mesh (0.0165%), 

extra fine mesh (~0%). It also shows the grid independence as the mesh deviation 

from each other is very less than 1%) meaning the results will not change with the 

mesh sizes studied. It also shows that the nanofluid thermal characteristics was 

accurately resolved. 
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Figure 12 Plot of temperature with length of pipe for CuO-water nanofluid 

Fig. 12 shows the plot of temperature with the length of pipe for experimental data of 

Asirvatham et al [23]. The CuO-water nanofluid was used for the test. A good fit of 

the experimental results and the simulation with neural network properties can be 

observed. The average percentage error was found to be 0.679%. This implies an 

accurate resolution of the nanofluid thermal flow. We can also observe the maximum 

deviation from the experimental work occurs at tail end of the pipe.  

 

 

 

 



104 
 

 

 

Figure 13 Plot of temperature with length of pipe for TiO2-water nanofluid 

Fig. 13 shows the plot of temperature with the length of pipe for experimental data of 

Murshed et al [24]. The TiO2-water nanofluid was used for the test. A good fit of the 

experimental results and the simulation with neural network properties can be 

observed. The average percentage error was found to be ~0%. This shows that the 

nanofluid thermal flow was accurately resolved.  

 

Figure 14 Plot of temperature with length of pipe for ZrO2-water nanofluid 

Fig. 14 shows the plot of temperature with the length of pipe for experimental data of 

Rea et al [25]. The ZrO2-water nanofluid was used for the test. A good fit of the 

experimental results and the simulation with neural network properties can be 
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observed. The average percentage error was found to be ~0.067%. This shows that 

the nanofluid thermal flow was accurately resolved. Additionally, this nanofluid was 

not even part of the dataset. This goes to show the procedure is fully verified and 

validated since the neural network can generalize for even a sample that its 

properties were not captured in the data collection step. 

4.2. Summary of Results 

First, Fig. 11 illustrated the grid convergence. The pipe's length was shown on the X-

axis in meters (m), while the temperature was shown on the Y-axis in Kelvin (K). 

Three mesh sizes—fine, finer, and extra fine—were presented, and their solutions 

were contrasted with the findings of Kim et al's experimental work [27]. An observed 

convergence to the solution led to the selection of a mesh. The temperature versus 

pipe length plot for the nanofluids CuO-water, TiO2-water, and ZrO2-water was then 

shown in Figs. 12–14. These plots were displayed to demonstrate how the neural 

network can be generalized. The last listed nanofluid in these graphs were not 

present when the neural network was being trained. These charts demonstrate how 

well the neural network model fits the experimental data. 

Thus, we are able to confirm that this strategy of choosing characteristics specific to 

nanofluid samples can result in generalized models.  

 

4.3. Use of the study’s model 

The resulting models are two models that read the temperature from the simulation 

as well as the other input parameters that were used as inputs to the model and 

return the thermal conductivity and viscosity of the nanofluid as inputs to the single 

phase model. 

In this study, for example, the models were two MATLAB functions that read the 

temperature from the COMSOL simulation process as well as other input parameters 

that the models were trained with. It then returns the thermal conductivity and 

viscosity of the nanofluid as inputs to COMSOL’s single phase solver, which 

computes accurate solutions for the single phase model. 

 

The thermal conductivity and viscosity of a single material nanofluid of interest are 

predicted by this model. It includes the majority of the regularly used single material 

nanofluids and provides more accurate predictions of thermal conductivity and 

viscosity of nanofluids than other models [28-33]. 
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It employs freely available data as input, therefore no precomputation of attributes is 

required. Furthermore, the model is a straightforward model with a straightforward 

regression neural network architecture. It also returns a prediction quickly when the 

inputs are passed to it. A approach for validating the model's efficacy was used. The 

method utilized involved testing the model using out-of-sample data that had not 

been viewed by the neural network during training and was organized to represent 

different nanofluid types that had not been used in training the model. 

The model is simple to implement in a commercial computational fluid dynamics tool 

such as COMSOL. 

 

The model was created in such a way that a general model could be derived. The 

inputs were carefully chosen so that it could uniquely represent many different types 

of nanofluids. Other models primarily choose aspects that are not unique to 

nanofluids. 

Usage Instructions (A MATLAB and COMSOL Scenario) 

Step 1: Collect data 

Similar information might be obtained from the books or other sources. 

Step 2: Choose a feature 

Features can be chosen based on the model's ability to be unique to each nanofluid 

type. 

Step 3: Model development 

The model is trained using appropriate activation functions, such as the Log-Sigmoid 

function and a architecture. 

Step 4: Model testing 1  

This is the first round of accuracy testing for the model. Only 15% of the data 

available is utilized. 

Step 5: Model testing 2  

This is where the model is evaluated against previously unseen nanofluid kinds 

during training and testing 1. 

Step 6: Deploy the model. 

Firstly, configure the pipe geometry, then set up and connect various physics (Single 

phase model) 
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At this point, two COMSOL functions with the identical names as in MATLAB are 

created. 

The names are then passed as values for the thermal conductivity and viscosity of 

the COMSOL and MATLAB LiveLink setup. 

Other material properties should be assigned. 

Use the computational fluid dynamics solver to compute the results. 

Plot and assess the results 

 

4.4. Present Study limitations 

The goal of this research was not to be able to foretell the thermophysical 

characteristics of hybrid nanofluids. The harnessing of the physical behavior of single 

material nanofluid was a direct byproduct of the process even though this was not 

the focus because model generalization was the procedure's main objective. 

 

 

5. Conclusion 

This study has demonstrated that single-phase models and neural networks are both 

capable of providing accurate simulations of nanofluid characteristics. The viscosity 

and thermal conductivity of the nanofluid in question are predicted by a neural 

network that is called in real time and to which the temperature of the fluid is passed 

along with other parameters. The neural network replaces the thermophysical 

properties (viscosity and thermal conductivity) in the single-phase governing 

equations. The model formulation became nonlinear as a result of this. Additional 

work can be done to create a standalone programme for particulate fluids that has 

the particle and the base fluid as its two main components. Furthermore, the neural 

network was developed for non-hybrids. It may not be strictly physical to consider 

hybrids. 

Nomenclature 

𝐶𝑝   Specific heat capacity (𝑘𝐽/𝑘𝑔𝐾) 

𝑑    Diameter (𝑚) 

𝐿   Length of pipe (𝑚) 

𝑘   Thermal conductivity (𝑊/𝑚𝐾) 

𝑇   Temperature (𝐾) 



108 
 

 

𝒗⃗⃗    Velocity (𝑚/𝑠) 

Greek letters 

𝜇   Viscosity (Pa. s) 

𝜌   Density (𝑘𝑔/𝑚3) 

𝜙   Volume fraction 

 

Subscripts 

bf   Basefluid 

nf   Nanofluid 

p   Particle 
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Chapter 6 Predictive modelling of thermal conductivity in single-

material nanofluids: a novel approach 

  

Abstract:  

Background: This research introduces a novel approach for modelling single-material 

nanofluids, considering the constituents and characteristics of the fluids under 

investigation. The primary focus of this study was to develop models for predicting the 

thermal conductivity of nanofluids using a range of machine learning algorithms, 

including ensembles, trees, neural networks, linear regression, Gaussian process 

regressors, and support vector machines. 

The main body of the abstract: To identify the most relevant features for accurate 

thermal conductivity prediction, the study compared the performance of established 

feature selection algorithms, such as minimum redundancy maximum relevance, 

Ftest, and RReliefF, a newly proposed feature selection algorithm. The novel algorithm 

eliminated features lacking direct implications for fluid thermal conductivity. The 

selected features included temperature as a thermal property of the fluid itself, 

multiphase features such as volume fraction and particle size, and material features 

including nanoparticle material and base fluid material, which could be fixed based on 

any two intensive properties. Statistical methods were employed to select the features 

accordingly. 

Results: The results demonstrated that the novel feature selection algorithm 

outperformed the established approaches in predicting the thermal conductivity of 

nanofluids. The models were evaluated using 5-fold cross-validation, and the best 

model was the model based on the proposed feature selection algorithm exhibited a 

root mean squared error of validation of 1.83 and an R-squared value of 0.94 on 

validation set. The model achieved a root mean squared error of 1.46 and an R-

squared value of 0.97 for the test set. 

Conclusions: The developed predictive model holds practical significance by 

enabling nanofluids' numerical study and optimisation before their creation. This model 

facilitates the customisation of conventional fluids to attain desired fluid properties, 

particularly their thermal properties. Additionally, the model permits the exploration of 

numerous nanofluid variations based on permutations of their features. Consequently, 

this research contributes valuable insights to the design and optimisation of nanofluid 

systems, advancing our understanding and application of thermal conductivity in 
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nanofluids and introducing a novel and methodological approach for feature selection 

in machine learning. 

Keywords: Single material, nanofluids, modelling, predict, thermal conductivity, 

feature selection. 

Background 

This research introduces a novel method for modelling nanofluid thermophysical 

properties (thermal conductivity of single material nanofluid). It uses the physics of the 

fluid to select its features. Using this approach ensures a generalised physical model. 

The implication of such an approach is creating a model that meets the needs of many 

cases of single-material nanofluids. This is so because the feature selection was 

physics based.  

This approach is unusual as much research depends on statistical tools to select its 

learning features (MathWorks, 2022).  

Literature review 

The prediction of the thermal conductivity of nanofluids has been studied extensively. 

The following reviews give the state of the art on this topic as given by various 

researchers, beginning with some historical studies to present works.  

Xie et al. (2002) studied the thermal conductivity measurement of SiC suspension in 

water and ethylene glycol and the effect of the size and shape of the added solid 

phase on the enhancement of thermal conductivity. Experimental data for SiC 

nanoparticles in water and ethylene glycol was presented. The thermal conductivity 

of SiC nanofluid was measured using a transient hot wire method. The effects of the 

morphologies (size and shape) of the added solid phase on the enhancement of the 

thermal conductivity of the nanoparticle suspension were studied. This study was 

one of the first to supply such data. Furthermore, it was one of the first to report the 

effects of morphology on thermal conductivity enhancement. It highlighted the 

deviation in the existing Hamilton Crosser model with spherical and cylindrical 

assumptions. The study considers just one type of nanoparticle (SiC). However, only 

two particle sizes were considered. In the study, it was assumed that heat transfer 

between the particles and fluid takes place at the particle surface interface. Heat 

transfer is expected to be more efficient and rapid for a system with a larger 

interfacial area. As the particle sizes decrease, the effective thermal conductivity of 

the suspension improves. Higher thermal conductivities were obtained by adding SiC 

nanoparticles. Furthermore, it was observed in the study that a linear relationship 
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existed between low volume fraction in the (1 – 5%) volume fraction range and the 

thermal conductivity enhancements.  

Murshed et al. (2005) studied the thermal conductivity of TiO2 water nanofluid in their 

paper. A more convenient measurement of the thermal conductivity of nanofluids was 

created – A transient hot-wire apparatus with an integrated correlation model. A 

relationship was established between particle volume fraction, shape, and thermal 

conductivity. The study focused on conveniently measuring nanofluids' thermal 

conductivity and comparing results with the theoretical prediction. The study was one 

of the first to collect and compare such data with theoretical models. However, only 

one type of nanofluid was used. They pointed out that traditional models fail due to a 

lack of accounting of the effects of (1) Particle size, (2) Particle Brownian motion, (3) 

Nano layering, (4) effects of nanoparticle clustering—an integrated correlation model 

allowed for a more precise and convenient measurement of the thermal conductivity 

of nanofluids. Further efforts to develop a suitable model to predict the thermal 

conductivity of nanofluids will consider other factors that are important in enhancing 

the heat transfer performance of nanofluids. 

Komeilibirjandi et al. (2020) studied the thermal conductivity of nanofluids containing 

two nanoparticles and predicted it by using correlation and artificial neural network. 

The GMDH (Group method of data handling) Neural network was applied to model the 

thermal conductivity of CuO-nanofluids. Water and ethylene glycol were the base 

fluids. % volume fraction, nanoparticle size, temperature, and thermal conductivity of 

the base fluid were considered. Data used were extracted from experimental studies 

in the literature. 

It is worth knowing that most researchers, as outlined above, have attempted this 

modelling. Furthermore, researchers that attempt the generalised model form have 

fixed their models to only the nanofluid types collected. Implying no other nanofluid 

type outside their collected data can be accounted for. 

 

Ramezanizadeh et al. (2019) mentioned the two types of nanofluids: conventional or 

single-material nanofluids and hybrid nanofluids. They reviewed proposed models for 

predicting the thermal conductivity of various researchers. The following conclusions 

can be drawn from their report (Ramezanizadeh et al., 2019):  

a) The reviewed models were not tested with out-of-sample data. 

b) Many models were made for a specific nanofluid (meaning they only covered one 

nanoparticle and base fluid type). The percentage of such models was 89% (23) 

out of all 26 models reviewed. 
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c) The remaining three (3) models were designed to cover more than one nanofluid. 

However, they were limited in the number of nanofluids on which they could make 

predictions due to the numerous nanofluid types that exist in the literature plus 

those that can be fabricated. A further study of the modelling approach used by 

these researchers reveals that a shift in convention in the choice of model features 

might solve this problem. For example, one researcher Ahmadloo and Azizi (2016) 

considered numbers that would differentiate each nanoparticle type and base fluid. 

Although this helped add a distinct factor to the conventional inputs of particle size, 

volume fraction, and temperature, the resulting model was still limited to 15 

nanofluid types and could not be applied beyond those nanofluids. Also, adding 

ordinate numbers as opposed to encoding (one-hot types) has been shown in 

machine learning to bias models by making those with higher numbers more 

critical. 

d) For the final two models of the three in (c) . They could not distinguish between 

nanofluid types due to the features they selected, so they were only accurate in a 

limited range of parameters and thus not useful outside of those ranges. 

e) The models’ focus was curve fitting, not prediction. 

The other group of models studied by Ramezanizadeh et al. (2019) are the correlation 

types with low accuracy and a narrow range where they hold; Hence, they are usually 

avoided. 

In this study, the predictors used as input were chosen so that they uniquely 

represented the nanoparticle and base fluid data and could also apply to other 

nanoparticles and base fluids not available in the collected data. This ensures that it 

can be used to make predictions based on the numerical values of the predictors only 

and hence be a more general model. As compared to the work of other researchers 

such as Ahmadloo and Azizi (2016), as mentioned above, used predictors that were 

only uniquely identified with the nanoparticle and base fluid in the collected data; 

hence, they could not be used on a general basis for predicting the thermal 

conductivity of single material nanofluids not included in the collected data. Moreover, 

our approach in this study is to create a generalised model that accounts for all single-

material nanofluids using a novel feature selection algorithm. 
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Experimental Measurements and Description of the Experimental 

Setup and Procedures 

Data used in this study were obtained from experimental data reported in the following 

articles (Patel et al., 2010): 

The report's experimental setup for measuring thermal conductivity utilised a transient 

hot wire apparatus. The measurement cell consisted of a 15 cm long platinum wire 

with a diameter of 100 μm. The platinum wire served both as a heater and a 

thermometer. It was placed in a glass container filled with the test liquid and formed 

an arm of a Wheatstone bridge. An analytical solution for the temperature distribution 

was employed to determine the thermal conductivity of the test liquid. This solution 

assumes an infinitely long line heat source continuously heating a semi-infinite 

medium. The platinum wire was electrically insulated to prevent interference. The 

validity of the measurement technique was established by comparing the obtained 

thermal conductivity values with literature values for various fluids such as water, 

ethylene glycol, transformer oil, xylene, and toluene. The results showed that the 

measurements obtained from the transient hot wire apparatus were within 1.2% of the 

literature values, indicating its reliability. However, it should be noted that this 

equipment is not suitable for measuring the thermal conductivity of fluids with high 

electrical conductivities. Nonetheless, it proved effective for measuring the thermal 

conductivity of oxide nanofluids, which was the focus of their study. Overall, the 

transient hot wire equipment employed in the study provided a robust and validated 

method for measuring thermal conductivity, ensuring accurate and reliable data for the 

analysis of nanofluids. 

Machine Learning Techniques: 

Machine learning (ML) techniques (Ewim et al., 2020; Ewim et al., 2021; Géron, 2022; 

Jiang et al., 2020; Meng et al., 2020; Sharma et al., 2022; Zhu et al., 2021) have 

revolutionised regression analysis by providing powerful tools for predicting 

continuous numerical outcomes. This section will explore several ML regression 

techniques commonly used in various domains. These techniques include neural 

networks, gradient boosting, random forest, support vector machine (SVM), linear 

models, decision trees, and naive Bayes regression models. Moreover, they have 

been investigated for nanofluid thermal conductivity predictions in this study along with 

the application of the novel feature selection algorithm proposed by this study. 
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Neural Networks 

Neural networks are ML models inspired by the human brain's neural structure. They 

consist of interconnected layers of artificial neurons that can learn complex patterns 

and relationships. Neural networks have been successfully applied to regression tasks 

because they capture non-linear relationships in the data (Chiniforooshan Esfahani, 

2023; Genzel et al., 2022; Hornik et al., 1989; Kamsuwan et al., 2023; Kannaiyan et 

al., 2019; Mijwil, 2018; Ekene Jude Onyiriuka, 2023; Ekene J Onyiriuka, 2023; Peng 

et al., 2020). 

Gradient Boosting 

Gradient boosting is an ensemble learning method that combines multiple weak 

models, typically decision trees, to create a robust predictive model. It trains new 

models to correct the errors made by previous models, gradually improving the overall 

prediction accuracy (Friedman, 2001). 

Random Forest 

Random forest is another ensemble learning technique that constructs a collection of 

decision trees and combines their predictions to make accurate predictions. It reduces 

overfitting by introducing randomness in tree-building (Breiman, 2001; Gholizadeh et 

al., 2020; Tan et al., 2022). 

Support Vector Machine (SVM) 

SVM is a popular ML algorithm used for regression tasks. It aims to find the best 

hyperplane that separates the data into different classes while minimising the error in 

the training instances. SVM can handle linear and non-linear regression problems 

(Razavi et al., 2019; Vapnik, 1999). 

Linear Model 

Linear regression is a simple and widely used ML technique for regression analysis. It 

assumes a linear relationship between the input features and the target variable. The 

goal is to find the best-fit line that minimises the sum of squared differences between 

the predicted and actual values (Géron, 2022). 

Decision Trees 

Decision trees are versatile ML models that make predictions by partitioning the 

feature space into regions based on simple decision rules. They are interpretable and 

can capture non-linear relationships in the data. Decision trees can be used for 

regression and classification tasks (Breiman et al., 1984). 
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Naive Bayes Regression Model: 

Naive Bayes regression is based on Bayes' theorem and assumes that the input 

features are conditionally independent given the target variable. Despite its simplicity, 

naive Bayes can provide reasonable predictions, especially when the independence 

assumption holds (Rish, 2001). 

These ML regression techniques offer various options for analysing and predicting 

continuous variables. The choice of technique depends on the specific problem, 

dataset characteristics, interpretability requirements, and computational 

considerations. Researchers and practitioners often compare and combine these 

techniques to achieve the best performance for their regression tasks (Sharma et al., 

2022; Witten et al., 2016; Yashawantha & Vinod, 2021; Zhu et al., 2021). 

Cross-validation 

Cross-validation is a machine learning technique used to estimate the ability of a 

machine learning model on unknown data. In this process, a small sample is used to 

assess how the model will perform. This data is called "out-of-bag" data. It is a popular 

strategy since it is simple and produces a less biased or optimistic estimate of a 

model’s predictive ability than other processes, such as a simple train-test split. Cross-

validation ensures a fair comparison of the models (Brownlee, 2020a). 

To compare machine learning algorithms well, we ensured that each algorithm was 

evaluated on the same data and in the same way. Cross-validation is a resampling 

technique for evaluating machine learning models on a small sample of data. Although 

there are several cross-validation methods, we chose the k-fold cross-validation 

method because it was the most fitting for this study - for evaluating models without 

bias. However, researchers Brownlee (2020b) reported an alternative method called 

stratified cross-validation, which is suitable for cross-validating imbalanced datasets. 

However, it is only applicable to classification problems. Hence, it does not apply to 

our study. The process of k-fold cross-validation includes a parameter, k, which 

specifies the number of groups into which a given data sample should be sectioned. 

5-fold cross-validation refers to cross-validation where the dataset is split into five 

sections. The cross-validation method used in this study was the 5-fold cross-

validation method, which is applied to evaluate every algorithm to ensure the same 

evaluation on all models.  

The figure below shows the k-fold algorithm. 
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Figure 1 The 5-fold algorithm 

The general procedure is as follows as shown in Figure 1: 

1. Randomized shuffling of the dataset. 

2. Divide the dataset into k distinct sections. 

3. For each distinct section: 

i. Use the section as a test data set. 

ii. Use the remainder of the section as a training data set. 

iii. Fit each model to the training set (ii) and evaluate it on the test set (i). 

iv. Save the evaluation score and note the model. 

4. Steps (i) through (iv) should be repeated for x number of models. 

5. Report the predictive ability of each model by summarising the model’s average 

evaluation score. 

Evaluation Metrics 

The evaluation metrics are used to measure the performance of the predictive model. 

Standard metrics for regression tasks include: 

Root mean squared (RMSE) Error (Hastie et al., 2009): it is a popular evaluation metric 

for regression tasks. It is derived from the Mean Squared Error (MSE) as seen in 

equation 1 by taking the square root of the average of the squared differences between 

the predicted values and the actual values. The rationale behind using RMSE as an 

evaluation metric is like that of MSE, but with some additional considerations RMSE, 

like MSE, provides a measure of the average prediction error. However, by taking the 

square root of MSE, RMSE is expressed in the same units as the target variable, 

making it more interpretable and easier to relate to the original scale of the problem. 

For example, if the target variable represents the temperature of a fluid in oC, RMSE 

will also be expressed in oC. Like MSE, RMSE also emphasises more significant errors 

by squaring them. However, by taking the square root of MSE, RMSE balances 

penalises significant errors and maintaining interpretability. It allows a more intuitive 
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understanding of the typical magnitude of errors in the model's predictions. RMSE 

enables direct comparison of models or different scenarios, as it provides a scale-

dependent standard metric. When comparing models, lower RMSE values indicate 

better performance, indicating that the model's predictions are closer to average. 

RMSE is related to the standard deviation of the errors. It measures the typical spread 

or dispersion of the errors around the actual values. Smaller RMSE values suggest a 

more concentrated distribution of errors, indicating better accuracy and precision in 

the model's predictions.  

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (ℎ𝑖 − ℎ𝑖

𝑝𝑟𝑒𝑑)2𝑛
𝑖=1         (1) 

RSQUARED (Gareth et al., 2013), is a widely used evaluation metric for regression 

tasks. It measures the proportion of the variance in the dependent variable that is 

predictable from the independent variables as seen in equations (2) – (5). RSQUARED 

measures how well the regression model fits the observed data. It quantifies the 

proportion of the total variation in the dependent variable that the independent 

variables can explain. Higher RSQUARED values indicate a better fit and suggest that 

the model accounts for a more significant proportion of the variation in the target 

variable. RSQUARED allows for comparison against a baseline model, often the mean 

of the dependent variable. An RSQUARED value of 1 indicates that the model 

perfectly predicts the target variable, while a value of 0 suggests that the model does 

not provide any improvement over the baseline model. RSQUARED has a 

straightforward interpretation as the proportion of variance explained. It provides a 

convenient measure to communicate the model’s predictive power to non-technical 

researchers, such as decision-makers. 

 

ℎ̅ =
1

𝑛
∑ ℎ𝑖

𝑛
𝑖=1          (2) 

𝑆𝑆𝑟𝑒𝑔 = ∑ (ℎ𝑖
𝑝𝑟𝑒𝑑 − ℎ̅)2

𝑖        (3) 

𝑆𝑆𝑡𝑜𝑡 = ∑ (ℎ𝑖 − ℎ̅)
2

𝑖         (4) 

𝑅2 =
𝑆𝑆𝑟𝑒𝑔

𝑆𝑆𝑡𝑜𝑡
         (5) 

Mean Squared Error (MSE) (Hastie et al., 2009), is a commonly used evaluation metric 

for regression tasks. It measures the average squared difference between predicted 

and actual values as shown in equation (6).  MSE measures the average prediction 

error by considering the squared differences between the predicted and actual values. 

It penalises more significant errors due to the squaring operation, providing a way to 

assess the accuracy of the model's predictions. MSE is mathematically convenient 

and has desirable properties for optimisation. It is differentiable, allowing efficient 
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gradient-based optimisation algorithms commonly used in machine learning. This 

property makes MSE practical for training regression models using gradient-based 

optimisation techniques. MSE can be decomposed into the sum of variance and bias 

terms, known as the bias-variance trade-off. This decomposition provides insights into 

the model's performance by assessing the balance between overfitting (low bias, high 

variance) and underfitting (high bias, low variance). By minimising MSE, the model 

aims to find the optimal balance between bias and variance for improved 

generalisation. 

Differentiable and Mathematically Convenient:  

𝑀𝑆𝐸 =
1

𝑛
∑ (ℎ𝑖 − ℎ𝑖

𝑝𝑟𝑒𝑑)2𝑛
𝑖=1        (6) 

Mean Absolute Error (MAE) (Gareth et al., 2013), is a commonly used evaluation 

metric for regression tasks. It measures the average absolute difference between 

predicted and actual values as seen in equation (7).  

𝑀𝐴𝐸 =
1

𝑛
∑ |ℎ𝑖 − ℎ𝑖

𝑝𝑟𝑒𝑑|𝑛
𝑖=1        (7) 

MAE is less sensitive to outliers compared to other error metrics like MSE. Since MAE 

calculates the absolute difference, it does not heavily penalise significant errors. This 

makes MAE more robust to outliers, minimising their influence on the overall error 

measurement. MAE has a straightforward interpretation as the average absolute 

difference between the predicted and actual values. It represents the average 

magnitude of the errors, providing an intuitive understanding of the model's 

performance. MAE is easily understandable by non-technical researchers, making it 

suitable for communication. MAE is mathematically simple and computationally 

efficient. It does not involve squaring the differences, simplifying calculations and 

reducing the computational complexity of evaluating the error metric. 

Methods 

The procedure to evaluate the predictive model involves the following: The trained 

model was used to make predictions on the validation dataset. Moreover, the above 

evaluation metrics were computed using the predicted values and the corresponding 

actual values from the validation dataset. 

The calculated metrics are presented in Table 2. The validation RMSE is used to sort 

the table from best to worse. 
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Data Exploration and Models 

The variables were collected for analysis, selecting which features might be necessary 

for modelling the thermal conductivity of nanofluids. 

The nanofluid data set was collected from experimental studies. It consisted of 348 

data points. 

Conceptualisation and parameter selection 

Conceptualisation in this context is formulating a novel parameter selection method 

for predicting the thermal conductivity of all single-material nanofluids. Parameter 

selection is the selection of the training data characteristics learned during the learning 

process. In this study, there is a shift from parameter selection based solely on 

statistics to selection based on physics and reduction of an initially large dimensional 

space. It describes a feature engineering technique where all variables  possible are 

selected to increase the dimensional space of a dataset by increasing the number of 

descriptive features. The goal is to find an optimal physical dimensional set of features 

that make each data point distinct from the others. Even though these extra variables 

may not have high importance in predicting the target variables, their presence in the 

model helps to make the predictions unique. This is a different approach from 

conventional feature engineering. In conventional feature engineering, feature 

engineering aims to create new variables from existing ones to improve the 

performance of a machine learning model by providing more information to the model 

(Patel, 2021).  

In this case, the new variables are not derived from the existing variables but are other 

independent variables that further define the characteristics of what is being predicted.  

It is important to remember that feature engineering is an iterative process that 

necessitates a thorough understanding of the problem and the data at hand.  

Proposed Algorithm for parameter selection 

Here we discuss the procedure for selecting parameters according to the novel 

method discussed above to predict the thermal conductivity of all single-material 

nanofluids. 

1) Check the problem being solved. 

2) List all the possible features (Start with the largest number of 

features/dimensional space possible). 
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3) Manually drop features that have no meaning or direct implication to the thermal 

conductivity of a fluid. For example, using single-material nanofluids: 

a) Fluid features - Temperature 

b) Multiphase features – Volume fraction and particle size 

c) Material features 

i) Nanoparticle material: Any two intensive properties will fix the 

material of the nanoparticle type (Callister, 2007; Cengel et al., 

2011; Moran et al., 2010). 

ii) Base fluid material: Any two intensive properties will fix the 

material of the base fluid type (Callister, 2007; Cengel et al., 2011; 

Moran et al., 2010). 

So, these three feature groupings define a nanofluid. 

4) Apply statistical methods to select features according to 3) out of all other 

features. 

5) At the end of steps 3) – 5), you should have a reasonable number of features 

and optimal accuracy. 

Note that this parameter selection focuses on accuracy and enhanced model learning 

for generalisation. Accuracy is still of utmost importance. 

Other feature selection algorithm 

The section presents the Minimum redundancy maximum relevance (MRMR) and 
RReliefF. 
 
Minimum redundancy maximum relevance (MRMR) 
 

1. Begin by picking the most relevant feature from a set and add it to a selected 
set (S). 

2. Check the remaining features (Sc) for those with relevant information but not 
redundant with the ones in S. 

3. If such features exist, add the most relevant of them to S. 
4. Keep doing this until there are no more non-redundant features left in Sc. 
5. Find the Sc feature with the highest value considering its ability to contribute 

new information - Mutual Information Quotient (MIQ) while balancing 
relevance and redundancy. 

6. Add this feature to S and repeat Step 4 as needed. 
7. Include Sc features with zero relevance into S, randomly. 

The algorithm chooses features that are informative and distinct, resulting in an 
optimized subset for analysis. 
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RReliefF 

Initialize the weights W𝑑𝑦, W𝑑𝑗, W𝑑𝑦∧𝑑𝑗, and W𝑗 to 0. 

The algorithm then follows these steps for a certain number of iterations, denoted by 

'updates.' 

For each iteration 'i' and for a randomly chosen observation 𝑥𝑟 

 

Find the k-nearest observations to 𝑥𝑟. 

m is the number of iterations specified by 'updates'. 

Update the intermediate weights as follows: 

𝑊𝑑𝑦
𝑖 = 𝑊𝑑𝑦

𝑖−1 + ∆𝑦(𝑥𝑟 , 𝑥𝑞) ∗ 𝑑𝑟𝑞 

𝑊𝑑𝑗
𝑖 = 𝑊𝑑𝑗

𝑖−1 + ∆𝑗(𝑥𝑟 , 𝑥𝑞) ∗ 𝑑𝑟𝑞 

𝑊𝑑𝑦∧𝑑𝑗
𝑖 = 𝑊𝑑𝑦∧𝑑𝑗

𝑖−1 + ∆𝑦(𝑥𝑟 , 𝑥𝑞) ∗ ∆𝑗(𝑥𝑟 , 𝑥𝑞) ∗ 𝑑𝑟𝑞 

The ∆𝑦(𝑥𝑟 , 𝑥𝑞) calculates the difference in continuous response y between 

observations 𝑥𝑟 and 𝑥𝑞 normalized by the range of response values: 

 

∆𝑦(𝑥𝑟 , 𝑥𝑞) =
|𝑦𝑟 − 𝑦𝑞|

max(𝑦) − min (𝑦)
 

Where: 

 

𝑦𝑟 is the response value for observation 𝑥𝑟 

𝑦𝑞 is the response value for observation 𝑥𝑞. 

𝑑𝑟𝑞 is a distance function. 

 

After updating all intermediate weights for each iteration, RReliefF calculates the 

predictor weights 𝑊𝑗 using the formula: 

𝑊𝑗 =
𝑊𝑑𝑦∧𝑑𝑗

𝑊𝑑𝑦
−

𝑊𝑑𝑗 − 𝑊𝑑𝑦∧𝑑𝑗

𝑚 − 𝑊𝑑𝑦
  

 

 

Preprocessing of experimental data for training and validation 
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Preprocessing experimental data for training and validation involves several steps to 

ensure the data is in a suitable format and quality for ML regression analysis. The 

following are essential components of data preprocessing for training and validation: 

The removal of any irrelevant or redundant data that did not contribute to the 

regression task. This includes removing duplicates, handling missing values, and 

addressing outliers. Missing values can be imputed using techniques such as mean, 

median, or advanced imputation methods like regression imputation. However, this 

study did not impute missing values since the data had no missing values. 

Feature Selection and Modelling 

In this study, the modelling process is approached from the standpoint of feature 

selection. 

To start the modelling procedure, we first designed it for reproducibility. This was 

achieved by using a default and consistent random seed generator. The data is then 

partitioned into two sets in an 80:20 ratio, 80% for training (252 observations) and 20% 

(69 observations) for later out-of-bag testing. And 10% of the 80% for testing (27 

observations). The 5-fold cross-validation was carried out to select the model without 

bias fairly. 

The response (Percentage enhancement of thermal conductivity – “ENT”) was 

specified. Moreover, the rest of the variable was specified as the predictors. 

 

 

 

 

 

 

 

 

Results  
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Figure 2 A Histogram plot of each variable 

 

Figure 3a. Box plot anatomy (MathWorks, 2022) 
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Figure 3b. Box plot of the variables 

 

Table 1. Common feature selection algorithm 

Feature 

selection type 

Brief description of the 

feature selection algorithm 

Selected 

features and 

their 

importance 

Model performance 

Minimum 

redundancy 

maximum 

relevance 

(MRMR) 

The MRMR (Minimum 

Redundancy Maximum 

Relevance) algorithm aims 

to identify an optimal 

feature subset highly 

relevant to the response 

variable and maximally 

dissimilar. 

VF = 0.2279, 

TC = 0.2000 

 

RMSE 

(Validation) 

 

 

5.65 

 

 

MSE 

(Validation) 

31.96 

 

RSQUARED 

(Validation) 

0.40 
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MAE 

(Validation) 

4.57 

 

MAE (Test) 

 

5.34 

 

MSE (Test) 39.61 

 

RMSE (Test) 

 

6.29 

 

RSQUARED 

(Test) 

 

0.25 

FTest 

(Importance 

> 25) 

This involves conducting 

separate chi-square tests 

for each predictor variable 

to determine if there is a 

significant association 

between the predictor and 

the response. 

VF = 50.7728, 

DP = 31.8726, 

NPk = NPa = 

NPcp = NPmp 

= NPri = NPek 

= NPms = NPd 

= 26.5023  

 

RMSE 

(Validation) 

3.50 

 

 

MSE 

(Validation) 

12.27 

 

RSQUARED 

(Validation) 

 

0.78 

 

MAE 

(Validation) 

2.64 

 

MAE (Test) 

 

2.33 

 

MSE (Test) 9.72 

 

RMSE (Test) 

 

3.12 

 



128 
 

 

RSQUARED 

(Test) 

 

0.77 

 

RReliefF (> 

Abs (0.01)) 

The RReliefF algorithm 

considers the consistency 

of predictor values among 

neighbours with the same 

response values. It 

penalises predictors 

exhibiting inconsistent 

values among 

neighbouring instances 

with the same response 

while rewarding predictors 

demonstrating differing 

values among neighbours 

with different response 

values. 

VF = 0.1515, 

BFv = 0.0142, 

BFkv = 0.0126, 

DP = -0.0092 

 

RMSE 

(Validation) 

2.66 

 

 

MSE 

(Validation) 

7.07 

 

RSQUARED 

(Validation) 

 

0.86 

 

MAE 

(Validation) 

1.94 

 

MAE (Test) 

 

1.95 

 

MSE (Test) 7.39 

 

RMSE (Test) 

 

2.72 

 

RSQUARED 

(Test) 

 

0.90 
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Table 2. Novel Feature selection algorithms (NFSA) 

Feature selection 

type 

Brief description 

of the feature 

selection 

algorithm 

Selected features 

and their 

importance 

Model performance 

Novel Feature 

selection 

algorithm is 

based on similar 

skewness and 

data 

resemblance. 

This selects 

variables that 

have close to or 

the same 

statistical 

characteristics. 

TC, DP, VF, NPk, 

NPd, BFkv, BFv 

 

RMSE 

(Validation) 

1.74 

 

 

MSE 

(Validation) 

3.01 

 

RSQUARED 

(Validation) 

 

0.94 

 

MAE 

(Validation) 

1.14 

 

MAE (Test) 

 

1.01 

 

MSE (Test) 2.26 

 

RMSE 

(Test) 

 

1.50 

 

RSQUARED 

(Test) 

 

0.95 

 

Novel Feature 

selection 

algorithm is 

based on different 

skewness and 

data 

This selects 

variables that 

have dissimilar. 

Statistical 

characteristics, 

differing values 

TC, DP, VF, NPk, 

NPmp, BFkv, 

BFv 

 

RMSE 

(Validation) 

1.83 

 

 3.34 
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resemblance. 

(The best) 

among 

neighbours with 

different response 

values. 

MSE 

(Validation) 

RSQUARED 

(Validation) 

 

0.94 

 

MAE 

(Validation) 

1.23 

 

MAE (Test) 

 

0.99 

 

MSE (Test) 2.14 

 

RMSE 

(Test) 

 

1.46 

 

RSQUARED 

(Test) 

 

0.97 

 

 

 

Discussion 

Data analysis  

The total number of data rows collected was 348, with 22 columns including the 

response variable. 

The variables are represented by the following nomenclature for ease of reference, as 

shown in Table 1: 

Figure 2 showcases histograms portraying the characteristics of each variable, 

including the response variable "ENT" response variable. Visual scrutiny of these 

histograms swiftly indicates that none of the variables conforms to a normal 

distribution, prompting the requirement for models attuned to handling such non-

normal data distributions. Therefore, a range of modelling methodologies comes into 

view. Notably, robust linear regression (Maronna et al., 2019) emerges as a 
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promising method, particularly due to its reliable coefficient estimates even in the 

presence of outliers. Likewise, non-parametric models, including decision trees, 

random forests, and support vector machines (Kurani et al., 2023), surface as 

possible modelling options, capable of understanding intricate relationships without 

making such assumptions about data distribution. Furthermore, ensemble models, 

represented by boosting and bagging (Mohammed & Kora, 2023), also exhibit their 

strength to enhance predictive accuracy. This proves invaluable when dealing with 

non-normal data and intricate nonlinear relationships. Additionally, the potency of 

neural networks  (Cong & Zhou, 2023) becomes evident, owing to their remarkable 

capacity for detecting patterns and relationships even amidst complex data 

representation. It's noteworthy that, the author avoids data transformation of the 

response variable since that could potentially lead to data leakage because data 

transformation holds the risk of inadvertent data leakage as noted by Osborne 

(2010) where knowledge from the target variable infiltrates the transformation 

process, affecting the model outcomes. In conclusion, Figure 2 effectively visualizes 

the histogram plots of diverse variables, exposing their departure from normality. 

Consequently, a suite of modelling options is proposed, encompassing robust linear 

regression, non-parametric models (e.g., decision trees, random forests, support 

vector machines), ensemble models (e.g., boosting, bagging), and neural networks. 

These selections are apt for handling data exhibiting non-normal distributions. The 

selection among these modelling approaches should be guided by the specific data 

characteristics. 

 

 

 

 

Figure 3b presents the box plot for each variable, offering a visual summary of their 

distribution characteristics, including skewness, symmetry, and potential outliers. The 

structure of the box plot is depicted in Figure 3a. Box plots allow for a concise 

representation of multiple variables, facilitating the identification of differences in 

central tendency and variability among them. The box plot provides several important 

features for each variable. The rectangular box represents the interquartile range 

(IQR), encompassing the middle 50% of the data. The line within the box represents 

the median, indicating the central tendency of the variable. The whiskers extend from 

the box, indicating the data range within 1.5 times the IQR. Values beyond the 

whiskers are considered potential outliers and are displayed as individual data points. 

By examining the box plots in Figure 3b, we can observe the distributional 
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characteristics of each variable. Skewness can be observed by considering the 

asymmetry of the box and whiskers. The whisker lengths are significantly different, 

suggesting unequal variability. Outliers are visually identifiable as can be observed by 

data points lying beyond the whiskers. The side-by-side presentation of multiple 

variables in Figure 3b allows for an easy comparison of their central tendencies and 

variabilities. Differences in box lengths, medians, and whisker lengths among the 

variables indicate variations in their distributions. The utilisation of box plots aids in 

understanding the distributional properties of each variable and enables the 

identification of potential outliers and variations in central tendency and variability 

across multiple variables. We can observe similar data characteristics between the 

variables regarding skewness, making it possible to create some groupings. In 

contrast, some variables are single and do not fall under similarity groupings. The 

following groups 1 to 12 show the variables that have similar relationships with 

themselves by visual examination as observed in the box plot in Figure 3. 

Group 1: Nanofluid temperature 

Group 2: Particle size diameter, Nanoparticle density, Nanoparticle thermal 

conductivity 

Group 3: Volume fraction, Base fluid surface tension 

Group 4: Nanoparticle thermal diffusivity, Base fluid dielectric constant 

Group 5: Nanoparticle-specific heat capacity, Nanoparticle electrical conductivity 

Group 6: Nanoparticle melting point, Base fluid specific heat capacity 

Group 7: Nanoparticle dielectric constant, Base fluid density 

Group 8: Nanoparticle refractive index, Base fluid boiling point 

Group 9: Nanoparticle magnetic susceptibility 

Group 10: Base fluid thermal conductivity, Base fluid thermal diffusivity 

Group 11: Base fluid viscosity 

Group 12: Base fluid kinematic viscosity, Percentage enhancement of nanofluid 

thermal conductivity 

Groups 1, 9, and 11 are very different from the rest. 

Results analysis 

In the appendix, the table presents the results of the model selection process. The 

neural networks emerged as the best basic model based on the cross-validated set's 

root mean squared error (RMSE). The selected neural network consisted of three fully 
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connected layers with sizes of 10, 10, and 10, respectively. The Rectified Linear Unit 

(ReLU) was used as the activation function, and the regularisation strength was set to 

zero. The implementation of the neural network had a variable learning rate and a 

validation check stopping criteria. Additionally, the data were standardised before 

training the model. To further optimise the neural network, Bayesian optimisation was 

employed. The optimisation process was guided by the estimated improvement per 

second plus 30 iterations. The hyperparameter search range included the number of 

fully connected layers (1-3), the size of the first layer (1-300), the size of the second 

layer (1-300), the size of the third layer (1-300), and the choice of the activation 

function (ReLU, tanh, sigmoid, or none). The regularisation strength varied between 

3.9683 x 10^(-08) and 396.8254. Data standardisation was considered a binary choice 

(yes/no). The optimised hyperparameters for the neural network were determined as 

follows: two fully connected layers with sizes of 64 and 10, respectively. The ReLU 

activation function was utilised, the regularisation strength was set to 392.6291, and 

the data were standardised. However, it was observed that the performance of the 

optimised neural network was not satisfactory. The validation RMSE for the optimised 

model was 14.472, which was higher than the non-optimised version. The mean 

squared error (MSE) was 209.443, the R-squared (RSQUARED) was -2.841, and the 

mean absolute error (MAE) was 12.482. For the test set consisting of 27 observations, 

the MAE was 9.096, the MSE was 125.532, the root mean squared error (RMSE) was 

11.204, and the RSQUARED was -1.932. This observation is possibly due to 

overfitting the models parameters to the data hence the poor performance on the 

validation set and test set. In order to perform feature selection, a copy of the most 

accurate model was used. Table 1 presents the results of the analysis using standard 

feature selection algorithms. The Minimum Redundancy Maximum Relevance 

(MRMR) algorithm identified VF and TC as the selected features with respective 

importance scores of 0.2279 and 0.2000. The model's performance based on 

validation data included an RMSE of 5.65, an MSE of 31.96, an RSQUARED of 0.40, 

and an MAE of 4.57. For the test set, the MAE was 5.34, the MSE was 39.61, the 

RMSE was 6.29, and the RSQUARED was 0.25. Another feature selection algorithm, 

FTest, was employed with an importance threshold of 25. This approach involved 

conducting separate chi-square tests for each predictor variable to determine their 

significant association with the response. The resulting selected features and their 

importance scores were VF (50.7728), DP (31.8726), and others with importance 

scores of 26.5023. The model's performance improved compared to the MRMR-

selected features, with an RMSE of 3.50, an MSE of 12.27, an RSQUARED of 0.78, 

and an MAE of 2.64 for the validation set. For the test set, the MAE was 2.33, the MSE 

was 9.72, the RMSE was 3.12, and the RSQUARED was 0.77. The RReliefF algorithm 
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was also applied with a threshold of importance greater than 0.01. This algorithm 

considers the consistency of predictor values among neighbours with the same 

response values. The selected features and their importance scores were VF (0.1515), 

BFv (0.0142), and BFkv (0.0126), while DP had a negative importance score of -

0.0092. The model's performance improved further, with an RMSE of 2.66, an MSE of 

7.07, an RSQUARED of 0.86, and an MAE of 1.94 for the validation set. For the test 

set, the MAE was 1.95, the MSE was 7.39, the RMSE was 2.72, and the RSQUARED 

was 0.90. Table 2 presents the results of novel feature selection algorithms (NFSA). 

One NFSA algorithm was based on selecting variables with similar statistical 

characteristics, selecting TC, DP, VF, NPk, NPd, BFkv, and BFv. This algorithm 

achieved improved performance, with an RMSE of 1.74, an MSE of 3.01, an 

RSQUARED of 0.94, and an MAE of 1.14 for the validation set. For the test set, the 

MAE was 1.01, the MSE was 2.26, the RMSE was 1.50, and the RSQUARED was 

0.95. The second NFSA algorithm focused on selecting variables with different 

statistical characteristics, selecting TC, DP, VF, NPk, NPmp, BFkv, and BFv. This 

algorithm achieved the best model performance, with an RMSE of 1.83, an MSE of 

3.34, an RSQUARED of 0.94, and an MAE of 1.23 for the validation set. For the test 

set, the MAE was 0.99, the MSE was 2.14, the RMSE was 1.46, and the RSQUARED 

was 0.97. Based on the results from Table 2, it is evident that the novel feature 

selection algorithm with different statistical characteristics provided the best model 

performance, achieving the lowest RMSE for the validation set. This result emphasises 

and encourages researchers to develop models in this manner since it leads to better 

models in terms of accuracy and generalisation.  

It is worth noting that further investigation and experimentation are necessary to 

validate the findings and potentially explore alternative modelling approaches or 

feature selection methods. The following study's limitations should also be 

acknowledged, such as the sample size, potential biases, and the context of the 

analysis. Future research could address these limitations to provide a more 

comprehensive understanding of the studied phenomena and potentially improve 

model performance by applying the novel feature selection algorithm for other 

scenarios like hybrid nanofluids and similar technologies. 

Practical significance of the developed predictive model 

By developing this model, it is possible to study and optimise nanofluids numerically 

before creating them. It enhances the ability to edit conventional fluids to fit any fluid 

description of our desire, especially the fluid's thermal properties. Also, it is to be noted 

that by editing the base fluids by adding nanoparticles, we can obtain numerous fluids 
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(nanofluids as there are permutations of the features of the nanoparticles and base 

fluids) and adequately model their characteristics. 

Conclusions 

This research presents a novel approach for modelling single-material nanofluids, 

considering their constituents, the specific fluid characteristics, and the problems being 

addressed. The developed approach has demonstrated high accuracy in modelling 

nanofluids. 

The significance of this study lies in its potential to advance our understanding of 

nanofluid behaviour by examining the individual and combined effects of variables on 

the thermophysical properties of nanofluids and providing researchers a road map on 

how to select features for nanofluid modelling so that we can have more general and 

accurate models. Furthermore, this methodological process for modelling as detailed 

in this study serves to suggest a process for researchers to apply when modelling 

nanofluids’ thermophysical properties. By delving into these relationships, researchers 

can gain valuable insights into the underlying mechanisms governing nanofluid 

behaviour, leading to improved design and optimisation of nanofluid systems. 

The ability to accurately model single material nanofluids opens up new possibilities 

for investigating and resolving the anomalous heat transfer enhancement observed in 

these fluids. Furthermore, it allows for the customisation of nanofluids to meet desired 

thermal properties, providing greater control over their application in various fields. 

Overall, this research contributes to the growing body of knowledge on nanofluids, 

offering a promising avenue for further exploration and understanding of their 

thermophysical properties. The developed modelling approach sets the stage for 

future studies aimed at harnessing the full potential of nanofluids in enhancing heat 

transfer and achieving desired thermal characteristics. It is to be noted that the work 

is purely computational hence researchers can look to validate these claims 

experimentally. Also applying these to hybrid nanofluid serves as a significant future 

work.  

List of Abbreviations 

BFa - Base fluid thermal diffusivity (m2/s) e+07 

BFbp - Base fluid boiling point (oC) 

BFcp - Base fluid specific heat capacity (J / (kg. K)) 

BFd - Base fluid density (kg/m3) 
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BFde - Base fluid dielectric constant (-) 

BFk - Base fluid thermal conductivity (W/ (m.K)) 

BFkv - Base fluid kinematic viscosity (m2/s) e+07 

BFst - Base fluid surface tension (mN/m) 

BFv - Base fluid viscosity (Pa.s) 

DP - Particle size diameter (nm) 

ENT - Percentage enhancement of nanofluid thermal conductivity (%) 

GMDH – Group method of data handling 

GPR – Gaussian Process Regressor 

ℎ̅  - Mean value of observed heat transfer coefficient MAE – Mean Absolute Error 

ML – Machine Learning 

MRMR – Minimum Redundancy Maximum Relevance 

MSE – Mean Squared Error 

n  -  Number  

NFSA - Novel feature selection algorithms 

NPa - Nanoparticle thermal diffusivity (m2/s) e+07 

NPcp - Nanoparticle-specific heat capacity (J / (kg. K)) 

NPd - Nanoparticle density (kg/m3) 

NPde - Nanoparticle dielectric constant (-) 

NPek - Nanoparticle electrical conductivity (mMS/m) 

NPk - Nanoparticle thermal conductivity (W/ (m.K)) 

NPmp - Nanoparticle melting point (oC) 

NPms - Nanoparticle magnetic susceptibility (-) 

NPri - Nanoparticle refractive index (-) 

ReLU – Rectified Linear Unit 

RMSE – Root Mean Squared Error 

𝑆𝑆𝑟𝑒𝑔   - Explained sum of squares  

𝑆𝑆𝑡𝑜𝑡 - Total sum of squares 



137 
 

 

SVM – Support Vector Machine 

TC - Nanofluid temperature (oC) 

VF - Volume fraction (%) 

Superscript  

𝑝𝑟𝑒𝑑  - Prediction  

Subscript  

i  - Data point 
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Appendix 

Basic modelling and comparison step across various machine learning algorithms 

Model 

Type 

RMSE 

(Validation) 

MSE 

(Validation) 

RSQUARED 

(Validation) 

MAE 

(Validation) 

MAE 

(Test) 

MSE 

(Test) 

RMSE 

(Test) 

RSQUARED 

(Test) 

Preset 

Neural 

Network 

1.707 2.912 0.947 1.196 0.792 1.547 1.244 0.964 Trilayered 

Neural 

Network 

Gaussian 

Process 

Regression 

1.871 3.501 0.936 1.299 1.006 2.185 1.478 0.949 Exponential 

GPR 

Gaussian 

Process 

Regression 

1.929 3.720 0.932 1.390 0.923 1.447 1.203 0.966 Squared 

Exponential 

GPR 

Gaussian 

Process 

Regression 

1.931 3.729 0.932 1.377 0.941 1.441 1.200 0.966 Matern 5/2 

GPR 

SVM 1.935 3.743 0.931 1.515 0.950 1.658 1.288 0.961 Quadratic 

SVM 

Gaussian 

Process 

Regression 

2.032 4.128 0.924 1.422 0.919 1.422 1.193 0.967 Rational 

Quadratic 

GPR 

SVM 2.131 4.540 0.917 1.491 0.789 1.160 1.077 0.973 Cubic SVM 

Neural 

Network 

2.185 4.776 0.912 1.542 0.619 0.561 0.749 0.987 Narrow 

Neural 

Network 

Neural 

Network 

2.222 4.937 0.909 1.502 0.743 0.947 0.973 0.978 Bilayered 

Neural 

Network 

Ensemble 2.359 5.567 0.898 1.672 1.165 2.062 1.436 0.952 Boosted 

Trees 

Neural 

Network 

2.529 6.395 0.883 1.641 0.655 0.790 0.889 0.982 Medium 

Neural 

Network 
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Stepwise 

Linear 

Regression 

2.573 6.620 0.879 1.988 1.546 2.977 1.725 0.930 Stepwise 

Linear 

Neural 

Network 

2.590 6.707 0.877 1.632 0.797 1.761 1.327 0.959 Wide 

Neural 

Network 

SVM 2.679 7.176 0.868 1.940 1.159 2.492 1.579 0.942 Medium 

Gaussian 

SVM 

Ensemble 2.964 8.788 0.839 2.225 1.514 3.575 1.891 0.916 Bagged 

Trees 

Tree 3.188 10.164 0.814 2.447 1.555 3.760 1.939 0.912 Fine Tree 

Linear 

Regression 

3.387 11.470 0.790 2.319 1.828 5.000 2.236 0.883 Interactions 

Linear 

Linear 

Regression 

3.530 12.459 0.771 2.889 2.045 6.297 2.509 0.853 Linear 

Linear 

Regression 

3.570 12.747 0.766 2.911 2.050 6.340 2.518 0.852 Robust 

Linear 

SVM 3.712 13.777 0.747 2.949 2.001 7.062 2.657 0.835 Linear SVM 

Tree 4.004 16.028 0.706 3.091 2.235 7.242 2.691 0.831 Medium 

Tree 

SVM 4.394 19.305 0.646 3.193 2.393 11.682 3.418 0.727 Coarse 

Gaussian 

SVM 

SVM 4.468 19.962 0.634 3.009 3.002 17.704 4.208 0.586 Fine 

Gaussian 

SVM 

Tree 5.164 26.672 0.511 4.082 3.579 19.630 4.431 0.541 Coarse 

Tree 

Kernel 6.134 37.623 0.310 4.747 4.428 29.106 5.395 0.320 Least 

Squares 

Regression 

Kernel 
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Kernel 7.101 50.417 0.075 5.540 5.077 42.941 6.553 -0.003 SVM 

Kernel 
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Chapter 7 Discussion  

7.1 Analysis of key findings 

The research began with creating a model that accurately predicts what modelling 

assumptions to use for different nanofluid simulation cases. From this study it was 

observed that the single phase model was the worst for simulating nanofluids in 

terms its accuracy. Having identified that the single-phase model was not as 

accurate as other approaches, improving the single phase model became a 

motivation. This led to the creation of a neural network model, that takes as input 

nanoparticle specific heat, density, thermal conductivity, particle size, volume 

fraction, temperature of the fluid, density, specific heat capacity, and thermal 

conductivity of the base fluid and returns the thermal conductivity and takes a similar 

set of input to return the viscosity. These being very accurate are then passed to the 

single phase general equations solver which then solves and requests for the 

thermal conductivity and viscosity at every solution step. Although this is more 

accurate it led to the higher computational time and effort. Also since the inputs of 

the neural network were temperature dependent it led to a non-linear solution which 

reduces the stability of the solution and can sometimes lead to the solution failing at 

some nodes. The feature selection algorithm in Chapter 6 broke the ground in the art 

of feature selection for machine learning problems especially nanofluid thermal 

conductivity modelling by considering the physics of the problem and using that as a 

basis for feature selection instead of just the application of statistical tools. The 

approach showed very high accuracy, uniqueness and generalization of the ensuing 

model. 

When studying nanofluids, researchers and engineers face multiple challenges to 

improve the accuracy and versatility of their models. These challenges stem from the 

knowledge that different assumptions can lead to different levels of accuracy when 

simulating nanofluids, which encompass a wide range of configurations and flow 

conditions. This research tackles the following three challenges in nanofluid 

modelling and prediction. 

One major challenge is creating a predictive model that can accurately determine the 

best method for simulating a particular nanofluid. The unique configurations and flow 

conditions of each nanofluid require different approaches, making it crucial to 

develop a model that can suggest the most effective assumption for a given 

scenario. Such a model would prove invaluable for researchers and engineers 

seeking to improve the accuracy of their nanofluid simulations [12].  
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The second challenge involves improving the accuracy of single-phase models that 

are used to simulate nanofluids consisting of a single material. The goal is to 

incorporate a temperature-based neural network model as an additional equation in 

the governing equations of the single-phase model. This innovative approach aims to 

provide a more precise representation of thermal conductivity and viscosity in single-

material nanofluids. By taking into account the temperature-dependent behaviour of 

thermal conductivity and viscosity and developing a neural network to replace these 

terms, a wider range of conditions can be studied. This will result in a more reliable 

model for simulating nanofluids using the single-phase model [13].  

Lastly, there is a broader challenge in developing a universal method for predicting 

the thermophysical properties of single-material nanofluids and the need to 

overcome the limitations of current models that rely on simplified modelling. A more 

comprehensive approach to nanofluid modelling and understanding of the features of 

nanofluids could lead to generalised models that would be extremely valuable for 

researchers and engineers trying to predict these properties accurately [14]. 

This study aimed to present solutions to the problem of modelling nanofluids and 

develop an algorithm to predict the accuracy of nanofluid heat transfer coefficient 

computational fluid dynamics (CFD) simulations using neural networks. The results 

and analyses presented shed light on the performance of various models under 

different conditions, allowing us to draw insightful conclusions. 

The data collection process involved compiling a dataset from literature sources 

encompassing various nanofluid configurations and flow geometries. This dataset 

was then used to train, validate, and test the neural network algorithm. The selected 

input parameters for the algorithm included particle size, particle volume fraction, 

wall thermal condition, thermophysical property assumption, model type, particle 

type, host fluid, and geometry. The output variable was the average percentage error 

in predicting the heat transfer coefficient. 

The neural network model architecture was chosen based on experimentation and 

optimisation. It consisted of one hidden layer with 170 neurons, and the Rectified 

Linear Unit (ReLU) activation function was used for the input and hidden layers. The 

neural network was trained using the RMSprop optimisation algorithm and evaluated 

using performance metrics such as Mean Absolute Error (MAE), Root Mean Squared 

Error (RMSE), and R-squared (R2) values. 

The performance of the neural network model was assessed through various 

analyses. The algorithm demonstrated its ability to accurately predict the heat 

transfer coefficient's percentage error for different nanofluid simulations. The R2 

value of 0.80 indicated a strong correlation between the predicted and actual errors, 



148 
 

 

highlighting the model's predictive capabilities. The algorithm's performance was 

also validated through repeated training runs. 

The study's results provided valuable insights into the accuracy of different models 

under varying conditions. It was observed that the dispersion, Buongiorno, and 

discrete phase models exhibited consistently high accuracy across a wide range of 

Reynolds numbers, particle sizes, and volume fractions. These models proved to be 

versatile and reliable choices for nanofluid simulations. In contrast, the single-phase 

model (SPM) showed inferior performance and should be employed only when other 

modelling options are not feasible. 

Furthermore, the analysis indicated that the accuracy of the models tended to 

decrease with increasing Reynolds numbers, highlighting the challenges of 

simulating nanofluids in turbulent flow regimes. The choice of thermophysical 

property assumption also played a significant role in model accuracy, with constant 

property assumptions generally performing better [12]. 

In the context of nanofluid heat transfer simulations, the accurate prediction of heat 

transfer coefficients is of paramount importance in numerous industrial and scientific 

applications. The findings of this study have significant implications for optimising 

thermal management systems, enhancing energy efficiency, and designing 

advanced cooling technologies.  

The study developed and applied a neural network-based approach for predicting 

the thermal conductivity and viscosity of single-material nanofluids. The study aimed 

to demonstrate the improved accuracy of simulations using these predicted 

properties in a heated pipe of circular cross-section. The results and discussions 

below summarise the findings of this study. 

Several researchers have made efforts to address the challenges in nanofluid 

simulations through numerical methods. For instance,  [134] explored heat transfer 

and laminar flow of nanofluids in a three-dimensional flow geometry.  [124] focused 

on convective heat transfer in the developing region of a tube, while [136] studied 

turbulent flow in circular tubes. [131] emphasised accurate forced convection heat 

transfer prediction. Despite these efforts, discrepancies and inconsistencies among 

studies remain, underscoring the need for improved and efficient modelling 

techniques. 

The neural network-based approach presented in this study offers a promising 

solution to these challenges. The study successfully predicted the viscosity and 

thermal conductivity of various single-material nanofluids by training neural network 

models using experimental data. These predictions were then integrated into a 
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single-phase simulation and solved using the finite element method. The accuracy of 

the predictions was validated against experimental data not included in the training 

dataset. The obtained results exhibited excellent agreement, with an average 

percentage error of 0.679%, showcasing the reliability and generalisation capabilities 

of the neural network models. It is noteworthy that the models were temperature-

based, making them closer to the real scenarios. 

The introduction highlighted the difficulties in numerical studies of nanofluids, 

including discrepancies arising from different formulations and the need for 

expensive experimental validations. The study's primary goal was to tackle these 

challenges by developing accurate neural network models for nanofluid properties. 

The architecture of the neural network models used for predicting nanofluid viscosity 

and thermal conductivity was detailed. The viscosity prediction model comprised a 

hidden layer with 10 neurons, utilising the Log-Sigmoid transfer function. The thermal 

conductivity prediction model shared a similar architecture. Both models 

incorporated inputs such as nanoparticle properties, base fluid properties, volume 

fraction, particle size, and fluid temperature. 

The performance of the neural network models was meticulously assessed. The 

mean squared error plot demonstrated the convergence of the network during 

training. The error histogram indicated balanced fitting among training, validation, 

and testing data. The change of gradient, mu, and validation fail plot highlighted 

consistent and optimal network training and testing, with decreasing gradients as 

training progressed. 

Grid convergence analysis established that the simulation results accurately match 

with experimental data. The extra fine mesh yielded results very close to 

experimental data, confirming grid independence and precise resolution of thermal 

characteristics. Simulation results were validated against experimental data for 

various nanofluids, including CuO-water, TiO2-water, and ZrO2-water. Temperature 

profile plots along the pipe's length exhibited excellent agreement between 

simulation and experimental data. Average percentage errors fell within acceptable 

limits, further affirming the models' accuracy [13]. 

In this study also, a novel and innovative approach for the predictive modelling of 

thermal conductivity in single-material nanofluids was introduced. The key 

contribution of this research lies in the development of a comprehensive 

methodology that takes into account the fluid's constituents, specific characteristics, 

and material properties. Unlike conventional methods that rely heavily on statistical 

feature selection, this study proposed an approach grounded in the physical 
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properties of the fluid, enabling a more generalised and accurate model. A critical yet 

often overlooked aspect of predictive modelling. 

The comparison of various machine learning algorithms allowed for a comprehensive 

evaluation of the model's performance. The neural network emerged as the best 

basic model, demonstrating its ability to capture complex relationships within the 

data. However, an optimised neural network did not yield improved results, 

suggesting the effect of overfitting. 

The exploration of different feature selection algorithms sheds light on the 

significance of variable selection. The traditional Minimum Redundancy Maximum 

Relevance (MRMR) approach identified Volume Fraction (VF) and Temperature (TC) 

as essential features. Importantly, novel feature selection algorithms were 

introduced, offering a fresh perspective on the modelling process. One novel 

algorithm focused on selecting variables with similar statistical characteristics, while 

the other emphasised variables with different statistical characteristics. Notably, the 

latter algorithm achieved the best model performance, underlining the importance of 

choosing diverse features for enhanced predictive accuracy. 

Histogram plots and box plots provided insights into the distribution of variables. 

None of the features exhibited a normal distribution, indicating the need for models 

that can accommodate non-normal data. This insight guided the selection of suitable 

modelling techniques, such as robust linear regression, non-parametric models, 

ensemble models, and neural networks. 

The practical significance of the developed predictive model is noteworthy. The 

model offers the capability to numerically study and optimise nanofluids, enabling the 

tailoring of conventional fluids to achieve desired thermal properties. This 

breakthrough enhances researchers' ability to manipulate fluid properties for specific 

applications, revolutionising fields reliant on thermal conductivity. 

The approach outlined in this study for predictive modelling of thermal conductivity in 

single-material nanofluids presents a significant advancement in the field of fluid 

dynamics, heat transfer and materials science. By delving into the intricate 

interactions between fluid constituents and their thermal properties, the research 

offers a fresh perspective on how nanofluids can be optimised for various 

applications. Moreover, the comparison of different machine learning algorithms 

adds another layer of credibility to the study's findings. The neural network's 

superiority in capturing intricate relationships within the data underscores its potential 

as a powerful tool in nanofluid research. However, the intriguing finding that an 

optimised neural network did not yield significant improvements over the basic model 
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suggests that there might be inherent limits to the complexity of the relationships that 

can be effectively tuned [14]. 

 

7.2 Limitations 

In simulating nanofluids, researchers as observed in the literature survey, often use 

a hit-and-miss approach to decide which simulation method to apply. However, a 

new study has developed a model that uses machine learning to determine the best 

simulation approach for different nanofluid and flow scenarios. Additionally, 

researchers commonly apply the single-phase model without considering the 

temperature-based thermophysical properties of nanofluids as an input to the model, 

resulting in less accurate models. The study suggests that better accuracy can be 

achieved by modelling the temperature-based thermophysical properties of 

nanofluids and applying them as equations in the single-phase model, although 

doing that increases the computational cost considerably as the model is called for 

each new numerical solution. Finally, instead of relying solely on statistics for feature 

selection, this study proposes a physics-based and methodical approach to develop 

generalised nanofluid thermophysical property models. 

These are the study’s limitations: 

1. The study was conducted solely through computational methods without any 

experimental research being carried out.  

2. The amount of available data considered may be considered insufficient, and 

the validity of the data applied can be questioned as it was sourced from other 

open literature.  

3. The study did not test very complex neural network architectures, with the 

largest network being a tri-layered neural network.  

4. A temperature profile plot was used to show accurate results of 0.679%, but it 

may not be the best variable for drawing conclusions as temperature changes 

are minimal.  

5. The single-phase model was based on a particular non-open source software 

(COMSOL), which may make its broader application difficult.  

6. The results of the single-phase model were tested in a very simple geometry, 

and it is unclear if the results can be applied to other geometries of varying 

complexities.  

7. The generalised modelling strategy was not tested for other scenarios apart 

from thermal conductivity, and although it was tested with test data, it was not 

validated experimentally. 
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Chapter 8 Conclusions and outlook 

The findings have identified key insights and implications to help engineers and 

researchers effectively design and optimise heat exchangers, cooling systems, and 

thermal management solutions. Accurately predicting nanofluid thermal and flow 

characteristics has been proven to be possible while considering other factors like its 

generalisation. Nanofluids have been extensively studied, and the following findings 

have been established in the present study: 

1. The three (3) modelling assumptions namely dispersion, Buongiorno, and 

discrete phase model (DPM) showed high accuracy in modelling nanofluids. 

They all have an accuracy within 5%, with the dispersion model being the best 

for both constant and temperature-dependent property assumptions. The 

discrete phase model (DPM) model seems to do better in turbulent flow than 

in laminar flow, while the Buongiorno models do better under laminar flow 

conditions. 

2. The single phase model and mixture models were observed to be the worst 

and only recommended where there are no other choices. 

3. The accuracy of the single phase model can be considerably improved by the 

substitution of the thermophysical properties of the nanofluid with an accurate 

machine learning model. 

4. The feature selection method based on physics of the problem is a highly 

effective machine learning modelling strategy with the possibility of higher 

accuracy and generalization. 

5. Neural network models are considerably effective in modelling nanofluids 

thermophysical properties. 

 

Nanofluids have gained substantial attention for their potential to enhance heat 

transfer properties. The study's identification of accurate simulation models provides 

a valuable roadmap for future nanofluid research. Researchers can focus on utilising 

the most reliable models, leading to a deeper understanding of nanofluid behaviour 

and its impact on heat transfer performance. 

As industries continue to explore sustainable energy technologies, nanofluid-based 

heat transfer systems play a crucial role. The ability to accurately predict nanofluid 

heat transfer coefficients allows for developing efficient and eco-friendly energy 

conversion and storage systems, contributing to a greener and more sustainable 

future. 
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The study's insights into the effect of particle size, particle volume fraction, and base 

fluid on heat transfer coefficients can guide materials scientists in designing 

nanoparticles optimised for heat transfer applications. This could lead to the 

development of novel nanomaterials with tailored properties, impacting heat transfer 

and various other fields. 

In industries that rely on precise temperature control and heat dissipation, such as 

electronics manufacturing, predicting heat transfer coefficients accurately is crucial. 

Manufacturers can maintain consistent product quality and optimise manufacturing 

processes by selecting appropriate models and accounting for nanofluid behaviour. 

The algorithm developed in this study could serve as a valuable educational and 

training tool. Engineers, students, and researchers entering the nanofluid heat 

transfer simulations field can use this tool to quickly assess the accuracy of different 

models and make informed decisions in their work. 

The study underscores the importance of collaboration between researchers in fluid 

dynamics, nanotechnology, materials science, and engineering. Cross-disciplinary 

efforts can lead to developing more comprehensive and accurate models that 

capture the complexities of nanofluid behaviour across various scenarios. 

The research findings substantially impact nanofluid applications in diverse 

industries and technologies. Accurate simulations of nanofluid behaviour are vital for 

optimising product development, enhancing heat transfer, and improving energy 

efficiency. The neural network-based approach efficiently captures complex 

nanofluid behaviour, reduces reliance on time-consuming experiments, and 

accelerates the implementation of nanofluid-based technologies. 

The broader implications of this research are profound. As industries continue to 

seek more efficient and effective thermal management solutions, the ability to tailor 

nanofluids with desired thermal properties becomes increasingly valuable. The 

predictive model developed in this study serves as a practical tool for designing and 

optimising nanofluids and opens up possibilities for innovation in diverse fields, such 

as electronics cooling, renewable energy systems, and biomedical applications. 

 

8.1 Conclusions 

In summary, this research study collectively represents a significant advancement in 

the field of nanofluid research, with a focus on predictive modelling, simulation 

accuracy, and understanding nanofluid behaviour. 
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The study addresses the challenge of simulation accuracy by developing neural 

network-based models for predicting the best modelling assumptions to apply in 

nanofluid simulation such that the researcher has the least error possible. It presents 

an algorithm that leverages neural networks to predict the accuracy of nanofluid heat 

transfer coefficient simulations. This algorithm demonstrates its effectiveness in 

predicting percentage errors for diverse nanofluid configurations and flow 

geometries, offering valuable insights for engineering applications and enhancing the 

reliability of heat transfer coefficient predictions. 

The study also improves the single-phase simulation assumption by using accurate 

and temperature-based thermophysical properties. 

The study introduces an innovative approach to predict thermal conductivity in 

single-material nanofluids, developing a generalised feature selection algorithms 

approach and utilising various machine learning techniques. This model not only 

offers a powerful tool for optimising nanofluid compositions but also sets a new 

standard for future research by emphasising careful feature selection and its broader 

implications for the study, engineering, and exploitation of nanofluids in various 

industries. 

Together, these studies underscore the potential of nanofluid research to drive 

innovation and transformation across various sectors. They offer powerful tools and 

methodologies that enhance our understanding of nanofluid behaviour and its 

applications, setting the stage for a future where nanofluids redefine the frontiers of 

thermal management, energy efficiency, and technological progress. As we continue 

to explore the intricacies of nanofluid dynamics, these pioneering efforts propel the 

field toward new horizons, fostering enhanced understanding and unparalleled 

advancements. 

8.2 Future directions 

The field of nanofluid research has a lot of potential for practical applications. To 

advance this field, many future research directions need to be explored. These 

include addressing the complexity of multi-material nanofluids, exploring dynamic 

and transient behaviour, nanoparticle distribution patterns, and the impact of 

nanoparticle shape.  

Here are some specific investigations that are worth carrying out: 

1. Conduct experimental testing and validation of nanofluid simulation results 

and modelling predictions. 
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2. Apply the generalised nanofluid thermal conductivity modelling approach to 

multi-material nanofluids. 

3. Optimize nanofluid features to achieve desired properties and behaviour. 

4. Use molecular dynamic simulation to study hybrid nanofluids. 

5. Study the impact of nanofluid features on its behaviour. 

6. Investigate the steady-state and transient behaviour of hybrid nanofluids. 

7. Applying reinforcement learning to optimize nanofluids performance. 

8. Apply machine learning to predict hybrid nanofluid thermal and flow 

characteristics. 
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