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Abstract

Probability and statistical applications can be found spread across various scientific and

engineering disciplines. In the field of Structural Health Monitoring (SHM), promising

advances have been made possible with the development of statistical models. Challenges

that were once too complex to solve analytically can now be addressed with the assistance

of intelligent monitoring systems, which are, fundamentally, driven by statistical pattern

recognition and machine learning algorithms.

Over the years, numerous data-driven approaches have emerged, collectively aiming to

make SHM a standard practice. This thesis explores the use of novel statistical models

to facilitate the implementation of intelligent health-monitoring systems; namely, by

focussing on nonparametric Bayesian modelling and, to a lesser extent, autoencoders,

to address a few prevalent challenges currently encountered in SHM.

Within this framework, the problem of model selection becomes central, determining

how well a system is represented in a statistical sense. The main body of this thesis

thus delves into this issue, alongside the rationale for adopting models that are both

nonparametric and Bayesian in engineering applications.

A series of case studies are presented, each highlighting unique challenges in SHM. These

case studies are approached with models based on either Gaussian Processes (GPs) or

Dirichlet Processes (DPs).

Initially, GPs are employed to enhance localisation techniques in SHM. These method-

ologies demonstrate their capabilities to detect abnormal operations in a journal bearing

using ultrasonic measurements. Additionally, they are used to simplify the process of

localising damage sources in composite structures using Acoustic Emission (AE) data.

The following component of this thesis introduces an approach to identifying AE events

in time-series signals. It further incorporates a DP prior into a mixture model, de-

signed to autonomously capture changes introduced by different sources of damage.

The methodology is validated using AE data collected from a fatigue test of an Airbus

A320 landing gear.

While a significant portion of the SHM literature focusses on data-driven models, there

is a growing interest in integrating physics into these models. Therefore, this thesis

concludes with insights into the input-state-parameter estimation of journal bearings by

combining GPs with the dynamics of journal response in a state-space representation.



The miscellany of methodologies presented in this thesis is but a small contribution to

bridging the gap between state-of-the-art machine learning techniques and their appli-

cation in SHM.
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Chapter 1

Introduction

Structural Health Monitoring (SHM) is an automated monitoring practice that aims to

determine whether a structure has departed from its normal operating conditions [1].

Being an ongoing research area, many statistical models have been developed in pursuit

of this objective. However, certain challenges persist in real-life applications, hindering

the adoption of SHM as a standard practice. This thesis offers a contribution towards

addressing some of these challenges; namely, by introducing methodologies based on

nonparametric Bayesian models, tailored to facilitate the practical implementation of

health-monitoring systems.

1.1 A Brief Introduction to Structural Health Monitoring

(SHM)

A “normal operating condition” is considered here to be a healthy operation in which no

obvious form or shape of damage is known to exist. This assumption does not guarantee

the structure to be free of imperfections, but it is established as a reference from which

any relative deviations may be interpreted as the emergence or progression of damage.

From this perspective, the most fundamental problem that SHM attempts to address is

that of damage detection.

Levels of added complexity to this problem can be pursued if one wishes to learn more

about the nature of the identified damage. In its most simple form, the damage detection

system will simply alert the operator to deviations from normal, which may happen

from factors that are unrelated to damage. Therefore, it may be necessary to rely on

more elaborate monitoring strategies to robustly determine the existence of damage in

a structure.

1



2 Chapter 1 Introduction

Rytter’s hierarchy [2] is a clear illustration of the stages required to determine a complete

diagnosis of the monitored structure. The hierarchy is the following:

� Level 1: Detection – Qualitative indication that damage might be present.

� Level 2: Localisation – Probable position of damage in the system.

� Level 3: Assessment – Estimate of the extent of damage.

� Level 4: Prediction – Estimate of residual life or other information on the safety

of the system.

An adaption of this hierarchy has been proposed [3, 4], primarily via the incorporation

of an additional level that precedes the assessment of damage. This additional level

aims to determine information about the type of damage. Each level usually requires

that all other lower-level information is available. Level Four is different from all other

levels in that it requires an understanding of the physics of the damage propagation,

to be accomplished. In contrast, Level One, and on some occasions, Level Two, can be

achieved without any prior knowledge of how the system will behave when damaged.

SHM is primarily motivated by the objective of enhancing human safety. This motivation

may be attributed to catastrophic events in the past that have highlighted the necessity

of robust monitoring schemes capable of continuously assessing the health and integrity

of structures in real-time.

Other motivators are targeted towards the development of an optimised maintenance

schedule, which can only be possible under an SHM scheme. This advantage is attractive

from a financial point-of-view since structures would only be intervened for maintenance

when strictly necessary. This aspect of SHM differs from a more conservative preven-

tive maintenance, which ensures maintenance is performed at regular intervals, but at

the risk of a greater inventory of spare parts and additional costs by conducting more

maintenance than necessary.

These ideals derive originally from a different field to SHM, but one that operates in

the same principled manner; that is, Condition Monitoring (CM) [5], in which the

monitoring schemes are primarily focussed on rotating machinery, such as bearings,

gearboxes and rotors. The case studies examined in subsequent chapters involve both

structures and rotating machinery, so it is important to emphasise that SHM and CM

are distinct bodies of knowledge, each employing a different set of techniques. However,

for the sake of narrative simplicity and consistency, the terminology used hereafter will

mostly align with the context of SHM.
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1.1.1 Data-Driven Paradigm

SHM problems are generally approached in one of two ways; that is, either by model-

driven methods or data-driven techniques [6]. The former involves the development and

implementation of analytical equations that can best describe the dynamics exhibited

by the structure. The latter are also based on a modelling approach but are instead

characterised by statistical representations of the system. Although both approaches are

perfectly viable options, data-driven techniques offer advantages that naturally address

the problems illustrated in Rytter’s hierarchy.

The goal of statistical modelling is to determine the underlying process that explains a

collection of observations. Achieving the development of a model that adequately repre-

sents the generating process can be accomplished with the implementation of machine-

learning algorithms. The application of machine learning for SHM has been extensively

researched, particularly since the introduction of Artificial Neural Networks (ANNs) for

statistical pattern recognition in this context [1]. A review on deep-learning techniques

for vibration-based SHM can be found in [7], in which it is stated that the number of

papers published on this subject grew from 279 in 2012, to 661 in 2018. It is easy to see

why one would choose a system that can autonomously learn from data. The analytical

counterpart to model complex nonlinear systems may be too cumbersome to evaluate

in many applications. The popularity of using data-driven techniques, such as ANNs,

could be attributed to their relatively “simpler” implementation for modelling. In par-

ticular, by having a collection of data, an ANN can learn an input-output mapping of

arbitrary complexity without the need to rely on in-depth knowledge about the physics

of the system. The task is diverted to the development of the ANN – or any other

machine-learning algorithm being employed – for the success of the statistical model.

However, this discussion should not be interpreted as a statement declaring the end of

physics-based modelling in engineering. There are, indeed, several challenges associated

with the implementation of data-driven models that require careful attention. Failure to

do so can lead to an inaccurate representation of the system, leading to poor predictions.

This consideration may arguably be of greater importance in SHM, since poor predictions

can be perilous for human safety, and detrimental towards financial projections, in the

event of unforeseen failures. Furthermore, physics-based models provide interpretability

and extrapolation capabilities that data-driven models lack [8]. The scope of this work

aims to address many of these considerations when dealing with engineering applications.
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1.1.2 A Probabilistic Perspective

The numerous ways in which machine learning can be implemented for SHM can be

categorised into two perspectives: deterministic and probabilistic. While deterministic

approaches aim towards explicit outcomes, probabilistic approaches provide, perhaps, a

broader understanding of the modelled system by quantifying the uncertainty in pre-

dictions. For example, having a probability distribution to represent the normal data,

means that one can determine the probability of observing an anomaly, rather than

deeming such observation as anomalous with absolute certainty.

Algorithms based on probability provide valuable insights that may help guide the

decision-making process regarding the health state of a structure. In this framework,

these algorithms not only provide the most likely outcome but also provide a measure

of confidence, enabling a quantifiable approach to risk assessment for potential courses

of action. A compelling case supporting probabilistic models in engineering is presented

in [9], essentially highlighting that neglecting uncertainties translates into disregarding

the full utilisation of the data. While deterministic models have shown promising results

in SHM applications [10], the models employed in this thesis are exclusively probabilis-

tic. This choice is driven by key issues outlined in this work, which are best addressed

by statistical models. To be explicit, the models presented in the following chapters are

based on Bayesian statistics, which is a branch of probability theory that departs from

the frequentist interpretation of random events.

1.2 Bayesian Framework for SHM

The Bayesian approach allows the expression of knowledge in the form of a probability

distribution [11]. This implication means having an initial model based on prior beliefs

about the system. The ideals of Bayesian statistics thus rely on quantifying how well

prior beliefs support the evidence.

Upon the introduction of observations (or evidence), deriving from the system, one can

make use of the new incoming information to update the prior beliefs about the model.

Formally, the action of updating one’s beliefs is referred to as inference.

1.2.1 The Prior Distribution

In Bayesian statistics, prior beliefs are quantified with a probability distribution and

introduced mathematically with Bayes’ Theorem. The prior distribution has been the

subject of much debate ever since the idea of inverse probability was formalised by
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Laplace in the eighteenth century [12]. Mathematicians at the time viewed the prior

distribution (or prior, for short) with suspicion, believing that probability should be

determined by frequency and not by a subjective measure. In other words, there was

no reason to trust a proposed prior, and thus, no guarantee of inferring the “correct”

posterior.

Not until the mid-20th century did statisticians begin to revisit and improve upon the

work of Laplace. The publication of Theory of Probably by Harold Jeffreys in 1939 [13],

has been considered to be a turning point in favour of Bayesian methods [14]. Another

notable theorem worth addressing here is that proposed by Bruno de Finetti [15], which

implies the existence of a prior for any sequence of exchangeable random variables.

While De Finetti’s theorem motivates the use of priors on parameters, finding the “right”

prior, from a pragmatic point-of-view, remains a challenging task. Nevertheless, some

progress can be made towards this goal by acknowledging the expert knowledge one may

have about systems being modelled.

1.2.2 Engineering and Bayesian Reasoning

In addition to having a model that inherently quantifies uncertainty/error, there are a

few other reasons why Bayesian analysis may be preferred in engineering contexts. The

Bayesian approach to probability works on the premise of measuring the plausibility of

a hypothesis, which is particularly useful in situations in which probabilities cannot be

readily understood as frequencies. For example, it would be impossible to determine the

probability of a bridge collapsing solely by performing many trials of this event. Instead,

by stating that the probability of the bridge collapsing because of reaching the end of its

lifespan, or from experiencing an unusual amount of external loading, the probabilities

are naturally indicated by the degree of belief the engineer has about the bridge, given,

of course, evidence to support such belief.

In fact, this form of belief can be quantified and incorporated into the prior distribution

within the Bayesian framework. This idea has been pursued in the implementation of

the Gaussian Process (GP) [16] for engineering applications, and an extensive survey on

the subject can be found in [17]. In short, GPs are flexible Bayesian data-driven models

that have often been employed in SHM; mostly, for regression-type problems. Although

GPs learn from data, their structure allows for constraints to embed physical insights

imposed by the system. Such constraints may be necessary to prevent some associ-

ated caveats encountered when adopting this reasoning. For example, when modelling

mechanical systems with a set of equations of motion that describe the dynamics of a

structure, selecting a Gaussian prior to modelling the damping coefficients might lead
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to the possibility of sampling negative values, which are physically impossible. In such

cases, a prior that best represents this constraint should be preferred to develop a more

accurate model, or, if the prior is a GP, nonnegative constraints may be enforced [18].

A more concrete example of this issue has been made evident when modelling the power

curves of wind turbines. This exercise is a prevalent one in SHM, since power curves are

key performance indicators of wind turbines [19]. Having an unbounded prior implies

that the underlying functions can extend beyond the range of power output that a wind

turbine actually provides. In [9], for example, a heteroscedastic model, in which the noise

is made input-dependent, is employed to quantify more realistic uncertainty bounds.

A physically-meaningful representation of the uncertainty for power curve modelling

is further explored in [20], where a non-Gaussian likelihood is chosen to ensure the

confidence bounds are constrained within realistic ranges. Other areas of SHM have

investigated incorporating physical knowledge directly via the prior distribution. This

idea is put into practice in [21], where the prior is adapted to consider geometrical

constraints in the structure. This adaptation aimed to improve the accuracy of a damage

localisation model, ensuring that sensible outputs were obtained.

In light of this discussion, a compelling aspect arises regarding the Bayesian paradigm

in engineering applications. That is, engineers typically possess some level of knowledge

about the system under observation. From a Bayesian perspective, this prior knowledge

or expert information can be seamlessly integrated into the statistical representation of

a structure. Additionally, Bayesian models can provide elegant solutions to challenges

such as sparse or unrepresentative data, as long as a suitable prior is employed. This

perspective on modelling is important and is at the heart of all methods employed in

this thesis.

1.3 Motivation, Contribution and Structure

Overall, Bayesian models offer a powerful approach to address various problems encoun-

tered in engineering applications. Their advantage lies in the ability to incorporate an

understanding of physical phenomena intuitively via prior distributions. This thesis is

primarily concerned with the application of nonparametric Bayesian models, a type of

flexible statistical model capable of adapting to complex data while minimising assump-

tions about the system. Rather than comparing parametric and nonparametric models,

the goal here is to introduce novel health-monitoring systems specifically tailored to

certain problems in SHM. These systems yield three primary contributions:
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� The first core contribution of this thesis focusses on developing intelligent moni-

toring systems for journal bearings. This development is partly driven by recent

advancements in sensing technologies for fluid-film bearings, enabling real-time,

accurate measurements of oil-film thickness. By adapting GPs to learn the com-

plex relationship between a journal bearing’s operational state and its fluid-film

characteristics, a robust health-monitoring system is developed that can promptly

detect potential deviations from normal operations. Additionally, in a separate

study, GPs are employed to estimate driving forces and dynamic coefficients of

a journal bearing while in operation. In this framework, these estimates are de-

rived merely with measurements of the journal response and simple dynamical

representations.

� The second core contribution addresses challenges linked to the practical use of

Acoustic Emission (AE)-based technologies in SHM. The first part of this contri-

bution outlines a strategy for efficiently generating an optimal training dataset for

damage-localisation methods based on Delta T values. The second part presents

a flexible model capable of identifying and categorising individual events in AE

recordings, simplifying the manipulation and processing of AE data with minimal

intervention.

� The final contribution is the outcome of an independent study where a Varia-

tional Auto Encoder (VAE) is used as an effective means of preprocessing data for

SHM. Specifically, the VAE is demonstrated to project out the influence of envi-

ronmental changes from the data. This achievement is made without the need to

explicitly model long-term trends, offering an unsupervised alternative to address

the influence of confounding effects in SHM.

A series of different case studies are presented throughout this thesis to demonstrate the

efficacy of the developed health-monitoring systems. While some of these case studies

have already been examined in one way or another in the literature, the methods pro-

posed here offer some form of advantage that has not yet been explored. The models

are thus validated in two ways: (1) by following standard machine learning practices for

generalisation and (2) by highlighting how these models overcome previously encoun-

tered challenges in SHM. In parallel, special attention is given to the caveats associated

with their implementation and how these may be addressed in practice.

A rich family of nonparametric Bayesian models exist and continues to be explored in

the machine-learning community. The powerful ideas that emerge from these studies

extend to a vast range of applications, and the current work is no exception. It is,

perhaps, nowadays, necessary to have some knowledge of statistics and machine learning
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to become a well-rounded engineer. The present wave of computational advancement,

and almost limitless access to and exchange of digital information, means having a whole

new set of tools at one’s disposal for the development of more elaborate models that can

help towards the understanding of physical phenomena experienced in this world all a

bit better.

The structure of this thesis is as follows:

� Chapter 2: This chapter outlines fundamental concepts related to SHM and

statistical models.

� Chapter 3: A summary of literature covering uses of nonparametric Bayesian

models for SHM is provided.

� Chapter 4: A theoretical background of the main data-driven techniques em-

ployed in this thesis is offered here, distinguishing between relevant models for

specific applications.

� Chapter 5: The use of GPs for damage localisation is explored in this chapter.

In particular, this method is employed to predict the location of a journal-bearing

shaft centre and detect anomalous behaviour in situ. Additionally, this technique

is applied to localising damage within a composite helicopter blade using AE data.

An enhanced method based on Bayesian optimisation is proposed for constructing

a Delta T map efficiently in the latter case.

� Chapter 6: This chapter explores the use of a Dirichlet Process (DP) model to

enhance AE-based monitoring techniques. A probabilistic model is introduced to

identify and cluster individual AE-bursts in recorded time-series signals, enabling

early damage detection in an Airbus A320 landing gear subjected to cyclic loading.

� Chapter 7: This chapter focusses on journal-bearing dynamics to construct a

Latent Force Model (LFM). By simulating a series of states that the journal bearing

might experience, it is demonstrated here how external loads can be recovered, and

the importance of carrying out this exercise in practice is discussed. Finally, the

model is employed to not only recover the applied loads but also the dynamic

coefficients of the bearing.

� Chapter 8: This chapter examines two experimental case studies: damage identi-

fication in rolling-element bearings and damage identification in a composite plate

subjected to environmental variations. A novel view on the use of Variational Auto

Enconders (VAEs) is explored for extracting damage-sensitive features from the

data.
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� Chapter 9: The main ideas covered in the introduction are revisited and then

complemented with the outcome of the work presented in the main body of the

thesis. Challenges of these methods are reflected on, and various solutions are

proposed here that can be pursued in the future.





Chapter 2

Background

This chapter serves as a concise summary of concepts related to SHM and statistical

modelling, providing clarity and context for the work presented in subsequent chapters.

2.1 Structural Health Monitoring

2.1.1 Sensing Technologies

The data-driven approach to monitoring structures has been made possible with the

advancement of sensing technologies that enable the acquisition of data necessary for

conducting analysis based on dynamics. There are various types of sensing devices

that can be utilised for the implementation of a monitoring system, each offering some

advantage over the rest. One of the more commonly-chosen options for both SHM is

the use of accelerometers to measure the dynamic responses. This approach, known

in the literature as vibration-based SHM/CM, involves processing the recordings from

accelerometers such that information about the health state of a structure can be deter-

mined. Accelerometers are essentially small piezoelectric devices that can be attached

directly to the surface of the structure; they are typically favoured for their wide work-

ing frequency range (1-30kHz) compared to velocity sensors (1-10kHz) and displacement

sensors (1-100Hz) [22].

Vibration-based SHM has thus been explored thoroughly by researchers, with early

in-depth reviews found in [23] and [24]. The popularity of vibration-based techniques

may be attributed to their interpretability and relatively-simple implementation. Even

under a few assumptions, such as reducing the order of the system, or expecting a

linear response when it may not necessarily be the case, the dynamics can be explained

in terms of a mathematical framework. The transition to damage detection from this

11
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framework is intuitive in the sense that the dynamic behaviour of a healthy structure

will experience some change upon the presence of damage. Monitoring the evolution of

key dynamical features, and determining the point at which their values depart from an

established baseline, is fundamentally how vibration-based SHM operates.

Another recurring sensing technology employed in SHM is based on the detection of

AE waves. Promising results in the field have demonstrated advantages over vibration-

based techniques in the early detection and development of faults [25]. In short, an

AE is the physical mechanism whereby strain energy within a solid is suddenly released

and propagated in the form of an elastic wave. Although this notion of an AE was

first defined by Kaiser in 1950 [26], it was only with the development of high sampling-

frequency instrumentation and highly-sensitive transducers that the detection of AE

waves was possible. Much like accelerometers, AE sensors capture and convert the

response - in this case, of the elastic wave - into an electric signal using piezoelectric

effects, but are capable of doing so in the ultrasonic frequency range (100kHz-2MHz).

Fracture extension, for example, promotes the generation of these AE waves, and can

thus be detected by the continuous monitoring of AE activity within the structure.

An extensive amount of research has been carried out to better understand the under-

lying correlation between the physics of AE and the mechanisms that produce them

in mechanical systems [27–32]. For example, several attempts have been pursued to

correlate AE features with fracture-mechanical parameters, such as the stress-intensity

factor of structures subjected to cyclic loading [33–36]. These studies are based on Paris-

Erdogan-type laws [37], to make estimates of the remaining fatigue life of structures,

and demonstrate that count rates can be used to estimate the growth rate of cracks.

Additionally, several promising results have been demonstrated when implementing AE-

based monitoring techniques for damage detection in structures and rotating machines.

Some examples of this exercise include rolling element bearings [38, 39], gears [40],

journal bearings [41, 42], self-compacting concrete specimens [43], and aerospace struc-

tures [44, 45].

AE waves are typically processed to determine their source of origin and establish

whether these correspond to damage. However, analysing AE signals can be difficult be-

cause of the large quantity of data produced from high sampling frequencies. AE-based

SHM is a subject of particular interest in the present work and will be covered in more

detail in Chapters 5 and 6.

Other common sensing equipment used for SHM include strain gauges, fibre optics, and

ultrasonic technology [46].
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It is important to note that sensors, regardless of the application or sensing technology

employed, do not directly measure damage. Information regarding the structural health

may be concealed or “encrypted” deep within the raw signals. In other words, incipient

damage may not be imposing enough to cause a detectable deviation from readings of a

healthy structure. Therefore, the essence of SHM is not merely on sensing technologies,

and how they can be employed for high-quality measurements, but also in the processing

of these measurements to determine the health state of the system. Further elaboration

on this aspect is provided in the following section.

2.1.2 Organising Principle

Regardless of the learning approach adopted for a particular application, an organising

principle is required in all cases [3, 6, 47]. It is generally necessary to follow a series of

steps before developing the actual statistical model. A sensible process described in [3]

suggests the following sequence of steps: (1) operational evaluation, (2) data acquisition,

(3) feature selection and (4) statistical model development.

Before carrying out the actual monitoring, operational evaluation is a necessary step

to determine what can be monitored and how the monitoring will be accomplished.

The decision-making process involved in this part of the process is mainly targeted in

evaluating how data can be measured, and to determine whether the measured data are

suitable for identifying features that correlate to damage.

The subsequent step involves the assessment of sensors to be employed for data acquisi-

tion and their appropriate usage. The extent and quality of the data that can be acquired

will depend on a few important considerations, such as the availability of financial re-

sources, and the frequency with which data should be collected, once the monitoring

system is active. The latter of these considerations imposes a limit to the amount of

data that can be collected, defined primarily by the amount of available storage and how

feasible it will be to manipulate. In this stage, inevitable sources of variability must also

be identified and minimised where possible.

Data cleansing is the process of selecting which measurements to accept or reject. Cleans-

ing can be reviewed in the light of feature selection and information provided during

the development of the statistical model. Feature selection refers to the assessment of

features in the data in order to distinguish the different health states and operating con-

ditions of the structure. Large amounts of data are typically collected from structures,

and qualitatively assessing these data for damage detection is not immediately obvious,

even when comparing various signals from the same system over time. To address this

problem, reduced representations of raw signals are required to eliminate redundancies
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and extract information that is relevant for damage detection. Consequently, an inher-

ent aspect of feature selection involves condensing or reducing the dimensionality of the

raw signals. Data condensation is also important to prevent problems associated with

the curse of dimensionality [48] and minimise the required amount of storage.

Deciding how to process raw measurements and which features to select for the devel-

opment of a statistical model can be a challenging task, and at times, even prove to

be the most complex part of the problem [6]. The means to achieve this end are vast

and a great deal of algorithms have been exploited by researchers. A simple approach

to feature extraction would involve, for example, calculating the statistics of the raw

signal, such as the mean and the variance. In scenarios where the dataset is comprised

of high-dimensional feature vectors, then approaches such as principal component analy-

sis [48] can be used to transform the data into a more interpretable reduced space. Other

features extracted from signals can be coefficients determined in a time-domain analysis,

or coefficients of a Fourier transform when working in the frequency-domain. Naturally,

feature extraction may also rely on working with a joint-time-frequency analysis, such

as the Short-Time Fourier Transform (STFT) or Wavelet Transforms [49]. An alter-

native approach to feature extraction, explored in [50], involves monitoring nonlinear

features as damage indicators, under the assumption that damage causes the structure

to respond in a nonlinear manner. Overall, one should note that the approach adopted

for feature extraction is application-dependent.

Nevertheless, whichever method one chooses to employ, the aim in any case should be

to retain features that are only sensitive to damage. In other words, it is necessary

to project out the influence of benign variations from the features. This exercise is

commonly referred to as data normalisation in the SHM literature, and it imposes a

significant challenge in the realisation of SHM as a standard practice. A review of the

field can be found in [51].

The focus of this thesis favours the third and fourth steps of the organising principle.

However, it should be noted that each step should be treated with equal importance

for any monitoring system, as an accurate statistical model can only be achieved with a

clean and comprehensive dataset.

2.2 Learning Theory

Machine-learning theory is concerned with algorithms aimed to autonomously learn

computational relationships on the premise of data (or observations) and sets of rules.

Within this field, learning theory has been designed to address three main problems [52]:
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(1) regression, (2) classification and (3) density estimation. These areas of learning can

be further categorised into either a supervised or unsupervised type of algorithm. Super-

vised problems correspond to cases in which data are accompanied by labels. Regression

and classification problems are generally approached in a supervised framework, where

the goal involves mapping a set of input data to their corresponding labels. Conversely,

unsupervised type algorithms learn from datasets absent of labels; density estimation

and novelty detection would therefore fall under this definition.

2.2.1 Supervised and Unsupervised Learning

In SHM, supervised learning has been used extensively to produce statistical models

targeted to address Levels 1-3 in the damage identification hierarchy [6]. By having

labels denoting the various damaged states of the structure, it is possible to train some

classifiers that can then accurately predict the source of some anomalous observations.

This type of patter-recognition is a powerful one since damage can not only be detected,

but also identified in the process. The advantages of this approach are evident in de-

termining the best course of action when faced with an emerging defect. However, the

construction and implementation of a classifier can be challenging in practice, because

labelling is generally a difficult and expensive task. It may be unreasonable, if not fi-

nancially prohibitive, to manufacture several nominal replicas of, for example, a wind

turbine blade, or an aircraft landing gear, only to simulate the potential damage states

these structures may experience in situ.

This shortcoming means that valuable data for the development of representative sta-

tistical models are often scarce in real applications. Even if gathering data from damage

states was feasible, it presents another challenge that pertains to a different aspect of

learning, in which information can be transferred within a collection of structures of simi-

lar characteristics. This idea is pursued in Population-Based SHM (PBSHM) [53], which

operates on the premise that nominally identical structures do not necessarily exhibit the

same statistical characteristics and uncertainties, requiring careful consideration of their

variations. In problems where replicas of the same structure are statistically analysed,

the collection of structures, or population, is said to be homogenous. More specifically, a

homogenous population will be one where the features of the individual members can be

modelled by a common and unique distribution [53]. It is then intuitive to imagine that

this challenge becomes even more pronounced when dealing with heterogeneous popula-

tions, in which structures feature unique geometries and/or assemblies, such as bridges

or buildings [54, 55].
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Although practical matters appear to suggest otherwise, these arguments should not

imply that supervised learning algorithms and their application in SHM should be disre-

garded. In situations where damage conditions are simulated in controlled environments,

supervised-based algorithms serve as an ideal benchmark to aspire to when dealing with

real structures. Additionally, experimental setups and computational models designed

specifically for supervised learning offer valuable insights in scenarios where data avail-

ability or knowledge about the system is limited.

Nevertheless, some encouragement in the face of the aforementioned challenges is pro-

vided when the problem at hand is solely of damage detection (Level 1), because only

measurements from an undamaged system are ever needed, and thus, removes the need

for labels. This implication means that unsupervised learning offers an enormous advan-

tage over supervised learning in the implementation for SHM [1]. Even if limited to the

lowest level of the problem-solving hierarchy, damage detection can be incredibly ben-

eficial in deeming a structure unsafe prior to its next scheduled maintenance, overhaul

or repair. In an unsupervised setting, data are gathered from a normal condition state,

that corresponds to measurements from a structure that is known to be undamaged.

After cleaning and pre-processing the data, a statistical model can be learnt from the

extracted features of the normal data. Upon new observations, deviations with respect

to the model can be treated as anomalies and assumed to have been derived from the

presence of damage.

Numerous approaches have been investigated that employ novelty detection for the iden-

tification of damage in structures [56, 57]. One intuitive way to construct a novelty

detector is by first learning the density of the normal condition data. For example, the

normal condition data may be assumed to be distributed according to a Gaussian distri-

bution. The learning process would then involve finding the statistical moments of the

Gaussian, i.e. its mean and variance, which are learnt directly from the data. Having

established an underlying distribution, a measure of likelihood can then be evaluated on

new data. If this measure is lower than some established threshold set to, for example,

three or four standard deviations away from the mean, then the corresponding observa-

tions are flagged as anomalies. Anomalous data are not explicit indications of damage,

but a sudden continuous stream of them may be a strong suggestion of such. There are,

of course, limitations associated with this approach. One of the main concerns is that

normal-condition data are not guaranteed to be Gaussian, and more elaborate methods

may be required to infer their true underlying distribution. Some proposals to address

this particular challenge are discussed more in-depth in Chapter 4.
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Semi-supervised learning algorithms have also been explored as an alternative pattern-

recognition approach for SHM [58]. Semi-supervised algorithms offer promising solu-

tions to overcome prevalent challenges encountered with real systems. In particular,

these challenges relate to the availability of data being limited to a subset of states for

training. It is unlikely to have data representing all possible damage states or varying

environmental conditions that a structure may face a priori. In scenarios where limited

labelled data are available, semi-supervised learning attempts to construct representative

models by including information from both labelled and unlabelled data.

2.2.2 Probability and Bayesian Statistics

A principled foundation for the construction of machine-learning algorithms is provided

by two fundamental rules of probability [59]:

� Sum rule: p(x) =
∑

y∈Y p(x, y)

� Product rule: p(x, y) = p(x|y)p(y)

where x and y are outcomes of the random variables X and Y , respectively, and Y
denotes the states of the target space corresponding to the random variable Y . In

loose terms, probability can be interpreted as a degree of belief about an event. The

distributions p(x) and p(y) correspond to marginal distributions, p(x, y) to the joint

distribution, and p(x|y) is read as the conditional distribution of x given y.

In Bayesian statistics, one is often interested in making inferences of some latent vari-

ables, after having observed other random variables. An underlying latent model may

be conveyed to describe a possible cause of an event, and formulated in terms of a hy-

pothesis. In a mathematical framework, one may consider the model to be governed

by a set of parameters w, and establish a prior belief of these parameters in terms of a

probability distribution p(w), referred to as the prior distribution. Upon the presence of

observations D, provided by the system being modelled, some relationship p(D|w) can

be established to quantify how likely it is to have observed D, given the (latent) param-

eters w. The measure of interest is the updated belief after having gained knowledge

from the data, i.e. the posterior distribution p(w|D). This inversion in the relationship

between D and w is encapsulated in Bayes’ Theorem,

p(w|D)︸ ︷︷ ︸
posterior

=

likelihood︷ ︸︸ ︷
p(D|w)

prior︷ ︸︸ ︷
p(w)

p(D)︸ ︷︷ ︸
evidence

(2.1)
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which can be derived by the product rule since p(x, y) = p(y, x) ⇐⇒ p(x|y)p(y) =

p(y|x)p(x). Inference on w can thus be achieved by calculating the posterior distribution

in (2.1).

The evidence p(D), is the result of marginalising (or integrating out), the set of param-

eters w; that is,

p(D) =

∫
p(D|w)p(w)dw (2.2)

Here is where one of the main areas of difficulty manifests in the application of Bayesian

methods. The integral in (2.4) can be computationally infeasible (if not prohibitive) to

solve when faced with a high-dimensional set of variables. Unfortunately, this incon-

venience occurs very often in practice. A way to circumvent this problem is by having

a prior distribution conjugate to the likelihood function. A prior is said to be conju-

gate if the functional form of the posterior is the same as of the prior [59]. Choosing

a conjugate prior is mathematically convenient, since it allows calculating the poste-

rior algebraically and by inspection. However, in scenarios where a meaningful prior is

not necessarily conjugate to the likelihood, the evaluation of p(D) becomes increasingly

more difficult. In such cases, one must resort to methods that approximate the posterior

distribution, rather than attempting to directly solve equation (2.4). Depending on the

approximation method used, there are associated challenges involved.

2.3 Model Selection

Thus far, it has been established that many problems encountered in SHM are those of

statistical-pattern recognition. Adopting this type of modelling warrants the standard

practices followed in the field of machine learning. Fundamentally, this process boils

down to finding a “best-fitting” model that can most appropriately represent the system.

Whether the machine-learning algorithm is inherently deterministic or probabilistic, the

goal of the learning process is to find some model that can not only accurately represent

a set of observations, but also one that can generalise well when making predictions on

unseen data.

2.3.1 Regression and Complexity

To illustrate the model selection problem, one may first consider the case in which the

aim is to fit a function to a set of data. If dealing with a regression problem, then

a sensible approach would be to find some weighted combination of inputs that yield

values closely approximating their corresponding targets. In other words, to develop a
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function f that can accurately map a D-dimensional input vector xn ∈ RD, to a target

output scalar yn ∈ R, i.e. a predictor f : x → y. The fit on y can be thought of as an

interpolation given by f .

In a statistical sense, the predictor is a function learnt from the data, albeit conditioned

on certain assumptions. For example, a linear interpolant may be assumed to fit the data,

which will likely result in a poor fit if the true underlying trend is strongly nonlinear. An

improved fit can be achieved by increasing the order of the function; that is, a quadratic

function will likely provide a better fit than the linear trend, a cubic will be better than

the quadratic, and so on. At each step, the fit improves while the function becomes

increasingly complex, requiring the addition of more parameters to account for the

higher-order terms in the polynomial. Continuing with the inclusion of terms, however,

can lead to the point where the function is said to have become too complex, and the

model begins to (over)fit noise in the data. Somewhere in this process of adding terms

to the predictor, an optimal amount of complexity is attained, whereby the complexity

of the data is matched.

How well a model “fits” the data is generally quantified by a loss function L(y, ŷ) [60],
which takes the true target values y and the corresponding outputs of the predictor ŷ,

as inputs to produce some measure of the error in the predictions. For example, the loss

function could be defined by the absolute difference between the truth and predictions, or

alternatively, by their mean-square-error. When dealing with a probabilistic predictor,

the loss is quantified by the likelihood of the observation in relation to some probability

distribution. Finding the “best” parameters will be those that result in predictions that

closely approximate the true observations; or equivalently, those that minimise the loss

function.

A compromise, however, is desired between a minimal loss function and model complex-

ity. To ensure good generalisation, standard practice is followed, involving the division

of the entire dataset into a training set and a test set. The training set is used to search

for optimal parameters, while the test set simulates unseen data, allowing the evaluation

of the average loss for both sets during the learning process. In loose terms, the model

overfits the data when the average loss is small for the training set, but large for the

test set.

It may be important to clarify at this point that one is now faced with two learning

stages. The first is the estimation of the parameters based on the training data. The

second is based on the hypothesis or assumptions about the model; for example, the

number of terms in the polynomial predictor, or the choice of prior distribution in a

Bayesian paradigm. Assuming that the hypothesis about the model is correct, there

are a few methods that can be employed to prevent overfitting. A principled solution is
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to introduce a penalty term in the loss function, referred to as the regulariser. One of

the simplest forms of regulariser is given by the sum-of-squares of the elements in the

parameter vector [61]. Another approach is to enforce an “early-stopping” to the learning

process once the generalised error begins to increase. However, this last technique has

its complications when attempting to control multi-dimensions of complexity [62].

Complexity has been implicitly defined here by an increasing addition of terms - and

thus parameters - in the predictor. At first, this definition seems to make sense, but in

a Bayesian framework, the measure of complexity is more elaborate than merely taking

the count of parameters in the model [63]. A Bayesian approach to the model selection

problem is driven by an Occam’s Razor philosophy, which proposes the idea that a

model should remain simple if higher amounts of complexity are not required to explain

the data. Unless favoured explicitly by the prior, Bayesian inference embodies a natural

preference towards simpler models [14]. In particular, Occam’s razor is embodied by the

evidence, whereby its evaluation automatically incorporates a trade-off between model

fit and model complexity [64]. To illustrate this concept, Bayes’ Theorem (2.1) can be

rewritten to include the dependencies on a particular modelMj . That is,

p(w|D,Mj) =
p(D|w,Mj)p(w|Mj)

p(D|Mj)
(2.3)

with the evidence now given by,

p(D|Mj) =

∫
p(D|w,Mj)p(w|Mj)dw (2.4)

The evidence here can be interpreted as the probability of generating the dataset after

having randomly selected parameters from a given model classMj . Because the evidence

is a probability distribution, simpler models are unlikely to generate the dataset. On

the other hand, models that are too complex are capable of generating a richer variety

of datasets besides D, making them less likely to generate this particular dataset at

random. The best model will be the proposal that gives the highest evidence for a given

set of observations, which will simultaneously happen to be the one that fits the data

without added complexities. Therefore, this Bayesian perspective offers a principled

approach to comparing models [63].

One may consider an alternative view in which it is reasonable to believe that a given

dataset was unlikely to have been generated from a relatively-simple model. In the

Bayesian paradigm, if the model and prior are correct, there is no provision for changing

them on the basis of how much data has been collected [65]. Whether one hundred

or one thousand observations are available, the complexity of the model remains the
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same. This property is contrary to models based on frequentist methods, where the

assumptions about the model can be modified based on the size of the observation set.

The approach to Bayesian modelling therefore allows for models unbounded by their

complexity. Models that are infinitely large and tractable do in fact exist, with the

GP being a prevalent example of such a model used for regression and classification

problems. A clear advantage is that there is no longer a need to evaluate the evidence

for models of various complexities, which is often difficult in practice. This view on

“large models”, however, seems to dispute Occam’s razor, since it supports the idea of

implementing models that are infinitely complex. As it turns out, this interpretation is

not quite right, and Occam’s razor is always at work discouraging overcomplex Bayesian

models, regardless of the stand on the question of model complexity. In [64], it is

comprehensively demonstrated that, for large models, Occam’s razor manifests not in

terms of the model’s dimensionality, but in terms of the complexity of the functions

under the priors implied by the (hyper)parameters.

The discussion covered here hopes to demonstrate that Bayes’ Theorem naturally sets

the stage for infinitely large, yet tractable, models. A model defined by many parameters

is referred to as a nonparametric model. These models are highly flexible and offer a

number of advantages that can be exploited in engineering applications.

2.3.2 Density Estimation

The discussion above unrolls from the perspective of models developed for regression

problems. These ideas also extend to density estimation. An intuitive way to interpret

complexity in this type of problem is by considering a set of observations that have

been generated by an underlying multimodal distribution. Approximating the generat-

ing model with a distribution that may be too simple, such as an unimodal Gaussian,

will thus result in a poor fit. Models that are too simple become a problem when

normal-condition data depart from the unimodal Gaussian assumption. In this sce-

nario, wrong assumptions about the underlying density could lead to an increased rate

of false-positives, and an outlier approach for damage detection may fail badly.

This consideration is an important one to address in SHM, since deviations within

the normal data can occur frequently. EoVs are arguably the primary driver for data

departing from these assumptions [66, 67]. This issue can be more concretely illustrated

when considering the operational modal analysis of a bridge. If the monitoring system is

designed to track the first few natural frequencies, then possible benign factors affecting

the stiffness or mass of the bridge should be carefully examined during the modelling

process. It has been well-established that changes in ambient temperature will cause
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variations in frequencies that may mask the presence of actual damage [68]. These benign

variations can, therefore, cause the natural frequencies to depart from the Gaussian

representation originally assumed. Other examples of EoVs include changes in operating

speed, load variations, humidity, traffic and ice build-up, among others.

Overall, the effects that these variations can have on the system promote the existence

of distributions that are naturally more complex. There are different approaches for the

development of models that can cope with distributions with increased complexity. Some

notable examples include the use of algorithms such as GMMs and Auto-Associative

Neural Networks (AANNs) [69], which have recurrently been implemented for problems

in SHM where distributions are characterised by shapes that are nonconvex or featuring

multiple distinct regions.

AANNs - or autoencoders for short - are a type of ANN comprised of an encoder and a

decoder (Figure 2.1). The reconstruction process of an autoencoder would be a trivial ex-

ercise if the hidden layers were of the same size as the inputs. Their characteristic archi-

tecture conveys a compelling aspect of how an autoencoder compresses high-dimensional

inputs. Essentially, by reducing the number of nodes in the hidden layers, this archi-

tecture enables a “bottle-neck” effect that forces the autoencoder to learn underlying

features in the data. Enough information is preserved in the embeddings such that the

decoder can then accurately reconstruct the original data. If the activation function

is chosen to be linear for a network of a single hidden layer, the data compression is

equivalent to Principal Component Analysis (PCA) [70]. Implementing other types of

activation functions, however, has the advantage of performing a transformation into a

nonlinear space, offering the possibility to capture dependencies in the data that a linear

transformation cannot.

The nonlinear mapping reveals information about the data that may not be immediately

obvious. An example of this idea is explored in [67], where a single-node bottle-neck

of a trained autoencoder is shown to reproduce the underlying mechanisms driving the

dynamics of both a simulated hard drive and an experimental multi-degree-of-freedom

structure. Given this flexibility to interpret complex structures in the embeddings, one

is no longer limited to the assumption about the normal data being Gaussian, and the

autoencoder can thus be used as a powerful novelty detector. Because of this salient

aspect, autoencoders have been exploited for robust damage detection in structures. For

example, in [56, 71], the autoencoder is successfully employed as an elegant solution to

detect damage in structures that would have otherwise required complex FE models to

achieve a similar outcome.
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Figure 2.1: Diagram illustrating the structure of an autoencoder.

Conventional autoencoders are trained to reconstruct compressed representations of the

input data, but are not used to explicitly estimate their true density. Several varia-

tions of the autoencoder, aimed at estimating the probability distribution of the em-

beddings, have been proposed [72, 73]. This notion is pursued in more detail later in

Chapter 8, where the Variational Auto-Encoder (VAE) [72], is used for enhanced data

pre-processing.

While autoencoders are perfectly valid for damage detection, a few caveats associated

with them must be acknowledged – and with ANNs in general. Analogous to the model-

selection problem for regression, the addition of hidden layers and nodes will improve the

flexibility of the network, but at the risk of overfitting the data. Non-Bayesian neural

networks are particularly susceptible to this problem, since their construction is generally

based on the inclusion of numerous parameters. This problem also relates to the curse

of dimensionality, warranting vast amounts of data to ensure a network generalises well

to all possible health states of a structure. As emphasised in the previous chapter, these

considerations will depend on the availability of data for a given application.

A more direct approach to density estimation can be accomplished by approximating

the true distribution with a mixture of tractable distributions. The GMM, for example,

makes use of K independent unimodal-Gaussian distributions to approximate distri-

butions characterised by multiple distinct modes. Normal-condition data can thus be

represented by more expressive densities. The novelty detection process would oper-

ate similarly to the case of assuming an unimodal Gaussian distribution. That is, by
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assessing the likelihood of new observations to determine if they correspond to a normal-

condition state. If the new observations fall within a region of high probability, they are

considered normal. However, if the likelihood is below a certain threshold, set based on

the inferred distribution, the observations are flagged as anomalous. One advantage of

mixture models is that the number of trainable parameters is greatly reduced when com-

pared to autoencoders. The model selection is also limited to the number of components

in the mixture and the choice of elementary distributions.

In the literature, the use of GMMs for SHM is often found in applications involving

the analysis of AE-data. In [74, 75], for example, a GMM is used to classify crack

modes in reinforced concrete structures. In these studies, the GMM was implemented

to represent two classes, shear and tensile cracks, which are displayed as two distinct

clusters in a two-dimensional space span by RA (ratio of the rise time to the amplitude),

vs. AF (Average Frequency) values extracted from the individual AE waves. Other uses

of the GMM can also be found in [55], where the GMM is used as part of an elaborate

transfer-learning exercise aimed at mapping features and labels across source and target

domains in a structural dynamics context.

This subsection has been presented with the intention to demonstrate that mitigating

the assumptions about the data can greatly improve the reliability of a model. It is

in fact possible to remove the need for underlying parameters, and thus, keep these

assumptions to a minimum. Outlined in the remainder of this chapter, this idea is

shown embodied in nonparametric models.

2.3.3 Towards Nonparametric Modelling

A nonparametric approach operates on the premise of fewer assumptions that may help

produce more accurate representations of the data [76]. In other words, nonparametric

models are learnt by letting the data “speak for themselves”.

One of the simplest nonparametric methods for density estimation is made possible with

the implementation of a histogram over the sampling space. The functional form of a

normalised histogram is given by,

pi =
ni
N∆i

(2.5)

where ni is the number of samples in the ith bin, ∆i denotes the width of the bins, and

N is the total number of available samples. The probability measure pi assigned to the

ith bin is thus determined by the number of samples found within the bounds of the

bin. Apart from ∆i, the involvement of parameters is bypassed entirely, and the density

is approximated directly from the observations. Although the number of assumptions
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made about the model is reduced, there are still a few variables that determine the func-

tional form of the estimated density. The width of the bins ∆i and their corresponding

edge locations must be carefully tuned to have the probability mass function closely ap-

proximate to the true generative distribution. These parameters are often referred to as

hyperparameters, to make the distinction between these and the parameters w defined

in (2.1).

In practice, the histogram may not always be the best choice for density estimation

problems. It is not entirely obvious how to find the optimal width of the bins, and the

number of bins required to define the histogram increases substantially with the size of

the feature space. Nevertheless, histograms are good examples to illustrate how non-

parametric models operate at a fundamental level. Additionally, an important concept

introduced by the histogram is that of smoothness. Longer bin widths render “smoother”

estimations, and some form of distance measure is delimited by the bins. Another way

to think of the global variables is as tuners that control the functional smoothness of

the estimated density.

A more principled nonparametric algorithm for density estimation is the Kernel Density

Estimation (KDE) [77], which involves a collection of probability density “atoms”, each

contributing to the density estimate. The atoms are defined by a kernel function K(x),
that outputs a measure with respect to the distance of its inputs. The basic form of the

estimate p̂(x), for multivariate data x, is given by,

p̂(x) =
1

Nh

N∑
i=1

K
(
x− x̂i

h

)
(2.6)

where x̂i is the centre of the ith atom and h is a smoothing parameter. A common

kernel function used is the multivariate Gaussian, defined as,

K(x) = 1

(2π)d/2
exp

(
−1

2
||x||2

)
(2.7)

where d is the dimensionality of x. Choosing a Gaussian kernel means that the model

is governed by the location and scale of each Gaussian atom. The atoms are centred

at the locations of the data points, while the scale h, remains a tunable parameter.

Finding a suitable value h is somewhat analogous to finding the correct bin-width in the

histogram. Figure 2.2 shows the implementation of the histogram and KDE to estimate

a multimodal Gaussian given a set of random samples drawn from the true distribution.

The effects of the hyperparameters are evident when attempting to infer the underlying

distribution. Finding the optimal values of these hyperparameters is a crucial step when

implementing nonparametric models. This consideration is addressed more in detail in

Chapter 4, when covering hyperparameter optimisation for GPs.
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Figure 2.2: Density estimation exercise on a multimodal Gaussian distribution. Two
histograms were constructed with windown-lengths (a) ∆ = 4 and (b) ∆ = 0.4. Ad-
ditionally, the KDE was employed with parameters (c) h = 4 and (d) h = 0.4. In all

cases, the same N = 1000 samples drawn from the true distribution were given.

The histogram and KDE are merely two examples of several nonparametric models.

These examples were covered merely to illustrate the fundamental ideas governing non-

parametric models; particularly, their flexibility in adapting to complex data, and the

concept of smoothness, which is generally determined by a hyperparameter that requires

tuning. More information about other density estimation techniques, their advantages,

and limitations can be found in [77]. Additionally, comprehensive studies on the use of

KDE for damage detection in structures can be found in [78–80].

In the previous chapter, the reasons for employing a Bayesian framework in engineering

were covered, highlighting the possibility of seamlessly incorporating expert knowledge
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about the system into the model while quantifying associated uncertainties. The inclu-

sion of nonparametric models into this framework renders powerful algorithms capable

of overcoming many problems in engineering. Two distinct models are considered in

this thesis: namely, the GP and the DP. For now, these can be thought of families

of nonparametric Bayesian models featuring boundless complexity in their structures.

Chapter 3 presents a review of their uses in SHM, and Chapter 4 covers their theory

from a machine learning perspective.





Chapter 3

Literature Review:

Nonparametric Bayesian

Modelling for SHM

The use of nonparametric Bayesian modelling for SHM has been a subject of increasing

popularity in the literature. GP regression is perhaps the most commonly-employed

nonparametric Bayesian model for SHM. The advantages that GPs have to offer seem

to naturally address many problems encountered in SHM applications. The flexibility of

GPs makes them a suitable choice when attempting to model relations in datasets that

may be too complex to represent by means of an analytical approach. For a particular

dataset, regardless of its underlying complexities, a GP considers all possible functions

that fit the data and provides a predictive distribution directly over the candidate func-

tions, rather than over a set of parameters. The inferred predictive distribution simply

provides a mean prediction accompanied by confidence intervals, and this compact rep-

resentation of a probabilistic model is perhaps another reason why GPs may be preferred

in many engineering applications.

The DP is a different type of nonparametric Bayesian model that has also proven to

be an useful tool in SHM. In particular, the DP can be advantageous when dealing

with categorical-type problems. This advantage is essentially provided by their ability

to estimate uncertainties regarding the number of potential classes in the dataset. Sim-

ilarly, if the number of classes (or clusters) is unknown, then the DP can be used to

autonomously determine the probable class distribution. In this chapter, a literature

review of their respective uses and advantages in SHM is covered.

29
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3.1 Gaussian Processes for Damage Detection, Localisa-

tion and Prognosis

GPs have been successfully adopted in many areas of SHM [81–84]. Their use, for

example, has been recursively adopted when modelling the nonlinear relation between

power output and wind speed in Wind Turbine (WT) power curves [19, 85]. Variations

in the performance of a WT can be monitored when incoming new measurements depart

from the power-curve model. For example, this exercise was carried out in [86], where

the power curve is modelled with a GP to identify WT yaw misalignment. Another case

study is presented in [87], where the GP is used to classify different health states of a

WT. The results show that the GP classification model not only provides a measure of

confidence in the predictions but also generally returns more accurate predictions than a

Support Vector Machine (SVM) for the investigated case study. An alternative approach

to damage detection of WT components is proposed in [88]. The study involves using

the GP to learn correlations between the normalised edge frequency of each blade-pair,

to then determine the presence of damage when the modelled correlations depart from

normal.

Issues related to the effects of the environment and operational conditions can also be

addressed in a principled manner with the implementation of GPs. This approach is

based on the assumption that changes caused by mechanisms other than damage, will

have a relatively longer time-scale influence. By fitting a regression model to the features

of interest, predictions from this model can then be subtracted from subsequent data,

leaving the remaining residuals as features with confounding influences pruned away.

Regression models used in this context can be referred to as response surface models [89].

These residuals are then expected to be sensitive only to damage, and novelty detection

techniques can be naturally incorporated in this strategy for damage identification. GPs

are a convenient data-driven alternative when the relations cannot be easily modelled

by simple polynomials. Several studies that have explored this strategy for SHM can

be found in the literature, demonstrating the advantages and successful outcomes of

using the GP for enhanced novelty detection in the presence of Environmental and/or

Operational Variations (EoVs).

For example, in [90], a GP-based response surface model was implemented to account

for benign changes experienced by the first natural frequency and deck deflection of

the Tamar bridge. Another example is in [91], where a GP regression model was em-

ployed to model features extracted from the low and high-frequency data of a WT blade

subjected to changes in environmental and operational conditions. The Mahalanobis-

Squared Distance (MSD) was then used, based on the GP predictions, to determine the
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presence of damage. In [92], a unified approach was proposed to distinguish influences

caused by EoVs, sensor faults and structural damage. Sensor faults were detected by

modelling the sensor network using a GP, and unprecedented changes were determined

via a generalised likelihood ratio test. Additionally, in situations where the confounding

influences are discontinuous, the Treed Gaussian Process (TGP) proposed in [89] can

facilitate and automatically identify changes in the operational regimes of bridges.

Another technique that will be of particular interest in subsequent chapters, is the imple-

mentation of GPs for AE-based localisation techniques. In particular, the propagating

behaviour of AE waves in structures exhibiting obstructions, intricate geometries, or

made from anisotropic materials, may often be too complex to model analytically. This

limitation hinders the reliability of AE-based techniques for structural damage detection

and location. A promising solution to this matter, however, has been proposed whereby

GP regression is used for interpolating the differences in time of arrival of AE-waves

for source location [93, 94]. The flexibility of the GP can essentially be exploited to

effectively capture the complex nature of ∆T maps. A practical example of using GPs

for this task, but applied to landing gears, is presented in [95]. These studies not only

demonstrate the efficacy of employing a GP for AE source location in experimental

specimens, but also in complex engineering structures, aiding towards the prospects of

making AE-based monitoring techniques a standard procedure.

Statistical modelling for predicting structural loading is another meaningful challenge

encountered in SHM, as it is necessary for accurately estimating the remaining useful

life of structures. Recent work has exploited the use of GPs to address this type of

problem. In [96], a GP is employed to characterise the uncertainty of load predictions

and assess the impact it has on fatigue damage. Specifically, the GP is used to model

the strain of structures subjected to some latent loading. The distribution returned

by the GP is then accounted for by propagating the uncertainty to the fatigue-loading

predictions. The ability of the GP to provide an uncertainty measure is, perhaps, what

gives them an advantage over other data-based techniques in this scenario. Indeed,

information regarding how unsure one may be about the remaining life of a structure

can be of value in making decisions about relevant repairs or potential decommissions.

Another example of using GPs for load prediction can be found in [97]. In this study,

the prediction of loads on components of landing gears, subjected to simulated landing

conditions was investigated. The aim was to achieve accurate mappings using commonly-

available measurements provided by the Flight Data Recorder as inputs. It is concluded

that further improvements could lead to accurate predictions without the need to rely on

strain-measuring equipment. The implications of having such a model could significantly

enhance the estimation of remaining life-cycles in landing gears, and therefore, in the

development of more efficient maintenance schedules.
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More direct approaches for fatigue damage prognosis have also been investigated. Ad-

vancements in this area of SHM have been made possible with the introduction of GP

regression for predicting the development of damage. For example, in [98], GP regres-

sion was used for the prediction of crack extension in aluminium specimens. Similarly,

in [99], the GP was employed as a surrogate function for simulating fatigue crack growth,

as opposed to Finite Element Analysis (FEA), to reduce the computational demands

required to calculate the stress intensity factor of mechanical components. The choice

of GPs in these studies was preferred over other surrogate modelling techniques be-

cause of their ability to return confidence intervals in the predictions. This advantage

is also evident in [100], where GPs are implemented to predict the stage of damage in

a composite airfoil structure. An innovative approach proposed in [101] is based on the

combination of particle filters with GPs for fatigue crack-growth prognosis. The GP

was used to directly fit a regression model to crack lengths given features deriving from

vibration responses. The particle filter was then used to return a posterior estimation of

the crack length, which was then fed back to the GP for updating. This updating step

significantly improved the accuracy of the model in predicting the number of cycles to

failure.

Overall, all the examples above rely on conventional GPs to model stationary nonlin-

earities, but developments in dynamic system identification have made it possible to

use a variation of time-series modelling, based on GPs, for dynamic modelling [102].

In particular, a nonparametric variant of the Nonlinear AutoRegressive model with eX-

ogenous input (NARX) can be made possible with the incorporation of GPs. In short,

the GP-NARX is a function that (nonlinearly) relates the current value of a time series

to past values of the same series and current and past values of some exogenous (i.e.

external) input series. In a NARX model, the nonlinear function is usually defined by a

polynomial, but in the case of a GP-NARX, a GP is used instead. The implementation

of GP-NARX for SHM has been employed for modelling time-series signals featured by

complex nonlinearities, such as the response to Duffing oscillators and wave loading pre-

diction on off-shore platforms [103]. The success of GP-NARX for dynamic modelling

is one prevalent example demonstrating the versatility of GPs and the added benefits

they bring to the field of SHM.

This idea can be extended further by combining GPs with governing equations describing

the physics of complex systems. Earlier, it was mentioned that knowing the physics

of the system provides interpretability and extrapolating capabilities that data-driven

models cannot have. In fact, this is one of the main limitations of data-driven models

- or black-box models - that can be greatly alleviated with the inclusion of physics-

based models - or white-box models. The latter may still struggle to fully capture the

physics of certain mechanisms that would require solving highly-complex equations.
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Introducing the GP in this context may be achieved by having the white-box part

account for a simpler representation of the system while making use of data to render

a more complete representation. An example of this approach for SHM can be found

in [104], where the wave-loading prediction in off-shore structures is modelled according

to Morison’s equation [105], and then combined with the GP-NARX to more accurately

capture nonlinearities induced by turbulence and wakes.

There are, however, some practical limitations to consider when deciding to use a GP

for statistical modelling. Although relatively simple to implement, inference of the

predictive posterior requires the inversion of the covariance matrix, which demands a

computation on the order of O(N3) [16]. Another complication when using GPs occurs

when having a likelihood other than a Gaussian distribution. These issues may require

the predictive posterior to be approximated with Markov Chain Monte Carlo (MCMC)

or Variational Inference (VI) [48, 106], which can be laborious to implement.

3.2 Dirichlet Processes for Damage Identification

When it comes to the use of nonparametric Bayesian approaches for SHM, the DP has

certainly not been explored nearly as much as the GP. A possible explanation for this

preference may be because of the dominance of regression problems in SHM. The DP is

better suited for density estimation problems, which may not be encountered as often

and are already considered to be the hardest of all the learning-type problems [1]. Ad-

ditionally, unlike GPs, the DP prior is very unlikely to be a conjugate to the likelihood

employed for a particular application, and therefore, warrants the need for approxima-

tions that are generally computationally demanding or not as intuitive as inferring the

predictive posterior of a Gaussian likelihood with a GP prior. Nevertheless, the devel-

opment of models with DP priors for SHM has been gaining increasing interest, which

could be, perhaps, for their ability to directly infer the number of components in a mix-

ture model from the data. The importance of this last point for SHM is one of the main

highlights in subsequent chapters.

One attractive application of DPs is in the construction of models comprised of an “in-

finite” number of independent distributions. The limiting factor in the implementation

of a Gaussian Mixture Model (GMM) [107] for SHM is having to decide on the number

of independent Gaussian distributions a priori. An assumption that has been made im-

plicitly in this statement is that distinct health states will manifest as unique modes in

the underlying density. Given that one cannot know for sure all the possible conditions

a structure might experience, it is therefore unlikely to determine a suitable number of
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components in the mixture model. If the model is made fully Bayesian, there is no the-

oretical reason to limit the model to a finite number of components. In fact, a tractable

model exists that allows for an infinitely-large mixture model. This idea is driven by

having a DP prior in the mixture model [108].

An infinite mixture of Gaussian distributions was employed for damage detection in [109].

The proposed method was implemented with data gathered from both an experimental

rig and the Z24 bridge, where the premise of the model was to autonomously infer the

correct number of Gaussian clusters needed to estimate the underlying density of the

normal condition. The presence of damage is determined once a new cluster is gener-

ated as the result of damage causing the data to depart from normal. The use of an

infinite Gaussian mixture model is also explored in [110] for AE-based damage detection

in machining tools, whereby a similar reasoning is followed. A different use of DPs for

SHM can be found [111], where the infinite Gaussian mixture model was developed to

automatically identify real modes from spurious modes in stabilisation diagrams. The

model was validated on a full-scale cable-stayed bridge subjected to ambient vibrations,

demonstrating its ability to autonomously find mode shapes and damping values in a

more consistent manner when compared to existing standard approaches used in Oper-

ational Modal Analysis (OMA).
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Theory and Applications

4.1 Gaussian Processes

GPs are powerful and flexible nonparametric models that find extensive use in machine-

learning applications. The term “flexible” refers to their ability to adapt smoothly to

the complexity of the data, making them suitable for a wide range of data types and

patterns. Additionally, GPs are nonparametric because they do not require fixing the

parameters of the model explicitly. Instead, they marginalise the underlying parameters,

which allows them to learn directly from the data and adjust to its intricacies. This

section aims to be as self-contained as possible, but for more in-depth information on

GPs, readers are encouraged to refer to the work in [16, 48]. A gentle introduction to

GPs can also be found in [112].

There are several ways in which the GP has been defined in the literature. Some com-

monly encountered definitions are:

� A distribution over functions.

� A multivariate Gaussian distribution with an infinite number of dimensions.

� A solution to a linear stochastic differential equation driven by white Gaussian

noise.

In an attempt to clarify these interpretations, the following subsection examines the GP

approach to regression.

35
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4.1.1 Gaussian Process Regression

In order to define the GP, the following generative model is considered,

f(x) = x⊤w (4.1a)

y = f(x) + ϵ (4.1b)

where the input vector x = {1, x1, . . . , xD−1}⊤ ∈ RD is mapped to a scalar output

(target) y ∈ R, w = {wo, . . . , wD−1} ∈ RD is a vector of weights, and f(·) ∈ R is the

modelling function. The vector of inputs is usually augmented with a unit to account for

the bias (or offset) of the parameter wo in w. It is important to note that the model’s

predictions will not perfectly match the observations, and this discrepancy is captured

by the additive Gaussian noise term ϵ, which follows a normal distribution ϵ ∼ N (0, σ2).

The inputs in (4.1) can be projected into a higher-dimensional feature-space with a

(nonlinear) transformation ϕ : RD → RK , thereby granting some further flexibility. For

example, the following projection can be considered,

ϕk(x) = exp

(
−|x− µk|2

2s2

)
(4.2)

where ϕk(x) : RD → R is the basis function that defines the kth projection of the

feature vector ϕ(x) ∈ RK . This particular basis function is called a radial-basis func-

tion or Gaussian basis function. Another recurrent example is the family of polyno-

mial basis functions, where K powers of the inputs are taken so that ϕk(x) = xk and

ϕ(x) = {0, x, x2, . . . , xK−1}⊤. By projecting inputs into higher dimensional space, the

model becomes more expressive via a linear combination of the feature vectors. A va-

riety of basis functions exist, and their choice will depend on the application at hand.

Approaches for model selection are discussed later in this section. For now, if a K-

dimensional feature-space is considered, the original regression model can be expressed

as,

f(x) = ϕ(x)⊤w (4.3)

where w ∈ RK now contains the linear parameters wk.

At this stage, one might question how to handle the dimensionality of the feature vec-

tors. As it turns out, the GP is recovered when the dimensionality of the feature space

is set to infinity, in addition to defining a prior distribution over the parameters w. This

reasoning somewhat translates into marginalising the parameters in a Bayesian linear

regression problem (Appendix A.1). The problem, however, is that the involved com-

putations become prohibitively expensive as K →∞. Fortunately, an efficient solution

exists that avoids explicitly computing a large matrix inversion while still allowing for a
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linear combination of an infinite number of basis functions. To elucidate this solution,

it is helpful to elicit the covariance function, also known as the GP kernel, denoted as

k(xp,xq). A common choice for the covariance function is the Squared-Exponential (SE)

covariance function, which is defined by the following,

k(xp,xq) = exp

(
−1

2
|xp − xq|2

)
(4.4)

The SE covariance function is just one example of many, and its expression is the result

of an infinite linear combination of radial-basis functions defined by (4.2). This operation

is made possible by Mercer’s Theorem, which ensures that for any positive-definite

covariance function, there exists an infinite expansion in terms of basis functions [16].

In loose terms, the covariance function quantifies the similarity between any pair of

random variables by means of the kernel trick [48]. Now, instead of having to compute

the projection of the inputs into an infinite-dimensional space, the kernel trick allows

for a direct comparison of variables without explicitly having to derive the elements in

the feature space.

The formulation of the GP incorporates the covariance function for the construction of

a distribution over the function space. Defining the prior w as a Gaussian with zero

mean and covariance Σp, the GP can be fully defined as follows,

E [f(x)] = ϕ(x)⊤E [w] = 0 (4.5)

E
[
f(x)f(x′)

]
= ϕ(x)⊤E

[
ww⊤

]
ϕ(x′) = ϕ(x)Σpϕ(x

′) (4.6)

where f(x) and f(x′) are jointly Gaussian with mean zero and covariance ϕ(x)Σpϕ(x
′).

For any given input point, the values f(x1), . . . , f(xn) are jointly Gaussian distributed,

and the GP is simply a collection of the random variables f(xn). The covariance is

defined by an inner product of the inputs with respect to Σp, and can equivalently be

represented by ψ(x) = Σ
1
2
pϕ(x), such that k(x,x′) = ψ(x)ψ(x′). While k(x,x′) can be

evaluated in this way, the same outcome can be achieved with a corresponding covariance

function, enormously facilitating its calculation.

The definitions in (4.5) and (4.6) bypass the need to compute the posterior p(w|x, y)
entirely. This implication means that the GP can be completely defined by its mean and

covariance function. Therefore, establishing a zero mean, and evaluating k(·, ·), implies

a distribution over functions. Specifically,

f∗ ∼ N (0, k(X∗,X∗)) (4.7)
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where X∗ ∈ RD×N∗ denotes the matrix including N∗ column test inputs x∗ ∈ RD,

and the “shape” of the realisations of f∗ depends entirely on the choice of covariance

function. For example, samples of f∗ evaluated over a range of arbitrary test inputs,

when choosing the SE covariance function, are shown in Figure 4.1(a). These samples

are functions modelled by the GP before observations are introduced. In other words,

it assumes a prior belief in the functional form of the data.
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Figure 4.1: Demonstration of inference with a GP for regression. (a) GP prior, (b) GP
conditioned on data without noise, and (c) GP conditioned on data while accounting for
noise. The orange line and the grey bounds correspond to the GP mean and covariance
(3σ), respectively. Seven random draws of functions shown in cyan have been included

in all cases.

Presenting the GP with a training set of inputs X = {x1, . . . ,xN} ∈ RD×N , alongside

their corresponding targets y = {y1, . . . , yN}⊤ ∈ RN , narrows down the collection of

all possible functions to those that fit data. This procedure is achieved by restricting

the GP to only output functions that agree with the observations. In probabilistic

terms, this operation is conducted by employing the conditional properties of Gaussian

distributions. To begin, the joint distribution of the observations f, and the predictions
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f∗, is defined as, (
f

f∗

)
∼ N

[
0,

(
K(X,X) K(X,X∗)

K(X∗,X) K(X∗,X∗)

)]
(4.8)

where K(X,X∗) corresponds to the covariance function evaluated at all pairs of training

and test inputs. Since the joint distribution is a Gaussian, any subset of variables

conditioned on the rest, is also Gaussian distributed. Therefore, conditioning the joint

distribution on the observations gives,

f∗|X∗,X, f ∼ N (f̄∗,Σ∗) (4.9)

f̄∗ = K(X∗,X)K(X,X)−1f (4.10)

Σ∗ = K(X∗,X∗)−K(X∗,X)K(X,X)−1K(X,X∗) (4.11)

in which the mean and covariance of the GP posterior are defined. Examples of functions

sampled from a GP posterior inferred from a sequence of observations are shown in Figure

4.1(b). A useful metaphor may be to think of the prior samples as loose strands of hair,

which are tied together at points where observations exist. The posterior samples are

thus the result of “tying” these functions together.

There are two important notes to highlight from this outcome. First, the uncertainty in

the posterior increases in areas away from the data. This behaviour is logical since the

model is more reliant on the prior in regions where no information is provided by the

data. Second, the GP becomes absolutely certain of the outcome at points where data

exist. This outcome is clearly undesirable, as it might be unrealistic in most (if not all)

applications to have error-free measurements. Fortunately, the noise in the observations

can be easily accounted for in the model by assuming some corruption is provided by

white noises. That is, y = f(x) + ϵ, where ϵ ∼ N (0, σ2I). The same derivation for the

joint distribution can be followed with,(
y

f∗

)
∼ N

[
0,

(
K(X,X) + σ2I K(X,X∗)

K(X∗,X) K(X∗,X∗)

)]
(4.12)

where I ∈ RN×N denotes the identity matrix. Conditioning this expression for the joint

distribution results in the following GP posterior,

f∗|X∗,X,y ∼ N (E [f∗] ,V [f∗]) (4.13)

E [f∗] = K(X∗,X)
[
K(X,X) + σ2I

]−1
y (4.14)

V [f∗] = K(X∗,X∗)−K(X∗,X)
[
K(X,X) + σ2I

]−1
K(X,X∗) (4.15)
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The posterior distribution can thus be computed by adding the σ2I along the diagonal of

the covariance of the training inputs. Additionally, it is worth noting that σ2I regularises
the inversion on K(X,X). The results of this action are shown in Figure 4.1(c), where

the functions are somewhat less restricted to agree with the data – the hair-ties are now

a bit looser.

4.1.2 On the Choice of Covariance Function

In the previous subsection, it was stated that a variety of basis functions exist, and it

was possible to define an infinite expansion in terms of basis functions by the covariance

function. The covariance function dictates the expressiveness of the GP, and choosing the

right covariance function for a given application is a crucial step in the implementation

of GPs.

So far, the SE function (Equation (4.4)) has been demonstrated as the primary example.

Although it is one of the most commonly used covariance functions in machine learning,

it may not always be the best option when modelling engineering datasets. The SE

function is infinitely differentiable, and a GP with this function is thus too smooth to

model realistic physical processes [113]. Instead, a more suitable class of covariance

functions may be the family of Matérn functions. The general form of the covariance

functions is defined by,

k(r) =
21−ν

Γ(ν)

(√
2νr

l

)ν

Kν

(√
2νr

l

)
, r = |x− x′| (4.16)

where ν and l are positive parameters, and Kν is a modified Bessel function [114]. A

main characteristic of the Matérn class is that the parameter ν scales the smoothness

of the GP. For ν → ∞ the Matérn function returns a SE. Conversely, having ν = 1/2

returns the exponential covariance function k(r) = exp(−r/l), which is very rough. In

fact, in a one-dimensional input space, the exponential function is equivalent to that of

an Ornstein-Uhlenbeck (OU) process [115], which originates from modelling the velocity

of a particle undergoing Brownian motion. Somewhat of a middle-ground is achieved

when taking half integers of ν. That is, ν = p+ 1/2 with positive integers p.

The two variations of Matérn functions that will be of interest in subsequent chapters

are the cases where ν = 3/2 and ν = 5/2. Concretely,

k3/2(r) = σ2f

(
1 +

√
3r

l

)
exp

(
−
√
3r

l

)
(4.17)
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k5/2(r) = σ2f

(
1 +

√
5r

l
+

5r2

3l2

)
exp

(
−
√
5r

l

)
(4.18)

Examples of functions drawn from GPs with covariance functions k1/2, k3/2 and k5/2 are

shown in Figure 4.2.
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Figure 4.2: Random functions drawn from GP priors with the Matérn covariance
function (Equation (4.16)) for different values of ν.

While the SE and Matérn functions are often used in practice, it is worth emphasising

that one is not limited to these covariance functions. An important aspect not yet men-

tioned is that covariance functions offer some interpretability in their realisations. This

note has been already demonstrated implicitly by acknowledging that the smoothness

can be controlled to best represent the underlying physical nature of the data. Knowing

a priori the physical process responsible for the observations is an essential requirement

in the implementation of GPs. This implication is possible because of the Bayesian

framework adopted in this type of modelling, and thus worth exploiting when possible

to make better predictions.

Here is where engineering knowledge one has about the underlying mechanisms can be

incorporated into this framework. In order to demonstrate the influence a covariance

function has on the predictive ability of the GP, the response of a Single-Degree-of-

Freedom (SDOF) mass-spring system (Figure 4.3) is considered.

m

k c

F (t)

Figure 4.3: Mass-spring-damper SDOF system.

Here, the dynamical model can be defined by the following equation of motion,

mÿ(t) + cẏ(t) + ky(t) = F (t) (4.19)
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where m, c and k are the dynamic coefficients corresponding to the mass, damping and

stiffness of the system, y(t) is the response at a given time instance t, and F (t) is the

input force. The dots over the variables in Equation (4.19) denote the derivatives of the

variable with respect to time. Assuming that the system is linear, the impulse response

function h(t) of the oscillator is given by,

h(t) =
e−ζωnt

mωd
sin(ωdt) (4.20)

where the natural frequency ωn =
√
k/m, the damping ratio ζ = c/2

√
km, and the

damped natural frequency ωd = ωn

√
1− ζ2. The response can now be simulated by

Equation (4.20) for a given selection of coefficients. In this case, the mass, damping,

and stiffness were given values ofm = 10, c = 3, and k = 100, respectively. The resulting

response is established in all three cases shown in Figure 4.4 as the true value.

0 2 4 6 8 10 12 14 16 18 20
Time (s)

-4

-2

0

2

4

N
or

m
al

is
ed

 D
is

pl
ac

em
en

t

GP confidence
GP mean prediction
Observations
True value

(a)

0 2 4 6 8 10 12 14 16 18 20
Time (s)

-4

-2

0

2

4

N
or

m
al

is
ed

 D
is

pl
ac

em
en

t

(b)

0 2 4 6 8 10 12 14 16 18 20
Time (s)

-4

-2

0

2

4

N
or

m
al

is
ed

 D
is

pl
ac

em
en

t

(c)

Figure 4.4: Fitting data from the simulated response of an SDOF system with a GP,
defined by (a) a SE covariance function, (b) a strictly periodic covariance function, and

(c) a combined covariance function.
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In Figure 4.4(a), a SE function is first used to fit the GP over the observations. A set

of observations is only included up to t = 10. The idea of this demonstration is to

explore how the choice of covariance function affects the extrapolating capabilities of a

GP. When the SE covariance is used, the GP quickly reverts to its prior upon the lack of

data. Although the confidence at t > 10 accounts for the true response, the uncertainty

is too broad to have a meaningful representation of the oscillator.

Some progress can be achieved when adopting a more informed covariance function. The

harmonic nature of the response provides some information that can be used for this

purpose. In the second scenario, shown in Figure 4.4(b), a strictly periodic covariance

function [116] is employed. This function is defined as,

kp(r) = σ2f exp

(
−2 sin2(πr/p)

l2

)
(4.21)

where p represents the period of the response. The GP now learns the frequency of the

oscillation from the data and can extrapolate this information beyond areas where data

exist. The obvious problem is that the periodic covariance function cannot express the

varying amplitude of the response. Fortunately, this limitation is remedied by combining

the periodic covariance function with another that can represent the attenuation caused

by the damping. The exponential-decay covariance function [117] is suited for this

purpose, and is given by,

kp(x,x
′) = σ2f exp (xl) exp

(
x′⊤l

)
(4.22)

One can make use of the properties of different covariance functions by combining them

accordingly. The product of two independent kernels results in another valid kernel [16],

and in here, Equations (4.21) and (4.22) were combined by simply multiplying them

together. Inferring the GP posterior defined with the combined covariance functions

results in the prediction shown in Figure 4.4(c). The GP is now better at predicting the

response of the oscillator at any instance in time, even when presented with a partial

dataset. By looking at the functional form of Equation (4.20), it becomes clear why the

product of kp with kd yields a reasonable model.

The ideas followed in the demonstration above touch upon physics-informed or grey-

box modelling [8]. Although the derived model is still a black-box model by definition,

introducing some intuition of the underlying physics greatly improved the quality of the

predictions. An engineer should therefore acknowledge the dynamics of a system where

possible when modelling with a data-driven algorithm like the GP.
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In many cases, it may be much harder to determine which covariance function (and

possible combinations) to use, and a more stringent method for model selection might be

required. Nevertheless, given the Bayesian nature of the GP, it is possible to determine

the choice of a suitable covariance function in a principled manner. This aspect of

Bayesian modelling was raised in Section 2.3.1, highlighting that, for a given model, the

evidence can be evaluated to quantify how well the model agrees with the data. In the

current scenario, the model is characterised by the covariance function, and the “best”

covariance function is thus the one that maximises the evidence (Equation (2.4)).

4.1.3 Hyperparameter Optimisation

Up to this point, the covariance functions have been implicitly defined by specific vari-

ables that are indirectly responsible for the expressiveness of the GP. The Matérn func-

tion, for example, is parameterised by a scaling parameter σ2f and length scale l. In the

expression for the periodic covariance function, the period of the response p is also in-

cluded. These variables are the hyperparameters of the GP, and require careful tuning to

achieve a meaningful fit to the observations. Therefore, the model-selection process for

GPs generally involves two main steps. The first step, discussed above, is the comparison

of different families of covariance functions, while the second step, is the optimisation of

the hyperparameters for the given covariance function.

The model selection process can be viewed in a hierarchical setting. For a general

Bayesian framework, at the lowest level in this hierarchy are the parameters w. At the

second level are the hyperparameters – denoted from now on by Θ – which control the

distribution over the parameters w. Finally, at the top level, there may be a discrete set

of J model structuresM = {M1, . . . ,MJ}, defined by a collection of different covariance

functions.

Overall, to find the best-fitting model for a given dataset, the model-selection process

involves exploring different combinations of covariance functions and their corresponding

hyperparameters. The goal is to find the model that provides the best trade-off between

complexity and predictive performance for the specific task at hand. Maximising the

marginal likelihood (evidence), has the advantage of searching for the optimal hyperpa-

rameters while naturally encouraging this trade-off. The marginal likelihood for GPs

can be defined by marginalising over the function values f ,

p(y|X,Θ) =

∫
p(y|f , X,Θ)p(f |X,Θ)df (4.23)
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resulting in the following expression for the log-marginal likelihood,

log p(y | X,Θ) = −1

2
y⊤ (K + σ2nI

)−1
y − 1

2
log
∣∣K + σ2nI

∣∣− n

2
log 2π (4.24)

where the dependencies on Θ are implied in the evaluation of K. The balance between

complexity and predictive performance is readily interpretable by the terms of this ex-

pression. The first term – y⊤ (K + σ2nI
)−1

y – is the only one involving the observed

targets y, while the second term – log
∣∣K + σ2nI

∣∣ – is the complexity penalty that depends

only on the covariance function and inputs.

One may note that this marginalisation corresponds to the second stage in the hierarchy,

thereby bypassing the first stage entirely. The reason for this decision is because of the

fact that the parameters w had already been marginalised out in Equation (4.13). By

this premise, the marginalisation could, in theory, be conducted once more over the

hyperparameters Θ, and thereafter again over M. However, the former is not often

executed because the integrals that result from marginalising over the hyperparameters

tend to be too cumbersome to evaluate. Instead, finding the hyperparameters that

maximise Equation (4.24) is achieved by some optimisation scheme. This step can be

repeated over several model structures, given the same dataset, to eventually determine

which one yields the highest evidence.

Finding hyperparameters that maximise the log-marginal likelihood is a problem apt for

any numerical optimiser. In fact, numerous optimisation strategies exist, from which

one can choose [118, 119]. It is often the case that the gradients of Equation (4.24)

with respect to Θ are available, and in such circumstances, a gradient-based optimi-

sation may be preferred. Alternatively, any gradient-free technique is equally valid,

as it is likely that almost all optimisation schemes will, on average, perform similarly

because of the no-free-lunch optimisation theorem [120]. This theorem simply states

that no optimisation algorithm universally performs better than the rest across all prob-

lems. For the remainder of this thesis, the Quantum-Behaved Particle-Swarm Optimiser

(QPSO) [121] is employed for hyperparameter optimisation of GPs. Being a population-

based optimiser, the QPSO offers the advantage of being less likely to get stuck at a

local minimum.

4.2 Dirichlet Processes

DPs stand out as a different family of nonparametric stochastic processes. Somewhat

analogous to the definition of GPs as distributions over functions, the DP is commonly
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described as a distribution over distributions. In other words, samples drawn from a DP

are probability mass functions over a space of measures Θ.

The DP naturally arises in categorical problems, where the goal is to assign a given

observation with the label of a discrete variable y that can take one of K possible

mutually-exclusive states. Having to know the number of categories to model prior to

observing the data is a problem that can be addressed with the DP. The expressiveness

of the DP can be exploited in scenarios where the data might be more complex than

anticipated.

Deriving the DP, however, is not as simple as extending a Dirichlet distribution to an

infinite number of dimensions. In fact, this reasoning leads to the Griffiths, Engen and

McCloskey distribution [122] (or GEM distribution), which is not quite strictly a DP.

Before introducing the DP more formally, a small digression is pursued in the following

subsections to gain some intuition on how they operate.

4.2.1 Urns

In categorical-type problems, one may ask: What is the probability of observing a

particular sequence of assignments? It turns out that such a sequence, in this case,

happens to be a collection of random variables that can be represented by a stochastic

process. More precisely, the sequence of assignments is the result of a Pólya urn process

[123].

The Pólya urn process is a thought experiment that works as follows: First, an urn is

filled with α number of balls of one colour (e.g. red) and β number of balls of a different

colour (e.g. blue). Next, a ball is drawn at random from the urn. If the ball is red, it

is placed back in the urn together with an additional red ball. Conversely, if blue, the

ball is placed back in the urn together with an additional blue ball. This step is then

repeated for another N number of draws. At any drawing instance n, the probability

of the next ball being red can be determined by the predictive distribution defined by

having a Bernoulli likelihood with a Beta prior. Details of this evaluation are provided

in Appendix A.2.

What makes this process interesting is that the limiting proportion of balls in the urn is

a random variable distributed according to a Beta distribution. Even more remarkable

is the fact that this Beta distribution is parameterised by α and β; the initial number

of red and blue balls, respectively. This statement can be visualised in Figure 4.5. The

proof of this outcome is made possible by de Finetti’s Theorem (4.25), stating that a
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sequence of random variables (x1, x2, ...) is exchangeable if and only if,

p(x1, ..., xn) =

∫ n∏
i=1

p(xi|θ)P(dθ) (4.25)

for all n, and for some measure P on θ. An exchangeable sequence of random variables is

one whereby the joint probability of its elements is the same for any fixed permutation of

the sequence [124]. Equation (4.25) thus demonstrates that for a sequence of exchange-

able data, an underlying set of parameters must exist, and are modelled according to

some measure P (or distribution p(θ)), such that the returned data are conditionally

independent. Reviews of the theorem can be found in [125].

Figure 4.5: A series of sequences formed by 1000 samples drawn from a Pólya urn
process. The limiting proportion of these sequences (left) is shown to approximate a

Beta distribution parameterised by α and β (right).

In this case, the collection is the sequence of red and blue balls drawn from the urn, and

the joint distribution of the sequence is the same irrespective of the order in which the

balls are drawn. According to de Finetti’s Theorem, this particular sequence is repre-

sented by a mixture of i.i.d. Bernoulli random variables, weighted by a Beta distribution

with parameters α and β.

The notion of this process also applies when dealing with a set of multivariate random

variables. In this case, the Pólya urn begins with a certain amount of K different

coloured balls. The process is then constructed in the same manner, by drawing a ball

and placing it back into the urn together with another ball of the same colour. The

limiting proportion of balls as N → ∞ is a random vector distributed according to a

Dirichlet distribution, with parameters that correspond to the initial number of balls

of each colour. Much like in the bivariate case, the probability of drawing a ball of

a particular colour can be determined by evaluating the predictive distribution. The

details of this operation are provided in Appendix A.3.
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The concept of the DP can be envisioned by imagining an extensive palette containing

a wide range of colours. This palette is so vast that it always allows for the creation of a

ball with a brand-new colour. A stochastic process that accommodates this condition is

defined as the Hoppe urn or the Blackwell-McQueen urn [126]. For the finite processes

outlined above, the bivariate case has the Beta distribution as the underlying prior,

while the multivariate case has the Dirichlet distribution. Similarly, the underlying

prior distribution for an “unbounded” sequence, drawn from a Hoppe urn process, is a

DP.

The Hoppe urn process generates such a sequence by initially placing one “neutral”-

coloured ball in the urn. Whenever this neutral ball is drawn, it is returned to the

urn together with an additional ball of a previously unseen colour. This process resem-

bles that of the Pólya urn whenever an already coloured ball is drawn. Over time, as

the number of draws increases, a preferential clustering effect emerges in a “rich-gets-

richer” manner. Although the Hoppe urn is still somewhat of an abstract metaphor, the

subsequent sections attempt to concretise the premise of this process.

4.2.2 Chinese Restaurant Process (CRP)

Much like the Hoppe urn, the Chinese Restaurant Process (CRP) [125] is a recurrent

metaphor used to elucidate sampling from a DP. While both metaphors explain the same

process, the CRP provides a scenario that may be more easily interpretable.

This imaginary scenario conveys a restaurant that can accommodate any number of

customers, as it is unbounded by the number of available tables it can provide. A new

customer may decide to sit at one of the occupied tables or request to be seated at a

new empty table. The premise of the CRP is based on defining the probabilities of an

incoming customer sitting at a particular table.

It is possible to quantify these probabilities by using k to index the tables, and assuming

the first K tables to be occupied. Denoting the number of diners at the kth table by ck,

the CRP defines the probabilities as,

p(k) =


ck

α+N for a currently occupied table

α
α+N for a currently empty table

(4.26)

where N =
∑K

k=1 ck is the total number of diners in the restaurant. α can be interpreted

as a parameter that defines how likely it is for a dinner to choose an empty table. For

example, high values of α would correspond to the case in which the restaurant is located

in an area where the population is generally less sociable, whereby dinners often prefer
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to eat alone, and thus more likely to request empty tables. Conversely, low values of

α represent populations that enjoy socialising, and thus, diners are drawn to sitting at

tables that are already occupied.

The correspondence between the CRP and the Hoppe urn becomes clear when taking α

to be the mass of the “neutral”-coloured ball. If the probabilities of drawing balls from

an urn are now defined by their mass, then higher values of α make it more likely to

resample the “neutral” ball, leading to a sequence characterised by a wider spectrum

of coloured balls. Resampling a new colour is analogous to requesting a new empty

table. Similarly, the number of balls of a particular colour is analogous to the number

of dinners sitting at a particular table.

As demonstrated in the following subsection, the intuition behind sampling from a DP

is nicely represented by these metaphors.

4.2.3 A More Formal Definition of the DP

Thus far, some intuition has been provided in sampling categorical processes that are

unbounded by the number of possible categories an observation can be assigned to. This

process is precisely in line with that of drawing samples from a DP.

To formally define a DP, a continuous measurable space Θ, is first considered. The mea-

sure over Θ is quantified here by a PDF Go, referred to as the original base distribution

of the DP. Under these conditions, a measure is thus given by the probability of a value

θ lying in a subset of Θ, bounded by b1 and b2. That is,

Go(A) = p(θ ∈ A) =
∫ b2

b1

Go(θ)dθ (4.27)

where A is a subset of a partition over Θ, and Go(A) can be thought of as a function

that assigns a probability to the set of values θ in A. The subsets of the partition cover

all possible values of Θ, and do not overlap; therefore,

M∑
m=1

Go(Am) = 1 (4.28)

where the subscript m denotes the index of a subsection in the partition comprised of

M subsets.

Now, for a subset Am, Go(Am) will always return the same probability, i.e. the function

Go(Am) is deterministic. If these probabilities are instead assumed to be a realisation

of a stochastic process, then the corresponding distribution will be a DP, with base
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distribution Go. In other words, a random measure over Go can be represented by

the vector G = {G(A1), . . . , G(AM )}, which is distributed according to a DP if G is

distributed as a finite Dirichlet distribution with parameters {αGo(A1), . . . , αG(AM )}.
That is, G ∼ DP (α,Go) if,

{G(A1), . . . , G(AM )} ∼ Dir(αGo(A1), . . . , αG(AM )) (4.29)

where α corresponds to a scaling or concentration parameter. Sampling from a DP,

however, is not entirely obvious by this definition.

Some clarity is provided when {G(A1), . . . , G(AM )} is thought of as a prior distribution

over the probabilities of θ lying in one of the M subsections in Θ. Having observed a

collection of values θ1, . . . , θn, these probabilities can be easily updated by the conjugacy

between the multinomial likelihood and Dirichlet distribution. The posterior is thus,

{G(A1), . . . , G(AM )} |θ1, . . . , θn ∼ Dir(αGo(A1) + c1, . . . , αG(AM ) + cM ) (4.30)

where cm denotes the number of observations found in Am. By the definition of a DP,

the posterior distribution over G must also be a DP. The parameters of the posterior DP

can thus be rewritten in terms of an updated base distribution G∗
o(A) and an updated

scaling parameter α∗. Concretely,

α∗G∗
o(Am) = αGo(Am) + cm (4.31)

The updated scaling parameters can be obtained after taking the sum over all subsets

in the partition,

α∗
∑

G∗
o(Am) = α

∑
Go(Am) +N

Finally, because of Equation (4.28),

α∗ = α+N (4.32)

Plugging α∗ back into Equation (4.31) yields,

G∗
o(Am) =

α

α+N
Go(Am) +

1

α+N

N∑
n=1

δθn(Am) (4.33)
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where cm has been replaced with
∑N

n=1 δθn(Am), and δθn is equal to unity when θn ∈ Am

and zero otherwise. The DP posterior is thus expressed as,

G(A)|θ1, . . . , θn ∼ DP

(
α+N,

α

α+N
Go(A) +

1

α+N

N∑
n=1

δθn(A)

)
(4.34)

The predictive distribution for θn+1 can now be derived by marginalising G as follows,

p(θn+1 ∈ Am|θ1, . . . , θn) =
∫
p(θn+1 ∈ Am|G(Am))p(G(Am)|θ1, . . . , θn)dG(Am)

=

∫
G(Am)p(G(Am)|θ1, . . . , θn)dG(Am)

= E[G(Am)]

(4.35)

which is the expected value of G(Am) with respect to the DP posterior. Since G(Am)

is the mth component of a Dirichlet, its expected value can be calculated by taking the

corresponding Dirichlet parameter divided over the sum of the Dirichlet parameters,

E[G(Am)] =
α∗G∗(Am)∑M

m=1 α
∗G∗(Am)

=
α

α+N
Go(Am) +

1

α+N

N∑
n=1

δθn(Am)

= G∗
o(Am)

(4.36)

whereby the outcome of the predictive distribution equals the base distribution of the

DP posterior. This derivation shows that sampling from a DP is thus carried out by

sampling from its base distribution. Since the DP is a stochastic process, each sample

will depend on the previous ones, corresponding to an update of the base distribution

at each draw.

Sampling from Go(A)
∗ – and hence the DP – is now straightforward. The two com-

ponents in Equation (4.33) are weighted by α/(α + N) and cm/(α + N), respectively,

and one of these components is chosen proportional to their weights. If the outcome

favours the first component, a sample θ is drawn from Go(Am). Otherwise, θ is drawn

from Q(A) =
∑
δθn(A). Because this term is a summation, it can also be thought of as

a mixture of components. Choosing one of these components for sampling is done by

picking any region containing an observation θn, proportional to the number of current

observations in each of these regions. A new sample θ will be identical to θn.

Overall, a sample from a DP is drawn either from the base distribution with probability

α/(α+N), or by replicating one of the previous samples with probability proportional

to the number of times it has been sampled already. This sampling process can be
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visualised in Figure 4.6. A Gaussian distribution with zero mean and unit variance

is shown as the original base distribution of the DP (Figure 4.6(a)). In the very first

iteration, no samples exist, so the second term in (4.33) reduces to zero, and the only

possible choice is to draw a random sample from the base distribution. As new samples

are introduced, the weighting cm/(α + N) becomes more prevalent in certain regions,

and the chances of sampling within a region with an existing sample are greater. After

drawing 50 samples, as shown in Figure 4.6(d), the second term in (4.33) eventually

outweighs the first, and existing groups become imposing enough so as to grow at higher

rates than any potentially-new group would.

By increasing α, the formation of new groups is promoted, as a bias favouring the first

term in (4.33) is introduced. The result of sampling from a DP with different values of

α is shown in Figure 4.7. It is clear that increasing α results in the formation of more

distinct groups during the sampling process, as more weighting is provided towards

sampling from the base distribution.
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(d) 50 Samples

Figure 4.6: Sampling from a DP with α = 1. The base distribution is a Gaussian
with mean µ = 0 and variance σ2 = 1.

An important observation worth highlighting from this demonstration is that the DP

permits sampling from the same values of θ more than once. The converging result of



Dirichlet Processes 53

-5 -4 -3 -2 -1 0 1 2 3 4 5

3

0

0.1

0.2

0.3

0.4

0.5

0.6

p
(3

)

(a)

-5 -4 -3 -2 -1 0 1 2 3 4 5

3

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

p
(3

)

(b)

Figure 4.7: Outcome of a DP after drawing 50 samples with (a) α = 1 and (b) α = 10.
The same base distribution is used in both cases; that is, a Gaussian distribution with

mean µ = 0 and variance σ2 = 1.

this process is a vector of discrete measures, with each of its elements assigned to a

unique sample drawn from the base distribution. This implication makes it possible to

sample the same value more than once, even when modelled by a continuous probability

distribution.

One may note parallels between this process and the CRP. The correspondence be-

tween them can be more easily envisioned by re-writting the base distribution of the DP

posterior as,

α

α+N
Go(A) +

1

α+N

K∑
k=1

ckδθk(A) (4.37)

where ck denotes the number of times a unique value of θk has been sampled; given that

within the N current samples, there will be K unique values and K ≤ N . Sampling from

this expression is achieved by choosing whether to sample a new value with probability

proportional to α, or to resample an existing value with probability proportional to the

number of times it has been sampled already. These sampled values from the DP are

equivalent to the tables set in the CRP, whereby a unique value θk would be assigned

to each existing table. The value of α has the effect of promoting the generation of new

values, which is precisely the same effect it had for drawing new tables in the restaurant.

Similarly, the number of times a unique value is resampled is analogous to the number

of dinners currently sitting at a unique table.

In a more pragmatic sense, the values of θk need not be arbitrary. In fact, these can

be assigned to the parameters defining a collection of unique distributions in a mixture

model. This notion is the premise of an infinite mixture model, as the generation of new

values is boundless, with the added ability to resample from existing values more than

once.
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4.2.4 Stick-Breaking Process

The properties that define a DP are made explicit by the stick-breaking construction [127,

128], which is given as follows,

ρk ∼ Beta(1, α)

πk = ρk

k−1∏
j=1

(1− ρj)

θ ∼ Go

G =

∞∑
k=1

πkδθk

(4.38)

where G is a weighted sum of point masses distributed according to DP. The se-

quence of proportions πk are samples from a GEM distribution, parameterised by α,

i.e. π ∼ GEM(α). Metaphorically, the stick-breaking construction provides some in-

tuition for sampling from the GEM. An illustration of this process is shown in Figure

4.8.

At first, a proportion ρ1 is broken off a unit-length “stick”. This step can then be

repeated indefinitely by breaking a new proportion ρk from the remaining length of the

stick, i.e.
∏k−1

j=1(1−ρj). In this thought experiment, the end of the stick is never reached,

resulting in an infinite sequence of proportions π = {π1, . . . }. The proportions broken

off the stick at each iteration are randomly distributed according to a Beta distribution

with parameters 1 and α. This condition is necessary for the sequence of Beta draws to

converge to a GEM with parameter α. The size of the proportions depends on the value

assigned to α; larger values favour smaller stick partitions, thereby promoting a higher

number of small cuts, as opposed to ending with a few but larger chunks of the stick. It

should be noted that a draw of proportions from a GEM is not equivalent to drawing

samples from a DP. It is only by assigning these proportions to random samples drawn

from a base distribution Go, that makes G distributed according to a DP.

4.2.5 Infinite Mixture Model

The reasons for having a DP prior in the mixture model become evident when one is

uncertain of the number of clusters to include. This scenario can be expected in many

SHM applications, where it may be impossible to anticipate the possible number of

states/conditions a structure may experience during its lifespan. Later in Chapter ??,

the use of DPs is explored in AE-based techniques used in SHM applications.
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Figure 4.8: Stick-breaking construction.

An infinite mixture model can be constructed by allowing a set of N observations X =

{x1, . . . ,xN}, assumed to derive from the following generative process,

G|α,Go ∼ DP(α,Go)

θn|G ∼ G

xn|θn ∼ p(xn|θn)

(4.39)

where θn can now be interpreted as the parameters governing the independent distri-

butions in the mixture model. By establishing a DP-prior in the mixture model, the

actual number of clusters is no longer defined but is rather to be inferred directly from

the data. The challenge is in inverting the generative process to infer the parameters of

the mixture model after having observed the data. While this inversion is possible by

employing Bayes’ Theorem, the DP is often unlikely to be a conjugate prior, thereby

necessitating approximation of the posterior. Methods developed specifically for this

type of inference are based on either MCMC sampling [129] or VI [130].

4.3 Summary

In this chapter, a theoretical background regarding GPs and DPs was presented. The

aims here were to introduce fundamental concepts underpinning these models and pro-

vide an intuitive understanding of how they operate via illustrative metaphors. In

Chapters 5 and 7, the GP is employed to learn complex relationships in case studies

involving damage detection and localisation. Meanwhile, Chapter 6 explores the use

of DPs to develop a flexible clustering model, designed to simplify the analysis of AE

data.





Chapter 5

An Exploratory Study for

Enhanced Localisation

Techniques for Rotational

Systems and Structures

Despite only meeting the fundamental conditions governed by Rytter’s hierarchy, a mon-

itoring system merely designed to detect damage is already promising enough to prevent

structural failures and provide means for an efficient maintenance schedule. Nonetheless,

one may be interested, or even required, to know where damage might be present within

the structure.

The reasons for this potential interest are, indeed, application-dependent, but are often

motivated by defects that emerge in locations deep within the structure that cannot be

easily accessed during a visual inspection. This premise also applies to systems comprised

of various components, in which case one may want to know which component is faulty

without having to disassemble the system in its entirety. For example, the inspection of a

commercial jet engine can be planned more carefully if it is suggested by the monitoring

system that the source of damage derives from the low-pressure compressor. With this

information at hand, an engineer could then produce an efficient maintenance plan in

which it is only required to isolate the low-pressure compressor from the rest of the

engine, and thereby limit the search for the exact location of damage to this module,

saving valuable time and resources in the process. It should be noted that this example

grossly simplifies the attention that is required in the overall inspection of commercial

jet engines, as damage in the frontal modules has the potential to propagate through to

the rear of the engine, but the idea holds if monitoring systems are designed to aid the

57



58
Chapter 5 An Exploratory Study for Enhanced Localisation Techniques for Rotational

Systems and Structures

engineers and technicians responsible for this task, with the added upside of potentially

mitigating further costs.

The present chapter addresses this type of problem by means of statistical modelling.

More specifically, two case studies are outlined in which localisation techniques are

employed to conveniently diagnose the health-state of the system. The first of these

case studies builds upon a comprehensive experimental procedure conducted in [131],

where state-of-the-art ultrasonic methods are tested to accurately measure the fluid-film

profile of a journal bearing in-situ. In the following section, details of this case study

are outlined along with the proposed method for modelling the developing fluid film,

which is then used to estimate the location of the bearing shaft under various operational

conditions. The results offer the possibility to visualise the confidence of the predictions

and allow the true location to be found within an area of high probability in the bearing’s

bore.

The second case study outlines a more direct approach to damage localisation by ex-

ploiting the propagation of AE waves in structures. This case study differs from the first

in the sense that the system being studied is purely structural. In particular, AE-data

recorded from a full-scale helicopter blade are processed to develop a probabilistic model

designed to predict the location of potential sources of damage. The section covering

this case study addresses the challenges related to the construction of ∆T maps and

proposes a novel strategy for identifying optimal sampling points, eliminating the need

for extensive data collection for training.

In both case studies, a GP regression strategy is utilised, predominantly adopting the

techniques explored by Jones et al. [132]. The fundamental aim of this strategy is based

on learning a functional mapping of location defined by a two-dimensional coordinate

system, to a corresponding target value, i.e. (x, y)→ z. Given a training data set D =

{(xi, yi), zi}Ni=1, the GP learns an interpolated representation of the target values over the

continuous space that is covered by the coordinate system. Because the GP is employed

in this regression exercise, the model returns a quantified uncertainty associated with

the predictions of zi. The location of interest can then be identified as the coordinates

exhibiting the highest probability, which is achieved after evaluating the likelihood of z

across the entire map.
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5.1 Case Study 1: Journal Bearing Shaft-Centre Localisa-

tion

The journal bearing stands out as a specific type of fluid-film bearing extensively used in

motors, pumps, turbines, and gearboxes [133]. All rotating machinery heavily depends

on the smooth operation of their supporting bearings, and this holds true for the journal

bearing as well. To clarify the motivation of the strategies taken in this section, it is first

necessary to emphasise the contrasts between journal bearings and their rolling element

counterparts in terms of developing condition monitoring systems. A simple diagram of

these two types of bearings is shown in Figure 5.1.

(a) (b)

Figure 5.1: Diagram illustrating the cross-sections of (a) a rolling-element bearing
and (b) a journal bearing.

Generally, the mechanisms governing acceleration signatures in rolling-element bearings

are more comprehensible than those in journal bearings. For example, when local faults

are present, the frequency spectrum of recorded signals should exhibit peaks at charac-

teristic frequencies linked to rolling elements striking faults in the inner or outer race.

The same effect may also arise when a fault in the rolling element strikes both the inner

and outer race within a single basic period [134]. Given that the response is prompted

by a series of periodic impulses, extracting the envelope of the carrier frequency can be

accomplished by employing a Hilbert transform or a band-pass filter on the signal.

This envelope spectrum analysis aids the development of a CM system, offering insight

into the frequencies affected by defects in the bearing [134]. Depending on the type of

damage, the waveform might also exhibit varying amplitude modulation. For example,

with inner-race damage, the peak amplitude will be highest when the damaged location

aligns with the point of maximum load and gradually decreases as it rotates away from

it [5]. These phenomena are distinctive to damaged bearings, to the extent that the
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formulae for frequencies associated with each damage type can be defined, as provided

in [135].

Since the load on journal bearings is entirely supported by the fluid film, which forms

because of the lubricant being directed into a narrowing path by the rotating shaft, this

process might not be directly applicable to journal bearings. In theory, local faults in a

journal bearing are not expected to be captured by accelerometers in the same manner

as in rolling element bearings. Instead of producing a sequence of periodic impulses, the

fluid film in journal bearings might just flow over a local fault with minimal impact on

the recorded waveform. Consequently, traditional vibration monitoring methods might

not be well-suited for early fault detection in journal bearings.

Because of this consideration, and the intricate dynamics arising from a load-supporting

film, the CM of journal bearings becomes a compelling subject, warranting investigation.

In fact, extensive research on this topic can be found in the literature, with many

studies proposing innovative AE-based monitoring techniques for detecting, and in some

cases, identifying various failure modes that journal bearings might undergo, such as

wear [136, 137], contamination [138, 139], seizure [140, 141], starvation [142], and vapour

cavitation [41].

In the present work, however, an alternative approach is explored, where monitoring

systems are developed based on ultrasonic measurements of the fluid-film thickness.

Monitoring the fluid-film thickness as a primary feature is of interest because of its

high dependency on the operating parameters of the bearing. Changes in the operating

conditions cause the bearing shaft to adjust to a new equilibrium position, where internal

hydrodynamic forces are in balance with applied loads [143]. Therefore, by monitoring

the fluid-film thickness, it might be possible to ascertain the operating state of the

bearing and assess whether such operation is within normal conditions.

Various methods have been proposed for measuring the fluid-film thickness, with some

examples demonstrated to be reliable when based on electrical techinques [144, 145] or

optical techniques [146, 147]. Although the predictions of these methods tend to be

in good accordance with simulations and numerical solutions, they can be complex or

rely on impractical requirements (e.g. invasive sensor placement or transparent surfaces

for optical-based measurements). On the other hand, ultrasonic-based techniques have

the potential to provide accurate measurements without the aforementioned disadvan-

tages. This method of measuring thin fluid films has been successfully implemented by

evaluating changes that ultrasonic pulses experience as they traverse a liquid medium

between solid surfaces [148, 149]. The observed differences primarily stem from changes

in amplitude and phase of the reflected pulses, encompassing the spring model for film

measurements, as these are governed by the stiffness of the medium. The spring model
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has limitations in the range of thicknesses it can measure, and an additional model, the

resonant dip technique, is necessary to account for thicker layers [150]. The application

of ultrasonic-based techniques has been extended to journal bearings and extensively

explored for online fluid-film thickness measurements [131, 149, 151, 152].

While the results from these studies are promising, some limitations become evident by

the constraints imposed by the amplitude-change method, phase-change method and

resonant-dip technique. Fortunately, these limitations can be partially alleviated by

complementing the measurements with a statistical model capable of estimating the

thickness whenever these three methods fail to do so accurately. Before delving into how

this enhancement can be achieved, a brief background in ultrasonic-based techniques is

covered.

5.1.1 Ultrasonic-Based Techniques for Measuring Oil Film Thickness

During operation, pulses of ultrasonic waves traverse the oil film as the shaft spins, with

some of its energy bouncing off the film and adjacent surfaces. The reflected waves are

then picked up by the same emitting sensors, and their signals are processed to identify

differences from the originals. One of these changes may be noted as a reduction in

amplitude, provided by the energy loss that is transferred to the lubricant. The idea is

to somehow relate this measured change in amplitude to the actual thickness of the film.

This relation is achieved by defining the reflection coefficient R, which is given by the

ratio of the reflected signal amplitude to the incident signal amplitude, together with

the acoustic properties of the bearing and lubricant film. The result is an expression,

h =
ρc2

Ωz1z2

√
R2(z2 + z1)2 − (z2 − z1)2

1−R2
(5.1)

where h is the fluid-film thickness, ρ is the lubricant density, c the velocity of sound in

the lubricant, Ω the angular frequency of the ultrasound wave and z1 and z2 are the

acoustic impedances - or resistance to the wave’s propagation - of the materials on each

side of the lubricant film.

The second feature that can also be monitored is the phase change of the reflected signal.

Following a similar procedure as before, but this time relating the phase of the reflected

wave ϕR to the acoustic properties, yields another equation for the fluid-film thickness,

h =
ρc2(tanϕR)(z

2
2 − z21)

Ωz1z22 ±
√

(Ωz1z22)
2 − (tanϕR)2(z22 − z21)(Ωz1z22)2

(5.2)
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Both methods are limited by the range of boundary lengths they can cover. As the

thickness increases, the system is said to be no longer stiffness dominated [131], and the

reflection coefficient R tends to unity for the amplitude-change Equation (5.1), while ϕR

tends to zero for the phase change Equation (5.2). The calculated values of h are clearly

indefinite at such limits, thereby making these methods valid only for small boundary

lengths.

The measurable range of fluid-film thickness can be extended by incorporating multiple

sensors of varying frequencies but at the expense of higher hardware complexity in the

ultrasonic system. An alternative to this problem is by means of a third method; the

resonant dip method, which essentially involves tracking amplitude “dips” that manifest

in the frequency domain when the lubricant film resonates under the excitation of the

incident wave [153]. This method, however, is also limited by its measuring range, as

higher-order dips often blend with background noise.

5.1.2 Experimental setup

The data examined in this case study correspond to the measurements obtained from

the experimental procedure in [131], which was originally conducted by Dr. S. Beamish

from the University of Sheffield. The methodology employed involved the design of a

bespoke test rig, designed specifically to measure the fluid-film thickness of an operating

journal bearing. A schematic is shown in Figure 5.2.

Figure 5.2: Schematic of journal-bearing test rig. From Beamish et al. [131].

In this configuration, rolling-element bearings were included in the rotor and placed on

either side of the journal bearing to adjust the alignment of the shaft. A flexible linkage

allowed the rest of the bearing assembly to move freely and adopt its equilibrium posi-

tion. Controlled variations of the rotational speed, static load and inlet oil temperature
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were possible in this setting. An important consideration to highlight at this point is

that the static load is applied downwards via a hydraulic actuator. The lubricant was

stored in a heated bath as part of a continuous circulating system of a fully-flooded bear-

ing assembly. Six longitudinal ultrasonic transducers were embedded within the shaft,

feeding to the data acquisition hardware at a rate of 80kHz via a multi-channel slip

ring. Other measuring equipment were also installed, such as thermocouples to monitor

oil temperature, load cells to measure the applied load, encoders to keep a record of

the rotation angle, and four eddy-current gap sensors for indirect fluid-film thickness

measurements.

The novelty of this rig lies in the set of ultrasonic emitters and receivers being embedded

in the shaft, allowing for measuring the fluid-film thickness all around the bearing, rather

than at a fixed point. This concept is shown in Figure 5.3.

(a)

(b)

Figure 5.3: (a) Photographs of shaft during pin installation and after grinding. (b)
Schematic of bearing cross-section including position of oil inlet. From Beamish et al.

[131]

The interested reader is encouraged to refer to the original source ([131]) for the full

details regarding the experimental test rig.

5.1.3 Learning Strategy

The fluid-film measurements of the bearing operating at 400rpm and subjected to a

load of 20kN are shown in Figure 5.4. At first glance, the aforementioned limitations

of the methods are evidenced by gaps in the measurements; the ultrasonic transducer is

incapable of capturing enough information in these regions to derive meaningful results.

Although the given results qualitatively appear to agree well with the theoretical solution

(Raimondi-Boyd method [154]), these “dead zones” might restrict the derivation of other

physical effects, such as the film pressure distribution. These gaps motivate the use of

a GP regressor to sensibly interpolate the available data.
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Figure 5.4: Experimental results where the measurements obtained from the
amplitude-change model, phase-change model and resonant-dip technique are displayed.

(Reproduced from [131])

Having the collection of measurements at hand, it is possible to estimate what the fluid-

film thickness may be at all points around the bearing. One could, for example, assume

a deterministic framework and assign the minimum value data point to be the true

minimum fluid-film thickness hmin. The remaining values of h can then be obtained

geometrically via,

h = c(1 + ϵ cos(Θ)) (5.3)

where c is the bearing radial clearance, Θ is a polar coordinate about the shaft-centre,

and ϵ is the eccentricity ratio defined as ϵ = e
c = r−hmin

c , with e being the off-set

distance of the shaft-centre from the bearing centre. However, adopting a deterministic

framework implies absolute certainty that the bearing is perfectly circular, and that

the observed experimental results are true, which is unlikely to be the case given the

inevitable presence of noise and uncertainties in the measurements. The GP is thus

employed to map a set of observations (shaft rotation angle) to a corresponding vector

of targets of the fluid-film thickness measurements. The implementation of a Bayesian

approach allows for the prediction of the fluid-film thickness based on the observed data,

its noise, uncertainty and any informed beliefs of the underlying physics.

For this particular application, it is convenient to introduce a covariance function that

operates in polar domains [155]. Stationary covariance functions are generally computed

with respect to the Euclidean distance ||x − x′||, which underestimates the influence
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of points located on the same concentric circles. A covariance function that satisfies

the conditions of semi-positive definiteness over the polar domain is the C2-Wendland

function [155],

Wc(t) =

(
1 + τ

t

c

)(
1− t

c

)τ

+

, c ∈] 0, π] , τ ≥ 4 (5.4)

where t is the angular distance between points x and x′, τ is a steepening parameter,

and c = π if the measured distances are geodesic. The conditions in Equation 5.4 are

necessary for the covariance to be zero at t = π and also strictly positive when t > π.

The influence of the polar kernel can be combined with an Euclidean kernel to achieve

a more accurate representation of the bearing. This operation is conducted using an

ANOVA combination,

k2D(x, x
′) = s2(1 + α2

1krad(ρ, ρ
′))(1 + α2

2kang(θ, θ
′)) (5.5)

where the radial and angular coordinates of x are now represented by ρ and θ, respec-

tively. The corresponding radial and polar covariance functions are denoted by krad and

kang, where kang(θ, θ
′) =Wπ(d(θ, θ

′)).

Recalling the mathematical framework for GPs presented in Chapter 4, the following

subsections outline the strategies conducted in the construction and implementation of

the models for fluid-film prediction and shaft-centre localisation.

5.1.4 Modelling Journal Bearing Fluid-Film Thickness

To illustrate, measurements obtained under a specific operational condition are initially

taken into consideration. These measurements correspond to the ultrasound measure-

ments gathered while the bearing was operating at a constant speed of 400rpm and

subjected to an applied static load of 20kN. The outcomes are depicted in Figure 5.4,

illustrating the estimates of fluid-film thickness provided by the amplitude model, phase

model, and resonant dip method.

While directly constructing a GP to fit the observations is feasible, preprocessing the

observations is necessary to eliminate potentially misleading measurements. This step

is warranted as the ultrasound technique tends to be more dependable in converging

regions near the minimum point. Specifically, in diverging regions, cavitation causes

the film to rupture, distorting the measurements collected from these areas [156]. This

phenomenon is evident in Figure 5.4, where the phase model predictions converge to
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unrealistic observations as the sensor readings move away from the point of minimum

thickness. Similarly, the amplitude model yields an additional dip that appears to chal-

lenge the cylindrical geometry of the bearing. Neglecting these inconsistent observations

could adversely affect the predictive capabilities of the GP model.

Therefore, only data contained within a small region about the minimum fluid-film

thickness are taken into account. The selected data region for this analysis encompasses

a 10% span of a full cycle; that is, 18◦ on each side of the minimum point (Figure 5.5).

The Raimondi-Boyd (min) solution is employed as a reference to estimate the angular

position of the minimum fluid-film thickness. The same procedure is applied to the

observations obtained via the resonant dip technique.
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Figure 5.5: Data-selection from (a) the phase change method and (b) the resonant
dip method.

The resulting data set comprises a combination of the observations from the phase

change method with those from the resonant dip method, which are then partitioned

into a training and testing set. Indeed, the data selection process is based on a predefined

range, potentially delimiting the most consistent observations. This factor unavoidably

influences the learning process, and a form of validation is essential to ensure that the

considered portion optimises the performance of the model. Although such validation

steps are not expounded upon in the current work, they remain a topic for future explo-

ration. Nevertheless, even with the reduced data set, meaningful outcomes are achieved,

effectively showcasing the intended concepts of this section.

A variety of different covariance functions is worth evaluating to find the one that is

better suited for the current application. In this case, three covariance functions are used

to construct each corresponding GP: (a) a squared-exponential function, (b) a Matérn

3/2 function and (c) a strictly-periodic function. The definition of these functions are

recalled from Chapter 4 as,
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ksqe(x, x
′) = σ2f exp

(
r2

2l2

)
(5.6)

k3/2(r) = σ2f

(
1 +

√
3r

l

)
exp

(
−
√
3r

l

)
(5.7)

and,

kp(x, x
′) = σ2f exp

(
−2(π|x− x

′|/p)
l2

)
(5.8)

respectively, where r = ||x − x′||. The (hyper)parameters σ2f and l represent the signal

variance and length scale, respectively, and the new parameter p in equation (5.8) simply

determines the period of the function. The squared-exponential function and the Matérn

function are common choices when one is uncertain about the characteristics of the

underlying regressor. If enough data are provided, the fit provided by these functions

should approximate closely to the best-fitting regressor. Since the available data in this

experiment were limited, it was perhaps necessary to examine a covariance function that

could embody the periodic nature of the data, and for this reason, the strictly-periodic

function was included in the model selection process.

The resultant models for each data set are shown in Figure 5.6. Unlike the first two

covariance functions, the periodic function maintains the periodicity of the GP beyond

the range of observations. This outcome aligns with the physical attributes of the bearing

operating at a constant speed. Additionally, after evaluating the log marginal likelihood

of the testing sets in relation to each GP, it becomes evident that the periodic prior

appears to be the one that best supports the new evidence. Given these advantages,

the GPs constructed for all other operational conditions can be defined by the periodic

covariance function.

It is worth noting that the GP interpolates the film measurements over the full range

of the bearing. All three GPs appear to encompass the Raimondi-Boyd solution within

their delimited confidence bounds. This interpolation is not based on the observations of

the minimum fluid-film thickness only, but it also takes into consideration all the other

observations in the training set. By leveraging the available measurements, the GP can

probabilistically predict the actual film thickness for all shaft rotation angles. Another

noteworthy observation is the confidence the model has in making predictions, which de-

creases in areas where observations are unavailable. This outcome comes as no surprise,

as the model provides estimates in areas lacking empirical evidence. Nevertheless, the

GP posterior mean indicates where observations are most likely to exist, allowing one to
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Figure 5.6: GPs over phase change fluid-film thickness observations defined by the
(a) squared-exponential function, (b) Matérn 3/2 function and (c) strictly periodic
function. Log marginal likelihood evaluated on test data resulted in (a) 592.46, (b)

578.14 and (c) 605.16 for each model, respectively.

use the Maximum-a-Posteriori (MAP) estimate to model the fluid-film thickness. Alter-

natively, the uncertainty in the predictions can be propagated through further analysis

to estimate some bearing dynamics with a quantified measure of confidence.

In a CM context, for example, training a GP to learn from measurements corresponding

to a healthy bearing could help discern whether new observations derive from a normal
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operating condition. If wear or misalignment were to emerge during operation, the

ensuing observations would somewhat deviate from normal, consequently diminishing

their likelihood in relation to the previously-inferred model. This notion is pursued in

the subsequent subsection with the integration of the C2-Wendland function to predict

the shaft-centre location in the bore.

5.1.5 On the Use of GPs for Shaft-Centre Localisation

The shaft-centre location can be defined by two coordinates: its eccentricity ratio, ϵ,

and attitude angle, Φ. These coordinates represent the radial and angular components

of the shaft-centre location with respect to the absolute bearing centre and load vector,

respectively. It is possible to extract these coordinates directly from the fluid-film thick-

ness observations. This approach involves finding the minimum value of the observations

and its corresponding polar coordinate with respect to the bearing’s Top Dead Centre

(TDC). However, one would assume a deterministic framework by deeming the mini-

mum point observation to be true. As mentioned above, assuming absolute certainty in

the observations would imply perfection and thus lead to inaccurate predictions of the

shaft-centre location. Therefore, the probabilistic framework described in the previous

subsection was preferred to establish the most likely location of the shaft when given a

specific operational condition.

The series of experimental runs here involved either changing the applied load W or

rotational speed ω in controlled steady-state environments (e.g. constant oil temperature

and supply). Each of the data sets was then modelled with a GP defined by the periodic

covariance function, followed by the extraction of the MAP estimates of hmin, and

their corresponding angular positions in terms of the attitude angle. Figure 5.7 shows

the coordinates of the shaft centre inferred from each speed-load combination. Although

unusual, the shaft found itself at the top half of the bearing throughout the experimental

procedure. This was expected as the bearing assembly adjusts to the build-up of pressure

produced in the film by reacting to the load being applied downwards on the housing

(while maintaining the shaft fixed). This setup is equivalent to having the bearing

assembly fixed and the loaded shaft free to adjust to its stable position.

At this point, it was necessary to assign labels to each location in order to construct a

data set that could be used to map the shaft-centre location from its respective oper-

ational parameters. A convenient combination of these parameters exists via the Som-

merfeld number [157], defined by,

So =

(
R

c

)2 µωLR

2W
(5.9)
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Figure 5.7: Training data set including all shaft-centre locations.

where R and L are the internal radius and length of the bearing, respectively, and µ

is the lubricant dynamic viscosity. The Sommerfeld number has been commonly used

to compare the performance of journal bearings [143]. It should be noted that the

rotational speed and applied load variables in Equation (5.9) are combined by the ratio

ω/W . Given that the experimental procedure was performed in a controlled steady-

state environment, the viscosity term is assumed constant. Hence, each location can

be labelled by a simplified Sommerfeld number defined only as a proportion of their

corresponding speed-load ratios. This assumption allows one to have a training set

D = {Xi, yi}Ni=1 of N observations where Xi is the coordinate (ρi, θi) of the target

ti = ωi/Wi. Since the bearing is analysed in the polar domain, the coordinates are

expressed in terms of a radial distance ρi and angular position θi from the bearing’s

centre and TDC, respectively.

Having established a data set that relates the shaft-centre position to the corresponding

operating parameters, it is possible to develop a new GP regression model aiming to

capture this relationship at all locations that the shaft might adopt. This procedure

involves placing a grid over the bearing’s cross-section. The nodes in the grid correspond

to the predicted values of the model based on the training set D and any informed beliefs

about the function being modelled. These considerations are managed with a suitable

choice of covariance functions that best describe the underlying behaviour of the journal

bearing.

Indeed, the polar nature of the bearing analysis means that a unique Euclidean-based

covariance function would underestimate the influence of changes in the angular direc-

tion, and disregard the circular geometry of the bearing. A more prudent approach

was thus followed with the inclusion of a polar covariance function kang defined by the
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C2-Wendland function (Equation (5.4)) for geodesic distances. Two other covariance

functions were also considered for the radial space and then combined with kang via an

ANOVA operation; these are the polynomial exponential-decay function (kpol) and the

Matérn 3/2 function (k3/2); each combination will be referred to as Model A and Model

B, respectively.

The former radial covariance function (kpol) is justified when considering the expected

behaviour of the journal bearing under varying operational conditions. Increasing the

rotational speed results in the journal adjusting towards the centre of the bearing. In

theory, given a steady-state fixed load operation, the journal will be concentric to the

bearing when t ∝ ω →∞ as ω →∞. Conversely, increasing the load while maintaining

a constant speed will have an opposite effect and t ∝ 1/W → 0 as W → ∞. An

exponential decay function will somewhat model these characteristics and is thereby

expected to provide a more realistic predictive framework. Meanwhile, the Matérn

function is elicited to compare the outcome of a somewhat informed covariance function

(i.e. the radial covariance function), to another that one would employ if unaware of

the physics involved. Figure 5.8 shows some random samples from GP priors defined by

each of the individual covariance functions.

(a) (b) (c)

Figure 5.8: Samples drawn from zero-mean GP priors defined by: (a) a polynomial
exponential-decay kernel, (b) a Matérn 3/2 kernel, and (c) C2-Wendland kernel. Each
line represents a different random function sampled from the GP prior. The vertical
axis represents the output of these functions when presented with values from the input

space.

Having defined the priors, the mean and variance of the GP posterior can be inferred with

the introduction of the training set D. The results are shown in Figure 5.9, showing

both the mean and variance of GP prior and posterior corresponding to each model.

Only the first quadrant of the bearing’s cross-section was modelled since the shaft was

found to have positioned itself only within this area in all experiments. This choice was

also convenient to minimise computational expenses. Much like in the previous section,

the models (more evidently displayed by Model B), are less confident in regions away

from the observations.
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(a) (b) (c)

(d) (e) (f)

Figure 5.9: (a)-(c) GP prior sample, GP posterior mean and variance defined by
Model A. (d)-(f) GP prior sample, GP posterior mean and variance defined by Model

B.

One may note that the predictive distributions do not explicitly estimate the location

of the journal centre. Fortunately, having assigned speed-load ratio predictions to each

grid point (ρ, θ), a coordinate X that maximises the probability of observing a new

speed-load ratio tnew can be found. Inverting the problem in this way means assessing

the log-likelihood of a new observation, tnew, as,

log p(tnew|D,X∗) = −
1

2
logV[f∗]−

(tnew − E[f∗])2

2V[f∗]
− 1

2
log 2π (5.10)

where X∗ is an array comprised of all the candidate coordinates where the log-likelihood

of tnew is evaluated, and f∗ denotes the GP predictions in relation to X∗. The results are

shown in Figures 5.10 and 5.11, displaying the likelihood map of tnew at all grid points

across the bearing section. One can thus infer the journal position by locating the point

of maximum likelihood in the grid, which is provided with an associated uncertainty in

the prediction.

It is important to note that the model simply attempts to predict the mean position of

the shaft centre, given the initially-presented observations. In this case study, there is

no reason to believe that any form of elliptical orbiting occurred. However, if some form

of elliptical motion exists, and enough observations are provided, then the GP model

should account for the added uncertainty given by the variation of the shaft displacement

about its centre. If this were to be the case, then the estimated location should indicate
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(a) (b)

(c) (d)

Figure 5.10: Model A likelihood maps of bearing shaft-centre location. Each fig-
ure corresponds to an arbitrary test-point: (a) 100rpm/10kN, (b) 400rpm/14kN, (c)
400rpm/4kN and (d) 800rpm/10kN. The actual measurements are indicated by a red

cross.

the area covered by the orbital motion of the shaft centre, but predicting the orbital

path may require a different approach in the learning process.

Another point that should be mentioned, is the limitation of having the rotational speed

and static load as the only two input parameters of the model. The journal bearing was

studied in a controlled environment, and it would be unrealistic to expect an identical

behaviour in a practical application. In order to improve the robustness of the GP

model, one would need to consider other important parameters, such as dynamic loads,

lubricant temperature variations, elastic deformations and surface roughness, among

others. This work leaves room for these considerations and will be accounted for in

future experiments.
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(a) (b)

(c) (d)

Figure 5.11: Model B likelihood maps of bearing shaft-centre location. Each fig-
ure corresponds to an arbitrary test-point: (a) 100rpm/10kN, (b) 400rpm/14kN, (c)
400rpm/4kN and (d) 800rpm/10kN. The actual measurements are indicated by a red

cross.

5.1.6 Performance Evaluation

Because of the small available data set, splitting the observations into a training and

test set could have limited the learning process. Nevertheless, alternative validation

techniques exist to account for small data sets, such as k-fold cross-validation and leave-

one-out cross-validation (LOOCV) [158]. Given that the number of observations was

particularly small in this work (N = 15), the latter approach was adopted.

The LOOCV approach involves splitting the whole data set into K parts equal to the

total number of observations (i.e. K = N). The model is then trained on K − 1 parts

and tested with the remaining one. This process is repeated with a newly-assigned test

point until all K parts have been a test set. The calculated errors in each iteration

are then averaged to give a final performance evaluation. Although training the model
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repetitively can be computationally expensive, a small data set compensates for this

inconvenience.

The localisation algorithms developed in the previous section were based on different

prior beliefs. The small number of observations makes the choice of a suitable GP prior

even more important. One can make use of the marginal likelihood to compare how

likely unobserved data (tnew), are given the choice of prior belief. The errors in the

validation process were hence assessed by calculating the likelihood of each test set with

Equation (5.10). The results shown in Table 5.1 demonstrate that the more informed

prior leads to a higher overall likelihood of the test data.

Table 5.1: Performance evaluation results of GP models indicating the averaged
marginal likelihood and root-mean-square-error (RMSE). The results are averages of
the error metrics derived from the test sets assigned at each iteration in the cross-

validation process.

Model Covariance function Averaged marginal likelihood Averaged RMSE

A kpol(ρ, ρ
′) & kang(θ, θ

′) 70.8083 0.0442
B k3/2(ρ, ρ

′) & kang(θ, θ
′) 50.4647 0.0685

Another performance assessment method was also considered, where the most likely

predicted location was compared to the true value via the Root-Mean-Square-Error

(RMSE). The RMSE can be expressed as,

RMSE =

√∑
ρ,θ((ρ, θ)pred − (ρ, θ)true)2

Ntest
(5.11)

where Ntest is the number of samples in the test set. As before, the RMSE was evaluated

at each iteration test set of the LOOCV process and then averaged to attain the overall

performance. The results have also been included in Table 5.1 and a depiction of these

differences is illustrated in Figure 5.12.

Similarly, the averaged RMSE indicates that Model A predicted locations that were

generally closer to the true values than Model B. By looking at the predicted locations

in Figure 5.12, one can note that a major contribution to this error is given by the

point lying nearest to the bearing centre. This point corresponds to the journal bearing

operating at a speed of 400rpm and with an applied static load of 2kN. Under these

conditions, the shaft is located away from all the other locations recorded in the data set.

As demonstrated thus far, in areas of sparse data, the GP becomes less certain, thereby

making poorer predictions, like the one observed for this data point. However, when

considering the confidence bounds around the shaft-centre location, the true location is

said to exist somewhere within the spread of the prediction. That is, the GP predictions

are not limited to a single location, and account for the probabilities of the true values
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(a) kpol(ρ, ρ
′) & kang(θ, θ

′) (b) k3/2(ρ, ρ
′) & kang(θ, θ

′)

Figure 5.12: Distance of the predicted locations to their corresponding true values.
(a) Model A and (b) Model B.

existing anywhere in the bearing. The practical advantage of this probabilistic frame-

work is then provided by reduced areas within the bearing where the shaft-centre true

location is more likely to be found. These areas only become narrower (i.e. more certain)

under the presence of data, and more measurements would be needed to improve the

performance of the proposed models.

5.1.7 Damage Detection on Simulated Data

Before concluding this section, a scenario is considered where a journal bearing undergoes

gradual oil starvation during operation. This simulation is conducted with the aim of

showcasing how the proposed model could be applied to detect deviations from normal

operations. To begin, the response of the journal was simulated assuming it to be

a short-width bearing [159], and by adopting the operational parameters outlined in

Table 5.2. These parameters align with the actual dimensions and operating conditions

of the journal bearing studied so far.

Table 5.2: Journal bearing operating parameters.

Parameter Symbol Value Units

Bearing radial clearance c 55 µm
Journal diameter D 110 mm
Rotational speed ω 1-2000 rpm
Static load W 2000 N
Oil kinematic viscosity µ 0.0604 Pa s

The equilibrium position was calculated for speeds ranging from 1rpm to 2000rpm,

while keeping the remaining parameters constant. The obtained coordinates were then

corrupted with artificial noise modelled by i.i.d. samples from a Gaussian distribution

with zero mean and standard deviation equivalent to 2% of the standard deviation of
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the noise-free signals. The corrupted data were subsequently used to train a GP to learn

the functional mapping between the coordinates and speed-load ratio.

Let the nominal operation of the bearing be such that the equilibrium position is at

X = {0.5, 54◦}. In this particular case, according to the short-width bearing model, this

location corresponds to the bearing rotating at 115rpm and subjected to a static load

of 2kN.

In practical scenarios, a collapsing film might cause the shaft to rub against the bore at

the point where the thinning film is unable to support the load of the rotor. Such an

event is undesirable and can be damaging to the rotor, especially when dealing with high-

speed turbo-machinery systems. A monitoring system capable of promptly detecting the

onset of this phenomenon could provide operators with sufficient time to take necessary

actions.

The strategy employed here to detect this abnormal behaviour is based on the concept of

using the negative log-likelihood as a novelty metric. Concretely, the GP likelihood map

favours the journal sitting near the equilibrium position in terms of mass distribution in

the inferred likelihood map. In other words, if the location of the shaft were to change

from factors other than speed and load - such as a reduced oil supply - the computed

likelihood would decrease as the shaft departs from its equilibrium position. Given the

probabilistic framework of the model, a threshold for flagging abnormal operations can

be empirically defined using a sufficiently high percentile.

The outcome of this exercise is illustrated in Figure 5.13, where a 99th-percentile thresh-

old is employed. The standard bearing configuration is adopted, focusing now on the

lower quadrant. The reduction in oil supply is simulated by gradually reducing the thick-

ness of the fluid film at these conditions, and the resulting downward trajectory followed

by the journal is depicted in red, accompanied by simulated measurements artificially

corrupted by noise. The negative log-likelihood of these measurements is calculated

chronologically as shown in Figure 5.14.

Although this simulation may offer a simplified representation of oil starvation, it serves

as an illustration to demonstrate that any form of deviation from the equilibrium position

can be easily detected by means of the proposed model. A prevalent advantage of this

strategy is its adaptability to operational variations. The model is somewhat impervious

to changes in rotational speed and/or static loads since the GP is trained to estimate the

equilibrium position in relation to these parameters. However, as discussed earlier, other

benign variations are expected to affect this relation, potentially leading to an increased

rate of false positives. Addressing these variations in the relationship learned by the GP
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Figure 5.13: Illustration of oil starvation showing (a) the trajectory of the path
followed by the shaft centre, and (b) a detailed view of the threshold defined in terms
of the likelihood map. The colour bars indicate the likelihood given by Equation (5.10).

could enhance the model to accurately distinguish genuine abnormal responses. While

beyond the scope of this chapter, this issue remains a topic for future research.
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Figure 5.14: Novelty indices given by the negative log-likelihood, as a function of the
operational parameters ω = 115rpm and W = 2kN.

5.2 Case study 2: Acoustic Emission Source Location Us-

ing Bayesian Optimisation for a Composite Helicopter

Blade.

The second case study outlined in the present chapter is concerned with the implementa-

tion of AE-based techniques to localise sources of damage. This method is made possible

by having multiple AE-sensors acting simultaneously. The location of an emerging de-

fect can effectively be determined by measuring the Time of Arrival (ToA) of a wave to

each sensor.

A traditional approach to AE source localisation is based on triangulation, where the

source is determined to be at the intersection of the contours resulting from calculating

the differences in ToA (∆T ) from multiple sensor-pairs [160, 161]. Localisation may also

be approached as an optimisation problem, where the origin of a source is estimated by

minimising the difference between the recorded ∆T and values calculated at candidate

locations.

Although these methods have been demonstrated to work successfully, there are a few

associated challenges that can be arduous to overcome. For example, the propagating

path of an emitted wave is an important factor to consider, as localisation becomes in-

creasingly more difficult when dealing with composites, or when obstructions are present

in the propagating path of the wave. Some progress has been achieved with anisotropic
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materials [162, 163], but it may still be challenging to analytically determine how the

wave travels through the medium.

Data-based techniques have been developed for this type of application by instead learn-

ing statistical models that are uniquely concerned with the ∆T measurements [164]. The

idea behind this approach is to artificially construct a map of ∆T values at various lo-

cations, to then match the ∆T from a real AE to those on the map. A probabilistic

framework for this technique has also been explored and implemented successfully in

[93, 165].

The problem is that ∆T maps can be laborious to produce. A vast collection of data

may be required to cover the entire surface where damage might be expected. The ∆T

maps must also be fine enough for accurate predictions, considerably increasing the size

of the data set needed for the learning process.

While attention is given to localising sources of AE, the efficient construction of a ∆T

map is also explored, where a Bayesian optimisation approach is used for an optimal

selection of sampling points. The subsequent sections detail the experimental procedure

undertaken for data collection, outline the employed modelling strategies and subse-

quently discuss the obtained results from the proposed methods.

5.2.1 Experimental Procedure

The experimental set-up studied here was designed for a fatigue test of a helicopter

blade. An eccentrically-loaded motor attached to the blade was tuned to have the blade

resonate in its second mode of vibration, to promote the extension of fracture somewhere

near the root.

The detection of the early onset of fracture in fatigue is possible with the use of AE-based

monitoring systems [45]. However, the effectiveness of monitoring the progression of

fracture during the fatigue test relies on correctly characterising the detected AE waves.

By having the monitoring system also locate the (possible) various sources of AE, one

can identify and isolate those deriving from damage. This consideration is important for

correlating the features extracted from AE waves with the potential failure modes of the

structure, thus highlighting the need for a robust localisation system. In [44, 95, 166],

for example, localisation techniques are exploited to directly characterise AE activity

emerging near a developing crack.

The configuration of AE sensors used here is shown in Figure 5.15, where six sensors

can be seen attached near the root of the blade. This set of sensors comprised three

WD differential and three Micro 30D differential Mistras AE sensors. All sensors were
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attached to the blade surface using adhesive glue, and small contact gaps were filled with

grease to improve the acoustic coupling. The sensors were spaced as evenly as possible

near the root of the blade; roughly covering an area of 20cm × 60cm. A 2/4/6 Switch

Selectable Gain was used to pre-amplify the sensors to 20dB. The data acquisition

system used was a Mistras Micro-II compact PCI AE Chassis.

Figure 5.15: Helicopter blade root and AE sensor configuration.

In order to develop a localisation monitoring system, it was first necessary to collect

enough data for training the model. The training set was therefore gathered by mea-

suring the ∆T values of waves propagating through the blade. By knowing the location

of the source beforehand, one can record the time it takes for the wave to trigger each

sensor from its origin. The procedure was then followed with the construction of the ∆T

maps for each sensor-pair combination. In this case, 15 unique sensor-pair combinations

were possible.

A standard way to simulate realistic broad-band AE waves is by breaking pencil leads

on the surface of the blade. In this way, one can choose the location of the source using

a Hsu-Nielsen device [167]. A collection of AE sources can then be artificially generated

at different locations and the respective ToA recorded to gather a training set. The

challenge with this approach is deciding where to sample on the blade. Intuitively, a

grid could be placed over the blade with uniformly-spaced sample-points. The spacing

between sampling points will determine the precision of the localisation algorithm, and

thus a finer grid might be preferred in most applications. Unfortunately, there is the

practical expense of having to sample from an inconveniently large number of points.

The trade-off between accuracy and cost of the implementation will be application-

dependent, warranting the need for an autonomous solution that can provide a balance

between both.

Given that these samples had to be carried out by hand, a compromise was made in the

fineness of the grid by having a sample-points spaced by 10mm. Nevertheless, additional

sample-points were included in between layers nearest to the root, since the fatigue test
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was designed to promote the extension of fracture in this area. The grid was designed on

graph paper and was then wrapped over the blade to mark the locations of the sampling

points on its surface. These points can be seen faintly in Figure 5.15.

Having established a sampling grid, the Hsu-Nielsen device was used to generate an

AE-wave at each location. The waves were recorded and stored to determine their true

ToA at each sensor. This last step was necessary, given that the data-acquisition system

only places a time-stamp at the instance in which a threshold crossing occurs, which can

happen even after the actual onset of the wave is picked up by the sensor(s). To account

for this consideration, the true ToA of the recorded AE-waves can be determined based

on the Akaike Information Criterion (AIC) [168]. The AIC-picker technique can be

defined by the following equation,

AIC(t) = t log(V(Rw[1 : t])) + (T − t− 1) log(V(Rw[t : T ])) (5.12)

where at each time step t, the entropy is calculated before and after each time step. The

entropy of the windowed signal, Rw, will return a minimum when the proportion of the

signal up to the time step t is uniquely composed of uncorrelated noise, happening to

also correspond to the onset of the AE-wave. The indexing in Rw indicates the range of

values used to calculate the variance.

The results of the difference in time of arrival are shown in Figure 5.16 (top) for the

sensor-pair 3-4. Some areas of the blade could not be sampled because of the sensors

themselves occupying the space, or the limited accessibility because of the test-rig config-

uration, resulting in some sparsity that can be seen in the results. A somewhat gradual

transition can be noted along the blade, which is to be expected in an ideal scenario,

but a few inevitable exceptions can also be observed that appear in dispute with this

trend. These “anomalous” data could be the result of noise in the measurements, mainly

attributed to the complexity of the propagating paths in the blade.

A schematic of the internal structure of the blade was not available, but it is known

to be made of a carbon composite with a complex internal honeycomb structure. The

propagating paths could have therefore resulted in complex wave dispersion and/or

damping attenuation that made it difficult to discern background noise from actual

AE activity. In particular, waves originating furthest from a sensor were the most

cumbersome to capture. After curation, the data set comprised a total of 595 sampled

points, and then was split into a training and test set, where 50 random sample points

were allocated to the test set.
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Figure 5.16: (Top) ∆T measurements recorded from sensor-pair 3-4. (Bottom) In-
ferred GP posterior mean. Red dots indicate the locations of sensors 3 (right) and 4

(left). Colour bars indicate the standardised ∆T .

5.2.2 Localisation Strategy

Much like in the previous case study, this approach is based on the same regression

model, but the mapping is instead based on a location on the blade to a corresponding

difference in ToA, i.e. (x, y) → ∆T . Given the data gathered from the lead breaks, it

is possible to construct a model capable of returning the probability of observing a ∆T

value at a new location (x∗, y∗). A (GP) regression model is again employed to predict

∆T values over the continuous space covered by the grid.

Implementing the GP with the results presented in the previous subsection, returns

an interpolated mapping over the space covered by the grid, as shown in Figure 5.16

(bottom). By repeating the implementation of the GP on all 15 sets of results (corre-

sponding to each sensor-pair), one can make use of these models to pinpoint the most

likely location from which an AE-wave may originate.

The location can be determined by calculating the likelihood of observing the set of ∆T

values for each sensor-pair, given the functional mapping (x, y)→ ∆T learned from the

training set. For the set of J = 15 models, the log-likelihood for each model mj can be

assessed as,

log p(t∗,j |D, (x∗, y∗),mj) = −
1

2
logV[f∗,j ]−

(t∗,j − E[f∗,j ])2

2V[f∗,j ]
− 1

2
log 2π (5.13)
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where D = (x,y) denotes the location of all datapoints in the training set, and t∗,j is

the predicted ∆T at the new location (x∗, y∗), given by the jth sensor-pair. The log-

likelihood maps produced by assessing Equation (5.13) will display contours of the most

probable locations of t∗,j . A unique solution is generally found at the intersection of

the contours evaluated for each sensor-pair model. Mathematically, this outcome can be

derived by marginalising each model. That is,

p(t∗|D, (x∗, y∗)) =
J∑

j=1

p(t∗,j |D, (x∗, y∗),mj)p(mj) (5.14)

If each model is assumed to have equal importance, the marginalised probability distri-

bution is given by,

p(t∗|D, (x∗, y∗)) =
1

J

J∑
j=1

p(t∗,j |D, (x∗, y∗),mj) (5.15)

which is simply the average of the likelihood maps for each sensor-pair combination.

The most likely location will therefore be given by the point (x∗, y∗) that maximises

Equation (5.15). The outcome of this approach for an arbitrary test point is shown in

Figure 5.17.

Figure 5.17: Prediction of the GP model for an arbitrary test point. The red x marks
the true location of the AE source. The colour bar represents the combined likelihood

value.

5.2.3 Bayesian Optimisation for Feature Selection

As mentioned above, the sampling grid is subject to some practical limitations. In this

subsection, the idea of developing an optimum grid is explored, employing Bayesian

Optimisation (BO) [169]. In a BO scheme, an objective function is optimised by finding

its local maximum (or minimum) with as few parameter proposals as possible. This

method does not rely on gradients and can be an attractive alternative in applications

where the objective function cannot be easily determined or is expensive to compute.
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The objective function is approximated with a surrogate function, which is usually chosen

to be a GP. A new proposal reveals the corresponding output of the objective function,

followed by conditioning the surrogate GP with the revealed observations. Deciding on

the proposals is determined by an acquisition function. A variety of acquisition functions

exist, but the commonly used Expected Improvement (EI) [169] is adopted here. The EI

is defined as,

EI(x) =

(µ(x)− f(x+)− η)Φ(Z) + σ(x)ϕ(Z) if σ(x) > 0

0 if σ(x) = 0
(5.16)

where f(x+) is the value of the current best sample x+, and µ(x) and σ(x) are the

mean and standard deviation of the surrogate GP posterior, respectively. Φ(Z) and

ϕ(Z) correspond to the Cumulative Density Fucntion (CDF) and Probability Density

Function (PDF) of the standard normal distribution, evaluated with respect to Z =

(µ(x)− f(x+)− η)/σ(x), respectively.

Acquisition functions suggest new proposals by balancing the exploitation and explo-

ration of the search space. In short, exploitation refers to sampling more from areas

that improve the output of the objective function, while exploration promotes sampling

from areas of high uncertainty.

These actions are readily interpretable in Equation (5.16), whereby the expected im-

provement is high either when the difference (µ(x) − f(x+)) is high – promoting ex-

ploitation – or when the uncertainty σ(x) is high – promoting exploration. Already

sampled values reduce the expected improvement to zero, to prevent sampling the same

values more than once. The parameter η is an adjustable parameter that controls the

amount of exploration.

Although used for finding optimal parameters, the BO can be adopted to select the

best points to sample from in the ∆T grid. The idea here is to minimise the number

of samples one would need to construct a grid simple enough to determine the location

of new AE signals. Simultaneously, this approach would also avoid having to decide on

the density of the grid, since new samples are proposed sequentially in an active setting.

This idea has been explored in [170], where a BO scheme is used to promote sampling

from damaged areas in specimens for an autonomous ultrasonic inspection.

What remains is to decide on the objective function for this scenario. An ideal objective

function may be one that promotes sampling in areas that yield the highest gain in

accuracy while allowing for some exploration in areas of high uncertainty in the blade.

The objective function used here is one constructed by calculating the reduction in the
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RMSE, r(∆T ), that a single sample-point in the training set provides to the localisation

of the AE-waves in the test set. Overall, the map-construction strategy is described in

Algorithm 1.

Algorithm 1 ∆T map construction

Define uniform grid on surface (x, y)
Sample r(∆To) at random point Do = (xo, yo) ▷ Starting point for the BO
for i = 1, 2, . . . do

(xi, yi)← argmax(x,y)EI((x, y);D1:i−1) ▷ Maximise Expected Improvement
Sample r(∆Ti) at (xi, yi) ▷ Update surrogate function
Di ← {D1:i−1, (xi, yi)} ▷ Add new sampled observation to dataset

end for
Predict t∗ using Equation (5.15)

This algorithm is active in the sense that it proposes to the operator where to sample

from in real-time. In other words, once a ∆T measurement is taken, the optimiser

determines the next sampling point that will likely provide the greatest improvement

in accuracy. After having conducted the entire sampling process, the gathered data

are used to train the GP for damage localisation by following the steps described in

Subection 5.2.2.

5.2.4 Results and Discussion

To demonstrate the implementation of the BO strategy for an efficient ∆T map con-

struction, a scenario is considered in which limiting resources only allow for 100 samples

to be taken. These samples would follow on the test set already collected at 50 random

locations within the borders of the grid. The results of the sequential sampling are

shown in Figure 5.18. A series of random-sampling strategies were also performed to

demonstrate the benefits of choosing an optimal (under the BO) collection of sampling

points. The RMSE calculated after having sampled all training datapoints has also been

included as a reference.

A few observations are worth addressing from these results. Firstly, the BO strategy

appeared to have found a sequence of samples that returns a reduction in error at a

greater rate than the random sequence. It may be possible to find a better combination

of points at random but at the high risk of having to reiterate the test if otherwise. The

results from the random test also appear to show that some datapoints can negatively

affect the performance of the model. This outcome could be explained by the “anoma-

lous” measurements described above. It may be necessary to repeat this study but with

a “clean” data set gathered from a simpler structure, such as an aluminium plate.
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Figure 5.18: RMSE calculated with data sampled from a random process (blue) and
by using the EI acquisition function (red). The RMSE calculated from a complete data

set has been included as a reference (black dashed line).

The objective function was approximated as samples were sequentially introduced. The

resulting mean of the surrogate objective function, after assessing each point on the grid,

is shown in Figure 5.19 (top). Similarly, as shown in Figure 5.19 (bottom), one may

note a higher concentration of samples found near the global maximum of the objective

function. It is important to note, however, that the aim here deviates from the purpose

of a conventional Bayesian optimiser in finding a unique solution that maximises the

objective function. Although this was the intention of the proposed strategy, some

substantial exploration had to be enforced by increasing the parameter η. This last step

is important since the accuracy of the localisation model improves with a comprehensive

representation of the search space, which is achieved by gathering data covering the

entirety of the blade. A balance of these aspects is nicely encapsulated by the acquisition

function.

Finally, it is worth acknowledging that the proposed objective function is by no means

the only option one could use in practice. In [170], for example, the objective function is

based on novelty detection techniques used in SHM. The success of this approach may

rely on the correct choice of the objective function, acquisition function, and correct

tuning of the parameters involved. Deciding on these parameters will naturally depend

on the structure and application at hand.
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Figure 5.19: (Top) Objective function over the search-space. (Bottom) Red circles
indicate the sampled locations proposed by the EI acquisition function. Red dots
indicate all sensor locations. The colour bar represents the normalised values of the

objective function.

5.3 Conclusions

This chapter delves into the application of GPs for localisation-oriented problems in

SHM. Two distinct case studies are presented, demonstrating the utility of data-driven

models for localisation purposes. In the first case study, the GP is used to predict the

probable equilibrium position that a journal-bearing shaft might adopt under a specific

operational state. In contrast, the second case study explores a more direct approach to

damage localisation by employing a GP to model ∆T maps of a composite helicopter

blade.

The motivation for using GPs in these case studies is driven by the complex functional

mappings that may otherwise be too intricate to derive analytically. In the case of

the journal bearing, strong nonlinear dependencies exist in the relationship between

the equilibrium position and operational parameters. GPs can effectively capture these

relationships from fluid-film thickness measurements alone. While the selection of a suit-

able covariance function is essential to attain a good representation of this relationship,

considering a simplified notion of the influence of rotational speed and static load on

the equilibrium position facilitates the selection process. Similarly, the complex propa-

gating paths of AE-waves in composites make the GP apt for modelling time-of-arrival

differences in relation to their corresponding sources.
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Indeed, a set of challenges were encountered in both case studies, warranting acknowl-

edgement to enhance the proposed methods. Notably, the likelihood maps for shaft-

centre localisation were generated from rather small data sets (N = 15), which might

not comprehensively represent the journal response to operational variations. In light of

more data, the GP becomes less reliant on biases imposed by the covariance function,

potentially offering predictions that agree better with the true journal response.

Further validation with additional experimental work might be desirable, including the

evaluation of the model with other journal-bearing configurations, such as non-conformal

bearings or tilting-pad bearings. Conversely, an alternative approach to limited data sets

could involve incorporating journal-bearing physics within a grey-box framework. This

approach may not only improve estimates within interpolated areas, but also provide

more accurate predictions beyond the confines of the available data.

Regarding the case study involving the helicopter blade, the strategies proposed for an

efficient ∆T map construction require further investigation. While using a Bayesian

optimiser to determine the sampling points demonstrated promising outcomes, the va-

lidity of the method might need testing on other structures. Essentially, conducting

this exercise with a composite structure might not be enough to determine its success.

The additional complexities introduced by composite structures in the propagation of

AE waves likely contributed to variables affecting the outcome that were not consid-

ered. Therefore, it might be valuable to implement the BO approach for constructing

∆T maps on simpler structures first, such as an aluminium plate. This benchmarking

comparison could help reveal any potential discrepancies. Furthermore, selecting an

objective function remains an open issue; conducting a comprehensive exploration of

various objective functions and comparing their outcomes across systems could enhance

the sampling process. Finally, the proposal of incorporating a Multi-Objective Bayesian

Optimisation (MOBO) scheme for this purpose is left for future investigation.





Chapter 6

A Novel Probabilistic Approach

for Acoustic Emission-Based

Monitoring Techniques

In Chapter 2, it was briefly mentioned that, compared to other forms of monitoring

techniques, AE measurements can provide a more sensitive means of detecting the onset

of damage, facilitating the earlier diagnosis of an unhealthy structure. Much like in

the case of implementing AE-based techniques for damage localisation - as discussed

in Chapter 5 - this aspect can be of great value for the development of an optimised

maintenance schedule. For example, considering an offshore wind turbine, it is more

convenient to determine remotely whether maintenance is required, given the associated

high cost of having the wind turbine put out of service for a potentially unnecessary

repair. Conversely, if the detected damage in the wind turbine suggests that it will

fail prior to its next scheduled maintenance, then action can be taken to prevent a

potentially-catastrophic outcome. The acquisition of a more sensitive damage-detection

system therefore means having more time to plan a suitable course of action.

Unlike the approach followed in the previous chapter, it is important to note that the

concern here is not on localising sources of damage, but rather on their early detection.

Specifically, the aim of this chapter is constrained to the first level in Rytter’s hierarchy.

Although the approach presented in this context might be considered “simpler” within

this hierarchy, there are complexities associated with AE-based techniques for damage

detection that require careful attention [171].

One of these limitations pertains to the high sampling frequencies required to record

AE signals. In just a matter of a few seconds, a recording can generate millions of

91
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data points, leading to challenges in storage and manipulation. Consequently, relying

on feature-extraction methods becomes indispensable to reduce the overall size of the

measured data. The features of primary interest are those that characterise the AE,

and a few examples of these features are shown in Figure 6.1, illustrating a typical AE

waveform.

Figure 6.1: Features of a typical AE. Reproduced from [1].

Various means of feature extraction exist [172]; a common approach is to first identify

and isolate the individual AE events/bursts that emerge throughout the recorded wave

stream. The challenge of this approach, however, is to have an algorithm to reliably

identify the relevant AE events for analysis, and distinguish them from background

noise.

One of the first steps in an AE-based monitoring scheme is thus to define a threshold

from which any voltage crossings are assumed to indicate the presence of some form of

AE burst activity. This parameter is normally set via the data acquisition system. The

issue is that deciding on the threshold is not as trivial as it may seem. In practice, the

threshold may depend on the user experience. This approach is limited in that it is

specific to the application at hand; that is, the operator must carefully select an optimal

threshold to capture the AE events of interest. A suitable threshold value will depend

on the properties and geometrical constraints of the propagating medium.
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This crucial exercise is not only meaningful for reducing the overall size of the wave

stream but also for retaining AE events carrying information relating to the health state

of the structure. The underlying features that characterise the isolated AE events are

somewhat influenced by their source, and some correlation will exist based on the type

of damage or physical mechanism that generates them.

This complication is even more of an inconvenience in applications dominated by a rich

collection of AE sources and/or excessive amounts of background noise. In such cases,

statistical modelling and pattern recognition techniques can be used to facilitate the anal-

ysis of AE data. In [173], for example, a pattern-recognition approach was adopted to

automatically classify AE signals obtained from a box girder of a bridge. The developed

methods were able to identify three distinct classes that could distinguish crack-related

signals from those generated by frictional processes. Another promising pre-processing

technique that builds on this idea can be found in [174], where the proposed method

outputs the best combination of AE-features that can provide the greatest separation of

classes; therefore, yielding a dataset that is most sensitive to the various sources of AE.

While these studies address some of the challenges encountered in pre-processing AE

data from a statistical point-of-view, the datasets used correspond to a collection of

AE waves extracted from having defined user-specific settings in the data-acquisition

system. The quality of the extracted waves thus relies on having these settings adjusted

correctly, which is subject to the expertise of the operator. The issue addressed in this

chapter thereby delves into making the extraction of AE waves less reliant on these

variables, such as (manually) having to set a suitable threshold. Similarly, the aim here

is to propose a robust method with the ability to autonomously extract AE events from

streams that may ensure the effectiveness of subsequent analyses.

To this end, a probabilistic framework is developed by treating the generation of AE

events as a random process. Adopting this perspective allows one to quantify the prob-

ability of finding an AE event in any arbitrary section of a raw wave stream. This

implementation is fundamentally employed with a Poisson distribution, a Probability

Mass Function (PMF) that will be used here as the building block for modelling counts

extracted from AE recordings. Ultimately, a powerful nonparametric Bayesian approach

is introduced and implemented, both to find the AE events in the raw signal and to group

them based on their features in an online scheme. This approach is further demonstrated

to be applicable for early damage identification in a structure using experimental AE

data.

The proposed strategies are described in the following sections and then demonstrated

with a rich AE dataset collected from a journal bearing in operation, and from an Airbus

A320 main landing gear subjected to fatigue testing.
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6.1 A Probabilistic Perspective for AE-Based Monitoring

Techniques

As highlighted above, determining the threshold for AE events can be an assiduous task

that may depend highly on the expertise of the operator. Alternatively, a potentially

more robust approach could be employed to have the threshold defined statistically.

One may assume the background noise in the signal to be the result of a generating

process in which the observations are samples drawn from a Gaussian distribution, and

the threshold could then be determined numerically using a Monte Carlo method [1].

Although this approach offers a threshold determined directly from the recorded signal,

the resulting selection of AE events may still be heavily corrupted by background noise.

For example, if a 99th-percentile threshold is chosen on the recorded time-series, it means

(at the risk of redundancy), having 1% of the data points estimated to lie above that

threshold. This deceptively small percentage could be a problem in scenarios where

the sampling frequency is high, such as an AE reading. In the span of a few seconds,

millions of data points are recorded, and thus thousands of “events” would consequently

be taken into consideration for further analysis. This issue means mistakenly identifying

a vast number of events deriving from the background noise when it is likely that only

a fraction of them will actually originate from damage.

An attempt to overcome these limitations is explored in this chapter by introducing a

probabilistic framework; the idea is to quantify how certainly a threshold crossing is

believed to derive from an AE event. Concretely, after establishing a threshold statisti-

cally, and then counting the number of times a signal exceeds the threshold in a given

time frame, one can evaluate the probability of an AE event existing in that time frame.

In the following sections, it will be demonstrated how the Poisson distribution can be

conveniently used for this purpose.

6.1.1 The Poisson Distribution

The Poisson distribution is a discrete probability distribution used to model the number

of events occurring in a given time or space interval. It can be used to model counts of

rare occurrences, such as radioactive decays or traffic accidents [175]. Since the intention

is to model the number of threshold crossings in a given time frame, and detect an

unusually high number of threshold crossings attributed to an AE-burst, the Poisson

distribution arises naturally for this type of problem. The Poisson PMF is defined as,

p(x|λ) = e−λλx

x!
(6.1)
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where x is a positive integer that, in this application, corresponds to the counts of

threshold crossings happening within a given time frame, and λ is the rate or expected

number of these threshold crossings happening in the time interval.

The value of the parameter λ may be unknown, and a Bayesian framework is adopted

here to infer the distribution over λ. The count-rate is therefore modelled according to

some prior probability distribution, p(λ), that quantifies a prior belief over all possible

values of λ. Bayes’ rule can then be applied for inference to recover the posterior p(λ|x).

Fortunately, a conjugate prior to the Poisson distribution exists, allowing for a closed-

form solution for p(λ|x). In order to meet this condition, the chosen conjugate prior must

be a Gamma distribution, resulting in another Gamma distribution when combined with

the Poisson likelihood [175]. The Gamma distribution over λ can be defined as,

p(λ|a, b) = ba

Γ(a)
λa−1e−bλ (6.2)

where Γ(a) is the Gamma function that ensures Equation (6.2) is normalised, and the

parameters a > 0 and b > 0 correspond to its shape and rate, respectively. These pa-

rameters define the functional form of the distribution. In this context, these parameters

are intentionally chosen in a flexible manner to align the Gamma distribution with prior

beliefs regarding the potential values of λ. Finally, the predictive distribution for a new

observation xnew, given some available observations, can then be calculated by taking

the expectation of the Poisson likelihood with respect to the posterior distribution,

p(xnew|x) = Ep(λ|x)[p(xnew|λ)] =
∫
p(xnew|λ)p(λ|x) dλ (6.3)

where a set of N observations x = {x1, . . . , xN}, is considered. Conveniently, equation

(6.3) reduces to a negative-binomial distribution. In particular,

p(xnew|x) =
Γ(xn + r)

xn!Γ(r)
pr(1− p)r (6.4)

where r = a∗ and p = b∗/(b∗ + 1), with the updated parameters a∗ and b∗ given by,

a∗ = N x̄+ a, b∗ =
N + b

N + b+ 1

where x̄ is the sample mean of the number of available observations x. The probability of

observing a certain number of events in a given time interval can be easily calculated from

(6.4), and a meaningful representation of the uncertainty over λ is given in the process.

An illustration of the Bayesian updating process is shown in Figure 6.2. This process

essentially returns some quantified uncertainty on the predictions of new observations,
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which can be useful for the detection of anomalous data departing from the inferred

distribution.
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Figure 6.2: (a) Bayesian updating of the Gamma prior p(λ), when presented with N
samples drawn from a Poisson distribution parameterised by λ = 10. (b) Predictive
posterior distribution p(xnew|x), evaluated given N = 100 observations, and compared

against the Poisson likelihood p(x|λ = 10).
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6.1.2 Detection strategy and case study

The strategy that follows assumes that the extracted counts from the signal are dis-

tributed according to a Poisson distribution. In order to demonstrate how this rea-

soning can be implemented in practice, the considered AE time-series will be limited

to unprocessed recordings in which distinct transient events can be observed occurring

sporadically in a continuous stream of background noise. This type of waveform may

be referred to as a burst-type wave streams [172]. Under this consideration, it is worth

noting that a relatively-higher count-rate can be expected in sections encompassing an

AE event.

Now, given a high percentile threshold (in the range between 95% to 99.9%), one can

let the Poisson distribution model the counts extracted from the background noise.

The first step would be to construct a dataset x, comprised of uni-dimensional features

representing the counts observed in a windowed section that correspond uniquely to

background noise, or sections where no obvious AE activity exists. It is then easy to

imagine that the counts in each section will be low, and one would end up with an

array comprised of a combination of zeros and/or random positive integers near zero.

This approach may seem counter-intuitive at first since the background noise is being

modelled rather than the actual AE events, but the results may be easier to interpret

when evaluating the Negative Log-Likelihood (NLL), of new observations with respect

to the already inferred distribution in (6.3),

NLL(xnew) = − log(p(xnew|x)) (6.5)

This strategy treats AE events as anomalies in the time-series, and evaluating (6.5) for

new observations should therefore return higher-than-normal values whenever encoun-

tering sections in the time-series with AE events.

The case study considered for the following demonstration examines AE wavestreams

recorded by Dr. Liqun Wu from the University of Sheffield. The AE equipment was in-

stalled on the same journal bearing test rig introduced in Subsection 5.1.2. Photographs

of the experimental setup are shown in Figure 6.3. The sensors used were WB Mistras

AE sensors, pre-amplified to 40dB. Three of these sensors were attached directly to

the bearing housing using grease as the acoustic couplant. The data acquisition system

used for the recording was the Mistras Micro-II compact PCI AE Chassis. Figure 6.4

shows a section of the AE signal recorded during the test. For this demonstration, a

99.5th-percentile threshold was employed.

The problem, as highlighted earlier, is that counts extracted from the background noise

would also be taken into consideration, when only the main bursts observed in the signal
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(a) (b)

Figure 6.3: Photographs from experimental setup showing the (a) main test rig and
(b) sensor arrangement on the bearing housing.
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Figure 6.4: AE readings from a plain journal bearing operating under hydrodynamic
lubrication at a rotational speed of 150rpm and applied static load of 5kN. The dashed

line corresponds to a 99.5th percentile threshold.

are of actual interest. Some progress can be achieved by adopting the Bayesian approach

described above, where the count-rate λ, associated with the background noise, can be

assumed to be distributed according to a Gamma distribution, with corresponding pa-

rameters set to units (a = b = 1). This assumption is based on the expectation that λ

will be zero or near zero, given the relatively-high threshold established in this demon-

stration. The reasoning behind this assumption is again based on treating the actual

AE bursts as “rare” events. However, it should be acknowledged that careful tuning of

these parameters may be necessary to account for the expected counts given a specific

threshold. While the consideration of priors in Bayesian modelling is crucial, exploring

the choice of priors for this specific application would require additional extensive work,

potentially diverting the reader’s attention from the main purpose of this demonstration.

Investigating the selection of priors in this context remains a subject for future research.
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After windowing the entire time-series with a non-overlapping square function, 20 sam-

ples were extracted and used to infer the posterior distribution. It is reiterated here

that these samples are counts from sections known to lack any form of meaningful AE

activity. The probability of observing x number of threshold crossings in a given sec-

tion was calculated using Equation (6.4). In order to quantify the confidence of an AE

event existing within a section, Equation (6.5) was evaluated on each of the remaining

sections. The results are shown in Figure 6.5, where colour-bars representing the NLL

were included. The sudden increases in NLL can be interpreted as an anomaly being

detected, which in turn happens to correspond to the AE events of interest.

(a)

(b)

(c)

Figure 6.5: Negative log-likelihood evaluation over section of wavestream in Figure
6.4. The colour bar represents the likelihood of an event existing in a given time interval.
Window lengths covered (a) n = 1024, (b) n = 2048, (c) and n = 4096 data points.
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An important point worth discussing is the immediate limitation that becomes evi-

dent when assessing the sensitivity of the model to the window-length. The results

presented in Figure 6.5(c) seem more promising because a window-length comprised

of 4096 sample-points somewhat matches the length of the main AE event. Unfortu-

nately, knowing in advance the length of all potential AE events is unlikely to be the

case, especially when dealing with more complex applications. The effectiveness of this

method clearly depends on the length of the sliding window, as shown more clearly in

Figures 6.5(a) and 6.5(b). By having a window-length shorter than the duration of the

AE event, the model interprets several components in what should be a single event.

The upside of establishing a shorter window-length is that the onsets of the events are

captured more precisely. A validating step would become essential to determine the

optimal window-length. In both cases, nonetheless, the background activity is mostly

identified as noise.

Before concluding this section, it may be important to acknowledge that this exercise

has been conducted under the assumption that the noise is purely acoustic. However, in

practice, there may be other sources of background noise, such as AE activity induced

by Electronic Magnetic Interference (EMI) [176], that could introduce complexities to

the analysis and thereby necessitating more elaborate monitoring strategies. Explor-

ing this issue further is beyond the scope of this study, but it certainly merits further

investigation.

6.2 Towards a Nonparametric Clustering Approach for AE

Event Detection

The case study above was presented merely as a demonstration to provide some insights

into the implementation of a Poisson distribution for modelling AE data. Some involve-

ment is still required in deciding whether the increase in NLL is, in fact, an indication

of an AE wave; that is, one would need to determine how much the NLL must increase

in some windowed sections of the wave stream to ascertain the presence of AE activity.

Therefore, in the interest of enhancing the detection process and possibly identifying

AE waves in the stream, it may be necessary to extend the model into a mixture of

Poisson distributions. Such an extension would, indeed, introduce complexities to the

model since the problem would then be that of density estimation. However, the mix-

ture model would autonomously group the windowed sections based on their respective

likelihood measures, thereby using ML to determine which sections correspond to AE

waves and which to background noise, rather than having to do so manually. As stated
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earlier, the aim here is to keep the number of variables to a minimum in order to reduce

dependence on the expertise of the operator.

The premise of the mixture model in this case is to have the events of interest modelled

by a set of independent distributions. Each of these distributions is assumed to represent

a different mechanism responsible for the generation of the observable AE events. In

doing so, the approach now aims to infer the parameters of the various components

comprising the mixture model. While this consequence adds adjustable parameters that

must be tuned (i.e. λi for each independent distribution i = 1, 2, . . . ), these can be

marginalised out, resulting in a nonparametric version of the model. This outcome is

shown in the following section.

Unfortunately, it must be noted that this idea is still subject to the problem of finding

a suitable window length, as demonstrated in Section 6.1.2. Before dwelling on ways

in which the robustness of the model can be improved, some background on mixture

models will be covered so that this chapter is as self-contained as possible. Interested

readers can refer to [48] or [175] if they wish to learn more about the machine-learning

methods covered in this chapter.

6.2.1 The parametric approach: Finite Poisson Mixture Model

Recalling the pre-processing steps followed so far, let a feature vector X be constructed

by extracting the number of threshold crossings observed in subsections of a raw AE

time-series, encapsulated by a sliding step-window of length n. As the window slides

through the signal, the number of threshold crossings should vary with changes in the AE

activity. The distribution of X will be such that a single Poisson distribution may poorly

represent the observations. Therefore, a sensible choice may be to instead model the

observations as draws from a combination of several independent Poisson distributions.

First, a multinomial distribution is proposed over a vector of mixing proportions π, in

which each element πk, is a mixing coefficient defining the probability that an observation

belongs to the kth group. The total number of groups K, is predefined, and
∑

K πk = 1.

It should be noted that the collection of data-points assigned to a distribution in the

mixture model will be referred to as a “group”. In the literature, the term group is also

used interchangeably with “cluster”.

Part of the inference procedure is to derive a latent variable z, representing the as-

signment of a data-point to one of the groups in the mixture model (i.e. its labels). If

each group is defined by a unique Poisson distribution with count-rate λk, then each
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observation xn can be modelled in the following form,

zn ∼ Mult(π)

xn|zn ∼ Poi(λk)
(6.6)

All the model parameters can be then determined efficiently via Expectation-Maximisation

(EM) [48], resulting in a maximum-likelihood solution, given the data that have been

observed so far. Although this model may be a better representation of the observations,

it can still be limited in practice. If only a few data points were available, having the

local parameters estimated empirically could result in the model not generalising well

in the presence of new observations.

Another consideration is in deciding autonomously on the number of groups the mix-

ture model should have. A possible solution is to assume that the observations can be

represented by two unique groups; that is, one characterised by the relatively low count-

rate corresponding to background noise, and another that accounts for all the possible

higher count-rates that may correspond to AE events. The sequence of sections in the

time-series should then be grouped into one in which some form of AE activity exists,

and another in which minimal or no events are found. By discarding the latter, one is

left with a series of AE events ready to be processed for feature extraction, as required

by the application at hand.

However, it might be more convenient to take a step further and split the detected AE

events into several groups, in order to get a better insight into their respective sources.

For example, it might be better to know whether an AE event corresponds to a specific

damaged component, rather than plainly categorising it together with all the rest. The

problem, however, is in deciding a priori the number of groups, since one would need

to consider every possible condition that a structure or machine might encounter during

its lifespan. One way to circumvent this problem is by having the model autonomously

create new groups whenever it may be deemed necessary. This approach will require

yet another modification, to provide the mixture model the flexibility to account for a

possibly infinite number of groups.

6.2.2 The nonparametric approach: Dirichlet Process Poisson Mixture

Model (DP-PMM)

This subsection extends on the theory outlined in Chapter 4. In particular, the Dirichlet

Process is used here for the derivation of an infinite mixture model composed of indepen-

dent Poisson distributions. A graphical representation of the infinite Poisson mixture

model is shown in Figure 6.6. By establishing a DP-prior on the mixture model, a
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distribution over K can also be inferred from the observations directly as part of the

learning procedure, making DPs an attractive solution in SHM/CM when faced with a

dataset comprised of a collection of unknown conditions. A detailed introduction to the

infinite mixture model can be found in [108], and examples of its use in SHM can be

found in [109, 110].

xn λk

zn

a

b

πk α

N ∞

Figure 6.6: Graphical model of the infinite Poisson mixture model.

To begin, it will be necessary to make the inference over the parameters Bayesian. This

step will lead nicely into the incorporation of a DP-prior over K. Firstly, the priors

over λk are considered. As already reviewed in Section 6.1.1, the Gamma distribution

is chosen once again to represent the prior belief on λ. Assuming that the rate values,

λk, of each group are independent, allows the specification of the joint density,

p(λ1, ..., λK |a, b) =
K∏
k=1

p(λk|a, b) (6.7)

Now, the vector zn is characterised according to a multinomial distribution parame-

terised by π,

p(zn|π) =
∏
k

πznk
k (6.8)

where the normalising constant simplifies to unity, and the expression is reduced to the

probability of assigning a group. A Dirichlet distribution is chosen as a suitable prior

on π, and is also conjugate to the multinomial distribution. The probability density

function of the Dirichlet distribution is given by,

p(π|α) =
Γ(
∑

k αk)!∏
k Γ(αk)

∏
k

παk
k (6.9)

which is parameterised by α = {α1, ..., αk}. Having defined the densities on the param-

eters, the joint posterior likelihood is given by,

p(Z,π, λ1, · · · , λk|X,α, a, b) ∝

[∏
n

∏
k

(πkp(xn|λk))znk

][∏
k

p(λk|a, b)

]
p(π|α) (6.10)
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The conditional distributions for each parameter are proportional to the joint distri-

bution and can be derived analytically to give a Gibbs sampler [48], to solve equation

(6.10). However, it will be worth marginalising out π and λ from the joint posterior to

instead implement a collapsed Gibbs sampler [177]. This last step will not only improve

the robustness of the sampler, but it will be a necessary one to have the model extend

to an infinite number of components. The collapsed distribution is finally expressed as,

p(znk = 1|Z−n, X−n,α, a, b) ∝
c−n
k + αk∑K
j c−n

j + αj

p(xn|Z−n, X−n, a, b) (6.11)

where,

p(xn|Z−n, X−n, a, b) = NB(r,p) (6.12)

and,

r = a+
∑
m̸=n

zmkxm, p =

∑
m ̸=n zmk + b∑

m ̸=n zmk + b+ 1

The new notation c−n
k corresponds to the count of all but the nth element in the kth

group, Z−n to the set of all assignments except for the nth one, and X−n to the set

of all the other observations; the superscript −n does not represent a power here. The

expression in (6.11) is also simplified by considering the value where the kth element of

zn is equal to unity, while all others are zero. A full derivation is provided in B.1. In

this form, zn can now be resampled directly from Equation (6.11). The two parts of

this expression can be interpreted as comprising a new prior,

p(znk = 1|α,Z−n) =
c−n
k + αk∑K

j=1 c
−n
j + αj

(6.13)

and a likelihood defined by the negative binomial density with parameters r and p. In

this form, an infinite number of components can be managed, if the parameters αk in

(6.9) are all set to the same value. The Dirichlet prior can then be expressed as,

p(π|α) = Dir(α/K, ..., α/K) (6.14)

and the sampling prior for znk = 1 becomes,

p(znk = 1|α,Z−n) =
c−n
k + α/K

α+N − 1
(6.15)
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where the fact that
∑K

j=1 α/K = α and
∑K

j=1 c
−n
j = N − 1 were used. Now, by letting

K →∞, equation (6.15) reduces to,

p(znk = 1|α,Z−n) =
c−n
k

α+N − 1
(6.16)

This new expression defines the prior probability of the nth data point going into the

kth group, and it is proportional to the number of members that currently exist in that

group. So far, the new prior only accounts for groups in which members exist, but in

this framework, there is always a non-zero probability for a data-point to be assigned to

a new “empty” component that is yet to be created. The probability of a new member

finding its place in one of these empty groups can be easily derived by computing 1

minus the total probability of it going into any of the non-empty components. Hence,

p(znk∗ = 1|α,Z−n) = 1−
K∑
k=1

c−n
k

α+N − 1
=

α

α+N − 1
(6.17)

where the subscript ∗ in k∗ denotes an empty component. One can notice that the

prior defines a probability of a new member either going to a non-empty component

proportional to the number of its members, or to one of an infinite number of empty

components proportional to α. Implementing this reasoning may begin by assigning

all observations to the same component, and then resampling the assignments of each

observation with probability,

p(znk = 1|α,Z−n) =


c−n
k

α+N−1 for c−n
k > 0

α
α+N−1 for c−n

k = 0
(6.18)

After incorporating the data, an observation is assigned by sampling from p(znk = 1|...).

When accounting for an infinite number of components (K → ∞), one can move from

having a prior that determines how the observations group together among a fixed

number of components, to one that can partition the data in any possible number of

them. It should be noted at this point that the term “component” has been introduced

to refer to the collection of all groups that are “empty” and “non-empty”. The former

corresponds to groups that are yet to have data-points assigned to them, and the latter

to those that already exist in the model.

Finally, the result yields an infinite Gibbs sampling procedure that involves resampling

each zn according to the probabilities,

p(znk = 1|...) ∝

c
−n
k p(xn|Z−n, X−n, a, b) for non-empty components

αp(xn|a, b) empty components
(6.19)
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where p(xn|Z−n, X−n, a, b) is given by equation (6.12), and p(xn|a, b) by the expectation

of the likelihood, p(xn|λ), with respect to the prior p(λ|a, b),

p(xn|a, b) =
∫
p(xn|λ)p(λ|a, b) dλ (6.20)

which, in this instance, is possible to evaluate because p(xn|λ) is a Poisson distribution

parameterised by λ, and p(λ|a, b) is its conjugate Gamma prior.

The resampling procedure can now be dictated as follows:

1. All elements are assigned to a non-empty component (K = 1).

2. One element is removed from its component and its likelihood is evaluated with

equation (6.19). The component is eliminated if the element is unique in that

component.

3. If the unassigned element is more likely to belong to an empty component, then a

new component is created, and the data point is assigned to that component.

4. One sweep is completed when each data point has been evaluated. The whole

process is then repeated from Step Two until the posterior converges to a solution.

It must be noted that inferring (6.19) is not limited to a collapsed Gibbs sampler and

variational methods have been developed for inference of Dirichlet process mixture mod-

els [130]. The sampling method here was preferred for its simpler intuition. The DP-

PMM will be now demonstrated to model the AE events in a time-series signal.

6.3 Automated AE Event Identification in Time-Series Sig-

nals

Recovering AE events from a raw time-series can be a challenging task, particularly as

the behaviour of an event will differ from one to the next, and also because consecutive

events may also overlap. As mentioned earlier, identifying and extracting these events

may be an assiduous task, but a meaningful one, as it should reveal information on the

health state of the machine being monitored.

By introducing a DP prior, the mixture model can now adapt to the complex nature of

the AE analysis. Compared to the methods already described, an infinite mixture model

may be better suited for the detection of individual AE events in the time-series. Even

without knowing the exact nature of the generated AE signals, this approach should
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assign the various events into groups based on their features. Given that the feature of

interest here is the count of an event, these groups are therefore modelled by a set of

independent Poisson distributions.

The AE wavestream shown in Figure 6.4 will be again considered for this demonstration.

For feature extraction, a sliding window approach is again considered. As demonstrated

in Section 6.1.2, the immediate challenge of this approach is finding a suitable window-

length; if too long, it will be less likely to discern individual events and their counts.

Conversely, if too short, a single event could mistakenly be interpreted as a collection

of them. Under these considerations, the window-length should at least match the

duration of the shortest event in the signal. However, it may be impossible to know this

information beforehand, and some form of validation would be needed to find the best

parameters. If the geometry and materials of the propagating medium are simple enough,

some insight can be gained by simulating the potential events. Since this information

was not readily available, a step function with a length of n = 2048 sample points

(∆t = 0.002048s) was chosen for the windowing procedure. The choice of this specific

length was based on [45], where the same window length was used to record individual

AE waves.

Unfortunately, this step alone is limited by the fact that the sliding window is not

guaranteed to align with the AE events in the signal. To address this issue, it is nec-

essary to overlap the imposed windows. A window overlap of 87.5% was thus used for

this demonstration. The following section dwells on the importance of overlapping and

demonstrates how it improves the robustness of this approach. Having windowed the

signal, the count was then extracted by taking the number of times the signal was found

to go over a pre-defined threshold. In this case, a 99.5th percentile threshold was defined

over the entire waveform. It is worth reiterating that, although a hard threshold is estab-

lished here, the probabilistic approach should alleviate the aforementioned shortcomings

of having a statistically-determined threshold. A threshold crossing will no longer be

taken to derive from an AE event; instead, a probability will quantify the (un)certainty

of there being an AE event.

With the constructed feature set, the DP-PMM was implemented to infer a suitable

partition of the extracted counts. The resulting clusters depend strongly on α, and

even after having marginalised the underlying parameters in Equation (6.19), it is still

necessary to find the optimal value for α. One way to achieve this is by running the

Gibbs sampler multiple times, each time with different values of α, and evaluating

the probability of data partitioning into K clusters. The probability mass function

p(K|X,α), can be computed by keeping track of the number of inferred clusters at each

iteration of the Gibbs sampler. The outcomes of this process, given different α values,
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are presented in Figure (6.7), highlighting that the most likely partition was attained

when α = 0.01. This finding suggests that the data are optimally represented by four

distinct clusters. Consequently, the following section presents the results obtained when

α = 0.01. In all cases, the Gibbs sampler was conducted over 10, 000 iterations.
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Figure 6.7: Predictive likelihood for the number of clusters K given α. The colour-
bar indicates the outcome of p(K|X,α).

6.3.1 Results and Discussion

The probability of the assignments inferred by the proposed strategy is shown projected

on the signal in Figure 6.8. Visually, it seems as if the main acoustic events were almost

undoubtedly detected in all cases. A distinction among the clustered AE events can

also be observed in the results. It appears as if the first group mostly captures the

background noise, while the remaining groups capture the different AE events found in

the signal. If it is wished to categorise the identified events, one can assign the regions in

signal to the group that presents the highest probability. The result of this outcome is

illustrated in Figure 6.9. Not only are these events identified with minimal intervention,

but they are also clustered in a way that distinguishes the more “imposing” waves, such

as the one found in Group 2, from the “smaller” ones, like those found in Groups 3 and

4.

One of the advantages of having the AE events grouped in this way is that it provides

an organised framework from which one can proceed with the analysis. For example,

only events from Group 2 could be considered for extracting their remaining features,

such as amplitude, rise-time and energy (among others). This approach significantly

reduces the dimensionality of the original dataset and encodes most of the information
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(a) p(z = 1| . . . )

(b) p(z = 2| . . . )

(c) p(z = 3| . . . )

(d) p(z = 4| . . . )

Figure 6.8: Visualising the assignment probabilities across the AE signal. The colour-
bar corresponds to the predictive posterior probability inferred by the Gibbs sampler.

Figure 6.9: Assignment of sections in the signal to the groups that maximise the
assignment probabilities. Four distinct groups of AE activity were inferred in this

signal.
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needed to diagnose the state of the structure or machine being monitored [1]. An

emerging defect should affect these features to some extent, giving an anomaly detector

an indication that the system has deviated from normal conditions. Alternatively, a new

group could develop as damage becomes more prevalent, and one could then query this

new component and decide whether it arises from further damage. The nature of the

DP-PPM in this context could allow for online monitoring without having to initiate a

new training period.

An additional advantage of this approach is that it provides a principled solution to

the problem of deciding on the optimal parameters for feature extraction; most notably,

the threshold, window length and amount of overlapping. It has been made evident

that these parameters greatly influence the outcome of the model since these govern

the outcome of the feature extraction. Given that the model is Bayesian, it is theoret-

ically possible to also marginalise these parameters. Letting a particularly meaningful

combination of these parameters define a modelMj , and having a collection of J finite

and discrete models M = {M1, . . . ,MJ}, the predictive posterior can be evaluated by

marginalising over each of the individual models. In particular,

p(zn| . . . ) =
J∑

j=1

p(zn|Mj , . . . )p(Mj) (6.21)

Assuming an equal contribution from each model, then p(Mj) = 1/J , and the expression

in (6.21) simplifies to the mean of the inferred assignment probabilities obtained from

eachMj . There are, indeed, some practical limitations to this proposal. The expense of

having to evaluate an exhaustive combination of parameters would be computationally

prohibitive. Nevertheless, having to overlap the windows inevitably necessitated the

evaluation of Equation (6.21), and this step was in fact employed to attain the results

presented in this section.

An 87.5% overlap (or 12.5% offset) led to the formation of seven distinct sets of feature

vectors, with each set considered as a different model realisationMj . Therefore, this im-

plication required inferring p(zn|Mj , . . . ) for each model, before averaging the resulting

probabilities. To illustrate this process, Figure 6.10 shows the effects of the overlapping

offsets for the main AE event found in Figure 6.8(b), and the result of marginalising M.

The top two figures show the assignments inferred given two arbitrary models. It can

be seen that somewhat of a good alignment is achieved in the first case, but when an

offset is introduced, the partitioning “cuts” the event short. Figure 6.10(b) shows that

the section preceding the actual event is assigned to Group 1. Most of this section is in

fact attributed to noise, but an initial portion of the event is captured at the end-edge

of the window, misleading the model into assigning this section incorrectly. Although
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shown otherwise with this particular AE event, offsetting the windows is necessary for

all existing events in the signal to be, at least once, somewhat aligned to the windows.

Eventually, the evaluation of Equation (6.21) alleviates the potential discrepancies be-

tween models, yielding a balanced assignment and correct identification of the event, as

shown in Figure 6.10(c). This reasoning can also be extended to incorporate different

thresholds and/or window-lengths. However, as mentioned earlier, the inclusion of ad-

ditional models requires inferring the DP-PMM over a larger dataset, which could be

infeasible in practice. This issue will be the subject of further investigation in future

work, but a brief example of marginalising the threshold can be found in Appendix

(B.2).
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Figure 6.10: Close-up view of the main AE event found in Figure 6.8(b). The results
demonstrate the effects of overlapping the windows for feature extraction, where the
assignment of sections in the signal are determined with (a) no overlapping offset, and
(b) a 62.5% overlapping offset - (5/8)Nwindow. (c) Resulting assignment of the AE event

by averaging over each of the individual models.

Finally, an intriguing implication of implementing the probabilistic paradigm for AE

identification is that it can naturally indicate the possible start and end points of the AE

event by considering the region where the probabilities exceed some minimum value. As

shown in Figure 6.11, the assignment-probability experiences gradual changes as the AE

event unfolds and subsides. This consequence indirectly provides a window-length that
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potentially adapts to the true duration of the AE event. The implication of this outcome

offers an additional advantage in the AE wave extraction process. In the conventional

approach, a window length must be carefully set in the data acquisition system. Given

that the number of samples in the window is fixed, this adjustable variable may be too

long for some AE events, or similarly, too short for others. The probabilistic approach

seems to elegantly overcome this issue by providing a window length that autonomously

adapts to each identified AE event.

Figure 6.11: Close-up view of the main AE event found in Figure 6.8(b) displaying
the probability of being assigned to Group 2.

6.4 Application to Landing Gear

Identifying AE events in a signal is an important pre-processing step when performing

this type of AE-based monitoring. As demonstrated in the previous section, a probabilis-

tic approach may offer several advantages over traditional methods in the identification

of AE events, and with the added flexibility of the mixture model, the DP-PMM may

be an effective alternative for managing what can be an overwhelming dataset.

An additional application of the DP-PMM in SHM is explored in this section where the

modelling approach is employed directly for damage detection, rather than a practical

pre-processing step. The experimental study under consideration is the fatigue testing

of a 300M steel lug welded to an Airbus A320 main fitting. This study originally

corresponds to one of a series of projects conducted by The University of Cardiff in

collaboration with The University of Sheffield, and under the support of Messier-Dowty

Ltd. The interested reader is encouraged to refer to the work of Holford et al. [178] for

full details. The series of experiments carried out investigated the use of AE techniques

for the detection and localisation of fractures in certified landing gears under fatigue

testing.

This dataset has been analysed before in [45], where spatial-scanning statistics were

used to localise the emerging source of damage in the landing gear. It is argued that the

proposed localisation strategy works better because of the complications background

activity introduces when monitoring sharp up-turns in the energy rate of AE events,
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thereby suggesting that simply measuring the energy rate for the test is insufficient for

detecting fractures. In the following, it is shown that the early identification of fracture

is indeed possible by monitoring the energy rate, even when large amounts of background

activity are present. The premise of this approach is to implement the nonparametric

probabilistic techniques presented above to filter out background activity and “benign”

AE events from the data and retain AE events that are relevant for the monitoring

scheme.

6.4.1 Experimental Method

The dataset explored here is an extensive collection of AE waveforms recorded through-

out the fatigue test. A loading arm attached to the main-fitting lug was used to transmit

a cyclic load at a rate of 1Hz, with an initial peak amplitude of 5.5kN, and R ratio 0.1.

The load was later increased to 6kN, 6.5kN and 7kN after 90, 000 cycles, 110, 000 cy-

cles and 138, 500 cycles, respectively. Gradually increasing the load was necessary to

promote crack growth, eventually leading to rupture after 160, 000 cycles (200, 000s).

The test was made more “realistic” by also exciting the sliding tube of the main fitting,

periodically at a rate of 0.4Hz and with a travel of 40mm. The added contribution of

the sliding tube was included to promote the generation of benign AE events, as would

be expected outside laboratory conditions.

The main fitting was mounted with eight Physical Acoustics Limited (PAL) Nano 30

sensors around the cylindrical part of the landing gear (Figure 6.12(a)). These sensors

have a frequency response in the range 125 − 750kHz and with a resonance of 300kHz.

All sensors were attached to the structure with magnetic clamps, and brown grease was

used as an acoustic coupling. Using a PALPCI − 2 acquisition system, the measured

data were pre-amplified and recorded at a sampling rate of 2MHz. Fixed-size windows

of 2048 samples were recorded upon the signal crossing a pre-established threshold of

43dB. A memory buffer remained active to include 500 sample points before the trigger

event of each waveform.

6.4.2 Feature Selection

From the sensor-arrangement presented in Figure 6.12(b), only the waveforms recorded

from Channel Five were used in this analysis, given that the corresponding sensor was

the one placed nearest to the lug subjected to the fatigue load. For the duration of the

fatigue test, this sensor accounted for a total of 755, 193 recorded waveforms. Handling

this amount of data quickly became a complication, and it was necessary to extract

features from the recorded waves in order to proceed with the analysis. Following the
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(a)

(b)

Figure 6.12: (a) Experimental set-up and (b) sensor arrangement (red dots) (photo-
graph and schematic from Hensman et al. [45]). The main landing-gear fitting (1), can
be seen to be comprised of the lugs (2), loading arm (3), load actuator (4), restraining

wooden brace (5), and a sliding tube (6).

same reasoning as in the previous case study, the counts of each waveform were extracted

and used as features for the analysis. In particular, a feature vector X = {x1, ..., xN}
representing the N extracted counts was constructed for the development of the damage-

detection algorithm. Figure 6.13 shows the evolution of the counts as the waveforms

were recorded during the fatigue test. The dataset is rich in information, and it is not all

that clear whether an obvious pattern exists that could indicate a form of fracture emerg-

ing and evolving until failure. Nevertheless, some peaks are observed more frequently

towards the end of the test, suggesting that a more elaborate monitoring mechanism

could anticipate failure and warn an operator of the urgency for an inspection of the

affected part.
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Figure 6.13: Experimental results: reduced dataset (N = 10, 000). The retained data
in the reduced set correspond to a subset starting at ∼ 47, 000s into the fatigue test.

Using a collapsed Gibbs sampler to infer the cluster assignment has the advantage of

evaluating each sample-point marginally. The implication of this advantage is that

the model can adapt in real-time as new sample-points are introduced, allowing for an

online monitoring approach. However, as the dataset grows with the addition of new

sample-points, inference becomes increasingly slower, to the point where inferring the

posterior likelihood takes longer than the rate at which new observations are introduced.

This drawback comes from having to reassess the assignment of every sample-point on

each iteration of the Gibbs sampler. Because of this limitation, only a subset of the

total number of recorded waveforms was considered. Indeed, an associated risk exists

from potentially neglecting waveforms derived from structural damage, making this an

important parameter to manage for this type of application. In this case, however,

a reasonable balance between the time of computation and the quality of results was

achieved by retaining 10, 000 samples.

An important step worth mentioning here is dye-penetrant visual inspections that were

carried out periodically throughout the experiment. The outcome of each visual inspec-

tion is represented by the colour of the dashed vertical lines in Figure 6.13, where: (1)

green is for no evident fracture, (2) yellow is for possible fracture, and (3) red is for

a confirmed surface fracture. Carrying out this simple step adds special value to this

dataset, since it gives one means to validate the performance of a novelty detector. That

is, the monitoring system should be expected to flag an abnormal operation prior to the
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first “possible fracture” given by the visual inspection. The blue lines here indicate the

instances when the applied load was increased.

In an ideal scenario, where background AE activity is almost non-existent, a sudden

upturn in energy should indicate anomalous activity, likely to have been caused by

crack nucleation or growth. However, as demonstrated in this case, it is hard to discern

any clear patterns in the dataset that can reliably indicate the presence of damage. The

small load contribution administered by the sliding tube proves to have a substantial

effect on the overall AE activity.

The idea here is to have the DP-PMM cluster the waveforms by their counts. It is

assumed that count-rates corresponding to anomalous AE events will somewhat deviate

from those corresponding to benign events. By clustering the AE events, closer attention

can be paid to the inferred clusters that are characterised by the growth and development

of fracture. Other features from these clusters, such as energy, can then be monitored

to determine the health state of the lug.

6.4.3 Damage-Detection Strategy

There are different ways in which this method can be used for novelty detection. A

simple mechanism could involve having the DP-based model trigger an alarm upon the

formation of a new cluster. This approach would require having the model learn from

a training set in which it is known that the structure is operating normally. During

the training process, several clusters would form to account for the normal operation of

the structure subjected to EoVs, and any new clusters forming after the training phase

would suggest an anomalous behaviour that has not yet been observed.

One immediate complication of this approach is that the formation of new clusters may

not necessarily be a direct consequence of some change occurring to the physical system,

and it may instead be attributed to the stochastic nature of the sampler when inferring

the number of non-empty components [112]. At each iteration, when the assignment

of a sample-point is resampled, a finite probability of forming a new cluster exists, and

the number of non-empty components may briefly grow as a result. These sporadic

components may attract one or two members, but chances are that they will collapse

again after a few iterations of the sampler. In practice, the new formation of clusters

may only be an indicator of anomalous behaviour if the clusters “survive” to account

for future observations. A possibly sensible alternative could be to monitor the rate at

which the number of members from each component grows over time.
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Cluster growth-rate can be a more robust indicator of damage, by working on the as-

sumption that the generation of benign AE events will be steady. This assumption may

hold since the cyclic load applied by the sliding tube remained unchanged for the dura-

tion of the experiment, and no additional inputs were introduced. Unless subjected to

unforeseen variations, any clusters formed to characterise the benign AE events should

therefore sustain a somewhat constant growth-rate. In contrast, a sudden release of

energy caused by fracture will not only result in the additional formation of clusters,

but also a more inconsistent growth-rate of these, since AE events of this type will likely

occur sporadically with the progression of the original fracture, or from the generation

of new fractures in the structure.

6.4.4 Results and Discussion

Following the strategy described above, the DP-based model clustered the recorded AE

waveforms as shown in Figure 6.14(a). The dashed vertical lines indicate the moment

when a new cluster was created. A different colour was used to represent each cluster

and its corresponding members. The dataset was eventually split into K = 9 different

non-empty components, by setting α = 0.01.

One of the first observations that can be made from the results presented in Figure

6.14(a), is the rate at which new clusters appeared. At the beginning of the fatigue test,

the model was exposed (for the first time), to a vast number of AE events defined by a

variety of different features. It is therefore natural to expect most clusters to be created

at the start when the model is learning to identify and group the AE events as they

are being introduced. Most of the first-appearing clusters are likely to correspond to

the benign generating mechanisms attributed to the friction introduced by the sliding

tube. Some events exhibiting significantly higher counts can also be observed occurring

somewhat early in the test, triggering the creation of new clusters.

These high-count events could potentially be attributed to sources of high energy, which

may indicate the initial stages of crack initiation. Another plausible explanation is that

these events might also be a result of internal fractures already existing prior to the

start of the fatigue test. A point not yet mentioned is that the lug had previously

been fractured from preceding fatigue tests, and then repaired by welding it back in its

original place. The sudden release of the internal stresses induced by the weld could

have justifiably been a source of AE events exhibiting high counts. It is, unfortunately,

impossible to know for sure the sources of all the observed events, as they could have

also been generated from a variety of other mechanisms, such as material plastification,

crack closure and crack-face rubbing [179], among others.
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Figure 6.14: (a) AE counts clusters inferred by the DP-PMM and (b) Cumulative
counts of all inferred groups. Colours assigned to the inferred groups are consistent

between (a) and (b).

Nonetheless, some consolation can be found by recalling that AE events deriving from

crack nucleation and propagation will tend to exhibit a higher energy content (and

counts), than those from any other potential mechanism in this setting. As reviewed

at the beginning of this chapter, the correlation of AE features in fatigue tests is a

subject that has been thoroughly examined in the literature, and on the basis of this

consideration, one can therefore simplify the monitoring scheme by only looking at

clusters that are characterised by the highest count-rates.
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Figure 6.14(b) shows the cumulative sum of events corresponding to each of the iden-

tified clusters. The counts of events were accumulated in this way to help visualise the

growth-rate of the clusters throughout the test. Somewhat steady growth can be ob-

served in almost all clusters, with a few exceptions exhibiting noticeable step increases.

Since benign AE events are expected to emerge at a continuous rate, irrespective of

the health-state of the lug, it may be reasonable to assume that clusters representing

background activity are those that present a steady growth. Conversely, high-energy

bursts manifesting from the growing crack are expected to be represented by the sudden

step increases exhibited by some of these patterns.

The count rate corresponding to the 9th and 3rd clusters are shown in Figure 6.15.

Group 9 is in fact characterised by the AE events with the highest energy content, and

its selection was based on this parameter. Conversely, Group 3 corresponds to the AE

events characterised by the lowest energy content and was included in Figure 6.15 for

comparison purposes. The results now clearly show peaks emerging sporadically, with

sharp up-turns manifesting throughout the experiment. By removing the background

activity, mostly pertaining to Group 3, the data become clearer and easier to interpret.

Additionally, the size of the dataset is drastically reduced, making it suitable for the

development of a robust monitoring system. Groups exhibiting these sharp up-turns can

therefore be extracted and inspected in isolation.

Visually, one can see peaks manifesting moments before the visual inspection indicated

a possible presence of fracture, where a first substantial warning is provided in advance

at 100, 000s, and the last by the prominent step increase occurring at approximately

140, 000s into the experiment. The observed peaks in this scenario may be interpreted

as an indication of fracture extending to a detrimental length, and this form of warning

is provided early enough for an operator to intervene and have the landing gear inspected

for damage.

While the results are as good as those presented in [45], the advantage here is that

the early presence of damage could be detected without needing to resort to source-

localisation techniques, which can be cumbersome to implement and require at least

three sensors to be placed within the propagating medium of the generated waves. Here,

only a single sensor was needed, and although the data collected from this sensor alone

were very rich, the processing strategies presented in this chapter appear to be enough

to have the model successfully flag an abnormal event in real-time without performing

an invasive procedure. If, however, the interest was not only to detect but also to

localise the source of damage, then the strategy followed in [45] should be preferred.

Unfortunately, there is no way to characterise the sources of AE in this configuration,
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Figure 6.15: Rate of counts corresponding to AE events assigned to (a) Group 9 and
(b) Group 3.

but the assumptions made here appear to satisfy the identification of AE waves that

were more sensitive to damage.

6.5 Conclusions

The approach presented in this chapter demonstrated promising results in the probabilis-

tic detection of AE events in time-series signals. Challenges associated with pre-defining

an arbitrary hard threshold were addressed. In the presented method, threshold cross-

ings in a given time window are no longer assumed to indicate, with absolute certainty,

the existence of an AE event. Instead, the number of threshold crossings given in a time
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window is treated as a random sample, which is then used to infer the probability of an

event existing in that time window.

Given the probabilistic framework of the model, when an event is identified, a degree

of (un)certainty on its assignment is provided. An operator could therefore decide to

retain those AE events categorised with high certainty, after establishing a minimum

criterion that is suitable for the application at hand.

Additionally, the proposed methodology gives some insight into scenarios where the

nature of the AE activity is unknown, by not only detecting but also clustering all

the observable events. Some form of validation would still be required to ensure that

the threshold, window length, overlapped portion and hyperparameters are optimal.

Nevertheless, it was demonstrated that these parameters can be marginalised during

the inference of the infinite mixture model, thereby mitigating the dependency on the

selection of these parameters.

Challenges related to this aspect of the model must be emphasised for future devel-

opments. One particular issue is regarding the computational resources required for

inference of the DP-PMM posterior. To make the presented methods more practical

and accessible, a more efficient approach to approximate the posterior would certainly

be necessary. Addressing this issue is left as a subject for future research.

Another point worth noting is that the model relies solely on the AE count rates. This

feature is assumed to represent the generating sources of AE, which might be an over-

simplification of the involved physics. It may be necessary to adapt the model so that

other relevant AE features are taken into consideration for clustering.

Finally, the promising capabilities of the DP-PMM in AE-based monitoring methods

were explored further with experimental data gathered from a fatigue test of a landing

gear. The implementation of the DP-PMM helped simplify the interpretation of an

overwhelming dataset, allowing one to identify the groups of AE events that were more

sensitive to damage, and therefore detect the early onset of fracture in the structure.

Although this method yielded a successful outcome for this case study, exploring how

well the DP-PMM generalises when faced with different applications is an exercise worth

pursuing in the future.





Chapter 7

Insights Into Joint

Input-State-Parameter

Estimation for Journal Bearings

The statistical models presented thus far have been primarily driven by data. The

premise of a data-driven approach to statistical modelling can be potentially enhanced

with the incorporation of physics. This concept was introduced earlier in Chapter 1,

and given the promising capabilities physics-informed machine learning has to offer for

SHM, it seems fit to include an exploratory study of such an approach in this thesis.

Therefore, this chapter is aimed at highlighting some implications one may encounter in

pursuing this type of modelling for SHM. The journal bearing is once again considered

for this purpose, building upon the case study outlined in Chapter 5.

Journal bearings are intriguing candidates for condition monitoring because of their

complex dynamics. To grasp the extent of these complexities, one can envision the

delicate balance that must prevail between externally-applied forces and the evolving

fluid film in response to these forces. Disrupting this balance can lead to instabilities

that pose a significant risk to the integrity of the entire rotor assembly.

This phenomenon gained importance in high-speed turbo-machinery systems, where

unexpected vibrations raised concerns because of their potential to jeopardise the health

of the turbomachinery. Eventually, it was discovered that this undesired phenomenon

was in fact caused by the oil film-action deriving from the supporting journal bearings

[157]. Addressing this issue and uncovering the underlying causes thus necessitated a

profound comprehension of their dynamics.

123
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This type of vibration in rotating shafts is now known as self-excited vibrations [180].

The amplitude and intensity of self-excited vibrations surpass those resulting from

critical-speed excitation, rotor imbalances and cyclic stresses in the shaft [181]. This

discovery prompted the need for explanations, leading to various theoretical solutions

[182–184] and experimental investigations [181]. Discrepancies in their conclusions re-

garding the sources of self-excited vibrations revealed the complexity of the problem.

Initially, the problem was thought to originate from resonances within the oil film [182].

However, the consistent increase in amplitude of self-excited vibrations, even after the

shaft speed exceeded twice the critical speed, indicated that it should rather be at-

tributed to the oil-film action [157].

Determining the onset of self-excited vibrations requires the computation of the internal

forces exerted by the oil film, which is a challenging task given the strong nonlinearities

these forces exhibit in relation to the response of the journal [159]. Nonetheless, exem-

plary models, such as that proposed by Lund in [185], bypassed this issue by calculating

a critical mass parameter that determines stability based on the dynamic coefficients of

the bearing. The premise of this idea is based on the concept of the fluid film dynamically

acting like a spring-damper system [186, 187].

Nowadays, an extensive body of knowledge regarding the dynamics of rotors exists. Re-

cent interests in this field have been channelled towards system identification problems

involving rotating machinery, in which the response of journal bearings and their foun-

dations are included in the analysis [188]. Part of the reason for the surge in this area

of research is, perhaps, attributed to the prevalent role the dynamic coefficients have in

calculating unbalanced responses, damped natural frequencies and stabilities [185].

While modern approaches to modelling rotor dynamics involve sophisticated Finite El-

ement (FE) methods [133, 189], these models can overlook subtleties that often arise

in practice. These discrepancies are quantified by differences in the estimates made by

the model to data gathered from actual systems. A statistical model could, in principle,

provide a more accurate representation of the rotor directly from the data, but at the

risk of outputting poor predictions for newly unseen operational conditions.

In the light of these issues, a sensible solution may thus involve combining the extrap-

olating strengths of physics-based models with the learning flexibility of a data-based

model. A variety of models capable of achieving this integration have been developed in

the field of machine learning. An extensive survey on physics-informed machine learning

(PIML) algorithms can be found in [190]. The outline of the current chapter, however,

does not include an exhaustive comparison between these models for the problem at

hand. Instead, the focus here is on exploring the use of the Gaussian Process Latent

Force Model (GP-LFM) [191] for modelling journal-bearing dynamics.
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The GP-LFM employs both the dynamics and observations to infer the states of a

system (e.g. displacements and velocities) along with their driving forces. In this frame-

work, forces are treated as latent states during inference, and to mitigate assumptions

about the functional form of the force signals, these are modelled according to a set of

independent GPs, each defined by their own covariance function. The fact that the re-

sponse of the system and input force can be recovered simultaneously makes GP-LFMs

an incredibly attractive method in various areas of engineering. Several recent stud-

ies have demonstrated the effectiveness of GP-LFMs for input-state estimation in wind

turbines [192, 193], suspension bridges [194], and structural systems in general [195, 196].

Certainly, a notable advantage for applications in rotating machinery is that the GP-

LFM framework enables the recovery of the dynamic coefficients of the bearing. How-

ever, achieving this involves dealing with additional complexities from the joint estima-

tion of inputs, states, and parameters. This chapter aims to explore these implications

via a simple numerical case study in which the bearing coefficients are unknown. How-

ever, before delving into this exercise, a background on GP-LFMs is covered, followed

by the outline and analysis of a series of numerical case studies that consider various

loading conditions that a journal bearing might experience in practice.

The background provided in the upcoming sections is largely based on the works of [197]

and [198]. For a more comprehensive understanding of the subject, the interested reader

is highly encouraged to refer to these references.

7.1 Continuous-Discrete State-Space Models

Fundamentally, the GP-LFM aims to solve ordinary differential equations (ODEs) driven

by GPs. The stochastic nature of a GP input means that a given realisation yields a

solution that is also random. Therefore, the interest is not on finding a particular solution

to the ODE, but on finding the statistics of all possible realisations of the solution.

To demonstrate how one can achieve this while staying in the context of bearing dynam-

ics, the corresponding equation of motion of an nd Degrees-Of-Freedom (DOFs) system

subjected to a forced excitation is first considered. This equation can be represented by

the following second-order ODE,

Mẍ(t) +Cẋ(t) +Kx(t) = f(t) (7.1)

where, x ∈ Rnd is the vector of solutions of the ODE, f ∈ Rnd is the vector of external

forces acting on the system, and the coefficients M, C and K represent the mass,

damping and stiffness matrices of the system, respectively. The overhead dots indicate
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the order of differentiation with respect to time. For convenience, it is necessary to

represent Equation (7.1) in its state-space form. In particular,

ż(t) = Fz(t) + Lf(t) (7.2)

where

z(t) =

(
x(t)

ẋ(t)

)
, F =

(
0 I

−M−1K −M−1C

)
, L =

(
0

M−1

)
(7.3)

In this form, the second-order differential equations in (7.1) are now converted into a

set of first-order differential equations, which are defined via the state vector z ∈ Rns ,

with ns = 2nd elements.

In general, time-varying phenomena can be modelled by differential equations driven

by white noise. In this example, f(t) in Equation (7.2) can be replaced by a forcing

function w(t) modelled by white noise with spectral density Q. That is,

ż(t) = Fz(t) + Lw(t), w(t) ∼ N (0, δ(t− s)Q) (7.4)

ODEs driven by white noise are referred to as Stochastic Differential Equations (SDEs),

and if linear conditions apply, their solution can be interpreted as a linear transformation

of a GP. It should be noted that the notation employed here is a heuristic representation

of an SDE. In the traditional sense, a differential equation does not permit the disconti-

nuities introduced by w(t). A rigorous mathematical solution is possible by reducing the

problem to the definitions of Itô calculus [199]. Given that the solution is now Gaussian,

z(t) ∼ GP(z(t)|m(t),P(t)) (7.5)

where m(t) and P(t) denote the statistics of the solution; that is, the mean and co-

variance, respectively. The transition density can be recovered from this expression

by conditioning the current state with itself at a preceding time instant s < t. By

establishing the initial conditions m(s) = z(s) and P(s) = 0,

p(z(t)|z(s)) = N (z(t)|m(t|s),P(t|s)) (7.6)

where,

m(t|s) = ψ (t, s) z (s)

P(t|s) =
∫ t

s
ψ(t, τ)L(τ)QL⊤(τ)ψ⊤(t, τ)dτ

(7.7)

The definition in Equation 7.6 is only normally distributed if the set of observations is

finite. While Equation (7.2) forms the continuous-time state-space model of the system
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defined by Equation (7.1), in practice, outputs are obtained by sampling measurements

from the response of the system at discrete time instants tk. It is thus sensible to assume

that a pair of processes exist such that one is observed while the other is hidden. An

additional model can thus be constructed in which the measurements are expressed in

terms of the states with some added noise. Concretely,

yk = Hkz(tk) + rk, rk ∼ N (0,Rk) (7.8)

where yk corresponds to the kth measurement gathered at the time instant tk, Hk models

the sensor, and the noise term rk represents the uncertainties in the measurements.

Overall, the continuous-discrete state-space model is defined as,

ż(t) = Fz(t) + Lw(t)

yk = Hkz(tk) + rk
(7.9)

The hidden process corresponds to the dynamics of the system, while the observed

process corresponds to the measurements deriving from the system. This set of processes

is connected in the sense that the distributions of yk and z(t) coincide at the discrete-time

samples tk. It is thus possible to express Equation (7.4) in an equivalent discretisation

form. The formalism of the transition densities (7.7) implies that the SDE is equivalent

to the following discrete-time system,

z(tk+1) = Akz(tk) + qk, qk ∼ N (0,Σk) (7.10)

where,

Ak = ψ(tk+1, tk)

Σk =

∫ tk+1

tk

ψ(tk+1, tk)L(τ)QL⊤(τ)ψ⊤(tk+1, τ)dτ
(7.11)

In the case of a linear-time invariant (LTI) SDE, the transition matrix A, is the matrix

exponential function,

Ak = ψ(tk+1, tk) = exp(F∆t) (7.12)

where ∆t = tk+1 − tk. Similarly, the covariance of the discretised solution is given

by [197],

Σk =

∫ ∆tk

0
exp(F(∆t− τ))L(τ)QL⊤(τ) exp(F(∆t− τ))⊤dτ (7.13)

This expression for the covariance may be computed in closed form. When dealing with

linear SDEs, however, this solution is conveniently simplified. As shown in [200, 201],

Equation (7.13) can be reduced to the following expression,

Σk = P∞ −AkP∞A⊤
k (7.14)
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where P∞ is the steady-state covariance that corresponds to the solution to the Lyapunov

equation of the form,

FP∞ + P∞F⊤ + LQL⊤ = 0 (7.15)

The steady-state covariance is a result of the assumption of a process that has been

observed over an infinite duration of time. Therefore, provided that P∞ and Ak can be

computed, Σk is easily solved by equation (7.14).

By analysing the processes in (7.9) simultaneously, the states can be inferred from noisy

measurements. The problem at hand is thus a statistical one, as it involves finding

the conditional probability of z given the observed process y. While p(z|y) is generally
intractable, the reformulation of the state as a Gauss-Markov process means that filtering

and smoothing techniques can be conveniently employed to find this solution. Before

extending this idea, it is necessary to first look into the continuous-discrete state-space

model when having the input forces modelled by a set of independent GPs other than

white noises. More specifically, it is of interest in this context to assume some correlation

in the structure of the driving noise.

7.2 Solution to LTI SDEs with GP Inputs

In the previous section, the equations of motion were assumed to be subjected to white-

noise excitations. The objective of this section is to illustrate the generalisation of

the SDE model to cases where the forces are modelled by GPs defined with stationary

covariance functions. In particular, the state-space form of (7.1) can be expressed as,

ż(t) = Fz(t) + Lg(t)

g(j)(t) ∼ GP(0, κ(j)g (t, t′)), j = 1, . . . , ng

yk = Hkz(tk) + rk

(7.16)

where the latent force vector g(t) has elements gj(t) modelled by GPs. The solution

derived by Alvarez et al. [191] shows that z(t) is also a zero-mean GP with covariance

matrix function,

Kzz(t, t
′) =

∫ t

0

∫ t′

0
exp(F(t− τ))L(τ)Kgg(τ, τ

′)L⊤(τ) exp(F(t′ − τ))⊤dτdτ ′ (7.17)

where zero initial conditions are assumed, and Kgg(τ, τ
⊤) is the joint covariance matrix

accounting for all latent forces,

Kgg(t, t
′) = E

[
g(t)g(t′)⊤

]
= diag

[
κ1(t, t

′), . . . , κng(t, t
′)
]

(7.18)
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The states of z(t) thus form a multi-dimensional GP,

z(t) ∼ GP(0,Kzz(t, t
′)) (7.19)

While a closed-form solution may be obtained, the limitation of this approach is having

to compute the covariance matrix function Kzz, analytically, which may not often be

possible. In such cases, it may be necessary to employ expensive numerical computations

to solve the integration in equation (7.17).

A practical alternative to this approach is to instead embed a state-space representation

of the GP into the ODE. This solution was proposed by Hartikainen and Sarkka [202],

showing that the GP-driven ODE can be represented by an augmented form of the

ODE driven by white noise; therefore, recovering a linear SDE framework such as that

in Equation (7.4). The implication of this approach eventually leads to a representation

in which the states, now including the latent forces, can be inferred with a Kalman

filter [203] and Rauch-Tung-Streibel (RTS) smoother [204].

The state-space representation of a GP is summarised, according to [202], in the remain-

der of this section, and the interested reader is referred to their work for more details.

To begin with the illustration of this process, the realisation of an arbitrary GP, g(t),

is allowed to be the solution to an mth-order scalar LTI SDE driven by white noise. In

particular,

dm

dtm
g(t) + am−1

dm−1

dtm−1
g(t) + · · ·+ a1

d

dt
g(t) + aog(t) = w(t) (7.20)

where ao, . . . , am−1 are known constants, and w(t) is a white noise process with spectral

density S(w) = q. In state-space form,

d

dt
z(t) = Fgz(t) + Lgw(t) (7.21)

where the state z(t) contains the derivatives of g(t) up to order m − 1; that is, z(t) =[
g(t), dg(t)/dt, . . . , dm−1g(t)/dtm−1

]⊤
. The matrices Fg ∈ Rm×m and Lg ∈ Rm are given

as,

Fg =


0 1 . . .
...

. . .
. . .

0 1

−ao . . . −am−2 −am−1

 , Lg =


0
...

0

1

 (7.22)

The solution g(t) can be extracted from z(t) by defining H = [1, 0, . . . , 0]⊤ and having

g(t) = Hz(t). Now, the spectral density of g(t) is calculated by replacing z(t) with

Hz(t) in (7.21), and taking the Fourier transform on both sides of the equation. This
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calculation eventually leads to the following expression,

Sg(w) = H(F + iωI)−1LqL⊤ [(F− iωI)−1
]⊤

H⊤ (7.23)

The covariance function is finally recovered by taking the inverse Fourier transform of

the spectral density,

κg(τ) =
1

2π

∫ ∞

−∞
Sg(ω)e

iωτdω (7.24)

In practice, however, it is generally the case that one assumes the functional form of

the input, and hence, a covariance function that can accommodate such assumptions is

chosen. Since the desire is to represent g(t) in a state-space form, the problem is on

finding Fg, Lg and q such that the first component in z(t) is defined by the covariance

function κg(τ). In other words, the problem is now inverted, whereby the derivation of

(7.21) is approached from knowing κg(τ) a-priori.

The inverted approach to this problem involves determining the coefficients ao, . . . , am−1,

in Fg, from the spectral density of the covariance function. In the special case where the

covariance function is stationary, and has a spectral density represented by a rational

function of the form,

S(ω) =
q

polynomial in ω2
(7.25)

the coefficients of the polynomial in the denominator happen to correspond to the coeffi-

cients in (7.20), and the numerator corresponds to the spectral density of w(t). Although

this definition may be somewhat abstract, a more concrete illustration can be envisioned

with the Matérn family of covariance functions. It should be noted that the following

demonstration applies to a number of different covariance functions, but the Matérn

family is used here because (1) they can yield a closed-form solution and (2) are used

for the case studies outlined in this chapter.

Recall the definition of the Matérn covariance function from Chapter 4,

k(r) =
21−ν

Γ(ν)

(√
2νr

l

)ν

Kν

(√
2νr

l

)
, r = ||t− t′|| (7.26)

where ν and l are positive parameters, and Kν is a modified Bessel function. For a

one-dimensional process, the spectral density of (7.26) is,

S(ω) =
2σ2π1/2Γ(ν + 1/2)

Γ(ν)
λ2ν(λ2 + ω2)−(ν+1/2) (7.27)
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where σ2 is a scaling parameter and λ =
√
2ν/l. In the special case where ν = p + 0.5

and p is a non-negative integer,

S(ω) ∝ (λ2 + ω2)−(p+1)

∝ (λ+ iω)−(p+1)(λ− iω)−(p+1)
(7.28)

which has the desired rational functional form in (7.25), with corresponding spectral

density of the white noise process given by,

qc =
2σ2π1/2λ2p+1Γ(p+ 1)

Γ(p+ 1/2)
(7.29)

Finally, the state-space representation of (7.26) can be recovered by choosing non-

negative integers for p. For example, having p = 1 reduces to the state-space repre-

sentation of the GP defined by a Matérn 3/2 covariance function. Concretely,

d

dt
z(t) =

(
0 1

−λ2 −2λ

)
z(t) +

(
0

1

)
w(t), w(t) ∼ N (0, qc) (7.30)

where λ =
√
3/l and qc = 12

√
3σ2/l3.

Having the inputs modelled as GPs, and in state-space form, means that the force

components can now be seamlessly incorporated in the hidden process for inference. The

trick is to augment the transient model to include the force components as additional

latent states. This can be achieved by extending z(t) to account for the latent forces

and their corresponding derivatives. The augmented state-space form of Equation (7.1)

can thus be expressed as,

d

dt
zag(t) = Fagzag(t) + Lw(t)

yk = Hzag(tk) + rk

(7.31)

where w(t) ∼ N (0, Qc) and rk ∼ N (0, Rk). The diagonal elements of the matrices Qc

and Rk, correspond to the spectral densities evaluated for each force component, and the

noise of the measured states, respectively. The augmented vector of states now accounts

for the latent forces, i.e. zag(t) =
[
x, ẋ, f , ḟ

]⊤
, and the corresponding augmented drift

matrix Fag is now expressed as,

Fag =

(
F G

0 Fg

)
, G =



[
0 0

m−1
1 0

]
· · · 0

...
. . .

0 · · ·

[
0 0

m−1
nf

0

]


(7.32)
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The solution to Equation (7.31) can now be obtained by forming an equivalent discrete

system, followed by the implementation of a Kalman filter to infer the states in zag(t).

The inclusion of GPs as inputs of the SDE implies finding the hyperparameters of the

Matérn function such that the functional form of the inferred forces is accurate and

meaningful. This implication requires the addition of a method that operates in parallel

with the Kalman filter so that the set of optimal parameters can be estimated. In

the setting considered here, the parametric form of the SDE is governed by the set of

parameters Θ =
[
σ2, l, r

]
.

7.3 Parameter Estimation

The dependencies of the model on σ2, l, and r, unfortunately, complicate the analysis

a little, as these parameters are typically unknown. Nevertheless, their values can be

somewhat determined in the light of measurements. In the scenario where a finite

number of observations are available, parameter estimation for SDEs can be achieved

with Maximum Likelihood (ML) methods.

As discussed earlier, the solutions to LTI SDEs are Markov Processes since they are

characterised by Gaussian transition densities p(x(t)|x(s)). Given the Markov properties

of SDEs, the likelihood of the observations, given the parameters, can be defined as,

p(x(t1), . . . , x(tT )|Θ) =

T−1∏
k=0

p(x(tk+1)|x(tk),Θ) (7.33)

and finding an optimal set of parameters Θ̂ can be achieved by,

Θ̂ = argmin
Θ
− log p(x(t1), . . . , x(tT )|Θ) (7.34)

or, if the model is Bayesian, inference can be made directly on the posterior distribution.

That is,

p(Θ|y(t1), . . . , y(tT )) ∝ p(Θ)
T−1∏
k=0

p(y(tk+1)|y(tk),Θ) (7.35)

where p(Θ) is the prior distribution over Θ. The likelihood in either case is determined

recursively as the transition densities are made available during the filtering and smooth-

ing process. The recursion for the marginal posterior of a linear Gaussian state space is

given as,

φk(Θ) = φk−1(Θ) +
1

2
log |2πSk(Θ)|+ 1

2
v⊤k (Θ)S−1

k (Θ)vk(Θ) (7.36)

where the terms vk = yk − Hk [Akmk−1] and Sk = H
[
AkPk−1A

⊤
k +Σk

]
H⊤ + Rk, are

calculated during the updating step of the Kalman filter with the parameters fixed to
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Θ. Equation (7.36) is also referred to as the energy function [198], and by inspection,

one may notice that its functional form corresponds to the negative log-likelihood of a

Gaussian evaluated up to the kth observation. The recursion is initialised with φo(Θ) =

− log p(Θ). The evaluation of φT (Θ) at time step k = T , returns the (unnormalised)

likelihood posterior density at point Θ,

p(Θ|y1:T ) ∝ exp(−φT (Θ)) (7.37)

The recursion can then be repeated for a new selection of proposals until equation (7.33)

is minimised, or p(Θ|y1:T ) is approximated. A selection of different approximation strate-

gies is apt for this problem, such asMaximum-A-Posteriori (MAP) estimation or Laplace

approximation. While these techniques provide an optimal combination of these pa-

rameters, in many cases, it may be necessary to know the PDF of the posterior, and

off-the-shelf MCMC methods may be preferred to approximate p(Θ|y(t1), . . . , y(tT )).

7.4 Simulating Journal-Bearing Dynamics

Let the response of a journal bearing, operating under stable conditions, be defined by

the coordinate system shown in Figure 7.1. The coordinates of the shaft centre, Oj , are

given by the eccentricity e and attitude angle ϕ, relative to the bore centre Ob. The

reaction of the journal to some external loading is provided by the sum of the load

components Fe and Fϕ. One may note that Fe acts along the line of centres, while Fϕ

acts perpendicular to the line of centres. The static load of the journal is denoted byW ,

and the direction and magnitude of the reaction load vector Fr =
(
F 2
ϕ + F 2

e

)1/2
, adjust

to keep the journal balanced upon changes imparted by external loads. The eccentricity

and attitude angle are enough to completely characterise the motion of the journal, and

from Figure 7.1, the equations of journal motion are defined as,

mẍ1 =W − Fe cosϕ− Fϕ sinϕ−Wr cosϕr

mẍ2 = Fϕ cosϕ− Fe sinϕ+Wr sinϕr
(7.38)

where m denotes the mass contribution supported by the bearing, x1 = e cosϕ and

x2 = e sinϕ.

However, even when Wr and ϕr are known, some difficulties arise in attempting to

solve equation (7.38) because of the strong nonlinear dependencies in the response of

the journal. This issue means that the current form of the equations of motion is

incompatible with the linear framework established for the GP-LFM. It is thus necessary

to linearise the reaction forces about a quasi-steady-state journal location so that the
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Figure 7.1: Diagram showing forces components acting on the journal bearing. Details
of the notation are provided in the text.

system becomes linear under small displacements. The linearised equations of motion

reduce to [159],

(
m 0

0 m

)[
∆ẍo1

∆ẍo2

]
+

(
c11 c12

c21 c22

)[
∆ẋo1

∆ẋo2

]
+

(
k11 k12

k21 k22

)[
∆xo1

∆xo2

]
=

[
∆fo1

∆fo2

]
(7.39)

where c11, c12, c21, c22 denote the linearised damping coefficients and k11, k12, k21, k22 de-

note the linearised stiffness coefficients of the bearing. All eight dynamic coefficients

are characterised by the static-equilibrium eccentricity and attitude angle. The equilib-

rium position of the journal depends on a series of operational parameters, and under the

steady-state assumption, these parameters remain constant. Equation (7.39) is generally

a good approximation for many practical purposes [159, 185]. Additionally, linearisation

of the bearing reaction has the added advantage of decoupling the rotor dynamics from

the bearing, which can impose some difficulties in the overall analysis.

In the scenario where an exact analysis is required, the effects of the rotor reaction

must be taken into consideration, whereby the rotor equations are integrated with the

equations of journal motion. Making the reaction forces linear, however, allows the

response to be solved without needing to account for the rotor. While the importance

of a nonlinear analysis is worth investigating, it is a task left for future research.

For small displacements, the response of the journal is thus recovered by solving equa-

tion (7.39). A fifth-order Runge-Kutta time-step integration method is employed to
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calculate the states of the journal subjected to dynamic loading. The bearing parame-

ters are based on the test-rig designed in [131] and are thus the same key values used in

Chapter 5 (Table 5.2). The rotational speed, however, in all of the following simulations

is fixed at 115rpm.

As mentioned above, measurements are modelled as the states corrupted by noise at

discrete time instances. Therefore, measurements were simulated as a subset of evenly-

spaced discrete samples of the states with the addition of artificial noise modelled by

independent and identically distributed random samples from a Gaussian distribution

with zero mean and standard deviation equivalent to 10% of the standard deviation of

the noise-free signals.

7.5 Input-State Estimation with Known Parameters

A series of three simulated case studies are considered in this section, and in all cases,

it is assumed that the dynamic coefficients are known in advance. The values of the

dynamic coefficients can be calculated analytically from the linearisation of the journal

response under a short-width bearing assumption [159]. Derivations of these equations

are quite involved and are not covered in the present work. However, these can be

found in [157, 159], or alternatively, one may refer to their solutions from the extensive

collection of tables produced in the journal-bearing databook [205].

Table 7.1 includes the values of the computed dynamic coefficients in relation to the op-

erating parameters outlined in Table 5.2. These coefficients are adopted in all numerical

simulations.

Table 7.1: Journal bearing dynamic coefficients used for the simulation.

Coefficient Value Units

m 200 kg
c11 10, 253 kNsm−1

c12 7468.4 kNsm−1

c21 7468.4 kNsm−1

c22 21, 990 kNsm−1

k11 88, 555 kNm−3

k12 -35, 155 kNm−3

k21 159, 000 kNm−3

k22 115, 810 kNm−3

Since modelling is employed in a Bayesian framework, the prior distributions on the hy-

perparameters are defined as shown in Table 7.2. These priors are employed in all three
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case studies, and the MAP estimates of the posterior are found with the Quantum-

Behaved Particle-Swarm Optimiser (QPSO) [121], such that equation (7.36) is min-

imised. Because the hyperparameters are required to be positive, the search space of

the energy function is transformed by taking the logarithm of the hyperparameters, i.e.

Θ̂ = log(Θ).

Table 7.2: Priors for GP-LFM hyperparameters.

Hyperparameter Prior

l̂

σ̂2

r̂

l̂ ∼ N (−2, 1)
σ̂2 ∼ N (8, 1)

r̂ ∼ N (−30, 1)

7.5.1 Numerical Case Study 1: Harmonic Excitation

The predictive capabilities of the GP-LFM are evaluated in this section by first con-

sidering the scenario in which the journal is subjected to harmonic excitation. In real

applications, a harmonic response may be driven by out-of-balance forces deriving from

the rotor. That is, assuming a perfectly rigid rotor, the components of the external

forcing can be defined by,

∆fo1 = meµω
2 sin(ωt− ϕ)

∆fo2 = meµω
2 cos(ωt− ϕ)

(7.40)

where meµω
2 denotes the magnitude of the out-of-balance forces, with eµ being the

unbalance eccentricity and ω = 2πN/60. Solving Equation (7.39) with the external

forces defined by (7.40), results in the response shown in Figure 7.2.

Detailed views of displacement responses are included in the figures, showing the sim-

ulated measurements used for inferring the states. Figure 7.2(c) shows a synchronous

whirl forced upon the journal as it reacts to out-of-balance forces equal to one-quarter

of the static load (i.e. meµω
2 = 250N). Although this simulation is somewhat of an

idealised representation, this orbiting effect is characteristic of journal bearings when

their operation is stable.

Because of the smooth aspect of the forcing signal employed in this exercise, the co-

variance function chosen for the input-state estimations is the Matérn 5/2 (p = 2).

Alternatively, for this particular case, the periodic covariance function may be arguably

a choice better suited to this problem, as a sinusoidal behaviour can be (potentially)

expected from a rotor that is out of balance. However, the periodic function would be

limited to purely periodic force histories, which might not necessarily be true in real

applications. For example, additional external forces may come into play, contributing
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Figure 7.2: Journal response to out-of-balance forces: illustrating the histories of (a)
xo1, (b) xo2, and (c) orbiting within the bearing. Detailed views are provided to show

the noisy measurements.

to the overall signal to the extent that strictly periodic function may no longer accu-

rately capture the underlying driving forces. The Matérn 5/2 may, at least, adapt to

smooth transitions that depart from a strictly sinusoidal behaviour, while still being able

to capture the periodic nature of the out-of-balance forces simulated in this numerical

study.

Using the displacement measurements, the states and latent force histories are estimated

as shown in Figure 7.3. It is found that the predictions of the states, in both the vertical

and horizontal directions, are very accurate. The expected values of the estimates closely

match the ground truth, encompassed within a 3σ confidence interval. Visually, the
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(a)

(b)

(c)

(d)

Figure 7.3: GP-LFM estimates of (a) xo1, (b) xo2, (c) fo1 and (d) fo1 for simulated

harmonic excitation. The MAP estimates of hyperparameters are l̂ = −1.3941, σ̂2 =
11.4498, and r̂ = −30.8297.

estimates of the latent forces seem to also be in good agreement with the ground truth,

and the periodicity forced by the out-of-balance forces is indeed captured by the GPs.

7.5.2 Numerical Case Study 2: Multi-Sine Force Excitation

A somewhat more challenging force estimation exercise is considered in this second case

study, where the inputs are simulated by generating a set of narrowband multi-sine
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signals. These signals are generated with a sampling rate of fs = 2048Hz over the span

of five seconds and are characterised by a sum of 10 different sinusoidal waves within a

frequency range from 20.48Hz to 40.96Hz. The purpose of this particular case study is

to evaluate the performance of the GP-LFM at estimating the loading that may derive

from external factors.

The estimation of this type of loading may be of interest in determining the remaining

useful life of the structure housing the journal bearing. For example, in marine appli-

cations, the complex system of stresses that ships experience from different sea states

can be incredibly difficult to determine accurately. Measuring these stresses can greatly

help prevent catastrophic failures caused by prolonged cyclic loading, to which large

container ships are particularly susceptible [206].

Given that fluid-film bearings are commonly preferred as the main supporting compo-

nents of the propeller shafts, wave-forcing histories could, in theory, be indirectly deter-

mined via measurements of the journal response. It would, indeed, be unreasonable to

expect this approach to provide a complete representation of the stresses experienced

by the ship structure as a whole, but some meaningful information about the loading

experienced towards the stern may be recovered.

Following the same procedure as in the previous case study, the response of the journal

to a set of independent multi-sine wave functions, applied in the vertical and horizontal

direction, results in the journal displacements shown in Figure 7.4.

Much like the response caused by harmonic excitation, the orbiting effect illustrated

in Figure 7.4(c) can also be seen to become apparent from this type of loading, but

with a traced path that is more irregular. The extent of the displacements may still be

considered to be within the linear range; since, according to Lund [185], the journal-

response estimation is fairly accurate as long as the amplitudes remain within 40% of

the bearing radial clearance.

This condition is enforced by scaling the generated forces to small enough amplitudes.

In this case, the force signals were generated with a maximum amplitude of 1kN, which

resulted in displacements contained within 3.3% of the clearance. In the previous case

study, while the displacements were slightly higher in amplitude, these were still within

6.6% of the clearance.

For the latent force estimation, a Matérn 3/2 (p = 1) covariance function is employed

rather than the Matérn 5/2 used in the previous case study. This choice aims to reduce

the smoothing effect that the GP may have over high-frequency components in the

forcing signal. The estimations of the states and force histories are shown in Figure 7.5.

The states and force signals in this exercise are, once again, very accurately predicted by
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Figure 7.4: Journal response to multi-sine forces: illustrating the histories of (a) xo1,
(b) xo2, and (c) orbiting within the bearing. Detailed views are provided to show the

noisy measurements.

the Kalman filter and RTS smoother. All values fall within 3σ away from the expected

displacement estimates, and the predictions are almost indistinguishable from the ground

truth.

7.5.3 Numerical Case Study 3: Impulse Excitation

To finalise this series of numerical studies, the journal response to an impulse excitation

is now considered. This numerical case study is conducted to simulate the scenario in

which the rotor experiences an unprecedented impact. The aim here is to assess how

well the GP-LFM can predict the instant and magnitude of such impact. The force



Input-State Estimation with Known Parameters 141

(a)

(b)

(c)

(d)

Figure 7.5: GP-LFM estimates of (a) xo1, (b) xo2, (c) fo1 and (d) fo1 for simulated

multi-sine excitation. The MAP estimates of hyperparameters are l̂ = −3.6811, σ̂2 =
12.4130, and r̂ = −33.7743.

signals are simulated with a 100kN impulse excitation applied at ϕ = 45◦. In addition

to the impact excitation, the force signal is overlaid with random white noise to simulate

possible random forces the bearing might also experience during operation. The random

excitation is generated with i.i.d. samples from a zero-mean Gaussian with a standard

deviation of 316.2N, and the impulse is triggered at 1.1s into the recording. The solution

of the journal response to an impulse excitation is shown in Figure 7.6.

The effect caused by the impact excitation is depicted more evidently in Figure 7.6(c). A
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Figure 7.6: Journal response to an impulse: illustrating the histories of (a) xo1, (b)
xo2, and (c) orbiting within the bearing. Detailed views are provided to show the noisy

measurements.

sudden change in the trajectory of the journal is shown with the journal getting “knocked

out” off its equilibrium position before gradually finding its way back and adopting an

orbiting motion similar to those exhibited in the preceding case studies but in an even

more irregular manner. Intuitively, the orbiting about the equilibrium position is caused

by the internal forces reacting to the random excitations.

The response to an impulse excitation is of particular importance because it can lead

to metal-to-metal contact between the journal and outer race, thereby causing potential

damages and/or instabilities [181]. As shown in this case study, the magnitude of the

impulse is not high enough to cause the journal to come into contact with the bore;

that is, the journal motion remains within the geometrical bounds of the bearing. A
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(a)

(b)

(c)

(d)

Figure 7.7: GP-LFM estimates of (a) xo1, (b) xo2, (c) fo1 and (d) fo1 for simulated

impulse excitation. The MAP estimates of hyperparameters are l̂ = 0.8745, σ̂2 =
17.3064, and r̂ = −34.6335.

potential concern, nonetheless, is that abrupt changes in the response can lead to in-

stabilities, which are characterised by strong nonlinearities that the present linearised

model disregards. For now, the response is assumed correct, given that the intention

here is to determine the onset of the impact in the force history.

Unlike the previous case studies, the expected latent forces present discontinuities that

might never be captured with a smooth GP. It is thus reasonable to set p = 0 in

the generalised definition of the Matérn function, in order to recover the exponential
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covariance function, which renders a rougher process. The results of implementing the

GP-LFM with a Matérn 1/2 are shown in Figure 7.7. Similar to the previous case

studies, the latent states are predicted with a high degree of accuracy.

On the other hand, while the predictions of the latent forces seem to capture the in-

stant at which the impulse occurs, the amplitude is quite significantly underestimated.

A detailed view of the force histories illustrates the shortcomings of the model in cap-

turing the discontinuity imposed by the impulse. Despite using a covariance function

that should, in theory, capture sharp up-turns like the present one, there are a few con-

siderations that prevent a more accurate representation of such. The first is the fact

that the GP attempts to model an inherently non-stationary signal. In other words,

the covariance function is simply not expressive enough to account for the sudden and

abrupt change in amplitude. Additionally, the majority of the signal is dominated by

random excitations, thereby promoting the GP-LFM to learn over the entire signal at

the expense of predictive accuracy within the relatively short section where the impulse

manifests. In the interest of detecting the impact, however, the estimated forcing signals

do present a peak that is prevalent at the instant in which the impulse occurs, providing

information that is still meaningful for analysis.

7.5.4 Overall Remarks and Discussion

The results obtained from the numerical case studies raise some compelling points that

are worthy of discussion. A prevalent consideration that is shared among all cases is the

choice of covariance function; indeed, this is a key aspect that requires careful attention

and is of particular importance in the present analysis. Generally, the choice of a suitable

covariance function may be assessed by comparing the fit of the rendered models to a set

of training data. The problem in this case, however, is clear, since the “training data”

would correspond to the measurements of the true forces driving the response, which are

unknown. It is thus unfortunate that the means to validate the reliability of the latent

force predictions warrant their corresponding measurements, a requirement which one

may argue would make this modelling approach redundant once force measurements

are available. Nevertheless, whenever possible, the value of measuring force signals for

validating GP-LFMs is in the insights they may provide about the system, which can

help ensure accurate predictions in other situations where force measurements are simply

prohibited.

Since the only source of data in these case studies was derived from the measured

journal displacements, the choice of a suitable covariance function was based merely

on the nature of the expected excitations. The justification for employing the different
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variations of the Matérn function is briefly outlined in each simulated scenario, where

the Matérn 5/2, 3/2 and 1/2 were selected for modelling out-of-balance, multi-sine

and impulse excitations, respectively. Given the absence of input measurements, the

smoothing parameter ν was determined in anticipation of the potential excitations the

journal bearing could experience.

By this premise, the correct selection of a covariance function is, certainly, application-

dependent, and relies heavily on the expertise one has about the system. However,

on a more pragmatic note, it is worth highlighting that some challenges may limit the

selection process to a handful of options, as the state-space representation of a covariance

function is not readily available in most cases. The Matérn family is a special case in

which a closed-form state-space representation exists for non-negative integer values of

p, but it is often the case that the state-space representation of a covariance function

requires an approximation of its spectral density that can be somewhat cumbersome to

evaluate. This consideration is the subject of ongoing research in the field of machine

learning. Although reviewed briefly in the above studies, a comprehensive analysis of

the choice of covariance function for predicting a richer selection of loading conditions

is an exercise that requires further investigation, and it is left as research that will be

pursued in the future.

For now, the outcome in all three case studies can be considered to be satisfactory in

terms of the GP-LFM correctly identifying the unique signatures of the simulated forces.

Unlike the first two case studies, the impulse excitation was the least accurate estima-

tion, as shown by the root-mean-squared error of the expected estimates with the true

values in Table 7.3. This outcome, however, comes as no surprise, since the high error

is likely attributed to the underestimation of the impulse amplitude. Nonetheless, if the

overall aim is to recover accurate load estimates, then a few measures can be enforced

to address potential shortcomings. For example, within the established Bayesian frame-

work, priors can be defined to favour hyperparameters that are expected to provide a

better representation of the states and latent forces. This consideration was, in fact,

indispensable in attaining the results presented above. Changing the mean and covari-

ance of the priors had a substantial effect on the predictions, and the best results were

obtained when imposing the priors in Table 7.2.

Table 7.3: Root-mean-squared error of input-state predictions from numerical case
studies with known parameters.

Case Study fo1(N) fo2(N) xo1(m) xo2(m)

1 4.5792 5.7515 6.3535× 10−8 1.3497× 10−8

2 15.5027 15.1927 1.1608× 10−8 5.4718× 10−9

3 963.9761 981.6669 6.0019× 10−8 2.6457× 10−8
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An element of interpretability comes into play when determining the values of the hy-

perparameters, which are not readily interpretable in a physical sense. Nevertheless,

by acknowledging the role these parameters have in defining the Matérn family of func-

tions, a sensible initial guess might involve setting the prior over σ2, and the prior over

l, around the expected variance and frequency content of the force signal, respectively.

If such information is inaccessible, inference may become more challenging, potentially

requiring the definition of improper priors. In such cases, finding optimal parameters

may only be possible with sufficient representative data to mitigate the biases introduced

via the prior.

While the exact dynamic coefficients were provided, it is important to note that a unique

solution is not necessarily guaranteed. This argument is primarily based on the complex-

ities that the posterior distribution might present over the space of hyperparameters. It

is unlikely for the posterior to be characterised by an unimodal functional form, imply-

ing that the optimiser is susceptible to finding a solution in one of potentially several

local minima. Therefore, achieving a precise estimation of the ground truth may be pos-

sible by finding the correct combination of hyperparameters for a particular problem;

assuming, of course, that a suitable covariance function has been chosen beforehand.

The caveats discussed thus far are, unfortunately, exacerbated when the parameters of

the dynamic model are also unknown. However, pursuing this exercise with the GP-LFM

has the potential to correctly identify the dynamic coefficients, in addition to the driving

forces, in-situ. As highlighted in the introduction, this outcome is clearly desirable in

the analysis of rotor-machinery systems. An exploratory study of this approach is thus

conducted in the following section.

7.6 Input-State Estimation with Unknown Parameters

Determining all eight dynamic coefficients can be a challenging task, both analytically

and experimentally. The reasons that amount to this challenge are vast, including as-

sumptions made about the solution to the Navier-Stokes equations [207], which are

further simplified in defining the Reynolds’ equation [159] governing fluid-film bearings.

The accuracy of the solutions based on these equations depends on operational con-

ditions and can be affected by multiple factors, including changes in oil temperature,

oil-flow supply, and turbulence. The introduction of rotor dynamics further complicates

the analysis, and finite-element modelling often becomes necessary for accurate results.

Numerical modelling ranges in complexity, with the Elasto-Hydrodynamic (EHD) and

Thermo-Elasto-Hydrodyanmic (TEHD) models [133] being prevalent examples used to

overcome the limitations of a purely analytical solution.
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Despite the advances in modelling journal-bearing dynamics, the agreement between

theoretically-evaluated and experimentally-measured dynamic coefficients are generally

limited, typically within 10− 20% [208].

The GP-LFM offers the advantage of leveraging data to mitigate modelling errors. By

incorporating observations gathered from the bearing (e.g. displacement, velocity, accel-

eration), the model seeks to compensate for the assumptions made about the system.

The previous section introduced the use of the GP-LFM to recover the latent forcing

from different simulations, under the assumption that dynamic coefficients were known.

However, these coefficients might not be readily available or could be subject to errors

in practical applications.

The GP-LFM can be easily extended to incorporate the dynamic coefficients as unknown

parameters during inference, making the problem at hand one of finding an optimal set

of parameters Θ =
[
σ2, l, c11, c12, c21, c22, k11, k12, k21, k22, r

]
, such that Equation (7.36)

is minimised during the implementation of the Kalman filter for input-state estimation.

However, this introduces an ill-posed problem since any two of the estimates - inputs,

state, or parameters - are necessary to determine the remaining third.

In the implementation above, for example, the parameters were known, and information

about the states was provided by the observations, facilitating the estimation of the

latent-force signals. Indeed, the GP hyperparameters had to be inferred in the process,

but finding their true values is often of little interest as long as the predictions made

by the GPs are reasonable. Therefore, adding the dynamic coefficients as an unknown

appears to present a problem that is seemingly impossible to solve.

Some progress towards solving this ill-posed problem involves the use of well-informed

priors on the parameters. These priors are necessary to constrain the range of possible

solutions to those that are physically meaningful. In practice, finite-element model

solutions or experimental measurements can inform these priors, allowing for a more

realistic estimation of the dynamic coefficients.

To illustrate the intricacy of the problem, the conditions outlined in Case Study 2

are replicated in the following demonstration. The main difference, however, is in the

fact that the dynamic coefficients are no longer assumed to be known in advance. To

constrain the problem, the mass of the journal is assumed to be entirely supported by

the bearing, and it is thus known in advance.

Table 7.4 provides insight into the parameters, including their original values and their

corresponding prior distributions. The value ĉ22 is disregarded since ĉ12 = ĉ22. As all the

parameters are required to be positive, a logarithmic transformation is employed to map
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the search space, denoted by (̂.), following the consistent notation from the preceding

section.

Table 7.4: Priors for GP-LFM hyperparameters and dynamic coefficients.

Parameter Prior Transformed original value MAP estimate

l̂ l̂ ∼ N (−2, 1) − -3.9295
σ̂2 σ̂2 ∼ N (8, 1) − 11.7961
ĉ11 ĉ11 ∼ N (16.1, 0.1) 16.1431 15.8411 (−1.87%)
ĉ12 ĉ12 ∼ N (15.4, 0.1) 15.8262 15.2789 (−3.46%)
ĉ22 ĉ22 ∼ N (15.9, 0.1) 16.9061 16.4598 (−4.00%)

k̂11 k̂11 ∼ N (18.3, 0.1) 18.2991 18.4147 (+0.63%)

k̂12 k̂12 ∼ N (17.7, 0.1) 17.3753 19.0135 (+9.43%)

k̂21 k̂21 ∼ N (19.1, 0.1) 18.8844 19.2562 (+1.97%)

k̂22 k̂22 ∼ N (18.4, 0.1) 18.5675 18.4947 (−0.39%)
σ̂2n σ̂2n ∼ N (−30, 1) -30.7310 -31.9998 (−0.04%)

The prior distributions established for the dynamic coefficients are designed to roughly

encompass the feasible range of physical values that these coefficients might exhibit for

the given bearing configuration. For example, Figure 7.8 illustrates the prior distribution

on ĉ11, which prioritises values that are more likely to explain the journal response when

its equilibrium position is defined by values near ϵ = 0.5.
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Figure 7.8: Illustration of prior distribution, p(ĉ11) = N (16.1, 0.1), defined for the
dynamic coefficient ĉ11.

The MAP estimates of the parameters are again identified using the QSPO, and the

results have been included in Table 7.4 alongside their original values. While the MAP
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estimates seem to closely approximate the target values, it should be noted that small

alterations in the log space amount to substantial deviations in the actual coefficients.

To put this notion into perspective, the 4.00% difference of the estimated ĉ22, equates

to a 36% difference upon transformation to the original space.

The extent of these differences is evident in the quality of the latent-force predictions,

illustrated in Figure 7.9. What is interesting about these results, however, is the fact the

states are accurately estimated regardless of the elicited parameters. Quantitatively, the

root-mean-squared error of the predictions is provided in Table 7.5. The performance

of the GP-LFM in estimating the states remains comparable to that when the dynamic

coefficients are known, even when the error of the force estimates increases by almost

an order of magnitude.

Table 7.5: Root mean-squared error of state and input predictions.

fo1(N) fo2(N) xo1(m) xo2(m)

110 149 1.6630× 10−8 9.1712× 10−9

This outcome can be attributed to the flexibility of the GPs, which enables them to

adapt to the biased parameters employed in the Kalman filter. Consequently, even if

the proposed parameters diverge from their true values, the GPs can adjust to pro-

duce state estimates that align well with measurements. This phenomenon is rooted

in non-identifiability, whereby sets of distinct optimal parameter, e.g. Θ̂1 and Θ̂2, yield

equivalent likelihoods for the observations (p(y1:T |Θ̂1) = p(y1:T |Θ̂2)). These shortcom-

ings are, in fact, alleviated with priors that promote the search for optimal minima that

approximate closely to the true values of the parameters.

In terms of inferring the accurate dynamic coefficients using GP-LFM, it is important to

acknowledge that without precise prior knowledge, this task proves remarkably difficult.

The high dimensionality of the posterior distribution renders the problem susceptible to

the curse of dimensionality, thereby necessitating substantial amounts of data to isolate

the true parameters.

It is worth highlighting that, although the true dynamic coefficients might not be recov-

ered precisely from the MAP estimates, the true force signals can be found within a 3σ

confidence bounds from the expected values. Furthermore, the probabilistic framework

implies that the true parameters are encompassed within the confidence bounds of the

posterior distribution. These bounds can be inferred by means of MCMC algorithms,

but with the caveat that for a ten-dimensional space, the complexity of the posterior

distribution might hinder the sampler from converging to a meaningful approximation.

This subject requires further investigation, and it will be pursued as an advance on the

work presented in this chapter.
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(a)

(b)

(c)

(d)

Figure 7.9: GP-LFM estimates of (a) xo1, (b) xo2, (c) fo1 and (d) fo1 for simulated
multi-sine excitation with unknown parameters.

7.7 Conclusions

The objective of this chapter has been to explore whether the GP-LFM can offer a

promising approach to address common challenges encountered in monitoring rotating

machinery; namely, in estimating driving forces and dynamic coefficients with measure-

ments obtained from within a journal bearing. Instead of providing a comprehensive

solution, an exploratory approach was taken, presenting results from simulated case

studies.
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The results highlighted that the success of the GP-LFM in making predictions is heavily

reliant on selecting appropriate covariance functions. Equally important is the definition

of well-informed prior distributions, which are vital for attaining meaningful estimates

of the inputs, states and parameters. Although the outcomes were analysed with respect

to simple numerical case studies, the insights elicited from them are also likely to be

applicable to more complex scenarios.

Arguably of more significance, however, is to conclude this chapter by discussing poten-

tial directions for further exploration. Four main concepts remain open-ended and are

certainly worthy of further investigation, suggesting possible directions for advancing

these ideas:

1. Validating the GP-LFM using measurements collected from actual systems. This

task might require more sophisticated models than the simplified linearised short-

width bearing assumption to ensure accurate predictions on real-world systems.

2. Analysing responses in which nonlinear effects become prevalent. While the in-

tricacies of acknowledging this consideration may involve relying on models with

added complexities, a more realistic representation of the journal responses would

further enhance the applicability of the model in practical scenarios.

3. Consideration of including confounding factors in the analysis, such as the im-

pact of the rotor on the response and operational variations that were omitted

in the presented case studies. Incorporating these factors would lead to a more

comprehensive understanding of the bearing’s behaviour.

4. Developing a systematic methodology to address the ill-posed problem of jointly es-

timating inputs, states, and parameters for journal bearings. This direction might

involve addressing the complexities of parameter estimation in high-dimensional

spaces and exploring prior distributions that might be better suited for this prob-

lem.





Chapter 8

On the Use of Variational

Auto-Encoders for Preprocessing

Data in SHM Applications

In Chapter 2, the importance of feature selection was highlighted in the development of

statistical models. This chapter delves deeper into the concept of feature selection by

examining data from two distinct experimental case studies.

Given the importance of data pre-processing in SHM, this chapter serves as a brief

independent study of how some discussed concepts in Chapter 2 manifest in practical

applications. In particular, it highlights the challenges that may arise during damage

identification, such as dealing with high-dimensional features, or benign variations that

can potentially mislead novelty detectors.

The first case study investigates rolling-element element bearing operation for damage

detection. Although this is a CM-oriented problem, the concepts presented are equally

applicable to SHM applications. The second case study explores the effects of environ-

mental variations on damage-sensitive features, introducing complexities that must be

addressed to ensure the effectiveness of a novelty detector.

An exploratory study is pursued offering a novel view of the implementation of autoen-

coders for data preprocessing. Specifically, the use of VAEs is investigated as a means

of dimensionality reduction before conducting damage detection analysis. As a type of

latent space detection-based model [209], VAEs have recently shown promise in gener-

ating low-dimensional data representations [210–213]. Their potential in the context of

SHM is yet to be fully explored.
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A brief theoretical background related to VAEs is covered in the following section. The

first of the case studies is then outlined and examined before advancing to the sec-

ond. The structure of this chapter is intended to demonstrate systematically the ad-

vancements required to address the added complexities introduced by environmental

variations, and thus illustrate how VAEs can be adapted to effectively address them

accordingly.

8.1 A Brief Background on VAEs

Introduced by Kingma and Welling [72], VAEs make use of neural networks to efficiently

derive approximate posteriors over continuous latent variables. The premise of VAEs is

based on a set of N observable variables X = {x1, ...,xN} ∈ RD×N , assumed to have

been generated from a distribution conditioned on an underlying set of latent variables

Z = {z1, ..., zN} ∈ RJ×N . That is, for every input vector xn ∈ RD, a latent vector

zn ∈ RJ exists. The inputs are projected into a reduced latent space with a nonlinear

transformation e : RD → RJ , where J < D.

A VAE infers an approximate posterior distribution q(Z|X), from which the latent vari-

ables are generated. The need to approximate the posterior is motivated by the potential

intractability involved in solving for the true posterior p(Z|X). The approximate poste-

rior derives when attempting to maximise the log marginal likelihood p(X), leading to

the following decomposition [48, 175],

log p(X) = L(q(Z|X)) +DKL(q(Z|X)||p(Z|X)) (8.1)

where the terms in the expression are defined by,

L(q(Z|X)) =

∫
q(X) log

(
p(X,Z)

q(Z|X)

)
dZ (8.2)

DKL(q(Z|X)||p(Z|X)) = −
∫
q(X) log

(
p(Z|X)

q(Z|X)

)
dZ (8.3)

The first term in Equation (8.1) corresponds to the Evidence Lower-Bound (ELBO),

while the second term is the Kullback-Leibler (KL) divergence between the approx-

imate and true distributions q(Z|X) and p(Z|X), respectively. The KL-divergence

term is always positive and reduces to zero if, and only if, q(Z|X) = p(Z|X). There-

fore, an estimate of the approximate posterior q(Z|X) can be found by minimising

DKL(q(Z|X)||p(Z|X)). Given that log p(X) is constant in (8.1), this process is equiva-

lent to maximising L(q(Z|X)), which is easier to evaluate since one now deals with the

joint probability p(X,Z), rather than the intractable posterior p(Z|X).



A Brief Background on VAEs 155

The optimisation objective of the VAE is thus defined by the ELBO, which can be

conveniently expressed in the following way,

L(q(Z|X)) = Eq(z|x) [log p(X|Z)]−DKL(q(Z|X)||p(Z)) (8.4)

where the prior distribution over the latent variables p(Z), now appears in the KL

divergence term. Details on the derivations of equations (8.1) and (8.4) are provided in

Appendix C.

The VAE computes the parameters that define q(Z|X) with a neural network encoder

eϕ(X), which is parameterised by the set of weights ϕ. If the posterior is assumed Gaus-

sian with diagonal covariance, the encoder outputs the mean and variance corresponding

to each independent distribution. Concretely, for a single datapoint xn, the approximate

posterior is defined as,

qϕ(zn|xn) = N (zn|µϕ(xn),σ
2
ϕ(xn)I) (8.5)

where µϕ(xn) = eϕ,µ(xn;ϕ) and σ2
ϕ(xn) = eϕ,σ(xn;ϕ). As illustrated by Figure 8.1,

the probabilistic encoder – or recognition network –, encodes the inputs into a stochas-

tic bottleneck before passing samples from qϕ(zn|xn) to the probabilistic decoder – or

generative network –, which attempts to approximately reconstruct the original inputs.

Figure 8.1: Diagram illustrating the structure of a VAE.

Therefore, optimising the ELBO over q(zn|xn) is achieved by optimising the ELBO over

the neural-network parameters (ϕ,θ). The optimal values of these sets of parameters

can be found jointly using Stochastic Gradient Descent (SGD). The problem is that the

gradients of the ELBO with respect to ϕ are not readily solvable because the expectation

with respect to qϕ(zn|xn) is also a function of ϕ.
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Fortunately, this issue can be addressed with the reparameterisation trick [214], whereby

the expectation with respect to qϕ(zn|xn) is replaced with one with respect to a distri-

bution of an auxiliary random variable ϵ, that is independent of xn and ϕ. Rewriting

the ELBO expectation in terms of ϵ thus yields,

Eqϕ(zn|xn) [log p(xn|z)] = Ep(ϵ) [log p(xn|zn)] (8.6)

where zn is defined by some vector-valued function g(ϵ, ϕ,xn), parameterised by the

corresponding xn, the set of weights ϕ, and the auxiliary variable now defined as a

random noise sample ϵ ∼ p(ϵ). A Monte Carlo estimator L̃(ϕ, θ;xn) of the ELBO can

then be defined as follows,

ϵ(l) ∼ p(ϵ)

z(l)n = g(ϵ(l), ϕ,xn)

L̃(ϕ, θ;xn) =
1

L

L∑
l=1

log pθ(xn|z(l)n )−DKL(qϕ(z|xn)||pθ(z))

(8.7)

where L denotes the number of samples per datapoint.

Given that the posterior is approximated with a diagonal Gaussian, the sampling pro-

cess defined as z
(l)
n ∼ N (µϕ(xn),σ

2
ϕ(xn)I) can be reparameterised as z

(l)
n = µϕ(xn) +

σϕ(xn) · ϵ(l), where ϵ(l) ∼ N (0, I). This derivation is replicated from [72], where it is

also demonstrated that the gradient ∇ϕ,θL̃(ϕ, θ;xn) can be used to optimise the ELBO

with minibatch SGD. Further details of this computation can be found in [215].

Solving for the KL-divergence term can be achieved without the estimation required for

the log-likelihood in (8.7). An analytical closed-form solution is possible when having

the prior distribution defined by a centred isotropic multivariate Gaussian; i.e. pθ(zn) =

N (0, I). By using this prior, the ELBO estimator now yields,

L̃(ϕ, θ;xn) =
1

L

L∑
l=1

log pθ(xn|z(l)n )+
1

2

J∑
j=1

(1+log(σ2ϕ,j(xn))−µ2n,j(xn)−σ2n,j(xn)) (8.8)

where the subscript j denotes the jth element in vectors µϕ(xn) and σ2
ϕ(xn). Having

the objective function estimated as in (8.8) allows it to be differentiable with respect to

all parameters in the network.

Finally, the reconstruction part of the objective function can be defined by allowing the

inputs to be i.i.d. samples of a Gaussian distribution. Much like in the encoding process,

the likelihood pθ(xn|zn) can be defined by the neural network decoder dθ(zn), which is

parameterised by the set of weights θ. In particular, having the decoder output the
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mean and variance of the Gaussian likelihood results in the following,

pθ(xn|zn) = N (µθ(zn),σ
2
θ(zn)I) (8.9)

where µθ(zn) = dθ(zn; θ) and σ2
θ(zn) = dθ(zn; θ). By taking the log of equation (8.9)

and omitting all additive constants, the following expression is obtained,

log pθ(xn|zn) = −
D∑

d=1

[
log σθ,d(zn) +

(µθ,d(zn)− xn,d)2

2σ2θ,d(zn)

]
(8.10)

where the subscript d denotes the dth element in vectors µθ(zn), σ
2
θ(zn), and xn. While

not explicitly depicted in Figure 8.1, the variance of the data can also be learnt by

extending the output of the decoder accordingly.

The definitions covered in this section pertain specifically to the special case involving

Gaussian distributions only. This VAE configuration is the one adopted for the two case

studies that follow. The exploration of more extensive applications of the VAE in this

context is a task reserved for future research.

8.2 Experimental Case Study 1: Rolling-Element Bearing

Subjected to Damage

The first set of experimental data examined here corresponds to a case study from

Worden et al. [216], using data provided by Mr. M. Tabaszewski and Prof. C. Cempel,

from Poznan Technical University. The original experiment involved monitoring a ball

bearing (type 6024 with a steel cage), operating under various health states. The raw

data were recorded from accelerometers placed on the outer casing of the bearing. Five

different health states were monitored:

1. New ball bearing – Normal operation

2. Broken outer race – Damage 1.

3. Broken cage with one loose element – Damage 2.

4. Damaged case with four loose elements – Damage 3.

5. Badly worn ball bearing with no evident damage – Damage 4.

Each time signal was divided into 64-point intervals and then Fourier transformed to

record the magnitude of each spectral line. The resulting dataset thus yielded a series
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(1797 samples) of 32-point vectors. A training set was constructed by concatenating

200 random objects from each state, leaving 150 samples for a validation set and 647

for a test set. The architecture and hyperparameters of the networks were also adjusted

by implementing a random-grid search cross-validation over a range of possible values.

At the risk of worsening performance, however, the latent space was restricted to two

dimensions in all methods. Compressing the data to only two dimensions makes the

results easier to visualise and also to identify clusters of their underlying features.

8.2.1 Dimensionality Reduction Strategy on Experimental Data

Arguably, the most commonly-employed technique for dimensionality reduction is PCA

[70]. This choice is, perhaps, mostly attributed to its simplicity. While PCA remains

a practical technique for managing high-dimensional data, it is limited to linear trans-

formations, thereby disregarding any potential nonlinear dependencies in the principal

component projections. Being able to recover nonlinear features is in many cases nec-

essary, warranting more elaborate dimensionality reduction techniques [217]. As high-

lighted in Chapter 2, one alternative is to have a multi-layer perceptron output the

desired features by implementing some form of nonlinear activation in its layers.

The compressed embeddings of datapoints correspond to reduced-size arrays, where

most of the information carried by the data is encoded. The collection of embeddings

is projected on a latent space from which the desired analysis can be performed. In the

case of AANN, the latent space is deterministic, and the embeddings are implied to be

unique to their original representations. Conversely, the VAE embeds data into latent

distributions, encouraging local smoothness and thereby the ability to generate sensi-

ble outputs from random noise. Additionally, VAEs treat the dimensionality-reduction

problem from a Bayesian perspective by defining a prior distribution over the latent vari-

ables. This aspect of VAEs can be advantageous since the embeddings are somewhat

enforced to adopt interpretable distributions, and thus facilitate subsequent analysis.

Additionally, uncertainties are quantified for each latent variable, which can be of use

when dealing with “borderline” datapoints.

To assess their performance in this context, the AANN and VAE are employed to trans-

form the processed data from the experimental case study into a reduced dimensional

representation. Armed with the transformed datasets, a simple probabilistic classifica-

tion exercise is followed to determine how likely it was for a new data object to derive

from a healthy operating condition. This procedure involves taking the transformed

training sets and adopting empirical Gaussian distributions on the latent variables, such
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that,

p(zn|xn) = N (µh,Σh) (8.11)

where µh and Σh are the Gaussian mean and covariance based on the training points

associated with a new ball bearing. In this case, these parameters are found such that the

likelihood of the observations was maximised. Omitting the details of their derivation,

the maximum likelihood estimates of µh andΣh are given by the following equations [48],

µh =
1

Nh

Nh∑
n=1

xn (8.12)

Σh =
1

(Nh − 1)

Nh∑
n=1

(xn − µh)(xn − µh)
⊤ (8.13)

where the summations are only over the data instances from the normal condition. As

an alternative, one could use a Bayesian approach by defining a prior density on these

parameters, p(µh,Σh), and then compute the posterior using Bayes’ equation. This

approach, however, is not adopted here as it was assumed that enough data objects

were present in order to obtain sensible estimates from Equations (8.12) and (8.13).

While multiple classes exist in the training set, the aim here is not to classify the type

of damage. Instead, the problem is narrowed to the development of a simple novelty

detector capable of distinguishing healthy condition features from any of the recorded

damaged ones. With the estimated parameters of the Gaussian density, the negative

log-likelihood (NLL) can then be calculated for every sample in the set.

Finally, it is necessary to establish a threshold from which an observation would be

classed as abnormal. A 99th-percentile threshold is thus chosen based on the NLL

calculated from the normal condition objects associated with the training set. For a

given new input xn, indices captured above this threshold are flagged as novel, indicating

that these may be treated as abnormalities deriving from a damaged state.

8.2.2 Results and Discussion

The results obtained given each respective transformed test set are illustrated by Fig-

ure 8.2. The 99th-percentile thresholds corresponding to each model were also included

and are depicted by the contour lines surrounding the normal condition data points. In

all cases, most of the confusion can be noted to have occurred when presented with data

objects corresponding to the bearing operating with either four loose elements (Damage

Three) or wear (Damage Four). It could be that these types of damage introduce vibra-

tions that are not as easily detectable as when the bearing exhibits a broken outer race
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or a broken cage with loose elements. Consequently, the variability of the spectral lines

may have not been as pronounced and thereby only slightly deviating from the normal

condition spectrum. A more elaborate pre-processing stage could be required to further

improve the current performance.

(a) (b)

Figure 8.2: Data objects projected onto: (a) AANN latent space and (b) VAE latent
space.

Nevertheless, the area under the Receiver Operating Characteristic (ROC-AUC) curve

[218] evaluated on each test set (Table 8.1) suggests that, in spite of the overlaps, good

classification performances were achieved. A few interesting remarks can be made from

these results. Indeed, the VAE was generally better at correctly distinguishing a normal

operation from each of the damaged states. This outcome can be envisioned in Figure 8.2,

where the transformation conducted by the VAE appears to yield greater separability

between the formed clusters.

Table 8.1: Performance on test set - ROC-AUC results.

Anomaly AANN VAE

Damage 1 0.976 0.992
Damage 2 0.972 0.992
Damage 3 0.895 0.921
Damage 4 0.856 0.921

Perhaps of more importance, however, is to highlight the distinction observed in the

shape of the clusters generated by the AANN and VAE. Compared to the former, the

VAE enforces embeddings into sets of elliptical Gaussian distributions that seem to ex-

hibit very little correlation between the latent features. This outcome may be explained

by the inductive biases introduced from having a prior defined with a diagonal covariance

matrix. While this assumption simplifies the derivation of the objective function (8.8),

it should be noted that there is no guarantee for true generative distributions to align

with it. In fact, this potential discrepancy is an important caveat that must be con-

sidered when implementing VAEs in the manner followed here. Despite this particular
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shortcoming, however, the consequences of it seem to benefit the intended purpose of

extracting damage-sensitive features in a space of reduced dimensionality. The trans-

formed representation of the VAE may thus be better suited for the implementation of

elaborate mixture models since the shape of distributions would be readily provided by

this approach.

An important consideration to make in concluding this section is that the presented

results may have been partly attributed to the nature of the data used for this demon-

stration. To further validate the insights made from this study, data from different case

studies should be considered, in order to have their results compared for the assessment

of a more stringent methodology. This direction is touched upon in the following sec-

tion, where the data under examination are driven by underlying nonstationarities not

present in this case study.

8.3 Experimental Case Study 2: Composite Plate Sub-

jected to Damage Under Changing Environmental Con-

ditions

The following case study refers to a comprehensive experimental procedure conducted

during the Brite-Euram project DAMASCOS (BE97 4213). Specifically, the case study

examined here corresponds to a Lamb-wave inspection of a 300mm× 300mm composite

plate subjected to cyclic temperature variations in a controlled environmental chamber.

The setup of this experiment consisted of having two identical piezoceramic disks bonded

to the centre of opposite edges of the plate (i.e. 300mm apart). The disks were used

to transmit and receive fundamental symmetric and antisymmetric Lamb waves. These

waves were launched with a 5 cycle toneburst from a signal generator at 300kHz and

80kHz, respectively.

Overall, the experimental procedure comprised three main parts. In Part One, the am-

bient temperature was held constant at 25◦C. In Part Two, the temperature was varied

cyclically between 10◦C to 30◦C every 9h. Finally, in Part Three, the temperature kept

varying with the addition of damage introduced to the plate, which was simulated by

drilling a 10mm hole between the sensors. The conditions the plate was subjected to

in the final part of the experiment aimed at simulating scenarios in which both benign

environmental variations and damage manifest simultaneously in the features of the

recorded Lamb waves.

In this case, the extracted features for analysis correspond to the first 50 spectral lines

from the frequency spectrum of each time-domain recording. This series of spectral lines
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can be observed in Figure 8.3, with the initiation of each experimental part denoted by

the vertical lines at sample-point numbers 1355 and 2482, respectively.

Figure 8.3: Time history of 50-dimensional feature over the whole experimental pro-
cedure. The dashed line indicates the introduction of the temperature variation phase

and the bold line the introduction of damage.

A training set is defined by including every second datapoint from Parts One and Two

of the experiment (i.e. taking half of the constant temperature and varying temperature

datapoints as the normal condition), and the testing set to include the remaining data-

points accompanied by those from Part Three (i.e. the damaged condition with varying

temperature).

8.3.1 Influence of Confounding Factors in SHM

While damage detection is a popular research topic, many proposed techniques in the

literature are often tested in controlled environments that may not accurately repli-

cate real-world operations. Part of the reason for this issue is, perhaps, because of the

challenges in anticipating all potential environmental conditions a structure may en-

counter during its lifespan. Furthermore, replicating actual environmental conditions in

a laboratory setting is typically expensive and difficult to achieve. Indeed, dealing with

confounding effects presents a significant challenge in SHM. The goal is thus to design



Experimental Case Study 2: Composite Plate Subjected to Damage Under Changing
Environmental Conditions 163

monitoring systems capable of reliably distinguishing changes caused by damage from

those from benign EoVs.

In relation to the current case study, a number of attempts have been made to address

this issue. Manson et al. [219], for example, proposed focusing on the minor components

of a PCA projection, as these were expected to be sensitive to damage while remaining

unaffected by temperature variations. Although this approach showed some success, it

was concluded that there was no compelling reason to believe the selected minor com-

ponents would uniquely detect damage. An advancement in this study was introduced

in [220], where cointegration was employed as a powerful technique to remove long-term

trends from time-series data. This concept was further explored in [221], where a dis-

crete wavelet multiresolution decomposition approach to cointegration was applied. An

important conclusion made in this study is that the multiresolution decomposition alone

may not effectively remove long-term trends, but could enhance sensitivity for damage

detection when combined with cointegration. More intricate studies involving EoVs in

SHM have also been explored in [222], where robust regression analysis was used to

improve novelty detection.

One limitation shared across these methods is that they rely on linear relationships

among the extracted features. The activation function employed in the VAE hidden

layers may overcome this issue. Therefore, this section aims to investigate the capabilities

of VAEs in identifying the underlying mechanisms driving the observed changes in the

data, which, in this case, correspond to the temperature variations in the environmental

chamber. This section, however, simply aims to demonstrate the effectiveness of the

VAE in removing confounding effects from the presented data, in hopes that it may do

the same for features with strong nonlinear relationships. This notion will be further

pursued in the future.

A data-normalisation strategy [51] is developed with the VAE to project temperature

variations out of the damage-sensitive features. While it is worth noting that data nor-

malisation is a concept not tied to any particular technique, it should be acknowledged

that, for the remainder of this chapter, the term “normalisation” will be informally

employed to refer to the proposed approach using the VAE.

8.3.2 VAE for Data Normalisation and Damage Detection

The training set comprises dynamic features subjected to both constant and varying

environmental conditions. It is worth noting that the data used to train the VAE

exclusively correspond to the undamaged plate.
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The hyperparameters of the VAE in this case study were optimised using the randomised

grid-search cross-validation approach, resulting in a model with a nine-dimensional la-

tent space, and Scaled Exponential Linear Unit (SELU) functions [223] employed as the

nonlinear activations for the hidden layer.

Hence, the probabilistic encoder produces nine sets of parameters that define the ap-

proximate posterior qϕ(Z|X). Similarly, qϕ(Z|X) can be thought of as a decomposed

collection of nine independent Gaussian distributions, each characterised by a mean and

variance determined by the encoder when presented with data. The bottle-neck effect

enforced by the VAE leads to a decomposed representation of the underlying mecha-

nisms, where these individual Gaussian distributions capture different aspects of the

data.

The key idea here is that some of these Gaussian distributions may exhibit varying

statistics in response to temperature changes, while others remain somewhat consistent.

Those that consistently maintain the same statistics across all data in the training set

can be considered as representing effects uncorrelated to temperature variations. Any

deviation observed in the statistics of these stationary distributions in the presence of

damage can, therefore, be attributed to damage-sensitive features.

To put this notion into practice, the trained probabilistic encoder is used to identify non-

stationary trends in the test dataset. These trends are then removed from the original

data by setting their corresponding Gaussian distributions to zero-mean delta distri-

butions. Subsequently, modified latent vectors are generated and passed through the

probabilistic decoder to reconstruct a version of the original data devoid of temperature

variations.

With a normalised dataset, a straightforward novelty detector can be used to identify

damage. The Mahalanobis Squared-Distance (MSD) [224] is employed for this purpose,

quantifying the discordancy of new observations while accounting for both environmental

variations and potential damage. The MSD, D2
ζ , is given by,

D2
ζ = (xζ − µh)

TΣ−1
h (xζ − µh) (8.14)

where xζ is the potential outlier, and µh and Σh are now the sample mean and sample

covariance of the current training set, respectively. The MSD is a metric that has been

used recursively in SHM for damage detection; several examples of its implementation

can be found in [1].

Having determined the estimates of the statistics using Equations (8.12) and (8.13), the

MSD values of potential outliers can be computed and compared against a threshold
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to determine their status. In this exercise, a threshold corresponding to the 97th per-

centile is chosen, based on the MSD calculated from normal condition datapoints in the

training set. For a given new input xζ , indices exceeding this threshold are flagged as

abnormalities that could be indicative of a damaged state.

The importance of normalising data during the pre-processing stage is illustrated in the

following subsection by comparing the outcome of computing the MSD with the original

data against data that are transformed with the VAE.

8.3.3 Results and Discussion

To begin, the MSD was first computed with the original data (unnormalised), using the

training set to determine the corresponding empirical mean, µh, and covariance, Σh.

The result of this process is shown in Figure 8.4(a). The vertical lines in this figure,

and subsequent ones, separate the three parts of the experimental procedure, while the

horizontal dashed line indicates the threshold.

After drilling the hole (at sample-point 1000), the novelty detector can effectively identify

damage by producing high novelty indices with respect to the threshold. However, many

other indices in the second stage of the experiment are also flagged as anomalies, even

when they correspond to an undamaged condition. Ideally, the trend that manifests in

the second stage should be removed to mitigate false-positive results.

The results shown in Figure 8.4(a) demonstrate the risks associated with overlooking the

influence of benign variations, such as temperature changes. In practical applications,

using this outlier analysis for damage detection would be inappropriate, as it might lead

to unnecessary maintenance, and shutting down the system when it may not be strictly

required.

Some improvement is achieved by first normalising the data using the strategy described

above. The results of the outlier analysis for the normalised data are shown in Figure

8.4(b). To illustrate the effects of data normalisation more clearly, detailed views of the

results corresponding to the first two parts of the experiment are shown in Figures 8.5(a)

and 8.5(b). The cyclic behaviour observed in the previous scenario appears to have been

removed, resulting in novelty index measures that closely resemble those corresponding

to the undamaged plate. A few exceptions can be observed at the time the plate began to

experience temperature variations. These anomalous points may have been the result of

some complex relationships existing between temperature variations and recorded signals

at the time of switching between Parts 1 and 2 of the experimental test. Nonetheless,
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Figure 8.4: Outlier analysis results using (a) original features and (b) normalised
features.

these points can be ignored since the features returned to equilibrium after the transition

period.

A noteworthy observation arises when assessing the classification metrics after normal-

ising the data. This observation is quantified by the confusion matrices presented in

Figure 8.6, which show a slight increase in the false-positive rate following data normal-

isation. Based solely on these results, it may seem superfluous to conduct this type of

normalisation in the first place. This argument is further supported when comparing

the respective metrics provided in Table 8.2.

However, the value of this transformation becomes evident when noting that 100% of
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Figure 8.5: Outlier analysis results of test set using: (a) original features and (b)
normalised features.

Table 8.2: Classification metrics on test set.

Test Set F1 Score ROC-AUC

Unnormalised 0.985 0.984
Normalised 0.983 0.984

the false positives in the unnormalised case occur within Part Two of the experiment.

In contrast, when normalising the data, the expected proportion of false positives –

approximately 3% based on the established threshold –, is distributed across both Parts

One and Two. This outcome demonstrates that the novelty detector is somewhat more

robust to the effects of temperature variations when data is normalised with the VAE.
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Figure 8.6: Confusion matrices for outlier detection using (a) unnormalised data and
(b) normalised data.

Additionally, it may be important to highlight that the normalisation process was applied

to all sample points in the test set, including those corresponding to the damaged plate.

This observation is significant as it demonstrates that the health-state features in Part

Three remained sufficiently distinctive for the novelty detector to effectively distinguish

damage and normal conditions.

The identification of damage-sensitive features in the latent space can be better envi-

sioned in Figure 8.7(a), where samples drawn from the inferred parameters of the Gaus-

sian distributions, represented by the seventh and fourth latent variables, are shown.

The fourth latent variable seems to have captured the unmeasured temperature embed-

ded in the data, as the cyclic trend manifests in the results. Conversely, the seventh

latent variable appears somewhat impervious to temperature changes, but sensitive to

damage. By retaining the samples drawn from the more stationary Gaussian, and replac-

ing the remaining ones with zero-mean delta distributions, the inputs are reconstructed

from information exclusively regarding the health state of the plate.

The aftermath of this reconstruction is shown in Figure 8.7(b). Specifically, an arbitrary

element in the reconstructions x̂ is shown alongside their original counterparts x, at

all instances in chronological order. Visually, the trend induced by the temperature

variation appears to have been almost entirely removed from x in the second stage of

the experiment.

A final remark worth making is that it may be unreasonable to expect the VAE to

accurately reconstruct the original inputs in this framework. However, this consequence

is the desired intent of the presented exercise. Instead of having features defined by

temperatures, the VAE now reconstructs vectors without the influence of this benign

effect. This notion is driven by the generative capabilities of VAEs, allowing sensible

reconstructions even when manipulating the latent space in this manner. Nonetheless,
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Figure 8.7: (a) Samples drawn from each realisation of the Gaussian parameters
corresponding to the seventh and fourth latent variables. (b) The novelty index

corresponds to an arbitrary feature before (blue) and after (orange) the normalisation
procedure.

this strategy is certainly in need of a more rigorous and systematic approach. Potential

directions to this end are detailed in the following section.

8.4 Conclusions

This chapter aimed to provide some insights into some of the challenges encountered

in the implementation of novelty detectors for damage identification in structures. The
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implementation of the VAE to address these issues was proposed in light of data derived

from two comprehensive experimental case studies.

Indeed, the concepts covered in this chapter are not exhaustive, and further investigation

is required to determine more assertive conclusions. Therefore, the following directions

may be explored to ensure the reliability of VAE for preprocessing data in SHM:

1. Validating the latent representation of data with additional case studies could help

determine whether well-defined Gaussian distributions do manifest as a result of

establishing an isotropic Gaussian prior. This approach could be extended by

implementing advanced clustering algorithms, and assessing whether VAE trans-

formations do in fact enhance statistical models generated from the processed

data.

2. Identifying the relevant distributions in the latent space was conducted visually,

and there was no hard proof to support their elimination. A systematic and quan-

tifiable way of identifying these distributions is thus required to avoid a subjective

input in the procedure. A possible approach could be to employ a normality test,

such as the Shapiro-Wilk test [225], to identify stationary Gaussian distributions

in the latent space.

3. Another important shortcoming that might be worth pursuing is addressing the

somewhat arbitrary step of replacing the time-varying embeddings with zero-mean

delta distributions. A more reasonable manipulation of the latent space could,

perhaps, exist for this type of application.

4. Finally, VAEs may not completely decorrelate time-varying parameters. There-

fore, exploring other data-based models capable of disentangling correlations in a

reduced latent space, such as β-VAEs [226] or info-GANs [227], could enhance the

presented approach for addressing EoVs.



Chapter 9

Conclusions and Future Work

The surge of research involving the use of nonparametric Bayesian models for SHM

reflects the growing interest in this area. By considering several challenging scenarios,

this thesis involved exploring aspects of this modelling framework to address key issues

encountered in SHM. In particular, special emphasis was given towards the selection of

priors, and how the efficacy of the statistical model depends substantially on this impor-

tant consideration. The advantages of employing nonparametric models in a Bayesian

setting is another matter highlighted throughout this thesis. The outlined concepts were

framed in the context of SHM, in an attempt to demonstrate how abstract concepts in

machine learning can be naturally adapted to real-life problems.

In short, the primary highlights of this thesis are as follows. Firstly, the notion of “large”

models was presented in relation to the Bayesian paradigm, elucidating what is meant

by complexity in terms of modelling. The importance of this concept was argued to be

fundamental in justifying the existence of nonparametric models, which were discussed to

arise naturally in a Bayesian framework, regardless of the size and inherent complexity of

the data. With the foundations set to support the use of nonparametric Bayesian models,

the GP and DP were introduced as powerful models of this sort, and implemented to

aid with the mapping of intricate relationships that may have been too cumbersome to

determine otherwise. Furthermore, the added advantage of these models in providing

quantified uncertainty alongside their predictions was exploited for a comprehensive

analysis of the available datasets.

Following the conceptually-oriented chapters, the main contributions of this thesis were

presented by translating the discussed methodologies into practice via a series of different

case studies. The initial application involved using GPs to enhance localisation systems

in both rotating machinery and composite structures. The insights gained from these

case studies were then pursued further in subsequent chapters.

171
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Notably, a significant limitation associated with AE-based techniques for damage identi-

fication was addressed with the proposal of an infinite mixture of Poisson distributions,

which was only possible by incorporating a DP prior in the mixture. Additionally, this

thesis addresses the design of a model for estimating driving forces applied to a journal

bearing, leveraging GPs to predict these forces from journal displacement measurements.

In addition to these contributions, a small independent study was conducted to explore

the use of VAEs for preprocessing data in SHM applications. This study was presented

at the latest stage of the thesis, where the importance of the feature selection step in the

organising principle for SHM was highlighted. Despite not being strictly defined as a

nonparametric model, the VAE was argued to effectively provide transformed represen-

tations of data that could enhance the subsequent development of a statistical model.

A summary of the work presented in this thesis is provided in the following section,

where the main conclusions drawn from each chapter are outlined in more detail.

9.1 Thesis Summary

The fundamental concepts of SHM were introduced first in Chapter 1, highlighting the

necessity and challenges involved in its practical implementation. Building upon these

challenges, the motivation to explore intelligent data-driven algorithms was conducted

from a Bayesian perspective. Specifically, the intention of using nonparametric models

within this framework was established, indicating the benefits they provide in addressing

complex problems encountered in SHM.

Details of foundational concepts outlined in the introduction were elaborated in Chap-

ter 2. A brief background on SHM was covered, emphasising advancements in sensing

technologies for data acquisition, and outlined the systematic methodology necessary for

the success of SHM. Within this framework, special attention was given to the develop-

ment of statistical models, illustrating common practices in machine learning. Having

set the stage, the role corresponding to nonparametric models could be defined, where

salient aspects were provided with intuitive demonstrations. Furthermore, Bayesian

reasoning was defined mathematically via Bayes’ Theorem.

In Chapter 3 a comprehensive review of related work in the field was presented, with

a particular focus on GPs in SHM. While the referred literature cannot be said to be

exhaustive, it was extensive enough to demonstrate the ingenuity and extent to which

GPs have been employed in health-monitoring systems. In contrast, the use of DPs in

SHM was less prevalent, indicating a lack of rich literature in this area.
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In Chapter 4, the GP and DP were scrutinised, offering an engineering perspective on

these nonparametric Bayesian models. Considerations for practical implementation were

highlighted, especially for DPs, where relevant metaphors were described in line with

mathematical definitions to provide insight into their operation.

The contents in Chapter 5 focused on the use of GPs for developing localisation-based

models. Two experimental case studies were presented, each with a unique approach to

implementing GPs for localisation. This distinction was dictated in terms of the sensing

technologies employed and the mechanisms involved. During the analysis of the first

case study, it was argued that a journal bearing poses challenges that cannot be easily

addressed with vibration-based techniques. Therefore, the proposed methodology for

an effective monitoring system involved employing a GP to learn the mapping between

operational parameters and shaft-centre location. Anomalous behaviour could then be

identified by monitoring departures of the journal from the predicted equilibrium posi-

tion. Conversely, in the second study, a more direct approach for localising damage was

pursued; in particular, using AE waves to pinpoint the source of damage in composite

blades. The GP was used, in this case, to learn the complex relationship between the

source location of an AE wave and the resulting differences in time of arrival. An ad-

vancement of this method was then proposed in an attempt to minimise the required

data for training. By simulating a scenario limited to 100 measurements, the proposed

method yielded more accurate estimations when compared to relying on measurements

made at random locations. It was concluded that this method may facilitate the imple-

mentation of localisation technologies for SHM.

The uses of AE-based techniques for damage detection were then investigated in Chap-

ter 6. Here, the shortcomings of gathering AE data were discussed, highlighting the

complications involved in their storing and manipulation. Common practices in the

field were outlined to motivate the problem at hand; that is, to find an effective way

to identify and isolate AE events in real-time recordings. The key to addressing this

problem translated into answering the following question: What is the probability of

an AE wave existing in any given section of the signal? Given the nature of the fea-

tures being analysed, the Poisson distribution was chosen as the building block of the

statistical model, designed precisely to provide an explicit answer to this question. In

order to account for the variety of AE waves that could emerge in a time-series signal,

it was assumed that an inherent correlation exists between the generating mechanisms

and corresponding features of the AE waves. By having a unique Poisson distribution

representing each group of generated AE waves – or underlying mechanisms –, a mix-

ture model could be constructed to identify, in a probabilistic sense, distinct “levels”

of acoustic activity in the signal. The implications of this method were illustrated in

the results, where sources of background noise were autonomously distinguished from
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actual AE waves. Additionally, the identified waves were further separated concerning

their features, distinguishing the most imposing waves from the rest. Deciding on the

number of Poisson distributions to employ was eliminated by having a DP prior in the

mixture model, granting enough flexibility for the model to infer this parameter directly

from the data. This chapter concluded with the implementation of the DP-PMM for

the early identification of damage in an Airbus A320 landing gear. The results revealed

that the DP-PMM was successful at identifying the onset of fracture during the fatigue

test in advance of the scheduled visual inspections.

In Chapter 7, vibration problems involving rotating machinery were explored. The jour-

nal bearing was once again recalled for the sake of the established challenge. Here, the

compelling aspects of journal-bearing dynamics were discussed, and how this fundamen-

tal component in turbo-machinery systems has motivated several studies on the subject.

The exercises conducted involved the examination of a series of numerical case studies;

each designed to simulate different conditions a journal bearing might experience in prac-

tical applications. Given the growing interest in system identification for rotors, the use

of the Gaussian Process Latent Force Model(GP-LFM) was explored for this purpose.

The advantages supporting this approach were provided, with special emphasis given to

the fact that physical knowledge can be incorporated into this framework to improve the

extrapolating estimates of an algorithm that is purely reliant on data. Having defined

the set of linearised equations governing the response of a journal bearing, the GP-LFM

was employed with simulated measurements to estimate (latent) driving forces. Fur-

thermore, an exercise was conducted involving the joint estimation of the inputs, states

and dynamic coefficients of the bearing. While the outcome in all cases proved satisfac-

tory under the right conditions, the conclusions drawn from these exploratory studies

remained open-ended. However, potential courses of action were outlined in light of the

obtained results. These future directions, alongside those corresponding to the previous

chapters, are discussed thoroughly in the following section.

Finally, in Chapter 8, an independent investigation into advanced data-driven techniques

for SHM was explored. A VAE was used to extract damage-sensitive features from data

in two experimental case studies. The first case study involved analysing vibration sig-

nals measured from a rolling-element bearing in operation. By using the VAE to project

the data into a lower-dimensional space, it was shown that the resulting latent features

clustered into well-defined Gaussian distributions, an outcome that could be promis-

ing in enhancing the performance of an anomaly detector. Thereafter, the second case

study was outlined, referring to a Lamb-wave inspection of a composite plate subjected

to cyclic environmental variations. The VAE was used to remove the (benign) effects of

temperature on damage-sensitive features, which, when disregarded, mislead an anomaly

detector despite no damage being present.
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9.2 Limitations and Future Work

Placing complete reliance on intelligent systems to assess the health of a structure is,

understandably, met with reluctance. Erroneous predictions are simply prohibited in

this context; primarily, because of the risk this dependency poses to human safety. The

current state of SHM still carries the risk of overlooking the susceptibility of structures

to experience unprecedented events, remaining an issue that is yet to be addressed

extensively.

While the methods presented in this thesis were intended as small contributions towards

the overarching goal of breaching this gap, there are, of course, several associated lim-

itations that must be acknowledged. Arguably, the most prominent limitation shared

across all methods proposed in this work is that of establishing an informed prior dis-

tribution. Indeed, selecting an appropriate prior took precedence over other aspects

regarding nonparametric Bayesian models. Despite these efforts, however, it should be

noted that there is no standardised method for defining informative priors in engineer-

ing applications. This unfortunate reality cannot be disregarded in Bayesian modelling.

Ultimately, the elicitation of a suitable prior is application-dependent, requiring the

recognition of the involved physics, which is often an assiduous task.

Another issue that may have not been explicitly addressed here is attributed to the

high computational demands of the data-driven approaches used in this thesis. While

this is often one of the main limitations of nonparametric Bayesian models, it may be

safe to state that this particular problem is not exclusive to the work presented in this

thesis. Nevertheless, substantial research in the fields of machine learning and computer

science strives to provide elegant solutions to algorithms for high-order computations.

Exploring some of these solutions may be prudent to ensure the success of the presented

methods in real-life scenarios.

A significant portion of this thesis focused on AE-based techniques. Chapters 5 and 6

delve into the limitations of adopting this approach for SHM. While the proposed meth-

ods aimed to facilitate the practical implementation of AE-based monitoring, demon-

strating promising capabilities, it is evident that these methodologies still require further

refinement.

For example, as discussed in Chapter 5, it was concluded that pencil-lead breaks may

not be the most effective method to construct ∆T maps. This recurring issue in AE-

based methods is arguably one of the hardest challenges currently hindering the use

of statistical models for damage localisation. The exploration of novel techniques for

simulating convincing AE waves remains an ongoing challenge, whereby the creation

of a pragmatic, cost-effective, and readily available technique for generating artificial
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AE waves could significantly bolster the effectiveness of data-driven approaches in this

context.

Even when simplifying the problem to focus solely on damage detection, the challenges

associated with AE-based monitoring, unfortunately, remain prevalent enough to dis-

suade one from choosing this type of monitoring approach. A noteworthy issue, as

discussed in Chapter 6, was in relation to the high sampling frequencies required when

gathering AE data. In an effort to facilitate the analysis of very rich data, a powerful

nonparametric Bayesian model was employed. However, attempting to overcome this

issue introduced several others, including the high computational costs associated with

inferring a model driven by a DP.

Since the premise of this approach is based on learning in an online setting, fast com-

putations may be essential to detect the early onset of fracture promptly. Therefore,

addressing this computational efficiency concern may arguably be the most crucial as-

pect to address in future research efforts.

Considering the practical nature of these methods, assessing their robustness and ef-

fectiveness may best be achieved via their implementation in numerous real-world case

studies. Ideally, these case studies ought to involve structures (or machines) operating

outside controlled experimental setups; that is, while experiencing naturally occurring

events in situ, which may be nearly impossible to reproduce artificially. Certainly, this

form of validation is required for all methods outlined in this thesis, but there were two

particular occasions where comprehensive validation was particularly required.

The first instance relates to the detection of oil starvation in journal bearings, as pre-

sented in Chapter 5. Here, the notion of using the GP likelihood maps for detecting a

simulated anomalous operation might be harder to demonstrate in practice. Numerous

unaccounted factors may impose additional complexities, warranting further improve-

ments to the proposed method, which may have been overlooked in the concluding

section of this chapter.

Similarly, the second instance pertains to the methods examined in Chapter 7, whereby

the applicability of the GP-LFM was assessed merely with numerically-simulated case

studies. The complex nature of external loads exerted on a journal bearing may have

been oversimplified in the design of these case studies. Therefore, a more stringent

validation is essential to truly determine the effectiveness of the GP-LFM in estimating

relevant force histories.

On both occasions, the design, construction and execution of comprehensive experi-

mental procedures were beyond the available resources during the development of the



Concluding Remarks 177

corresponding statistical models. Overcoming this limitation is thus a direction that

should be pursued in future research efforts.

Finally, it is worth noting that there is an opportunity to explore other families of

nonparametric Bayesian models beyond GPs and DPs for the development of enhanced

health-monitoring systems. In Chapter 3, it was discussed that GPs currently dominate

as the preferred nonparametric Bayesian model for regression problems in SHM. While

some research has explored salient aspects of DPs for damage detection, the literature

on this subject remains limited compared to those related to GPs.

The theoretical foundation of DPs outlined in Chapters 4, and their application demon-

strated in Chapter 6, aimed to promote the use of DPs in SHM applications and demon-

strate their adaptability in density-estimation problems. Both the GP and DP are,

indeed, characterised by their flexibility, but they operate in significantly different ways,

offering advantages in various areas of SHM. The same principle may hold for other

nonparametric Bayesian models, which could potentially offer solutions to some of the

most challenging problems in SHM.

For example, the Beta Process [228] could be employed as a prior in clustering problems,

particularly when dependencies between mixing coefficients are a limiting constraint.

Another direction worth exploring is the Hierarchical Dirichlet Process (HDP) [229],

which may be desired in cases where groups consist of clusters while allowing for the

sharing of clusters between groups.

It should be noted, however, that the choice of a nonparametric Bayesian model should

be based on its suitability for the specific problem at hand. Identifying the most appro-

priate model for a given problem is the first step in deciding which family of models to

employ.

9.3 Concluding Remarks

The limitations discussed throughout this thesis seem to indicate that the current state

of statistical modelling for SHM has a way to go before becoming standard practice

in real-life applications. However, optimism is rather found in taking these limitations

as opportunities to learn. Recent advances in the literature already offer promising

solutions to address many of the most challenging issues encountered in practical SHM.

It can be argued that the ultimate goal here is to make SHM a standard practice in

the near future. With the growing availability of data from comprehensive monitoring

campaigns, the development of powerful statistical models may no longer be confined to
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experimental case studies. This progress in statistical modelling holds the potential to

greatly enhance the safety and efficiency of various structures and systems.

The work presented in this thesis represents a contribution towards the broader aim of

advancing SHM. It is hoped that future developments will further enhance the method-

ologies outlined in the preceding chapters and that their practical utility becomes in-

creasingly evident in real-world applications.



Appendix A

Supplementary Background for

GPs and DPs

A.1 Bayesian Linear Regression

The standard linear regression model can be defined as follows,

f(x) = x⊤w (A.1a)

y = f(x) + ϵ (A.1b)

where x ∈ RD is an input vector, w ∈ RD is a vector of weights, f(·) ∈ R is the function

value, and y ∈ R denotes the noisy function value (target). The additive Gaussian noise

term ϵ, follows a normal distribution N (0, σ2).

With the inclusion of ϵ ∼ N (0, σ2) in the predictions, a probabilistic framework is estab-

lished, and the likelihood can be expressed as the probability density of the observations

conditioned on the parameters. Concretely,

p(y|x,w) = N (x⊤w, σ2) (A.2)

If N number of independent observations are considered, then this expression can be

rewritten as,

p(y|x,w) =
N∏

n=1

N (x⊤
nw, σ

2) = N (X⊤w, σ2I) (A.3)

whereX = {x1, . . . ,xN} ∈ RD×N is a matrix in which the column inputs are aggregated,

and y = {y1, . . . , yN}⊤ ∈ RN is a vector with its entries corresponding to the respective

output targets. The probability of all observations can be factorised in this way because
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these are assumed to be conditionally independent with respect to w. In other words,

while conditioned on some underlying correlation, the outcome of an observation will

not have an effect on those remaining.

The model is made Bayesian by introducing a prior distribution over the parameters w.

For simplicity, the parameters are assumed to be Gaussian distributed with zero mean

and covariance Σp. That is,

p(w) = N (0,Σp) (A.4)

Although this assumption serves as more of a mathematical convenience, as it allows

for a closed-form solution, it is still a sensible choice for the plausible range of values

that w can take. By applying Bayes’ Theorem (2.1), the posterior distribution can be

calculated as follows,

p(w|X,y) = p(y|X,w)p(w)

p(y)
∝ exp

(
− 1

2σ2
(y−X⊤w)⊤(y−X⊤w)

)
exp

(
−1

2
wΣ−1

p w

)
(A.5)

and by completing the square of this expression, the posterior is found to be a Gaussian

distribution,

p(w|X,y) = N
(

1

σ2
A−1Xy, A−1

)
(A.6)

where A = σ−2XX⊤ + Σ−1
p . The posterior distribution represents an updated belief

that quantifies how much the prior information is supported by the observations. Unlike

deterministic methods, the solution to w is no longer unique. In other words, the

posterior distribution indicates that a unique value for w cannot be determined with

absolute certainty. This concept is fundamental when aiming to assess the confidence of

a model in making predictions.

The primary goal of the model is to predict the outcome of new, unseen observations,

and thus the concern is not on finding the specific values of the parameters w. Instead,

the posterior distribution is used to evaluate the predictive distribution, which involves

marginalising the parameters out of the likelihood. The predictive distribution repre-

sents the uncertainty in making predictions for new observations. By integrating over

all possible values of w, weighted by their corresponding posterior probabilities, the pre-

dictive distribution is returned. This process allows one to account for the uncertainty

associated with the model parameters and obtain a more comprehensive representation

of the predictions.

By defining X as the collection of training inputs, and y as the vector that collects all

training targets, the predictive distribution for an arbitrary test input x∗ ∈ RD – given
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the training data – is computed as follows,

p(f∗|x∗,X,y) =

∫
p(f∗|x∗,w)p(w|X,y)dw = N

(
1

σ2
x⊤
∗ A

−1Xy,x⊤
∗ A

−1x∗

)
(A.7)

where the subscript ∗ denotes a new observation from a test set. Since the likelihood and

posterior are both Gaussian, the predictive distribution is also a Gaussian with mean

σ−2x⊤
∗ A

−1Xy and covariance x⊤
∗ A

−1x∗.

In the generalised case defined by (4.3), the predictive distribution becomes,

f∗|x∗,X, f ∼ N
(

1

σ2
ϕ(x∗)

⊤A−1Φ(X)y, ϕ(x∗)
⊤A−1ϕ(x∗)

)
(A.8)

where Φ(X) ∈ RM×N is the design matrix comprised of the aggregation of columns

ϕ(xn), and A = σ−2Φ(X)Φ(X)⊤ +Σ−1
p .

A.2 Beta Distribution

The assignment of a given observation can be represented by the following distribution,

p(y|ρ) =
K∏
k=1

ρykk (A.9)

where y ∈ RK is a K-dimensional vector in which one of its elements yk equals one,

while the remaining elements are equal to zero, with ρ ∈ RK also being a K-dimensional

vector with elements ρk constrained to satisfy ρk ≥ 0 and
∑
ρk = 1. The expression

takes the following form when accounting for a dataset of N independent observations,

p(y|ρ) =
N∏

n=1

K∏
k=1

ρynk
k =

K∏
k=1

ρ
∑

ynk

k (A.10)

In the special case of a bivariate random variable y = {0, 1}. The Bayesian treatment

to this model is implemented by assuming ρ to be distributed according to a Beta

distribution, (hyper)parameterised by the values α and β,

ρ ∼ Beta(α, β) (A.11)

p(ρ|α, β) = Γ(α+ β)

Γ(α)Γ(β)
ρα−1(1− ρ)β−1 (A.12)

where Γ(.) is the Gamma function. A single element ρ is only needed as the probability

of the remaining category can be easily computed as 1− ρ, given that 0 ≤ ρ ≤ 1.
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The Beta distribution has useful analytical properties, and it is easy to interpret for

this type of modelling. Some examples of the Beta distribution, evaluated with different

valued combinations of α and β, are shown in Figure A.1. The functional form of the

PDFs is controlled by these parameters, and ρ is evaluated over the continuous space of

real values between zero and one. Because of this bound, the random variable ρ can be

interpreted as the probability of a binary random variable taking one of the two possible

outcomes.
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Figure A.1: Plots of the Beta distribution given by (A.12), as a function of ρ for
different values of the hyperparameters α and β.

Now, if chosen as a prior, the Beta distribution is conjugate to the categorical distribu-

tion (A.10), yielding a closed-form solution for the posterior. When taking y to be a

bivariate random variable, the categorical distribution returns a Bernoulli-likelihood of

the form,

p(y|ρ) =
N∏

n=1

ρyn(1− ρ)1−yn = ρΣyn(1− ρ)N−
∑

yn (A.13)

The posterior can be easily determined by inspection of the product of the likelihood

and prior,

p(ρ|y) ∝ ρ
∑

yn(1− ρ)N−
∑

yn × ρα−1(1− ρ)β−1

∝ ρ(
∑

yn+α)−1(1− ρ)(N−
∑

yn+β)−1

Hence,

p(ρ|y) = Beta(γ, δ) (A.14)

where

γ =
∑

yn + α, δ =
(
N −

∑
yn

)
+ β

Predicting the assignment of new observations is possible by evaluating the posterior

predictive distribution, which in this case, can be determined by marginalising ρ. That
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is,

p(y∗ = 1|y) =
∫
p(y∗|ρ)p(ρ|y)dρ

=

∫
ρy∗(1− ρ)1−y∗ × Γ(γ + δ)

Γ(γ)Γ(δ)
ργ−1(1− ρ)δ−1dρ

=
γ

γ + δ
=

∑
yn + α

N + (α+ β)

(A.15)

which is simply the fraction of the number of times yn = 1 over the total number of

trials, modulated a little by the prior parameters α and β.

A.3 Dirichlet Distribution

The multivariate generalisation of the Beta distribution is the Dirichlet distribution. A

draw from a Dirichlet distribution is thus a vector of K-random variables that add up

to one. That is, 0 ≤ ρk ≤ 1 and
∑
ρk = 1. The Dirichlet distribution is given by,

Dir(ρ|α) =
Γ(αo)

Γ(α1), . . . ,Γ(αk)

K∏
k=1

ραk−1
k (A.16)

where the vector α ∈ RK controls the shape of the PDF over a confined simplex, and

αo =
∑
αk.

Some examples of Dirichlet distributions with K = 3 and different values of α are

shown in Figure A.2. Although a three-dimensional case is shown here, the Dirichlet

distribution can account for any finite number of random variables.

Figure A.2: Plots of Dirichlet distributions over a confined simplex, as given by (A.16)

as a function of ρ for various values of α: (a) α = [3, 3, 3], (b) α = [2, 6, 4], and (c)
α = [3, 1, 1],

Having the categorical distribution represent a K-dimensional random variable, the

predictive distribution in this case can be calculated in the same way as for the bivariate
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case. The posterior can be first defined as follows,

p(ρ|y) ∝
N∏

n=1

K∏
k=1

ρynk
k ×

K∏
k=1

ραk−1
k

∝
K∏
k=1

ρ
(
∑

ynk+αk)−1
k

By inspection, the posterior is found to be a Dirichlet distribution parameterised by

α∗
k =

∑
ynk + αk, where

∑
ynk denotes the number of elements assigned to the kth

category. Therefore,

p(ρ|y) = Dir
(
α1 +

∑
yn1, . . . , αk +

∑
ynK

)
(A.17)

The predictive distribution is then given by,

p(y∗ = k|y) =
∫
p(y∗|ρ)p(ρ|y)dρ

=

∫ K∏
k=1

ρy∗kk × Γ(α∗
o)

Γ(α∗
1), . . . ,Γ(α

∗
K)

K∏
k=1

ρ
∑

(ynk+αk)−1
k dρ

=
α∗
k

α∗
o

=

∑
ynk + αk∑

α∗
k

(A.18)

The probability of assigning a new observation to the kth group is the proportion of

previous observations already assigned to the kth group over the total number of obser-

vations (excluding y∗), modulated by the prior parameters.



Appendix B

Infinite Mixture of Poisson

Distributions

B.1 Derivation of p(znk = 1|Z−n, X−n,α, a, b)

Given the joint distribution defined by equation (6.10), it is possible to derive the con-

ditional distributions over zn, π and λ. A conventional Gibbs sampler could then be

employed to infer the joint distribution over these parameters. However, in this case,

the probability distribution of interest is that defined over zn, conditioned on all other

parameters. The motivation to derive an expression for p(zn|...) begins by marginalis-

ing π and λ out of equation (6.10). If π is first considered, then one can approach the

marginalisation process in a two-step decomposition, where sampling from p(zn,π) is

said to be equivalent to drawing a sample of π first, and then using this sample to draw

zn. That is,

p(zn,π|Z−n,λ,α, xn) ∝ p(zn|π, xn,λ)p(π|Z−n,α)

∝
K∏
k=1

[πkp(xn|λk)]znk p(π|Z−n,α)

Here, Z−n is the set of all assignments except the nth one. The notation of this expression

can then be simplified by instead considering the value where the kth element of zn is

equal to unity,

p(znk = 1,π|Z−n,λ,α, xn) ∝ πkp(xn|λk)p(π|Z−n,α)

∝ p(znk = 1|π)p(xn|λk)p(π|Z−n,α)
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In this form, it becomes possible to marginalise π out,

p(znk = 1|Z−n,λ,α, xn) ∝
∫
p(znk = 1|π)p(xn|λk)p(π|Z−n,α) dπ

∝ p(xn|λk)
∫
p(znk = 1|π)p(π|Z−n,α) dπ

∝ p(xn|λk)p(znk = 1|Z−n,α)

where,

p(znk = 1|Z−n,α) =

∫
p(znk = 1|π)p(π|Z−n,α) dπ

and the posterior, p(π|Z−n,α), is the result of having a Dirichlet prior, p(π|α), as the

conjugate of the multinomial likelihood, p(Z−n|π). Concretely,

p(π|Z−n,α) ∝
K∏
k=1

πβk−1
k , βk = αk + c−n

k

where c−n
k is the number of objects assigned to the kth group, excluding the assignment

on xn. Hence,

p(znk = 1|Z−n,α) =
Γ(
∑K

j=1 βj)∏K
j=1 Γ(βj)

∫
πk

K∏
j=1

π
βj−1
j dπ

=
Γ(
∑K

j=1 βj)∏K
j=1 Γ(βj)

∫ K∏
j=1

π
βj+δjk−1
j dπ

=
Γ(
∑K

j=1 βj)∏K
j=1 Γ(βj)

∏K
j=1 Γ(βj + δjk)

Γ(
∑K

j=1(βj + δjk))

where δjk = 1 when j = k, and zero otherwise. Since
∑K

j=1 δjk = 1,

p(znk = 1|Z−n,α) =
Γ(
∑K

j=1 βj)∏K
j=1 Γ(βj)

∏K
j=1 Γ(βj + δjk)

Γ(
∑K

j=1 βj + 1)

=
βk∑K
j=1 βj

Now, because βk = c−n
k + αk,

p(znk = 1|Z−n,α) =
c−n
k + αk∑K

j=1 c
−n
j + αj

Following the same reasoning, it is also possible to collapse λk from the sampler. The

joint density over znk = 1 and λk is derived by carrying out an equivalent two-step
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decomposition,

p(znk = 1, λk|Z−n, X−n,α, a, b) ∝ p(znk = 1|Z−n,α)p(xn|λk)p(λk|Z−n, X−n, a, b)

where X−n corresponds to all objects except for xn. Marginalising λk out from this

expression gives,

p(znk = 1|Z−n, X−n,α, a, b) ∝
∫
p(znk = 1|Z−n,α)p(xn|λk)p(λk|Z−n, X−n, a, b) dλk

∝ p(znk = 1|Z−n,α)

∫
p(xn|λk)p(λk|Z−n, X−n, a, b) dλk

∝ p(znk = 1|Z−n,α)p(xn|Z−n, X−n, a, b)

where,

p(xn|Z−n, X−n, a, b) =

∫
p(xn|λk)p(λk|Z−n, X−n, a, b) dλk

and, like in the previous case, the posterior, p(λ|Z−n, X−n, a, b), is the result of hav-

ing a Gamma prior p(λk|a, b), as conjugate of the Poisson likelihood, p(X−n|λk,Z−n).

Concretely,

p(λk|Z−n, X−n, a, b) ∝ λδ−1
k e−γλk ,

δ = a+
∑
m ̸=n

zmkxm, γ =
∑
m̸=n

zmk + b

Hence,

p(xn|Z−n, X−n, a, b) =
γδ

xn!Γ(δ)

∫
λ
(xn+δ)−1
k e−(γ+1)λk dλk

=
γδ

xn!Γ(δ)

Γ(xn + δ)

(1 + γ)(xn+δ)

Re-arranging and having r = δ and p = γ/(γ + 1),

p(xn|Z−n, X−n, a, b) =
Γ(xn + r)

xn!Γ(r)

(
p

1−p

)r
(
1 + p

1−p

)(xn+r)

=
Γ(xn + r)

xn!Γ(r)
pr(1− p)r

= NB(r, p)
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Finally,

p(znk = 1|Z−n, X−n,α, a, b) ∝
c−n
k + αk∑K
j c−n

j + αj

p(xn|Z−n, X−n, a, b)

B.2 Marginalisation of the Threshold

A salient aspect of Bayesian modelling is the ability to compare models in a principled

manner. In this case, the threshold can be interpreted as the realisation of a modelMj .

By following the same approach as in Section 8.3.3, the threshold can be marginalised

out of the DP-PMM, thereby improving its overall robustness. In this demonstration,

three sets of features are considered, and extracted using three different thresholds. The

thresholds used correspond to the 95th, 99.5th, and 99.9th percentiles of the signal, respec-

tively. For each model, the overlapping scheme from Section 8.3.3 is applied, resulting

in a total of 21 sets of features. The assigned sections of the signal, for each threshold,

are shown in Figure B.1. The results clearly demonstrate that a lower threshold leads

the DP-PMM to cluster sections in the background noise, while a higher threshold dis-

regards potential events in the signal. By averaging the probabilities obtained from each

model, as described in Equation (6.21), the discrepancies across models are mitigated,

and return a more balanced outcome that is less sensitive to the chosen threshold. Fig-

ure B.2 illustrates this outcome, where two distinct groups appear to dominate across

all the clusters inferred from each model.
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Figure B.1: Assignment of sections in the signal to the groups that maximise the as-
signment probabilities, given thresholds corresponding the (Top) 95th, (Middle) 99.5th,

and (Bottom) 99.9th percentiles, respectively.

Figure B.2: Assignment of sections in the signal to the groups that maximise the
assignment probabilities after marginalising the threshold. From all the clusters in-
ferred over each model, only two distinct groups of AE activity are retained from the

marginalisation.





Appendix C

Derivation of ELBO for VAEs

To derive the lower bound of the marginal likelihood, a general case is considered where

some observations X and a model that implies some latent variables Z. The marginal

likelihood p(X) is defined as,

p(X) =

∫
p(X,Z)dZ (C.1)

Maximising this expression with respect to all the parameters it is conditioned on is

often difficult because of the potentially high-dimensional parameter space involved in

evaluating the integral. The lower bound on the marginal likelihood can facilitate solving

for p(X).

To begin, it is necessary to define the log marginal likelihood,

log p(X) = log

∫
p(X,Z)dZ (C.2)

and introduce an auxiliary distribution q(Z) into the RHS,

log p(X) = log

∫
q(Z)

p(X,Z)

q(Z)
dZ (C.3)

The lower bound appears when using Jensen’s inequality in terms of the current form of

the log marginal likelihood. Jensen’s inequality is defined by the following relationship,

logE [f(x)] ≥ E [log f(x)] (C.4)

stating that the log of the expected value of f(x) is always greater than or equal to the

expected value of the log of f(x). Since the expression in (C.3) defines the log marginal

likelihood as the expected value of p(X,Z)
q(Z) , with respect to q(Z), the following relationship
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applies according to Jensen’s inequality,

log p(X) = log

∫
q(Z)

p(X,Z)

q(Z)
dZ

≥
∫
q(Z) log

p(X,Z)

q(Z)
dZ = L(q(Z))

(C.5)

where L(q(Z)) denotes the lower bound on log p(X).

In the interest of computing the approximate posterior, subtracting the true log marginal

likelihood with the lower bound reveals how it can be obtained. In particular,

log p(X)−
∫
q(Z) log

p(X,Z)

q(Z)
dZ ≥ 0

log p(X)−
∫
q(Z) log

p(Z|X)p(X)

q(Z)
dZ ≥ 0

log p(X)−
∫
q(Z) log

p(Z|X)

q(Z)
dZ−

∫
q(Z) log p(X)dZ ≥ 0

log p(X)−
∫
q(Z) log

p(Z|X)

q(Z)
dZ− log p(X)

∫
q(Z)dZ ≥ 0

−
∫
q(Z) log

p(Z|X)

q(Z)
dZ ≥ 0

Therefore,

log p(X) = L(q(Z)) +DKL [q(Z)||p(Z|X)] (C.6)

where the Evidence Lower Bound (ELBO) and Kullback-Leibler (KL) divergence terms

are defined, respectively, as,

L(q(Z)) =
∫
q(Z) log

p(X,Z)

q(Z)
dZ (C.7a)

DKL [q(Z)||p(Z|X)] = −
∫
q(Z) log

p(Z|X)

q(Z)
dZ (C.7b)

Finally, for VAEs, it is convenient to rewrite the ELBO as follows,

L(q(Z)) =
∫
q(Z) log

p(X,Z)

q(Z)
dZ

=

∫
q(Z) log

p(X|Z)p(Z)
q(Z)

dZ

=

∫
q(Z) [log p(X|Z) + log p(Z)− log q(Z)] dZ

=

∫
q(Z) log p(X|Z)dZ−

∫
q(Z) log

q(Z)

p(Z)
dZ

= Eq(Z) [log p(X|Z)]−DKL [q(Z)||p(Z)]



Appendix D

Publications

D.1 Journal Papers
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K. Worden (2024). A probabilistic approach for acoustic emission based moni-

toring techniques: with application to structural health monitoring. Mechanical

Systems and Signal Processing, 208, 110958.
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D.2 Conference Papers
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