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... at the end of the day, you know at the end of the
day, anything - a benign object of any sort - you
could take anything, you could take a cheeseburger
and deconstruct it to its source!

— Devin Townsend, Deconstruction
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Abstract

The ability to solve the dynamics of biologicalmacromolecules using computer simulation
has been established as an essential tool of the biological sciences for over four decades.
Themost common technique is that of atomisticmolecular dynamics, whereby every atom
in a molecule is explicitly represented as a sphere of charge, and their trajectories are
computed from interatomic potentials. Simulating the dynamics of particularly large and
complex macromolecules containing millions of atoms or more remains computationally
demanding, despite the critical importance of understanding such systems for addressing
many research questions in molecular biology.

Coarse-grained molecular simulations address this by abstracting away atomic detail, in
order to reduce the computational power required to capture larger length and time scales.
Elastic rodmodels are a particular type of coarse-grained representation optimised to cal-
culate the deformation of long and thin objects, which are a common occurrence through-
out biology. The KirchhOff Biological Rod Algorithm (KOBRA) is one such model that
was developed recently, however, it does not capture any kind of intermolecular interac-
tions, thus limiting its application to systems where macromolecules are unlikely to come
into contact with each other.

The work presented in this thesis concerns the continued development of the KOBRA
simulation software, with a particular focus on the algorithms for repulsive steric interac-
tions and attractive van der Waals forces. Fibrinogen, a large and fibrous blood protein,
is used as an example macromolecule to place the results of the software development in
a biological context. The computational performance of KOBRA is tested for systems in
which hundreds of rods represent millions of atoms, the largest simulations to date with
the software. Additional simulations of fibrin protofibrils, assembled from interacting fib-
rinogen rods, are also presented. Wet lab experiments are also presented that analyse the
in-vitromechanical response of fibrinogen to flow using a fluorescent labelling assay.

iv



Contents

1 Introduction 1

1.1 Biomolecular simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Atomistic molecular dynamics . . . . . . . . . . . . . . . . . . . . . 1

1.1.2 Coarse-grained simulations . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.3 The biological mesoscale . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Biological rod models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.1 Theory of elastic rods . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.2 Applications to microscale systems and beyond . . . . . . . . . . . 8

1.2.3 The KOBRA simulation software . . . . . . . . . . . . . . . . . . . . 10

1.3 Fibrinogen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3.1 Physiological background . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3.2 Molecular structure of fibrinogen . . . . . . . . . . . . . . . . . . . . 11

1.3.3 Formation of the fibrin network . . . . . . . . . . . . . . . . . . . . . 13

1.3.4 Impact of flow on polymerisation . . . . . . . . . . . . . . . . . . . . 13

1.4 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Overview of the KOBRA elastic rod model 18

2.1 Definition and dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Elastic energy of deformation . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Stretch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.2 Twist . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.3 Bend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

v



CONTENTS

2.3 Parameterisation from atomistic simulations . . . . . . . . . . . . . . . . . 23

2.4 Rod-tetrahedra interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Previous studies using KOBRA . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.5.1 Kinetochore-microtubule attachment . . . . . . . . . . . . . . . . . 25

2.5.2 Myosin 5a lever structure and flexibility . . . . . . . . . . . . . . . . 26

2.6 Extending the rod model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6.1 Essential functionality . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6.2 Desirable features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3 Development of rod-rod interactions in KOBRA 30

3.1 Mesoscale biomolecular interactions . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Hard-core steric repulsion is unsuitable for mesoscale modelling . . . . . . 31

3.3 Repulsive steric interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3.1 Crude distance calculation and cutoff . . . . . . . . . . . . . . . . . 33

3.3.2 Minimum displacement between two infinite lines . . . . . . . . . . 35

3.3.3 Discrete element correction . . . . . . . . . . . . . . . . . . . . . . . 36

3.3.4 Nearest neighbour assignment . . . . . . . . . . . . . . . . . . . . . 37

3.3.5 Soft repulsive potential . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 Attractive van der Waals interactions . . . . . . . . . . . . . . . . . . . . . . 39

3.4.1 Definition of van der Waals sites . . . . . . . . . . . . . . . . . . . . 39

3.4.2 Distance calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.4.3 Modified attractive potential . . . . . . . . . . . . . . . . . . . . . . 41

3.5 Periodic boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.6 Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.6.1 Unit tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.6.2 Integration tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.7 Performance and validation . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.7.1 Rudimentary rod model of fibrinogen . . . . . . . . . . . . . . . . . 48

3.7.2 Closely packed configurations of rods . . . . . . . . . . . . . . . . . 49

vi



CONTENTS

3.7.3 Parallel scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.7.4 KOBRA simulations of packed fibrinogen . . . . . . . . . . . . . . . 51

3.7.5 Rod model of a fibrin protofibril . . . . . . . . . . . . . . . . . . . . 54

3.7.6 KOBRA simulations of a fibrin protofibril . . . . . . . . . . . . . . . 55

3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 Flow-induced structural remodelling of fibrinogen quantified by site-specific la-
belling 63

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1.1 Hydrodynamic flow can perturb the structure of proteins . . . . . 63

4.1.2 Thiol-specific labelling of fibrinogen under flow provides structural
insight into its mechanical response . . . . . . . . . . . . . . . . . . 66

4.1.3 Controlling for the variable redox state of fibrinogen disulfides . . 69

4.1.4 Chapter outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2.1 Fibrinogen preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2.2 TCEP serial dilution and non-reducing SDS-PAGE . . . . . . . . . . 72

4.2.3 Extensional flow device . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2.4 Fluorescent labelling of fibrinogen with IAEDANS . . . . . . . . . . 73

4.2.5 Analysis of soluble protein and IAEDANS labelling bynon-reducing
SDS-PAGE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2.6 Analysis of soluble protein and IAEDANS labelling by HPLC . . . 74

4.2.7 Dye labelling efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2.8 Fibrinogen parameters computed from amino acid sequences and
crystal structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.1 Fibrinogen in a reducing buffer (0.4 mM TCEP) displays minimal
disruption to its quaternary structure . . . . . . . . . . . . . . . . . 77

4.3.2 Fibrinogen aggregation is statistically insignificant and independent
of plunger speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.3.3 Quantification of IAEDANS labelling of fibrinogen is obfuscated by
a loss of soluble protein . . . . . . . . . . . . . . . . . . . . . . . . . 82

vii



CONTENTS

4.3.4 Labelling of fibrinogen Aα chain is enhanced in the presence of flow 84

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.4.1 Mechanical response of fibrinogen . . . . . . . . . . . . . . . . . . . 88

4.4.2 Effects of EFD geometry . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.4.3 Fluorescent labelling of fibrinogen . . . . . . . . . . . . . . . . . . . 90

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.6 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.6.1 Improving the experimental workflow . . . . . . . . . . . . . . . . . 93

4.6.2 Usingmass spectrometry to obtain residue-level spatial information
on partial unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5 Conclusion 96

5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2.1 Background flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2.2 Hydrodynamic interactions . . . . . . . . . . . . . . . . . . . . . . . 98

5.2.3 Generalised interactions between structures . . . . . . . . . . . . . 101

5.2.4 Orientation-dependent rod-rod interactions . . . . . . . . . . . . . 102

A Experiments 104

A.1 Shear and strain rates in the EFD . . . . . . . . . . . . . . . . . . . . . . . . 104

A.2 Unfolded fibrinogen standard . . . . . . . . . . . . . . . . . . . . . . . . . . 105

A.3 Correcting the IAEDANS fluoresence: a worked example . . . . . . . . . . 106

B Mathematics 108

B.1 Concentration regime and volume fraction of fibrinogen . . . . . . . . . . 108

B.2 Maximum time step of a KOBRA simulation . . . . . . . . . . . . . . . . . 109

B.3 Inertia may be neglected in diffusion at the mesoscale . . . . . . . . . . . . 110

References 111

viii



List of Figures

1.1 Typical contributions to a molecular dynamics force field from covalent
bonds (top) and noncovalent interactions (bottom). . . . . . . . . . . . . . 2

1.2 Increasingly coarse representations of crambin, a small plant protein (PDB:
1CRN [32]). A) Atomistic, atoms are represented as spheres. B) Coarse-
grained, up to four pseudoatoms per side chain. C) Ultra-coarse-grained,
one pseudoatom per side chain. D) Continuum, a tetrahedral mesh at 8 Å
resolution. A, B and C adapted from [33]. . . . . . . . . . . . . . . . . . . . 4

1.3 Four types of elastic deformation represented across the worm-like chain,
Kirchhoff and Cosserat rod models. The material orientation frame, di, is
attached to the centreline, r(s), at a distance, s, along the rod. Adapted
from [67]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 A) Cartoon of a fibrin-stabilised blood clot plugging a ruptured vessel. B)
SEM image of a blood clot, with red blood cells and fibrin strands visible,
scale bar 5 µm. B adapted from [88]. . . . . . . . . . . . . . . . . . . . . . . 11

1.5 Native structure of human fibrinogen. A) X-ray crystal structure show-
ing the central nodule, β-nodules, γ-nodules and coiled-coils (PDB: 3GHG
[95]), combined in-silico with the NMR structure of recombinant bovine
αC-domain fragment (PDB: 2JOR [96]), and the residues of fibrinopep-
tidesA andB (FpAandFpB).No structure is available for theαC-connector
regions, but they are shown for completeness. B) Schematic representa-
tion. Disulfide bonds, cross-linking sites and carbohydrates are labelled
with residue numbers. Adapted from [97]. . . . . . . . . . . . . . . . . . . 12

ix

https://www.rcsb.org/structure/1CRN


LIST OF FIGURES

1.6 Fibrin polymerisation and products. A) Schematic representation [87]. B)
High resolution AFM images of fibrinogen with visible αC regions. White
arrows denote globularαC-domains. Red arrowdenotes anαC-domain in-
teracting with central E nodule. Scale bar 30 nm. Reproduced from [102].
C) High resolution AFM image of double-stranded fibrin oligomer. Geo-
metric centres of D and E nodules are denotedwithwhite dots. Scale bar 50
nm. Adapted from [106]. D) TEM image of fibrin fibres. Scale bar 100 nm.
Adapted from [107]. E) SEM image of a fibrin gel formed in the absence of
other blood plasma components. Scale bar 5 µm. Adapted from [109]. . . 14

1.7 Schematic of the flow structures within a 2D slice of a stenosed blood ves-
sel. Flow velocity is represented with grey arrows. Shear flow (pink) dom-
inates upstream and downstream of the stenosis, and in most of the steno-
sis interior. Extensional flow (blue) occurs at the inlet of the stenosis, and
to a lesser extent at the outlet. Rotational flow (green) mainly occurs in
recirculation zones adjacent to the outlet. Adapted from [115]. . . . . . . . 15

2.1 Discretised curve defining two adjacent elementswithin aKOBRA rod. The
i-th element, pi (black arrows), is defined as the line connecting two nodes,
ri and ri+1 (black circles). The unit vector, li = pi/|pi| (blue arrows),
points along the rod axis. The material axes, mi and ni (red arrows), are
both perpendicular to li. Adapted from [85]. . . . . . . . . . . . . . . . . . 19

2.2 Schematic of the three types of elastic deformation that occur in KOBRA
rods relative to their equilibrium structure. A) Stretching is defined by the
increase in length of element pi due to the movement of nodes ri and ri+1.
B) Bending at node ri is defined by the change in length of the associated
curvature binormal, (kb)i, which represents the change in direction of pi

and pi−1. C) Twisting about node ri is defined by the angle, ∆θ, between
adjacent material axes mi andmi+1. Adapted from [85]. . . . . . . . . . . 21

2.3 Schematic ofmutual element used during the bend energy calculation, rep-
resented by the unit vector lm and defined at node ri. Inset) The mutual
material axis, mm, is constructed from a weighted average of the mate-
rial axes adjacent to the bent node, mi and mi−1 (lm points into page).
Adapted from [85]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.4 KOBRA discretisation of a coiled coil. A) Node positions are determined
from atomic cluster averaging. B) The initial material axis is determined by
averaging displacements between atom pairs (dashed lines). Perspective
is down the helical axis. Adapted from [127]. . . . . . . . . . . . . . . . . . 24

x



LIST OF FIGURES

2.5 Schematic of a rod-to-tetrahedra interface. The attachment node at the end
of the rod, rn = ra, sits on the outer face of the attachment tetrahedron.
Inset) Tetrahedron structure. The attachment element, pa, connects to the
outer face (yellow) and extends towards the centre. Adapted from [127]. . 25

2.6 Previous study of kinetochore-microtubule attachment using KOBRA and
FFEA. A) Proposed structure of the KC, including the DAM1 ring (green)
and six Ndc80C proteins (purple), attached end-on to a MT (grey). The
DAM1 structure was obtained from cryoEM and the Ndc80C globular do-
mains from X-ray crystallography, but the remaining structures are hypo-
thetical. Adapted from [133]. B) Projection of a 3D electron tomogram of a
KC (pink) attached to a MT (yellow). A ring-like structure and one of sev-
eral rods are labelled . Adapted from [134]. C) Top: Schematic of Ndc80C
protein with cross-links (black) marked at their respective residues. The
four subunits are differentiated by colour. Bottom: The equilibrium atomic
model of the hinge and coiled-coil sections, constructed partly from the
‘Bonsai’ molecule (2VE7) [132]. Adapted from [127]. D) Simulation frame
of side-on kinetochore-microtubule attachment, comprised of threeNdc80C
complexes with their lower ends suspended above the MT surface, and the
upper ends attached to a sphere (radius = 50 nm) via elastic springs. Each
Ndc80C is represented as a rod (coiled-coils and hinge) connected at each
end by a small tetrahedral mesh (globular domain). The sphere is an ab-
straction of the inner KC. Red and yellow tetrahedral elements denote at-
tractive VDW regions of different energies. Grey elements, the sphere and
rods are non-interacting. Adapted from [127]. . . . . . . . . . . . . . . . . 27

2.7 Previous study ofMyo5a lever structure andwalkingmechanics using KO-
BRA and FFEA. A) Schematic of Myo5a walking on F-actin with domains
highlighted. Heavy chains are coloured red and light chains blue. Adapted
from [126]. B) Cryoelectron micrograph of dimeric Myo5a walking along
F-actin. Adapted from [36]. C) CryoEM structure of Myo5a-S1-6IQ bound
to F-actin, with fittedpseudoatomicmodel [125]. D) Final simulation frame
of Myo5a in a non-equilibrium strained state. The model was constructed
from the monomeric structure [125], with the motors represented as tetra-
hedra (red) and the levers as rods (green). During the simulation, transla-
tional (blue) and rotational (yellow) forces were applied to the lead motor
to create a strained state. Adapted from [126]. . . . . . . . . . . . . . . . . 28

3.1 Modified Lennard-Jones potential (blue) with the soft steric (I), interpola-
tive (II), and 6-12 (III) regimes. Attractive potential well parameterised
from fibrinogen knob-hole interactions [110]. . . . . . . . . . . . . . . . . . 33

xi



LIST OF FIGURES

3.2 Schematic of the crude steric cutoff calculation. The midpoint distance is
measured from element 1 on the bottom rod, to all other elements on the
top rod (blue arrows). The midpoints of elements 1 and 2 on the top are
within the cutoff radius of element 1 on the bottom, so theymay potentially
interact. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3 Schematic of the minimum centreline displacement, cij , between two el-
ements, i and j, during a steric collision. Elements are initially assumed
to lie along infinite lines (grey dashes). Element radii, Ri and Rj , define
the effective steric volume of the rods. The surface-surface distance, s, is
negative during a steric collision. . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4 Schematic of a correction to the centreline displacement, due to an edge
case in which the rod elements are nearly parallel. Both points are ini-
tially placed outside the bounds of their discrete elements, c′i and c′′j , at
the mutual point where the infinite lines (grey dashes) cross. Each point
is snapped to its nearest node, c′i to ri+1 and c′′j to rj+1, however, node rj

is clearly the better choice to minimise the displacement. The correction
places c′j onto rj , to give the final pair of points forming the displacement,
cij . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 A) Sample .rodvdw file with five VDW sites, generated with FFEATools.
Interaction types, nsite, are on the left, and centreline length fractions, Lsite

are on the right. B) 3D plot of a curved rod with VDW sites positioned
according to A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.6 Schematic of rod periodic boundary conditions in 2D. Theminimum image
criterion ensures elements will only interact with the closest image. The
distance between two elements in the central box, i and j, is in fact shorter
when considering the distance over a periodic boundary: i interacts with
j′, and j interacts with i′. The periodic cell coordinates, t, are shown at the
top of each cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.7 Pairs of points, a anda′, b and b′, etc. for vector distances calculated during
the nearest_image_pbc test. Only the central simulation box is shown, but
periodic boundary conditions are enabled. . . . . . . . . . . . . . . . . . . 44

xii



LIST OF FIGURES

3.8 Schematic of unique configurations of rodpairs used in the steric_fully_separate
integration test. There aremany variations of the above, but themost repre-
sentative ones are shown here. Magenta lines indicate separation between
the rod centrelines, s = −R in most cases. A) Parallel. Rods have identical
orientation. B) Cross. Rods are perpendicular, with an interaction point
at their centroids. C) T-shape. Rods are perpendicular, co-planar, and in-
teract between the tip and centroid. D) L-shape. Rods are perpendicular,
co-planar, and interact end-to-end. E) Oblique. Rods have small and large
angular deviations, usually interacting at their centroids. F) T-angle. Sim-
ilar to C, but the rods are oblique. G) Fail. Similar to the above configura-
tions, but with the centrelines purposefully intersecting, such that an error
is intentionally raised and the KOBRA simulation fails. . . . . . . . . . . . 47

3.9 KOBRA rod model of fibrinogen, with an overlay of the crystal structure
(PDB: 3GHG [95]). The rod has four elements and the steric volume is
shown in green. The VDW sites are shown as circles, with A-knobs in the
centre (purple) and a-holes at the ends (magenta). . . . . . . . . . . . . . 49

3.10 Two tightly packed configurations of 16 and 512 rods, as used in scaling
simulations. Approximate steric volumes are shown in green. Visualised
in PyMOL [157]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.11 Final frames of three 10 µs simulations containing 64 rods with different
interactions enabled: none (control), steric only, and steric with VDW (or
stericVDW). Approximate steric volumes are shown in green. Visualised
in PyMOL [157]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.12 Strong scaling of t = 1 µs simulations containingN = 128 rods with differ-
ent interactions enabled: none (solid black), steric only (blue), and steric
with VDW (magenta). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.13 Simulation speed, measured in microseconds per day, of t = 1 µs simu-
lations with different interactions enabled: none (solid black), steric only
(blue), and steric with VDW (magenta). . . . . . . . . . . . . . . . . . . . . 54

3.14 KOBRA rod model of a fibrin protofibril, assembled from nineteen fibrino-
gen rods. A) The full length of the protofibril. The numbers of component
rods in the top and bottom strands are labelled at their starting positions.
Visualised in PyMOL [157]. B)Close-up of a D-E-D interface, composed of
fourVDW interaction sites representing fibrinogenA-knobs in the E nodule
(purple circles) and a-holes in the D nodules (magenta circles). . . . . . . 55

3.15 Snapshots of the initial KOBRA protofibril simulation, with ϵ = 8.5 kBT
and B = 3.5× 10−29 m4 Pa. A) Protofibril breaks in two. B-C) Coiling and
self-interaction. D-F) Cluster formation. Visualised in PyMOL [157]. . . . 56

xiii



LIST OF FIGURES

3.16 Snapshots of four KOBRA protofibril simulations at times of 20, 50 and 100
µs, that are part of a parameter sweep over the interaction energy. A-C) ϵ =
0 kBT, immediate diffusion of component rods. D-F) ϵ = 5 kBT, diffusion of
rods into some small clusters. G-I) ϵ = 10 kBT, intact protofibril with some
coiling at both tips. J-L) ϵ = 15 kBT, intact protofibril with some coiling at
both tips. Visualised in PyMOL [157]. . . . . . . . . . . . . . . . . . . . . . 57

3.17 Snapshots of three KOBRA protofibril simulations at times of 20, 50 and
100 µs, that are part of a parameter sweep over the bending stiffness. A-C)
B = 10−28 m4 Pa, intact protofibril with some coiling at the left tip. D-F)
B = 5 × 10−28 m4 Pa, intact protofibril with marginal coiling at the right
tip. G-I) B = 10−27 m4 Pa, intact protofibril with no discernible coiling.
Visualised in PyMOL [157]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.18 Average quantities of protofibril simulations plotted against time. A)Mean
squared displacement, averaged over all nodes and starting times. B)Mean
end-to-end distance, averaged over all rods. . . . . . . . . . . . . . . . . . . 59

4.1 Proposed kinetic model of the flow-induced aggregation pathway. A) Sol-
uble, folded protein in bulk fluid. B) Partial unfolding due to hydrody-
namic flow. C) Partial unfolding due to deposition at a fluid-surface in-
terface. D) Interaction of perturbed proteins to form insoluble aggregates.
Proteins may re-fold or release from a surface back into the bulk fluid, but
aggregation is irreversible. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2 A) 2D schematic of the reciprocal extensional flow device (EFD), showing
two syringes connected by a single capillary. Fluid velocity and strain rate
fields were computed from axisymmetric CFD simulations, plunger veloc-
ity 8 mm s-1. Adapted from [173]. B) Fluid velocity and axial strain rate
in the vicinity of the inlet to the geometric contraction, plunger velocity 8
mm s-1. Adapted from [179]. C) The axial strain rate at the inlet and wall
shear rate in the capillary body depend linearly on the plunger velocity.
Data from [173]. D Photograph of the EFD. The left syringe is being de-
pressed by a metal plate driven by a linear actuator. . . . . . . . . . . . . . 65

4.3 A) Ribbon representation of crystal structure of human fibrinogen (PDB:
3GHG [95]). Thiol groups in 50 cysteine residues are shown as purple
spheres. Chain colours: Aα in magenta, Bβ in light blue and γ in green.
B) Relative solvent exposure of structurally resolved cysteines, computed
from chains in the folded hexameric structure (transparent) and free in
solution (shaded). Outer bars denote range, central bars denote an average
over the cysteine count in the dimer (Aα: 12, Bβ: 22, γ: 16). . . . . . . . . 67

4.4 Two thiol groups (left) form a disulfide bond (right) when oxidised. . . . 68

xiv



LIST OF FIGURES

4.5 Chemical structure of the thiol-reactive IAEDANS dye. . . . . . . . . . . . 68

4.6 Cartoon of a fibrinogen monomer during the fluorescent labelling assay.
A) Solvent-exposed disulfide bonds on the fibrinogen exterior are reduced
by TCEP. B) Exterior cysteines are labelled by IAEDANS dye. C) Sam-
ple is stressed by flow (shear is shown here). Control is kept quiescent.
Flow-induced remodelling of fibrinogen may expose buried cysteines. D)
Exposed cysteines are subsequently labelled. E) Sample and control both
quenched inDTT to halt labelling and completely reduce fibrinogen. Chains
kept unfolded in guanidine. Cysteines, dyemolecules andfibrinogen chains
not to scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.7 SDS-PAGE of serial dilution of TCEP in 2mg mL-1 fibrinogen (white light).
Three bands in the molecular weight range of 50-75 kDa are each labelled
with the corresponding fibrinogen chain. . . . . . . . . . . . . . . . . . . . 77

4.8 HPLC protein absorbance at 280 nm, of 2 mg mL-1 fibrinogen ± 0.4 mM
TCEP. Stressed at 4 mm s-1 for 500 passes. Four samples are plotted: con-
trol - TCEP (solid, blue), stressed - TCEP (solid, pink), control + TCEP
(dashed, blue), stressed + TCEP (dashed, pink). . . . . . . . . . . . . . . 78

4.9 HPLCprotein absorbance at 280 nm, of a quiescent control of the IAEDANS
labelling assay. Reduction and denaturing of fibrinogen post-stress results
in three peaks, labelled here with the corresponding fibrinogen chain. . . 79

4.10 HPLCpeak area of protein absorbance at 280 nm, IAEDANS labelling assay.
A) Whole fibrinogen against plunger speed, averaged over two biological
repeats (n = 2). Error bars denote range. B)Constituent chains andwhole
fibrinogen averaged over five plunger speeds and two biological repeats
(n = 10). Error bars denote the standard error. . . . . . . . . . . . . . . . . 80

4.11 SDS-PAGEwhite light image, IAEDANS labelling assay. Three bands in the
molecularweight range of 50-75 kDa are each labelledwith the correspond-
ing fibrinogen chain. An unfolded standard was loaded unsuccessfully in
the third lane. C = quiescent control, S = stressed samples. . . . . . . . . . 81

4.12 SDS-PAGE white light pixel intensity, IAEDANS labelling assay. A)Whole
fibrinogen against plunger speed, averaged over twobiological repeats (n =

2). Error bars denote range. B) Constituent chains and whole fibrinogen
averaged over five plunger speeds and two biological repeats (n = 10).
Error bars denote the standard error. . . . . . . . . . . . . . . . . . . . . . . 81

xv



LIST OF FIGURES

4.13 HPLC peak area of IAEDANS fluorescence emission at 336 nm, IAEDANS
labelling assay. A)Whole fibrinogen against plunger speed, averaged over
two biological repeats (n = 2). Error bars denote range. B) Constituent
chains and whole fibrinogen averaged over five plunger speeds and two
biological repeats (n = 10). Error bars denote the standard error. . . . . . 83

4.14 HPLC peak area of IAEDANS absorbance at 336 nm, IAEDANS labelling
assay. A) Whole fibrinogen against plunger speed, averaged over two bi-
ological repeats (n = 2). Error bars denote range. B) Constituent chains
andwhole fibrinogen averaged over five plunger speeds and two biological
repeats (n = 10). Error bars denote the standard error. . . . . . . . . . . . 84

4.15 SDS-PAGE UV image, IAEDANS fluorescent labelling assay. Three bands
in the molecular weight range of 50-75 kDa are each labelled with the cor-
responding fibrinogen chain. C = quiescent control, S = stressed samples. 85

4.16 SDS-PAGE UV pixel intensity of IAEDANS fluorescence emission at 336
nm, IAEDANS labelling assay. A)Whole fibrinogen against plunger speed,
averaged over two biological repeats (n = 2). Error bars denote range. B)
Constituent chains andwhole fibrinogen averaged over five plunger speeds
and two biological repeats (n = 10). Error bars denote the standard error. 85

4.17 Corrected HPLC peak area of IAEDANS emission at 336 nm, IAEDANS
labelling assay. A)Whole fibrinogen against plunger speed, averaged over
two biological repeats (n = 2). Error bars denote range. B) Constituent
chains and whole fibrinogen averaged over five plunger speeds and two
biological repeats (n = 10). Error bars denote the standard error. . . . . . 87

4.18 CFD simulations of axisymmetric EFD geometry showing strain rate pro-
files at various plunger speeds. Regions of high strain rate are localised to
the corners. Note that the colour scale is restricted to a maximum strain
rate of 2.5 × 104 s-1 and the calculated strain rates are significantly higher.
Adapted from work by John Dobson [179]. . . . . . . . . . . . . . . . . . . 90

4.19 Chemical structure of 2-iodo-N-phenylacetamide (12C-IPA), the thiol-specific
label used by Butera and Hogg [124]. . . . . . . . . . . . . . . . . . . . . . 95

5.1 Schematic of Lees-Edwards boundary conditions. Periodic cells in the y-
axis move due to shear flow applied in the x-axis. A rod node and its im-
age are separated by a shift,∆x, proportional to the shear rate. Additional
periodic images are not shown. . . . . . . . . . . . . . . . . . . . . . . . . . 99

xvi



LIST OF FIGURES

5.2 Schematic of hydrodynamic interactions. Themovement of solute particles
(red arrows) in a viscous fluid causes perturbations in the backgroundflow
field (black arrows) that influence the motion of nearby particles. Adapted
from [215]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.3 Model of rod interactions from Vácha and Frenkel. A) A rigid rod (blue)
with an attractive patch (red). The patch orientation,mi, is perpendicular
to the unit rod axis, li. B) Schematic of a rod-rod interaction, where rod i

is facing into the page. The interaction occurs between the patch on i and
the section of axis, Vj , that faces the patch and lies within the cutoff radius.
Adapted from [224]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

A.1 HPLC peak areas of unfolded standards. A) Protein absorbance at 280 nm.
B) Dye absorbance at 336 nm (many measurements were below the de-
tector threshold, hence why only masses of 8 and 16 are shown). C) Dye
emission at 336 nm. Averaged over biological repeats (n = 2). . . . . . . . 105

xvii



List of Tables

1.1 Péclet numbers computed for a fibrin monomer and protofibril in venous,
arterial [118] and stenotic [124] conditions. Lengths and diffusivities ob-
tained from [106]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1 Rod material parameters for KOBRA benchmark simulations. Values are
homogeneous across the entire rod. The bending stiffness, B, is the value
along the diagonal of the isotropic bending stiffness matrix,B. . . . . . . . 49

3.2 Parameters for KOBRA protofibril simulations: interaction energy, ϵ, bend-
ing stiffness, B, and duration, tmax. The quoted bending stiffness is the
value along the diagonal of the isotropic bending stiffness matrix, B. . . . 57

4.1 Components of tris-tricine buffered SDS-PAGE gel. Makes two square 8 cm
x 10 cm x 1.5 mm gels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2 Computed sequence parameters of fibrinogen and its component chains:
mRNA transcript sequence length,mature protein length and cysteine residue
count. UniProtKnowledgebase IDs: P02671-2 (Aα), P02675 (Bβ) andP02679-
2 (γ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.3 HPLC protein absorbance at 280 nm of stressed sample as a fraction of the
quiescent control, and the corresponding percentage change (i.e. loss of
soluble protein due to aggregation). . . . . . . . . . . . . . . . . . . . . . . 82

4.4 Corrected IAEDANS fluorescence emission at 336 nm, stressed sample as a
fraction of the quiescent control. Stressed samples were corrected for pro-
tein loss due to flow. Control and stressed samples were corrected for pro-
tein loss due to other mechanisms. Data for both replicates is shown. Four
Bβ samples had no measurable signal, so the mean was not calculated. . . 87

xviii



LIST OF TABLES

4.5 Péclet number, Pe, and Stokes drag force, F , on fibrinogen with its αC do-
mains in closed (L ∼ 45 nm) or axially extended (L′ ∼ 90 nm) conforma-
tions, due to shear in the EFD capillary or centreline extensional strain at
the inlet, at minimum and maximum plunger speeds. . . . . . . . . . . . . 88

A.1 Plunger speed, extensional strain rate at the geometric contraction, and cap-
illary wall shear rate in the EFD. Approximate ranges for physiological and
pathological flows in blood vessels are based on shear rates [118, 119, 121]
and extensional strain rates [211, 225, 226] reported in the literature. Ex-
trapolated from supplementary data in [173]. . . . . . . . . . . . . . . . . . 104

A.2 Correction factors that adjust the IAEDANSfluoresence emission at 336 nm
based on the loss of protein during experiments. These are applied to each
replicate before any averages are taken. . . . . . . . . . . . . . . . . . . . . 106

xix



Abbreviations

AFINES Active Filament Network Simulation
AFM Atomic force microscopy
AMBER Assisted Model Building with Energy Refinement
ATP Adenosine triphosphate
AU Absorbance units
BSA Bovine serum albumin
CABS C-Alpha, C-Beta, and Side chains
CFD Computational fluid dynamics
CG Coarse-grained
CHARMM Chemistry at HARvard Molecular Mechanics
CPU Central processing unit
CryoEM Cryoelectron microscopy
Cys Cysteine
CVD Cardiovascular disease
DNA Deoxyribonucleic acid
DTT Dithiothreitol
EFD Extensional flow device
F-actin Filamentous actin
FFEA Fluctuating Finite Element Analysis
Fg Fibrinogen
FpA/B Fibrinopeptide A/B
GdnHCl Guanidine hydrochloride
GPU Graphics processing unit
GROMOS GROningen MOlecular Simulation
H-bonds Hydrogen bonds
HI Hydrodynamic interactions
HPLC High performance liquid chromatography
IAEDANS 5-[2-(2-iodoacetamido)ethyl]aminonaphthalene-1-sulfonic acid
IPA 2-iodo-N-phenylacetamide
KC Kinetochore
KOBRA KirchhOff Biological Rod Algorithm

xx



LEBCs Lees-Edwards boundary conditions
LJ Lennard-Jones
MD Molecular dynamics
MEDYAN Mechanochemical Dynamics of Actin Networks
mRNA Messenger ribonucleic acid
MSD Mean squared displacement
MT Microtubule
MW Molecular weight
MWCO Molecular weight cutoff
Myo5a Myosin 5a
Myo5a-S1-6IQ Myosin 5a subfragment-1 with all six isoleucine-glutamine domains
NAMD Nanoscale Molecular Dynamics
Ndc80C Nuclear division cycle 80 complex
NMR Nuclear magnetic resonance
OPLS Optimized Potentials for Liquid Simulations
PBCs Periodic boundary conditions
PDB Protein Data Bank
SASA Solvent accessible surface area
SDS-PAGE Sodium dodecyl sulfate-polyacrylamide gel electrophoresis
SEM Scanning electron microscopy
SURPASS Single United Residue per Pre-averaged Secondary Structure fragment
TBS Tris-buffered saline
TCEP Tris(2-carboxyethyl)phosphine
TEM Transmission electron microscopy
UNRES UNited RESidue
UV Ultraviolet
VDW Van der Waals
WLC Worm-like chain

xxi



Chapter 1

Introduction

1.1 Biomolecular simulations
The advent of programmable digital computers in the 1930s [1] and the dominance of
Moore’s law throughout the 20th century [2] propelled the advancement of molecular
simulation. Some of the earliest simulations were simple statistical models of neutron
diffusion during nuclear fission, conducted at Los Alamos National Laboratory in 1948
[3, 4]. The first molecular dynamics (MD) simulation of a protein, bovine pancreatic
trypsin inhibitor, was published in 1977 [5] and contained around 500 atoms [6]. In the
present day, the dynamics of billion-atom systems are run on supercomputers containing
hundreds of thousands of CPU cores [7–9].

As the molecules of interest to researchers grow in complexity, it becomes necessary to
deploy investigative techniques that can go where experiments cannot, where technolog-
ical and practical barriers are reached [10]. The research challenges at the forefront of
biology - the mechanisms of Alzheimer’s disease [11] and cancers [12], rapid responses
to future pandemics [13] and the design of next-generation biosynthetic materials [14],
to name just a few - are incredibly complex problems that demand a multidisciplinary
approach combining both experiment and computation [15]. Biomolecular simulations
are therefore an essential component of the biological sciences toolkit.

1.1.1 Atomistic molecular dynamics
For the simulation of entire molecules, one of the most well known computational meth-
ods is atomistic MD, where every atomwithin a molecule is represented as a hard sphere.
Interatomic interactions are represented by a sum of potential energy terms, collectively
referred to as a force field, a generic form of which may be written as

1



1. Introduction

Figure 1.1: Typical contributions to a molecular dynamics force field from covalent bonds (top)
and noncovalent interactions (bottom).
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(1.1)

where U(rN ) is the total potential energy for N atoms as a function of their positions, rN

(Figure 1.1).

The stretching and bending between covalently bonded atoms relative to their equilib-
rium states are captured by the first and second terms of Equation 1.1, respectively, both
of which are based on Hooke’s law. The third term is a periodic function that captures
torsional deformations or twists about covalent bonds. The fourth term models noncova-
lent interactions between pairs of atoms, i and j; the first part is van der Waals (VDW)
interactions, given by the Lennard-Jones (LJ) potential, and the second is electrostatic
interactions, given by the columb potential [16].

There are a number of well-established molecular simulation programs, but the force
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fields that they employ may be packaged separately [10, 17]. Some commonly used pro-
grams include AMBER [18], GROMACS [19] NAMD [20] and OpenMM [21], which
utilise force fields such as AMBER, GROMOS [22], CHARMM [23] and OPLS [24]. Force
fields usually exist in several forms, each optimised for a particular type ofmolecule or en-
vironment. For example, AMBER has force field variants that represent proteins, nucleic
acids, lipids, carbohydrates, ions or ligands [25].

The effects of the solvent on solute molecules must also be represented. In biomolecu-
lar simulations this solvent is usually liquid water at a temperature of around 300 K, or
room temperature. Many solvent models exist, but they can be broadly classified into two
groups: explicit, where the trajectories of water molecules and ions are directly calculated
as part of the force field in Equation 1.1, and implicit, where the solvent is represented
more abstractly, such as a mean force that acts on the solute [26].

The reduction of atomic detail means that implicit solvents typically require much less
computing power than an explicit solvent over the course of a simulation. However, each
calculation per element per time step may be more expensive in the implicit solvent, e.g.
solving the electrostatic properties at a single grid point using the Poisson-Boltzmann
equation, versus the potential energy of a single water molecule.

The choice of solvent model for a biomolecular simulation will of course depend on the
system, although the solute is usually the main component of interest. Systems in which
the solvent can significantly influence the behaviour of the solute, such as lipid bilayers,
may be represented more accurately with an explicit model [16].

1.1.2 Coarse-grained simulations
An implicit solvent is an example of coarse-graining, where the fidelity of a simulation
is intentionally reduced in order to free up computational resources so that larger sys-
tems can be simulated for longer times. The choice of which components to represent
in a coarse-grained (CG) model will depend on the system in question, but usually the
dominant sources of force are retained, as these will contribute the most to the overall
dynamics of the system. In a sense, every molecular model is coarse-grained to some de-
gree, because it is computationally intractable to exactly calculate the trajectories of every
nucleus and electron in any molecule from first-principles quantum mechanics [16].

Particle-based CG models may group multiple atoms together as single spheres or pseu-
doatoms (Figure 1.2B, C) that respond to forces, thus reducing the degrees of freedom in
the system and the size of the resulting trajectories [16]. Models such as MARTINI [27],
CABS [28], UNRES [29] and SURPASS [30] may be characterised as N -bead, where N

refers to the number of pseudoatoms used to represent a side chain and the portion of the
backbone it bonds to. The corresponding force fieldmay be physics-based and have a sim-
ilar form to Equation 1.1, or utilise predetermined knowledge of the molecular structure

3
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Figure 1.2: Increasingly coarse representations of crambin, a small plant protein (PDB: 1CRN
[32]). A) Atomistic, atoms are represented as spheres. B) Coarse-grained, up to four pseu-
doatoms per side chain. C)Ultra-coarse-grained, one pseudoatom per side chain. D)Continuum,
a tetrahedral mesh at 8 Å resolution. A, B and C adapted from [33].

and behaviour to further coarsen the system [31].

Coarser still are continuummechanics models, which treat objects as smooth, continuous
materials and use a parameterised constitutive model to represent internal forces [34].
Unlike particle-based MD, continuum mechanics approximates the simulation domain
as a continuous finite element mesh (Figure 1.2D) that deforms in response to forces [35,
36]. This abstraction of detail and the ability ofmeshes to adopt amorphous shapesmeans
that continuummechanics can reachmuch larger length and time scales thanMD [37]. At
sub-nanometre length scales the continuum approximation breaks down, in the physical
sense due to atoms becoming sufficiently resolved such that they cannot be reasonably
coarse-grained into continua [38], and in the technical sense due to large fluctuations in
energies leading to large mesh deformations over short periods of time. Large, sudden
deformations usually lead to numerical instabilities in the simulation [39].

1.1.3 The biological mesoscale
X-ray crystallography is the gold standard experimental technique for determining pro-
tein structures in atomic detail [40], and cryoelectron microscopy (cryoEM) can capture
both near-atomic and lower resolution structures. The popularity of cryoEM has grown
rapidly over the past two decades, and as of 2022 over 21,000 density maps have been
published to the Electron Microscopy Data Bank [41].

However, compared to the atomistic regime, there are fewer established simulation tech-
niques that can capture the biologically relevant dynamics of these larger structures. This
is further complicated by the fact that many macromolecules are involved in multi-scale
processes that are difficult to fully capture within a single simulation framework [42]. For
example, in human cytoplasmic dynein, the hydrolysis of ATP (several angstroms) pro-
duces the energy required for a series of conformational changes (tens of nanometres)
that are necessary for it to traverse the surface of microtubules (hundreds of nanometres
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to tens of micrometres) through many stepping events (tens of milliseconds) in order to
transport its molecular cargo [43, 44].

Although atomistic MD is capable of modelling a complete dynein monomer of around
one million atoms including water [45], it is currently impossible to simulate the dynam-
ics of such a highly detailed structure at the timescales for which it performs its biological
function [44]. Likewise, continuum mechanics and ultra-CG simulations can reach the
required length and time scales, but run the risk of neglecting the finer details that may
significantly impact larger scale dynamics. There is a length scale gap between the atom-
istic and continuum regimes of biomolecular simulation [36, 38].

Models have been devised that specifically target the biological mesoscale in order to ad-
dress someof the problems around inherentlymulti-scale biological systems. Themesoscale
is defined as encompassing systemswith length scales of 10 to 500 nm, and time scales of 1
µs to 1 s, although the precise bounds have varied historically [36, 37, 46]. This definition
may be written more generally as exhibiting three characteristics:

1. The smallest lengths in the system are larger than atoms; the continuum approxi-
mation is obeyed.

2. Thermal fluctuations are important tomacromolecular dynamics; the Péclet number
is small to moderate.

3. Dynamics are overdamped and fluid inertia is neglected; the Reynolds number is
small.

The Reynolds and Péclet numbers, Re and Pe, are dimensionless numbers that qualita-
tively describe the transport of matter in a system [47]. In an implicit solvent the diffu-
sion coefficient of a spherical solute particle, subject to a viscous drag force, is given by
the Stokes-Einstein equation,

D =
kBT

6πηR
, (1.2)

where D is the diffusion coefficient (units m2 s-1), kB is Boltzmann’s constant, T is the
temperature (units K), η is the dynamic viscosity of the fluid (units Pa s) and R is the
hydrodynamic radius of the sphere (units m). This is valid in the low Reynolds number
limit, which is given by

Re =
uLρ

η
, (1.3)

where u is the flow speed (units m s-1), L is the length scale of interest (units m) and ρ

is the fluid density (units kg m-3). In molecular modelling L is usually the largest linear
dimension of the molecule being studied, e.g. length or radius, but at the macroscale it
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may represent the geometry of the system, e.g. pipe diameter. For Re ≪ 1 viscous forces
dominate over inertial forces within the fluid [48]. The Péclet number, Pe, is the ratio of
the advection rate to the diffusion rate of a system,

Pe =
uL

D
=

γ̇L2

D
, (1.4)

where γ̇ is the shear rate of the fluid. Transport is diffusion-dominated for Pe < 1 and
advection-dominated for Pe > 1 [49]. As Pe increases, sufficiently flexible or anisotropic
macromolecules may exhibit ordered arrangements, such as aligning in the flow direction
[50, 51].

Fluctuating Finite ElementAnalysis (FFEA) is amesoscale simulation software developed
at the University of Leeds which uses a modified version of continuum mechanics that
is able to capture thermal noise [37, 52]. Globular macromolecules are represented as
3D viscoelastic meshes composed of tetrahedral elements that thermally fluctuate. The
equation of motion is given by the overdamped Cauchy momentum equation,

ρ
Du

Dt
= ∇ · (σv + σe + π) = 0 , (1.5)

where ρ is the density, Du/Dt is the material derivative of the velocity with respect to
time, σv is the viscous stress arising from both internal (macromolecule) and external
(solvent) viscosities, σe is the elastic stress and π is the stochastic thermal stress.

The form of the stresses in Equation 1.5 is known as the Kelvin-Voigt constitutive model,
which is one of the simplest representations of a viscoelastic material. The thermal stress
is chosen such that its statistical properties satisfy the fluctuation-dissipation theorem,
which states that any form of viscous dissipation must have an associated stochastic ther-
mal noise [53, 54].

Attempting to represent fibrous proteinswith FFEA tetrahedralmeshes leads to numerical
instabilities, as the smallest elements are resolved at the length scale of the fibre diameter,
which may only be a few atoms wide. It is therefore desirable to have mesoscale models
specifically designed for modelling rod-like objects.

1.2 Biological rod models
Fibrous macromolecules are ubiquitous in biology and branch multiple length scales. A
classic example is the DNA double helix, which, in addition to its function as the basis
of protein synthesis, is also popular as a building block for biosynthetic structures due to
its binding specificity and well-understood structural properties [55]. The eukaryotic cy-
toskeleton contains microtubules (MTs) and filamentous actin (F-actin) that act as tracks
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along which motor proteins can transport cellular cargo; dynein and kinesin use MTs and
myosin uses F-actin [43, 56]. Von Willebrand factor is a blood glycoprotein that mediates
platelet adhesion to the vessel walls during clot formation [57], and may adopt compact
or elongated structures depending on the fluid environment [58]. Polymeric substances
such as keratin [59], collagen [60], fibrin [61], cellulose [62] and chitin [63], are found
in a diverse range of organisms, yet often produce fibrous intermediate structures during
their formation, which can span from the nanoscale to the macroscale [64].

1.2.1 Theory of elastic rods
Particle-based simulations are capable of modelling fibrous proteins, but a ‘rod model’ is
used here here to mean some coarse-grained methodology in which the anisotropy of the
macromolecule constitutes an integral part, e.g. the slender body approximation, which
defines rods as having an aspect ratio L/2R ≫ 1, where L is the length andR is the cross-
sectional radius. Brief summaries of some popular rod models are presented here, with
a particular focus on elastic rod models, which are able to represent the internal material
properties of the rod and how these modulate its response to external forces.

Proteins are biological polymers and there is a well-established body of literature con-
cerning their mathematical description [54]. An ideal or freely-jointed chain is the most
basic polymer model, consisting of a discrete series of points with a fixed segment length
between them. The points undertake a randomwalk due to thermal noise, and the orien-
tation of the segments are independent of each other; the chain is highly flexible and does
not capture material properties. Despite chains being anisotropic in shape when fully
extended, the unconstrained random walk tends to produce compact, globular shapes,
although these can extend and align in response to flow [51, 65]. Ideal chains are not
generally classified as rod models.

For fibrous proteins exhibiting a higher degree of stiffness, i.e. semi-flexible, the worm-
like-chain (WLC) or Kratky-Porod model is more suitable. A protein is represented as a
linear chain of segments subject to thermal fluctuations at finite temperature. The orienta-
tions of two given segments exhibit an exponential decorrelation as the distance between
them increases, which may be written as

〈
t(s) · t(0)

〉
= e−s/Lp , (1.6)

where t is the tangent vector at some distance, s, along the chain, and Lp is the persistence
length parameter over which the bending stiffness decays. The chain behaves as a rigid
material for s < Lp or a flexible material for s > Lp [54, 66].

Cosserat rod models are more complex than WLCs, possessing more elastic degrees of
freedom at a cost of being more computationally expensive. Considering the formulation
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1. Introduction

Figure 1.3: Four types of elastic deformation represented across the worm-like chain, Kirchhoff
and Cosserat rod models. The material orientation frame, di, is attached to the centreline, r(s), at
a distance, s, along the rod. Adapted from [67].

by Corazza and Singh [67], a rod is defined as a continuous curvewith a centreline vector,
r(s), andmaterial orientation frame, di(s), where i = {1, 2, 3}, that vary depending on the
distance, s, along the curve. Two strain vectors, u(s) and v(s), characterise deformations
in the rod and are given by

ddi

ds
= u× di

dr

ds
= v ,

(1.7)

where u(s) is associated with bending and twisting, and v(s) with shearing and exten-
sion/compression (Figure 1.3). Kirchhoff rods are a subset of Cosserat rods that only
represent bends and twists [68]. These frameworks do not prescribe that rods be discrete,
but they are usually implemented as such in molecular simulations for practical reasons.
Furthermore, the external forces that cause deformations are arbitrary, so thermal fluctu-
ations are not included by default as with WLCs.

1.2.2 Applications to microscale systems and beyond
Microscale systems of the cytoskeletal reorganisation have been simulated by specialised
programs that extend elastic rod models to capture more complex biophysical and bio-
chemical effects. The 2D AFINES software can explore systems tens of micrometres in
size, in times on the order of seconds. Discrete chains of F-actin are represented as po-
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lar, extensible WLCs that sterically interact via an excluded volume potential [69]. By
varying filament length and the concentration of cross-linking chemical species, distinct
structural phases of actin networks were revealed that were bundled, polarity-sorted, and
contracted [70].

At an equivalent spatiotemporal scale to AFINES, the 3D MEDYAN [71] and Cytosim
[72] software packages represent cytoskeletal filaments as semi-flexible chains of inter-
connected segments that can sterically interact; MEDYAN captures stretching and bend-
ing deformations between segments, but Cytosim only allows bending. The dynamics
of filaments and other diffusing structures such as molecular motors are solved in Cy-
tosim and AFINES by overdamped Langevin dynamics, and in MEDYAN by a stochastic
reaction–diffusion scheme coupled to mechanical energy minimization. Across all three
models, the inter-filament mechanical bonds formed by motors and cross-linkers are rep-
resented as harmonic potentials. The MEDYAN software was recently extended to rep-
resent cellular membranes as 2D elastic sheets that can stretch, bend, and sterically repel
filaments [73].

Virtual AFM simulations with MEDYAN revealed F-actin bundling and alignment in the
direction of applied force was mediated by both mechanical and chemical cytoskeletal
activity at fast and slow timescales, respectively [74]. Cytosim was used to investigate
how the coarse graining of different ensembles of a motor protein, non-muscle myosin 2,
affected their contractile dynamics [75].

The drag force experienced by macromolecules immersed in a viscous fluid decays with
the dominant length scale in the system [76]. The anisotropy of rods therefore makes
themparticularly susceptible to hydrodynamic forces,more so than globularmacromolecules
with similar masses. Long-range hydrodynamic interactions additionally cause the dy-
namics of nearby rods to become coupled [77]. There aremanymathematical frameworks
that attempt to combine elasticity and hydrodynamics, which add a considerable degree
of complexity to the modelling [78, 79].

Themodel of aquatic locomotion by Fauci and Peskin [80] represented a slender organism
as an elastic rod that could stretch and bend, which was immersed in a 2D fluid field and
driven by a sinusoidal force. Huang and Jawed [81] simulated the rotation of two teth-
ered, helical Kirchhoff rods at low Reynolds number, and were able to reproduce the flag-
ellar bundling that is typically observed in bacterial swimming. Themacroscopic Cosserat
model by Gazzola et al. [82] captured hydrodynamics, surface friction and motility, and
was applied to a diverse set of systems including bacterial swimming, slithering locomo-
tion, and the formation of twisted DNA structures under hundreds of newtons of tensile
force.

Macroscopic elastic rodmodels are not limited to biological objects. Du et al. [83] applied
a non-shearing Cosserat rod model to real-time simulation of electronic cables in the con-
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text of computer-aided design for aerospace devices, where deformations are primarily
driven by gravitational and frictional forces. Inextensible surgical thread was modelled
as Kirchhoff rods by Wang et al. [84], devised to be sufficiently fast to allow for real-time
haptic feedback in a surgical simulation program, and to handle large bending deforma-
tions required for accurate modelling of knots.

1.2.3 The KOBRA simulation software
The KirchhOff Biological Rod Algorithm (KOBRA) [85] is a mesoscale elastic rod model
that was recently developed alongside the FFEA software, which by itself is incapable of
modelling fibrous proteins in a numerically stablemanner. Discrete rods can stretch, bend
and twist, so KOBRA is technically an extended form of the Kirchhoffmodel (Figure 1.3).
Dynamics are primarily driven by thermal noise, and interfaces can be defined between
rods and tetrahedral meshes to transmit forces between large complexes. A summary of
the physics is presented in Chapter 2.

Rod-rod interactions were not included in the first version of KOBRA. Consequently, rods
are able to pass through each other in a nonphysicalmanner and attractive protein-protein
interactions cannot be represented. Such features are an essential component ofmolecular
simulation programs [16], so their development was the primary focus of this project.

Although development could proceed with generic rod structures, selecting an example
protein would provide an opportunity to validate the software in a biologically relevant
context. Fibrinogen, a fibrous blood protein [61], was ultimately chosen based on the
following criteria:

1. Its structure has a slender aspect ratio, L/2R ≫ 1

2. Its structure and function are relevant at the biological mesoscale: lengths of 10 to
500 nm, times of 1 µs to 1 s.

3. Its function critically depends on intermolecular interactions.

4. It is has an extensive body of literature, from which a rod model may be parame-
terised.

1.3 Fibrinogen
1.3.1 Physiological background
Haemostasis is the process by which platelets and other blood proteins form blood clots
that staunch the flow of blood at an area of damaged tissue in vertebrates [57]. One such
protein, fibrinogen (clotting factor I), undergoes thrombin-catalysed polymerisation dur-
ing the final stages of the coagulation cascade into the filamentous fibrin network, which
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1.3. Fibrinogen

provides critical strength and stability to the clot microstructure (Figure 1.4). Once bleed-
ing has ceased and the clot is no longer needed, fibrin is broken down by plasmin into
fragments during fibrinolysis [61, 86, 87].

Figure 1.4: A) Cartoon of a fibrin-stabilised blood clot plugging a ruptured vessel. B) SEM image
of a blood clot, with red blood cells and fibrin strands visible, scale bar 5 µm. B adapted from [88].

Cardiovascular diseases (CVDs) are the leading cause of death globally and are expected
to account for over 22 million deaths per annum by 2030 [89], so investigations into its
pathologies are of vital importance to public health. Myocardial infarctions, ischaemic
strokes and thromboembolisms are CVDs in which blood clot structure is important in
determining the structure and progression of the thrombus [87, 90, 91]. Fibrinogen poly-
merisation is an essential step of blood clot formation, so research into its function can
therefore improve understanding of the molecular basis of these diseases and aid in the
discovery of new therapeutics. In addition to its role in common CVDs, abnormal quan-
tities or functionalities of fibrinogen characterise a set of rare hereditary diseases known
as fibrinogenemias [92]; fibrinogen may also erroneously misfold to form amyloid fibrils,
leading to kidney failure [93].

1.3.2 Molecular structure of fibrinogen
Fibrinogen is a 340 kDa hexameric glycoprotein complex with an end-to-end length of 45
nmand cross-sectional diameter of 5 nmat itswidest point (Figure 1.5A, B). Its quaternary
structure is a ‘dimer of trimers’: each half of a fibrinogenmolecule consists of three protein
chains, Aα (66.1 kDa), Bβ (54.4 kDa) and γ (48.5 kDa) [94], joined together by disulfide
bonds [86].
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Figure 1.5: Native structure of human fibrinogen. A) X-ray crystal structure showing the central
nodule, β-nodules, γ-nodules and coiled-coils (PDB: 3GHG [95]), combined in-silico with the
NMR structure of recombinant bovine αC-domain fragment (PDB: 2JOR [96]), and the residues
of fibrinopeptides A and B (FpA and FpB). No structure is available for the αC-connector regions,
but they are shown for completeness. B) Schematic representation. Disulfide bonds, cross-linking
sites and carbohydrates are labelled with residue numbers. Adapted from [97].

Both halves together give the molecule a characteristic shape with three globular nodules,
two distal and one central, connected by triple coiled-coils with a diameter of 2 nm. The
central ‘E’ nodule contains the N-termini of the chains, including the fibrinopeptides A
and B (FpA and FpB), and the distal ‘D’ nodules contain the globular C-termini of Bβ
and γ, with a diameter of 5 nm [95, 97]. The C-terminus of the Aα chain, referred to
as the αC region, consists of an intrinsically disordered αC-connector (Aα221-391) that
ends in the globular αC-domain (Aα392-610) [98], which is most commonly attached to
the E nodule [99], but can extend out from the molecule up to lengths of ∼ 21 nm [100].
Ongoing research is exploring the potential existence of small, folded structures within
the unresolved sections of αC [101].

The high flexibility of the αC region means that it has not been successfully crystallised;
the structure of human αC is unknown, but bovine αC-domain fragments have been de-
termined by NMR [96] and fibrinogen molecules have been visualised with their αC re-
gions by high resolution AFM on a graphite substrate [100, 102]. Around 70% of clottable
fibrinogen exists in-vivo as a ‘highmolecular weight’ variant withMW = 340 kDa and full
length αC regions, and 25% as a ‘lowmolecular weight’ variant with MW = 305 kDa due
to truncation of αC [103, 104].
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1.3.3 Formation of the fibrin network
The polymerisation of fibrinogen into the fibrin network (Figure 1.6A) begins when it is
converted into fibrinmonomers in the presence of thrombin, which proteolytically cleaves
FpA and FpB from the N-termini of Aα and Bβ chains, respectively, in the E nodule. This
exposes A and B ‘knobs’ that go on to form non-covalent interactions between a and b
‘holes’ located in the C-termini of γ and Bβ chains, respectively, on other monomers [61,
86]. Monomers (Figure 1.6B) link together longitudinally via knob-hole interactions and
covalent cross-links [90] to form half-staggered, double-stranded oligomers [105] that
typically range from 2 to 25 monomers long (Figure 1.6C). Oligomers that reach a critical
length of 20-25 monomers or 0.5-0.6 µm are known as protofibrils [106], which laterally
aggregate to form branched, twisted fibres hundreds of nanometres in diameter (Figure
1.6D) that constitute the fibrin network (Figure 1.6E). In-vitro clotting experiments have
shown the gel point of fibrinogen, characterised by a sudden increase in solution viscosity,
to be on the order of minutes, with further branching and elongation of fibres continuing
thereafter [107, 108].

A:a knob-hole interactions are essential for polymerisation, occurring earlier and exhibit-
ing greater strength than B:b interactions [61]. Single-molecule pulling experiments by
Litvinov et al. [110] found that A:a interactions have a peak rupture force of around 35
pN and exhibit catch-slip behaviour, where the application of force initially strengthens
the bond up to a maximum value, after which the bond weakens.

B:b interactions are thought to play a role in lateral aggregation of protofibrils, since clots
formed solely fromA:a interactions were shown to have thinner clot fibres [87]; polymeri-
sation with mutants lacking αC regions also yielded thinner fibres [102]. A simulation
time of 10 ms is insufficient to sample the formation of B:b interactions via CGMD [106].
When fibrinogen is converted to fibrin, αC detaches from the E region and its length in-
creases substantially [102], increasing the effective radius of oligomers [106] and reducing
the critical length required for protofibril aggregation to occur.

1.3.4 Impact of flow on polymerisation
In a Newtonian fluid the viscous stress, τ (units Pa), experienced by immersed molecules
due to flow is proportional to the flow velocity gradient,

τ = η
∂u

∂y
, (1.8)

where y is the axis perpendicular to the flowdirection [111]. In reality, the highly crowded
molecular environment of blood plasma causes it to exhibit non-Newtonian behaviour
[112, 113], but this approximation is nonetheless useful for explaining some aspects of
the viscous behaviour of fibrinogen [114].
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Figure 1.6: Fibrin polymerisation and products. A) Schematic representation [87]. B) High res-
olution AFM images of fibrinogen with visible αC regions. White arrows denote globular αC-
domains. Red arrow denotes an αC-domain interacting with central E nodule. Scale bar 30 nm.
Reproduced from [102]. C) High resolution AFM image of double-stranded fibrin oligomer. Ge-
ometric centres of D and E nodules are denoted with white dots. Scale bar 50 nm. Adapted from
[106]. D) TEM image of fibrin fibres. Scale bar 100 nm. Adapted from [107]. E) SEM image of
a fibrin gel formed in the absence of other blood plasma components. Scale bar 5 µm. Adapted
from [109].
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At the length scales of a fibrinogen molecule a blood vessel may be approximated as a
straight pipe (Figure 1.7) [115]. At a sufficiently low Reynolds number, Re < 1000, the
flow within the pipe is laminar, the velocity profile is parabolic with a maximum at the
pipe centre, and the molecules experience shear flow [116].

The flow obeys a no-slip condition at the walls, where the velocity is zero but the shear
stress is at a maximum; the wall shear stress is often used to characterise such systems.
Fibrinogen must function whilst being continuously exposed to pulsatile shear flow with
typical shear rates of 10 to 2000 s-1 in veins and arteries, respectively [117–119].

Under pathological vessel conditions, such as a partial blockage, the rapid reduction in
vessel diameter (stenosis) results in localised regions of flow that act purely in the longi-
tudinal axis and apply a stretching force across molecules, known as extensional or elon-
gational flow [58, 120]. Severely stenosed arteries have been reported to exhibit wall shear
stresses as high as 40,000 s-1 [118, 121].

Experiments have shown that shear flow significantly affects themicrostructure andmate-
rial properties of a blood clot, although the molecular mechanisms that cause this are not
fully understood, particularly with respect to specific structural motifs such as αC regions
or knob-hole interactions. This has clear consequences for patient health: clots made from
thinner fibres are associated with an increased risk of thrombosis due to an enhanced re-
sistance to fibrinolysis, whereas thicker fibres are linked to an increased bleeding risk due
to a reduced resistance [91].

Figure 1.7: Schematic of the flow structures within a 2D slice of a stenosed blood vessel. Flow
velocity is representedwith grey arrows. Shear flow (pink) dominates upstream and downstream
of the stenosis, and inmost of the stenosis interior. Extensional flow (blue) occurs at the inlet of the
stenosis, and to a lesser extent at the outlet. Rotational flow (green) mainly occurs in recirculation
zones adjacent to the outlet. Adapted from [115].

Clots formed in stationary fluids have fibres with isotropic orientations, whereas clots
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Fibrin
structure L (nm) D (µm2 s-1) Pe

γ̇ve = 100 s-1 γ̇ar = 2000 s-1 γ̇st = 10,000 s-1
Monomer 45 20 0.01 0.2 1
Protofibril 600 4 9 180 900

Table 1.1: Péclet numbers computed for a fibrin monomer and protofibril in venous, arterial [118]
and stenotic [124] conditions. Lengths and diffusivities obtained from [106].

formed at low shear rates (5-100 s-1) contain many fibres that are aligned with the flow
direction [122], corresponding to a more heterogeneous microstructure [117, 123]. Al-
though flow itself can increase the overall thickness of fibres and subsequently increase
the clot stiffness [117], increased levels of thrombin have been shown to produce denser
clots with thinner fibres that have more branch points [87, 91, 109]. The highly dynamic
nature of intermediate fibrin structures makes it difficult to conduct experiments that as-
sess the impact of flow on specific protein domains during polymerisation.

The physical dimensions of fibrinogen place it suitably within the biological mesoscale
and hence for simulation in KOBRA. The thermal noise must, however, be compared with
the physiological and pathological flows that fibrinogen experiences. If flow forces are
significantly larger than diffusive forces, a coarser simulation framework that places a
greater emphasis on hydrodynamics might be more suitable.

For Péclet numbers greater than 1, fibres tend to align with the flow direction and macro-
molecular dynamics begin to be dominated by flow over diffusion. Table 1.1 shows six
values of Pe calculated from Equation 1.4 for a fibrin monomer and protofibril for a range
of shear rates.

Flow tends to dominate for protofibrils with a range of 9 < Pe < 900 due to their greater
length, butwith a lower limit of Pe = 0.01 formonomers, the polymerisation ofmonomers
into protofibrils falls within the biological mesoscale as defined in §1.1.3. Theoretically,
thermal noise and flow are both important at different stages of polymerisation, so a
molecular simulation would ideally account for both effects.

1.4 Thesis outline
Chapter 2 is a more detailed summary of the KOBRA software as it existed in 2020, prior
to this project. It describes the rod discretisation, internal elastic energy calculations, force
transfer from rods to FFEA tetrahedra, parameterisation from atomistic simulations, and
examples of studies using the software.

The software development of KOBRA during this project is discussed in Chapter 3, pri-
marily focussing on repsulsive steric and attractive VDW rod-rod interactions, in addition
to periodic boundary conditions. Validation of the updated software is presented in the
form of unit and integration tests, and benchmark simulations measuring parallel scal-
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ability and attainable simulation time. Additional simulations are presented in a more
biologically relevant context, in which interacting rods are assembled into a larger struc-
ture of a fibrin protofibril, and the interaction strength and bending stiffness are varied in
a parameter sweep.

An experimental project is presented in Chapter 4, wherein the structural response of fib-
rinogen to both physiological and pathological flows is quantified in-vitro, using a specific
fluoroescent labelling assay. A pre-existing experimental workflow, initially designed for
small, globular proteins in industrial contexts, was adapted to gauge its suitability for
studying larger, fibrous proteins such as fibrinogen.

Chapter 5 provides a summary of the project, along with a discussion of the most desir-
able features for the next phase of KOBRA software development, and how these should
integrate with the FFEA tetrahedral software.
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Chapter 2

Overview of the KOBRA elastic rod
model

This chapter provides an overview of the KirchhOff Biological Rod Algorithm (KOBRA)
developed by Welch et al. [85]. The author of this thesis did not contribute to the initial
version of KOBRA or its associated paper.

The KOBRA model was derived using the framework of the discrete elastic rod model of
Bergou et al. [68], but extended to be applicable to biologicalmacromolecules through the
addition of thermal noise, viscous drag, extensional energy, hinge regions, and equilib-
rium twist. It was developed within the same codebase as the Fluctuating Finite Element
Analysis (FFEA) simulation software, and both are run from the same program.

2.1 Definition and dynamics
The KOBRA elastic rod model represents long, thin proteins as chains of extensible rod
elements connected end-to-end (Figure 2.1). Each rod element1, pi, is defined as the line
connecting two node positions, ri, such that ri+1 = ri + pi, where for a rod of N nodes
there areN − 1 elements, and the node index i = 0, 1, 2, ...N − 1, together with the angle,
θi, that represents the rotation about the axis pi. The material axes, mi and ni, are both
perpendicular to the unit vector along the axis, li = pi/|pi|, such that li ·mi = mi · ni =

ni · li = 0, and ||li|| = ||mi|| = ||ni|| = 1.

Each rod has two distinct structures: the current state defined by ri andmi, and the equi-
librium state defined by r̃i and m̃i

2. The current structure evolves with time in response
to deformations, whereas the equilibrium structure remains constant. Elastic energies

1For the remainder of this thesis, unless otherwise stated, a ‘rod’ refers to the complete chain and an
‘element’ refers to a discrete segment of that chain.

2ri and r̃i represent the same physical quantity, in this case the position of a rod node, but for the current
and equilibrium structures of the same rod, respectively.
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Figure 2.1: Discretised curve defining two adjacent elements within a KOBRA rod. The i-th ele-
ment, pi (black arrows), is defined as the line connecting two nodes, ri and ri+1 (black circles).
The unit vector, li = pi/|pi| (blue arrows), points along the rod axis. The material axes, mi and
ni (red arrows), are both perpendicular to li. Adapted from [85].

arise within the rod as the current structure is deformed away from equilibrium by ther-
mal noise, which produces an elastic force and torque on the rod elements. The net force
on the node at position ri is given by

F i =
∂E

∂ri
≈ E(ri +∆ri)− E(ri −∆ri)

2∆ri
, (2.1)

where F i is the force vector acting on node i,∆ri is a small virtual displacement from ri,
andE is the total elastic energy, obtained by summing the component energies associated
with extension, torsion, and bending (Figure 2.2). The deformations in the rod due to the
displacements ∆ri are assumed to be sufficiently small such that the elastic energies are
within the linear regime. Similarly, the torque on the node is given by

τ i =
∂E

∂θi
li ≈

E(θi +∆θi)− E(θi −∆θi)

2θi
li , (2.2)

where∆θi is a small virtual rotation about the unit rod axis, li.

The translational and rotational dynamics of the rods are given by stochastic equations
for the positions of the nodes, ri, and the rotation angle, θi, given by

dri =
dt

ζ
(F i + f i) , (2.3)

whereF i is the internal elastic force, f i the random thermal force and ζ is the translational
viscous drag coefficient, together with

dθi =
dt

ζθ
(τi + gi) , (2.4)
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where τi and gi are respectively the elastic and random thermal torques acting along the
element axis, and ζθ is the rotational drag coefficient. The expression for translational drag
assumes that elements are spheres, ζ = 6πηR, but for rotational drag they are treated as
cylinders, ζθ = 8πηR2|pi|, where η is the dynamic viscosity of the fluid medium and R is
the hydrodynamic radius [85]. The thermal noise terms, fi and gi, are derived from the
Fluctuation-Dissipation theorem [53].

2.2 Elastic energy of deformation
2.2.1 Stretch
The extensional energy associated with a change in length along the rod element axis
(Figure 2.2A) is given by Hooke’s law for springs as

Estretch,i =
1

2
ki(|pi| − |p̃i|)2 , (2.5)

where |pi| is the length of the i-th element, |p̃i| is its equilibrium length, and ki is the
spring constant, given by

ki =
κs,i
|p̃i|

, (2.6)

where κs,i is the stretching constant (unitsN),which is equal to the product of the Young’s
modulus and the cross-sectional area.

2.2.2 Twist
The torsional energy due to a rotation is defined between two adjacent elements about a
single node (Figure 2.2C) and is given by

Etwist,i =
βi
Li

(
mod

(
∆θi − ∆̃θi + π, 2π

)
− π

)2
, (2.7)

where βi is the torsional constant (units N m2), and ∆θi and ∆̃θi are the angles between
a pair of material axes in the current and equilibrium configurations, respectively. The
length of the integration domain, Li , is a prefactor used to convert an integrated quantity
to a discrete one [68], and is written as

Li =
|pi|+ |pi−1|

2
. (2.8)

The periodic function defined with the modulo operator in Equation 2.7 ensures the tor-
sional energy remains continuous, provided that −π < ∆θ < π.
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Figure 2.2: Schematic of the three types of elastic deformation that occur in KOBRA rods relative
to their equilibrium structure. A) Stretching is defined by the increase in length of element pi due
to the movement of nodes ri and ri+1. B) Bending at node ri is defined by the change in length of
the associated curvature binormal, (kb)i, which represents the change in direction of pi and pi−1.
C) Twisting about node ri is defined by the angle, ∆θ, between adjacent material axes mi and
mi+1. Adapted from [85].
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Figure 2.3: Schematic of mutual element used during the bend energy calculation, represented by
the unit vector lm and defined at node ri. Inset) The mutual material axis, mm, is constructed
from a weighted average of the material axes adjacent to the bent node, mi and mi−1 (lm points
into page). Adapted from [85].

2.2.3 Bend
The definition of the bending energy must be able to account for flexible hinges and
anisotropic bending stiffness, both of which are common in biological structures such
as coiled coils. The bending energy at a rod node is given by

Ebend,i =
1

2L̃i

[
(ωm

i − ω̃m
i )T ·Bi · (ωi

m − ω̃m
i )
]
, (2.9)

where ωi
m and ω̃m

i are the current and equilibrium curvature vectors, respectively, and
Bi is the positive-definite 2x2 bending stiffness matrix (units m4 Pa). The curvature is a
two-vector that represents the bending of the rod centreline at node i expressed in terms
of the local material axes, and is given by

ωm
i =

(
(kb)i · nm

−(kb)i ·mm

)
, (2.10)

where (kb)i is the curvature binormal vector of node i (Figure 2.2B), and nm = mm× lm,
where mm is the mutual material axis, and lm is the unit vector of the mutual element
defined at ri (Figure 2.3).

The curvature binormal represents the change in direction between two adjacent rod ele-
ments as the result of a bend, and is given by

(kb)i =
2pi−1 × pi

|pi||pi−1|+ pi−1 · pi

, (2.11)

where the maximum bending energy would require the two rod elements to be overlap-
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2.3. Parameterisation from atomistic simulations

ping each other, which is very unlikely to happen. Nonetheless, Equation 2.9 is able to
account for arbitrarily large bending angles.

The constants used to calculate the elastic energies in Equations 2.5, 2.7, and 2.9 are the
rod material parameters: κs, β and B, respectively, which may be dependent on the po-
sition along the molecule. These constants modulate how rods respond to forces during
a KOBRA simulation, being somewhat analogous to the internal viscosities and elastic
moduli of tetrahedral meshes in FFEA.

2.3 Parameterisation from atomistic simulations
The equilibrium structure and material parameters of rods may be defined manually, us-
ing experimentally-derived values [125], or extracted from molecular dynamics trajecto-
ries [85]. Single-chain PDB files and coiled coils have been successfully parameterised for
KOBRA rods [85, 126], although a generalised workflow for any fibrous protein has not
yet been developed3. This section is written in the context of coiled coils.

Given an atomistic model of a protein and an accompanying molecular dynamics tra-
jectory, the first step in parameterisation is to map the latter onto a coarse-grained rod
trajectory (Figure 2.4A). The node positions, ri, at index i are calculated by averaging the
atomic positions, ratomk , at index k over a number of clusters,

ri =
1

kmax − kmin

kmax∑
k=kmin

ratomk , (2.12)

where kmax and kmin are atom indices at the edges of the i-th cluster. The optimal cluster
size, kmax − kmin, will depend upon the system being discretised, but should be chosen
such that structural features contributing to the overall dynamics (e.g. hinges or intrinsic
twist) are preserved, whilst averaging out small length scale fluctuations. A cluster size
that is too large will produce an overly coarse rod that is limited in its ability to sample
conformational space.

Coiled coils and many other proteins have an intrinsic twist at equilibrium that must also
be captured. The material axis of the first element, m0, is calculated by averaging dis-
placements between atom pairs located in opposite chains of the coiled coil (Figure 2.4B).
Subsequent material axes, mi, are then calculated such that there are no large angular
differences between adjacent axes [68].

The rod material parameters, κs, β and B, are selected such that the local mean square
fluctuations of stretching, twisting and bending in the coarse rod trajectory match those

3The FFEATools suite, written in Python and packaged separately from the core C++ program, contains
many of the functions used during parameterisation.
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2. Overview of the KOBRA elastic rod model

Figure 2.4: KOBRA discretisation of a coiled coil. A)Node positions are determined from atomic
cluster averaging. B) The initial material axis is determined by averaging displacements between
atom pairs (dashed lines). Perspective is down the helical axis. Adapted from [127].

of the atomistic trajectory [85]. The quality of the rod model can be determined using
principal component analysis, a statistical technique that reduces the dimensionality of a
dataset by considering only themost dominant features [128]. If the principle components
ofmotion in both trajectories are highly correlated, then this indicates that the rodmodel is
able to reproduce some of the large-scale dynamics observed in the atomistic simulations
[127].

2.4 Rod-tetrahedra interfaces
For molecules with globular as well as filamentous regions it is necessary to be able to
join together the KOBRA rod elements with the space-filling FFEA tetrahedral elements4.
This requires a method to transfer forces between these two representations, described
here with the ‘rod-to-tetrahedra’ attachment convention. At an interface, the end node of
a rod, rN , becomes the attachment node, ra, that sits on the outer surface of the attachment
tetrahedron. A fictional rod-attachment element, pa, extends from ra and points towards
the centroid of the tetrahedron (Figure 2.5), with an accompanying material axis, ma;
these represent a connection only, and not an extension of the physical size of the rod.

The tetrahedral mesh is translated and rotated during initialisation such that there is no
twist between pa and pN−1. During the simulation ra is determined by the position of
the attachment tetrahedron, such that forces acting on the mesh are transmitted through
to the rod.

Despite their usefulness in constructing mesoscale systems of greater complexity, rod-
tetrahedra interfaces require further development in KOBRA. Even with the stipulation
that interfaces should begin close to the equilibrium rod structure for optimal numerical
stability [127], there is still a chance for undesirable behaviour to occur without consid-

4KOBRA and FFEA share the same codebase, despite being named differently. This is to reflect the fact
that rods and tetrahedra are distinct objects within a simulation, and are subject to different physical models.
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2.5. Previous studies using KOBRA

Figure 2.5: Schematic of a rod-to-tetrahedra interface. The attachment node at the end of the
rod, rn = ra, sits on the outer face of the attachment tetrahedron. Inset) Tetrahedron structure.
The attachment element, pa, connects to the outer face (yellow) and extends towards the centre.
Adapted from [127].

erable tweaking of the simulation parameters. For example, for a given interface, if a
large twisting force is applied to a rod that is very stiff in comparison to the stiffness of
the tetrahedral mesh, the force through the interface may cause the attachment to invert
the tetrahedron and crash the simulation. Inversion occurs when the nodes of unstable
tetrahedral elements move too far in one direction and pass through a face, turning the
element inside-out and resulting in an unphysical negative volume [126].

2.5 Previous studies using KOBRA
2.5.1 Kinetochore-microtubule attachment
The kinetochore (KC) is a protein complex that is critical for the correct segregation of
chromosomes during mitotic division [129, 130]. The outer KC consists of at least three
molecules [131] of nuclear division cycle 80 complex (Ndc80C), a 60 nm long protein
comprised primarily of a coiled coil on either side of a flexible hinge [132], that attach
to a spindle microtubule (MT) via a DAM1 ring protein, either perpendicular to the MT
surface or at its end, parallel to the MT axis (Figure 2.6A, B). The inner KC connects the
chromosome to Ndc80C, allowing the transmission of force through the MT to the chro-
mosome necessary for separation.

Side-on kinetochore-microtubule attachment was modelled by Welch [127] as a test case
for the rod-tetrahedra interface code. The outer KC was represented with three Ndc80C
molecules parameterised from atomistic MD (Figure 2.6C) as rods with a central, flexible
hinge region and a rod-tetrahedra interface at either end. The top meshes were attached
to a spherical abstraction of the inner KC via elastic springs and the lower meshes sat
hovering just above the MT surface (Figure 2.6D). The DAM1 ring was not represented
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2. Overview of the KOBRA elastic rod model

due to the absence of rod-rod interactions in KOBRA at the time. The binding behaviour
and flexibility of Ndc80C was analysed in four system configurations, and it was found
that the flexibility of Ndc80C was restricted by its interactions with the cargo and the MT,
and the hinge allowed it to bind more easily to sites on the MT surface.

2.5.2 Myosin 5a lever structure and flexibility
Myosin 5a (Myo5a) is a motor protein driven by ATP hydrolysis that binds and ‘walks’
along cytoskeletal filamentous actin (F-actin) [135], in order to transport cellular cargo
such as vesicles and organelles to the cell perimeter [136]. The full protein is a dimer
that broadly consists of two motor domains that bind F-actin, each with a lever domain,
where they dimerise at the tail domain that binds cargo (Figure 2.7A, B) [137]. There re-
mains a lack of understanding of how the mechanics of individual components of Myo5a,
particularly the lever domain, contribute to its overall transport [126].

The structure of Myo5a subfragment-1 with its full-length lever (Myo5a-S1-6IQ) was de-
terminedusing cryoEM(Figure 2.7C) and its flexibilitywas characterised as being isotropic
in both bending directions, but varying throughout the structure [125]. A rod-tetrahedra
model of the dimer was built from two copies of the monomeric structure and found to
be experimentally consistent (Figure 2.7D), with a novel meshing algorithm being devel-
oped to increase the number of accessible timesteps. Simulations of out-of-equilibrium
strained states were run in an attempt to replicate walking of Myo5a [126].

2.6 Extending the rod model
In order tomake themost efficient use of development time during this project, it is neces-
sary to distinguish between software features that are essential versus desirable. Essential
features significantly impact the fundamental modelling capabilities of KOBRA and are
imperative for achieving physical realism; therefore, they should be given the highest pri-
ority. In contrast, desirable features may primarily aim to enhance the user experience or
expand the software’s scope, and a wishlist of such features could potentially be endless;
only those deemed most pertinent to the study of fibrinogen are presented here.

2.6.1 Essential functionality
Coarse-grained simulations necessarily have tomake compromises between accuracy and
computational tractability [36, 46], however, KOBRA is severely limited due to its lack of
interactions between rods, specifically short-range steric repulsion of overlapping atoms
and mid-range attraction e.g. from VDW forces. Such physics is critical to modelling the
biological mesoscale, especially considering the complex and crowded nature of the cel-
lular environment [138], wherein most (if not all) molecular processes crucially depend
on interactions between proteins. These effects are already captured by FFEA [37] and
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2.6. Extending the rod model

Figure 2.6: Previous study of kinetochore-microtubule attachment using KOBRA and FFEA. A)
Proposed structure of the KC, including the DAM1 ring (green) and six Ndc80C proteins (pur-
ple), attached end-on to a MT (grey). The DAM1 structure was obtained from cryoEM and the
Ndc80C globular domains fromX-ray crystallography, but the remaining structures are hypotheti-
cal. Adapted from [133]. B) Projection of a 3D electron tomogram of a KC (pink) attached to aMT
(yellow). A ring-like structure and one of several rods are labelled . Adapted from [134]. C) Top:
Schematic of Ndc80C protein with cross-links (black) marked at their respective residues. The
four subunits are differentiated by colour. Bottom: The equilibrium atomic model of the hinge
and coiled-coil sections, constructed partly from the ‘Bonsai’ molecule (2VE7) [132]. Adapted
from [127]. D) Simulation frame of side-on kinetochore-microtubule attachment, comprised of
three Ndc80C complexes with their lower ends suspended above the MT surface, and the upper
ends attached to a sphere (radius = 50 nm) via elastic springs. Each Ndc80C is represented as a
rod (coiled-coils and hinge) connected at each end by a small tetrahedralmesh (globular domain).
The sphere is an abstraction of the inner KC. Red and yellow tetrahedral elements denote attrac-
tive VDW regions of different energies. Grey elements, the sphere and rods are non-interacting.
Adapted from [127].
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2. Overview of the KOBRA elastic rod model

Figure 2.7: Previous study of Myo5a lever structure and walking mechanics using KOBRA and
FFEA. A) Schematic of Myo5a walking on F-actin with domains highlighted. Heavy chains are
coloured red and light chains blue. Adapted from [126]. B) Cryoelectron micrograph of dimeric
Myo5a walking along F-actin. Adapted from [36]. C) CryoEM structure of Myo5a-S1-6IQ bound
to F-actin, with fitted pseudoatomic model [125]. D) Final simulation frame of Myo5a in a non-
equilibrium strained state. The model was constructed from the monomeric structure [125], with
the motors represented as tetrahedra (red) and the levers as rods (green). During the simula-
tion, translational (blue) and rotational (yellow) forces were applied to the lead motor to create a
strained state. Adapted from [126].
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2.6. Extending the rod model

other mesoscale models [36, 71, 139], so it is clearly a priority to update KOBRA to have
an equivalent level of physical description.

The absence of steric interactions means that rods in KOBRA can pass through each other.
Their application is hence limited to specific systems with protein volume fractions below
a certain threshold [70], wherein rodswould be unlikely to come into contact. TheKC-MT
system in Figure 2.6 was deemed sufficiently sparse, although this only simulated three
Ndc80C molecules, the minimum number thought to be required for attachment [131].

2.6.2 Desirable features
A feature common tomolecular simulation programs, yet absent fromKOBRA, is periodic
boundary conditions (PBCs). This computational method involves creating an artificial
boundary that encloses the simulation box, such that particles that cross one edge of the
box reappear at the opposite edge with no changes to momentum, effectively simulating
an ’infinite’ spatial domain [140]. Whilst not as critical as intermolecular interactions
to simulating biological macromolecules, PBCs are necessary to describe bulk materials,
such as proteins in an aqueous solution without the presence of a substrate or physical
boundary.

Fluid-structure interactions of KOBRA rods are modelled as an implicit solvent of spher-
ical (translational) and cylindrical (rotational) viscous drag against a static background
fluid, with no long-range hydrodynamic correlations. Drag against amoving background
would make it trivial to set up unidirectional flow conditions in a KOBRA simulation, by
defining a single background field vector at input. Shearing flow requires a special case
of PBCs known as Lees-Edwards boundary conditions (LEBCs) [141], which were pre-
viously implemented for tetrahedra and used to study packed colloid interactions [142],
but were not factored into the main codebase.
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Chapter 3

Development of rod-rod interactions
in KOBRA

The previous chapter gave a summary of the KirchhOff Biological Rod Algorithm (KO-
BRA) software as it existed in 2020. A given protein with some length, L, cross-sectional
radius, R, and a large aspect ratio, L/2R ≫ 1, is discretised in KOBRA as a rod: a lin-
ear series of interconnected nodes with three elastic degrees of freedom - stretch, twist,
and bend - that act to minimise deformations from thermal fluctuations by moving the
rod towards its equilibrium structure. The line segments between nodes are the rod ele-
ments, which do not interact with neighbouring elements. Only thermal and elastic forces
influence rod dynamics, regardless of proximity to other rods [85].

Fibrinogen is a fibrous protein, withL/2R ∼ 9, but the original version of KOBRA is insuf-
ficient to model key aspects of its biological function. The polymerisation of fibrin(ogen)
monomers into the fibrin network involves many molecules being in close proximity, and
multiple types of intermolecular interaction, with noncovalent knob-hole ‘bonds’ being
some of the earliest to form in the process [61, 106]. Furthermore, the in-vivo environ-
ment of fibrinogen is an aqueous suspension (blood plasma), so simulations must also
capture the bulk fluid properties.

This chapter will focus on the continued development of the KOBRA software, aimed at
extending its capabilities to model biomolecular interactions between rods, both repul-
sive and attractive, in addition to periodic boundary conditions. Sections detailing unit
and integration tests, performance benchmarks of simulations containing large numbers
of rods, and simulations of protofibrils assembled from smaller fibrinogen rods, are also
presented. The software development that forms this chapter is the sole work of the au-
thor of this thesis.
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3.1. Mesoscale biomolecular interactions

3.1 Mesoscale biomolecular interactions
Steric interactions, in which atoms repel each other sharply when their electron shells
overlap, are a key property of physical systems and arise from quantum mechanical ef-
fects [16]. The representation of steric effects in biomolecular simulations is essential to
ensure that objects do not pass through each other when they are in close proximity. This
is often achieved by applying a repulsive potential energy between the molecules being
simulated. An exception to this is simulations of highly dilute suspensions, which are
able to neglect steric interactions due to molecules being sufficiently far apart that the
probability of interaction is minimal (§B.1) [54, 70].

Van der Waals (VDW) interactions are nonspecific and mid-ranged forces that arise be-
tween molecules due to an induced dipole moment, which is also quantum mechanical
in origin. Fluctuations in the electron shells of an atom can give rise to an instantaneous
electric dipole, which then induces further dipoles in neighbouring atoms, resulting in
attractive or repulsive forces between them. They are fairly weak interactions that occur
over distances of 5-10 Å, with the strength decreasing rapidly as the distance increases
[16].

Hydrogen bonds (H-bonds) are short-ranged attractive forces that arise between ‘donor’
atoms with a partial positive charge and ‘acceptor’ atoms with a partial negative charge.
With hydrogen as the donor, the most common acceptor atoms are nitrogen and oxygen.
Although hydrogen bonds are weak individually, when grouped together they confer
significant structural stability, such as in antiparallel β-sheets [143] and the DNA double
helix [144]. The effective distance of most hydrogen bonds in proteins is 1-3 Å [145].

Covalent bonds, on the order of 1-2 Å in length [146], are sufficiently strong that in atom-
istic simulations they are represented as permanent harmonic potentials, whereas VDW
and H-bonds are treated as non-bonded interactions (Equation 1.1). However, electro-
static effects are screened at distances larger than the Debye length of the solution, which
in physiological environments is around 0.7 nm [147]. This screening means that VDW
interactions, H-bonds and long-range electrostatics can all be treated as a similar kind of
potential in mesoscale simulations [36]. Protein-protein interactions may be modelled as
acting between entire domains, rather than specific atoms or residues [52, 71, 139, 148].

3.2 Hard-core steric repulsion is unsuitable for mesoscale mod-
elling

The Lennard-Jones (LJ) potential is awell-known analytical expression that approximates
both steric and VDW forces, and is given by
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ULJ = 4ϵ

[(
σ

s

)12

−
(
σ

s

)6
]

, (3.1)

where s is the distance between the centres of two interacting particles, ϵ is the maximum
potential energy of the interaction, and σ is the distance at which the potential is zero. The
distance at which the potential well is deepest, ULJ = −ϵ, is given by smin = 21/6σ. The
repulsive and attractive force regimes come from the 1/s12 and 1/s6 terms, respectively.

The two adjustable parameters and functional form of the LJ potential lend it a versatil-
ity that is useful for modelling generic attractive interactions at the biological mesoscale,
when the exact form may not be known [36].

Atoms inMD simulations typically exhibit ‘hard-core’ steric repulsion, where their charge
radii are not permitted to overlap. The s12 term in Equation 3.1 encapsulates the phe-
nomenon by causing the potential energy to tend to infinity as the inter-atomic distance
goes to zero.

While such a function does in theory give the required hard-core repulsion, in practice
the steepness of this potential makes it unsuitable for CG simulations. Consider at some
simulation time, t0, that two rod elements are close, but not intersecting. In the following
time step, t1, thermal noise may cause the rods to have a small intersection. With the
potential of Equation 3.1, even a very small overlap causes a huge rise in potential energy,
and the large resulting force may be sufficient to destabilise the simulation.

Preventing this spike requires either: 1) reducing the time step to resolve the small-scale
motion against this stiff spring response, severely limiting the time scales reachable byKO-
BRA), or 2) modifying the LJ potential to give a softer repulsion, wherein the repulsive
force allows some inter-penetration but still prevents rods from passing through one an-
other. In the case of the tetrahedral FFEA simulation a repulsive steric force proportional
to the volume of overlap between intersecting tetrahedral elements was implemented, for
which a fast pre-existing algorithm was used [37, 149].

Figure 3.1 shows a modified LJ potential alongside its original form, where s now repre-
sents the surface-surface distance, such that s < 0 corresponds to an overlapped config-
uration. At s < smin, the sharp increase in ULJ has been replaced by a softer potential
(I) that requires an interpolative potential (II) to bridge the attractive part of the LJ 6-12
potential (III) [39]. The three potential regimes may be written together as
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
ks2 , s < 0

ϵ

[
2
(

s
smin

)3
− 3
(

s
smin

)2]
, 0 ≤ s < smin

4ϵ

[(
σ
s

)12
−
(
σ
s

)6]
, s ≥ smin
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and are each discussed in further detail throughout this chapter.

The steric potential has maximum of 50 kBT at s = −2R = −5smin, which is sufficient to
make rod crossing highly improbable. The attractive potential minimum of ϵ = 8.5 kBT
was calculated from the force distribution of fibrinogen knob-hole interactions [110].

The modified LJ potential has been previously used in FFEA tetrahedra to approximate
both specific and non-specific attractive interactions between the surfaces of proteins [37,
39, 52]. The rod implementation of this is described in §3.3.5 and §3.4.3.

Figure 3.1: Modified Lennard-Jones potential (blue) with the soft steric (I), interpolative (II), and
6-12 (III) regimes. Attractive potential well parameterised from fibrinogen knob-hole interactions
[110].

3.3 Repulsive steric interactions
3.3.1 Crude distance calculation and cutoff
Asignificant amount of computation time can be saved by neglecting interactions between
elements that are sufficiently far apart for the interaction energy to be negligible. For a rod
element, i, the steric cutoff radius is equivalent to the element length, |pi|, plus its cross-
sectional radius, Ri, originating from the midpoint along its axis (centreline), rmid

i =

pi +
1
2ri. The rod axis vector, pi, is defined as the line connecting two node positions

on the same rod, ri and ri+1, such that pi = ri+1 − ri. A ‘crude’ distance is calculated
between the midpoints of a pair of elements, |rmid

ij | = |rmid
j − rmid

i |, where j is a different,
non-adjacent rod element. If the Boolean condition,
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|rmid
ij | < max

(
|pi|, |pj |

)
+Ri +Rj , (3.3)

is true, then j is within the cutoff radius of i, indicating the pair might be involved in a
steric collision; false results are discarded. The inter-elementmidpoint distance is crude
in the sense that it does not account for the relative orientation of the elements, but is fast
to calculate and so provides a rapid means to exclude non-interacting pairs of elements.
Equation 3.3 is computed between i and every other element in the system (Figure 3.2).
The next element along the rod is selected in place of i, and the procedure is repeated,
until all elements on all rods have checked for potentially colliding elements.

Figure 3.2: Schematic of the crude steric cutoff calculation. The midpoint distance is measured
from element 1 on the bottom rod, to all other elements on the top rod (blue arrows). The mid-
points of elements 1 and 2 on the top are within the cutoff radius of element 1 on the bottom, so
they may potentially interact.

Self-interactions have not yet been implemented intoKOBRA, so i and j in Equation 3.3 are
assumed to exist on separate rods, as illustrated in Figure 3.2. They are necessary formod-
elling highly flexible and/or coiled polymers, however, it is assumed that the molecules
under consideration are sufficiently stiff that their total length is significantly shorter than
their persistence length, so that self-crossing events can be neglected. Implicitly, adjacent
elements are also not included; their energetic contributions are accounted for by calcu-
lating the internal elastic energy calculation.

The above method is simple to implement, but requires a distance calculation between all
possible element pairs. For very large systems this is potentially more computationally
expensive than grid or voxel-based ‘bucketing’ methods that only consider interactions
between elementswithin a similar region of space [142]. In sparse systemswhere rods are
far apart, the steric cutoff radius is likely to be small relative to the system size, resulting

34



3.3. Repulsive steric interactions

in a large number of redundant crude distance calculations.

3.3.2 Minimum displacement between two infinite lines
In order to determine the actual closest distance between two rod elements, i and j, their
relative orientations must be taken into account. To do this the minimum displacement
between two infinite straight lines, formed by extending the line segments corresponding
to i and j, is considered. The pair of points, ci and cj , that form the minimum displace-
ment between the centrelines, cij = cj − ci, can be calculated as

ci = ri +

[
(rj − ri) ·

[
li × (li × lj)

]
li ·
[
li × (li × lj)

] ]
li

cj = rj +

[
(ri − rj) ·

[
lj × (li × lj)

]
lj ·
[
lj × (li × lj)

] ]
lj ,

(3.4)

where i and j are indices denoting separate rod elements, ri and rj are the first node po-
sitions on each element, and li and lj are the unit vectors pointing along the element axes
(previously defined in Figure 2.1). The displacement calculation is illustrated schemati-
cally in Figure 3.3.

Figure 3.3: Schematic of the minimum centreline displacement, cij , between two elements, i and
j, during a steric collision. Elements are initially assumed to lie along infinite lines (grey dashes).
Element radii, Ri and Rj , define the effective steric volume of the rods. The surface-surface dis-
tance, s, is negative during a steric collision.

Equation 3.4 is undefined if li and lj are exactly parallel, due to a division by zero. Despite
translational and rotational thermal noise causing elements to constantly move, and three
elastic degrees of freedom, the probability that two nearby elements will become parallel,
although very low, increases with simulation time. A simple workaround is to define ci
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and cj as the midpoints of their respective elements if they are parallel. The inaccuracy
of this approach is offset by the low probability.

3.3.3 Discrete element correction
Because Equation 3.4 assumes that both rod elements lie along infinite lines, ci and/or cj
occasionally get placed outside the discrete bounds of their elements.

To solve this, a constraint is applied to the placement of ci and cj by re-assigning them to
the nearest node if they lie outside their respective element. For element i, the point ci is
altered according to the mutually exclusive conditions,

ci =

ri, pi · c⃗r ≤ 0

ri + pi, pi · c⃗r ≥ |pi|2
, (3.5)

where c⃗r = ci − ri. Equation 3.5 is also applied to cj [127, 150].

This constraint is sufficient for most configurations of element pairs during a simulation,
however, a correction is required for cases where elements are ‘nearly parallel’ and cause
erroneous calculations of ci and cj (Figure 3.4). For ease of description, it is assumed here
that pi points along the Cartesian x axis. Four traits were observed that, when combined,
reproduced the bug:

1. Elements are separated in x by over half an element length.

2. Element centrelines do not intersect.

3. The angle, θ, between pi and pj in the x-y plane, is sufficiently small

4. The angle, ϕ, between pi and pj in the x-z plane, is sufficiently small

Typical angles observed were θ, ϕ < 10◦ for elements with aspect ratio, |p|/2R ≥ 2, al-
though this was not rigorously quantified.

In the nearly parallel case, the points initially calculated by Equation 3.4 are outside one
or both finite elements i and j. Equation 3.5 reassigns these erroneous points to the cor-
responding nearest nodes, however, the offset in x between i and j means that the new
displacement is not a minimum.

To overcome this, distances are measured from ci and cj to the nodes on the opposite
element. If any are smaller than the displacement obtained from the constraint of Equa-
tion 3.5, a ‘better’ minimum displacement is chosen by reassigning ci and/or cj to the
appropriate nodes (Figure 3.4).

The crude cutoff and inter-element displacement calculations occur sequentially: if Equa-
tion 3.3 returns true for elements i and j, then Equations 3.4 and 3.5 are immediately
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Figure 3.4: Schematic of a correction to the centreline displacement, due to an edge case in which
the rod elements are nearly parallel. Both points are initially placed outside the bounds of their
discrete elements, c′i and c′′j , at the mutual point where the infinite lines (grey dashes) cross. Each
point is snapped to its nearest node, c′i to ri+1 and c′′j to rj+1, however, node rj is clearly the
better choice to minimise the displacement. The correction places c′j onto rj , to give the final pair
of points forming the displacement, cij .

applied.

3.3.4 Nearest neighbour assignment
In the steric calculation each element is defined to have an effective volume comprised
of a 3D capsule: a cylinder of radius R from the axis vector, p, capped at both ends by
hemispheres of radius R from both node positions, r and r + p. Thus if the Boolean
condition,

|cij | > 0 and |cij | < Ri +Rj , (3.6)

returns true, this indicates that the volumes of i and j are partially overlapping and
hence sterically interacting. If |cij | = 0 then the element axis vectors have intersected
and the simulation intentionally crashes, but this scenario can be avoided by selecting an
appropriate time step (§B.2).

Interactions are recorded in a neighbour list, implemented as a dynamic 2D array. Each
array element stores data on a single interaction event, such as rod identifiers, node posi-
tions, radii, etc.

During nearest neighbour assignment, every rod in the system is looped over pairwise,
but the elements of each rod pair are not, so for N rods with M elements each, the time
complexity scales as order O(12N [N − 1]M2). The end result is that there is some dupli-
cated data across multiple rods, e.g. element i on rod 1 stores data on the interaction with
element j on rod 2, but element j also stores a copy of that data. Whilst it would be com-
putationally more efficient to avoid this duplication, nearest neighbour assignment only
occurs once per time step, before the internal elastic energies of the rods are calculated.
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3.3.5 Soft repulsive potential
The final step in the steric collision algorithm is to determine the energy, and hence force,
of repulsion for each interaction. As discussed above the quadratic potential shown in
Figure 3.1 is used,

Usteric = ks2 = k
[
|cij | − (Ri +Rj)

]2
, (3.7)

where k is a constant defining the strength of the repulsive force, s is the surface-surface
distance between the elements, and for steric interactions s < 0. Here k is chosen such that
the steric potential has amaximumof 50 kBTwhen the elements have fully overlapped, i.e.
s = −2R, which for R = 2.5 nm gives k = U/s2 = 0.0082 N m-1. This provides an energy
barrier much greater than kBT such that it is highly unlikely that thermal fluctuations can
cause elements to pass through another, but not so large as tomake the system overly stiff.

Scaling the repulsive force with the element radius means that thinner rods will collide
with greater stiffness, however, even with R = 1 nm, below which the CG approach of
KOBRA becomes redundant, the potential remains softer than Lennard-Jones. For com-
parison, the diameter of a DNA double helix is ∼ 2 nm [151].

The magnitude of the repulsive force that acts on both elements, F elem, is calculated from
the central difference gradient of the energy,

|F elem| = −dU

ds
≃ ∆U

∆s
=

U(s+∆s)− U(s−∆s)

2∆s
, (3.8)

where∆s is a small change to the surface-surface distance.

Equal and opposite forces are projected onto elements i and j along the line of the inter-
element displacement. The force must be interpolated onto the nodes that form each
element, r1 and r2, to avoid introducing torque into the rod, and to easily include the
steric force in the rod node position update at the end of the time step. The magnitude of
the node forces are weighted by their point of action along the element centreline,

F 1 = w1F elem, w1 =

[
|p| − l1
|p|

]

F 2 = w2F elem, w2 =

[
|p| − l2
|p|

]
,

(3.9)

where w1 and w2 are weights, 0 ≤ w ≤ 1, and l1 and l2 are intra-element distances,
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l1 = |c− r1|

l2 = |p| − l1 ,
(3.10)

such that a force acting entirely at the first node of an element, c = r1, will have l1 = 0,
hence F 1 = F elem and |F 2| = 0.

Equations 3.7 to 3.10 represent the force calculation from a single steric interaction event.
The interpolated node forces are summed up over all interactions between an element and
its neighbours. The net steric force on a node, required for the rod dynamics update, is
determined once both adjoining elements (excluding the ends of the rod) have completed
the sum over their neighbours.

3.4 Attractive van der Waals interactions
In addition to steric repulsive forces, there are also attractive forces between molecules
in the form of VDW interactions. The detailed electrostatic interactions that give rise to
these forces are not modelled within KOBRA. Here, pairwise attractive forces are intro-
duced that act between user-specified positions on molecules. Whilst VDW interactions
are generally weak and nonspecific, occurring throughout most parts of a molecule, the
implementation described in this sectionmay also represent stronger specific interactions,
such as knob-hole interactions between fibrin monomers during the early stages of poly-
merisation [61].

3.4.1 Definition of van der Waals sites
A VDW site is defined in KOBRA as a point lying on the rod centreline that exhibits an
attractive, isotropic potential field, with the range and strength defined by the user. At-
tractive interactions occur between VDW sites, rather than between rod elements as with
repulsive steric interactions.

When a rod is created using FFEATools, the user can add any number of VDW sites to
it, which are written to a VDW parameter file, .rodvdw. Each row consists of an integer,
nsite = {0, 1, ...6}, corresponding to a VDW interaction type, and a float, 0 ≤ Lsite ≤ 1, the
fraction of the rod centreline length1 at which the site is located (Figure 3.5). Specifying
a single float and calculating the 3D spatial position internally makes the setup of a simu-
lation easier for the user. Sites are not bound to the rod discretisation. One .rodvdw file
is required for each unique configuration of VDW sites, and multiple rods may use the
same file.

1This length does not include the steric radius at both ends of the rod.
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Figure 3.5: A) Sample .rodvdw file with five VDW sites, generated with FFEATools. Interaction
types, nsite, are on the left, and centreline length fractions, Lsite are on the right. B) 3D plot of a
curved rod with VDW sites positioned according to A.

Anadditional file is required to define the Lennard-Jones (LJ) parameters, .rodlj, which
stores a matrix of tuples, Pkl = (σkl, ϵkl), where k and l are integers corresponding to a
VDW interaction type, and (σkl, ϵkl) have units of (length, energy). During the neighbour
list update, k and l are used to reference P to obtain the LJ parameters for the interac-
tion between each pair of VDW sites. With seven indices available, up to 49 unique LJ
interactions may be defined. One .rodlj file is required per simulation.

3.4.2 Distance calculation
Much of the logic of inter-site distance calculations and assignment to theVDWneighbour
list is similar to that previously described for the steric interactions, although there are
some key differences that require elaboration. Interactions occur between pairs of VDW
sites within a cutoff radius of each other, given by

|cj − ci| < 5smin +Ri +Rj , (3.11)

where ci and cj are the positions of the VDW sites on the centrelines of their respective
rod elements, i and j, and smin is the surface-surface distance at which the Lennard-Jones
potential well is deepest, ULJ = −ϵ. A cutoff of 5smin yields ULJ ≃ −10−4ϵ, which is
sufficiently small as to be negligible for influencing rod dynamics. The general surface-
surface distance is given by

s = |cj − ci| − (Ri +Rj) . (3.12)

The minimum displacement between potentially interacting sites is greatly simplified
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compared to Equation 3.4 due to the sites being points rather than line segments. The
points forming the displacement, ci and cj , are equivalent to the positions of the sites on
each rod. Corrections to the displacement, cij , are not required.

Each rod stores VDW interactions in a second neighbour list, decoupled from steric inter-
actions. The list structures are identical, with the exception that VDW lists are additionally
initialisedwith LJ parameters, σkl and ϵkl, read from the .rodlj file, where k and l denote
interaction types.

3.4.3 Modified attractive potential
A major difference between the VDW and steric interactions is in the potential energies
used to calculate the force. In §3.8 of Hanson [39] a soft-core Lennard-Jones potential is
defined for the FFEA tetrahedral model, which has been adapted here for KOBRA rods.

This modified LJ potential, illustrated in Figure 3.1, shows interpolative and attractive
potential energy regimes for s > 0, where s is given by Equation 3.12. An interpolative
region is required for the smooth transition between soft steric repulsion and LJ attraction,
in the range 0 ≤ s < smin. This was previously calculated by Hanson [39] using the
boundary conditions U = 0, dU/ds = 0 at s = 0, and U = −ϵ, dU/ds = 0 at s = smin,
yielding a polynomial potential of the form,

U int = ϵ

[
2

(
s

smin

)3

− 3

(
s

smin

)2
]

. (3.13)

For the range smin ≤ s < 4smin, beyond which VDW interactions are neglected, the stan-
dard form of the LJ potential, Equation 3.1, is used, which contains no spikes in potential
energy.

Although VDW interactions occur between sites, the resulting forces must still be interpo-
lated onto the nodes of their parent elements in order to affect the rod dynamics. Forces
are calculated from the negative energy gradient, as in Equation 3.8, where Felem is now
the attractive force acting on both parent elements, i and j, as the result of an interac-
tion between a pair of VDW sites on separate rods. Interpolation proceeds identically to
Equations 3.9 and 3.10.

3.5 Periodic boundary conditions
It is computationally intractable to represent the entire volume of a particle suspension at
the molecular level. Molecular simulations must therefore be limited to a finite space or
unit cell, often a cuboidal box with dimensions on the order of 10 nm to 1 µm.

Imposing periodic boundary conditions (PBCs) on the boundaries of this computational
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domain provides a means to approximate the bulk properties of a much larger domain by
introducing periodic images of the simulation box (Figure 3.6) [16, 140]. Since each rod
now has an infinite set of images a modification is applied to the rod-rod displacement
calculation (Equation 3.4) to capture interactions between rods in neighbouring periodic
cells to find the nearest available periodic images - the minimum image criterion [152].

Considering the midpoints of a pair of rod elements, rmid
i , and rmid

j , the integer coordi-
nates of the periodic cell nearest to element j are given by

tα = floor

(
rmid
j,α − rmid

i,α + 0.5h

h

)
, (3.14)

where α = {0, 1, 2} is the vector index, tα = {−1, 0, 1} in a given Cartesian axis, floor is
a function that returns the largest integer less than or equal to its argument, and h is the
width of the simulation box. The coordinates of the nearest periodic image of rj are given
by subtracting the cell dimensions,

r′j = rj − ht , (3.15)

where rmid
i and rmid

j are subsequently re-calculated so that periodicity is factored into the
the crude cutoff radius (§3.3.1).

The ‘wrap-around’ feature of PBCs was also implemented: when the centroid of a rod
crosses a simulation box boundary, it will re-appear at the opposite boundary with its
velocity unchanged. If the dimension of the box is too small, it is possible that a rod
could interact with two different periodic images of the same rod. However, this is easily
avoided by preventing the user from running simulations of rods with contour lengths
greater than h/2.

3.6 Testing
Unit and integration testing are crucial to effective software development by verifying
functionality and improving maintainability [153]. Unit testing focusses on individual
components in isolation, ensuring that each behaves as expected. Integration testing as-
sesses how these units interact and run together as a complete system [154, 155].

Unit tests in KOBRA (and FFEA)mainly operatewithin a restricted ‘testmode’ of the soft-
ware that allows routines to be called without needing to run a simulation. Conversely,
integration tests usually involve running complete simulations and analysing the trajec-
tories for specific outcomes. Both unit and integration tests may involve additional setup
or analysis with FFEATools.
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Figure 3.6: Schematic of rod periodic boundary conditions in 2D. The minimum image criterion
ensures elements will only interact with the closest image. The distance between two elements in
the central box, i and j, is in fact shorter when considering the distance over a periodic boundary:
i interacts with j′, and j interacts with i′. The periodic cell coordinates, t, are shown at the top of
each cell.
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Figure 3.7: Pairs of points, a and a′, b and b′, etc. for vector distances calculated during the near-
est_image_pbc test. Only the central simulation box is shown, but periodic boundary conditions
are enabled.

The rest of this section comprises a brief description of each test that was written during
the development of rod-rod interactions in KOBRA. Thermal noise is disabled.

3.6.1 Unit tests
nearest_image_pbc

In order to test that the periodic cell calculation of Equation 3.14 is correct, seven pairs
of points, a and a′, b and b′, etc. are positioned around the simulation box (Figure 3.7)
and the distance between them is calculated, each with a unique coordinate of the nearest
periodic cell, t. The test passes if every calculation returns the expected value for t.

point_lies_within_rod_element

As its name suggests, only points in space that lie between the end-points of a rod element
are considered to be part of that element. A single rod element is considered. Multiple
arbitrary points on the centreline, c, are generated from the parametric line equation,
c = r + tp, where t is a scalar value in the range −1 ≤ t ≤ 2. The test passes if c is
adjusted to remain within the finite length of the rod centreline for all values of t.

rod_neighbour_list_construction

Four rod pair configurations are generated with FFEATools, with 4 nodes, radii R = 1

nm, length L = 10 nm, and both rods initially along the x-axis. Each second rod in a
pair is translated in y by ∆y = {0, 1,−1, 10} nm and rotated in the x-y plane by ∆θ =
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{0, 3,−3, 10}◦. The extent of overlap between both rods and the number of steric neigh-
bours are known in advance for each configuration:

1. Parallel, full overlap. Two steric neighbours per element. ∆y = 0 nm,∆θ = 0◦.

2. Oblique, partial overlap. One steric neighbour per element. ∆y = 1 nm,∆θ = 3◦.

3. Oblique, partial overlap. One steric neighbour per element. ∆y = −1 nm, ∆θ =

−3◦.

4. Oblique, no overlap. Zero neighbours. ∆y = 10 nm, ∆θ = 10◦.

The test passes if the expected total number of neighbours are calculated.

rod_steric_lj_potential

Two circles with equivalent radii, R, and centres at points a and b, are moved apart in
a straight line from a starting position of complete steric overlap, s = −2R, where s is
the surface-surface distance. The increasing values of s are sufficient to pass through all
three rod-rod interaction regimes: soft steric repulsion, interpolative, and attractive LJ
6-12. The test passes if the modified potential energy profile of Figure 3.1 is reproduced.

rod_vdw_site_placement

Create two rods of equal centreline length, straight and curved, in FFEATools, each with
5 uniformly-spaced VDW sites. The test passes if the KOBRA software can load the rod
VDW sites and determine their positions in 3D space.

3.6.2 Integration tests
interactPBC_equalEnergy

The purpose of this test is to check the functioning of the steric repulson between over-
lapping rods, including the case where the overlap is between different periodic images.
A KOBRA simulation of two pairs of rods is run for 5 steps with time step, ∆t = 10 ps.
Rods are straight and point along the z-axis, with 6 nodes, R = 2.5 nm, L = 50 nm, and
box width h = 200 nm. Both rods in each pair are partially overlapping such that s = −R,
on all elements. Pairs are positioned along the y-axis, with the first pair located at the box
centre, and each rod of the second pair being located at opposite edges of the box, such
that they interact over a periodic boundary. The test passes if the following crtieria are
met at the end of the simulation:

• Central rods, a and b, repel towards the edges of the simulation box, away from the
centre: |cij(tmax)| − |cij(0)| > 0.

• Edge rods, c and d, repel towards the centre of the simulation box, away from the
edges: |cij(tmax)| − |cij(0)| < 0.
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• Steric potential energies are equivalent across any given element, i, on all rods: Ua
i =

U b
i = U c

i = Ud
i .

• All rods have some finite interaction energy.

pbc_wrap

If the centroid of a rod moves across a periodic boundary, it should reappear at the oppo-
site side with its velocity unchanged. A KOBRA simulation of a straight rod with M = 5

elements, pointing in the z-axis, is run for 300 steps with ∆t = 1 ps. A constant velocity,
uy, is applied in the positive y direction. Periodic boundary conditions are enabled. The
velocity is chosen such that the time taken for the rod centroid to reach the edge of the
simulation box, y = h, occurs at a known simulation time of t = th. The test passes if the
y position of node 2 falls within the range h/2 < y < h at t = th −∆t, and 0 < y < h/2 at
t = th +∆t.

stericInteract_fullySeparate

Themost complex test presented in this chapter. In the absence of thermal noise, partially
overlapped rod elements should repel each other until they are fully separated, at which
point they stop moving. Input files are generated for many configurations of straight
rod pairs (Figure 3.8), attempting to cover edge cases in the inter-element displacement.
Most configurations begin in a partially overlapped state (group I), and some in a fully
overlapped state with their centrelines directly intersecting, sometimes passing through
the other side of a rod (group II).

A KOBRA simulation of every configuration is run for 250 steps with ∆t = 1 ps. The
test passes if group I rods are fully separated and no longer overlapping at the end of the
simulation, and group II rods immediately raise an error at the first time step.

stericInteract_initForceSymmetric

For a pair of rod elements in a symmetric configuration, the corresponding steric repulsion
force should also be symmetric. A pair of straight rods, a and b, with radii, R, andM = 5

elements, are generated in a perpendicular cross-shaped configuration (Figure 3.8B). The
rods begin partially overlapped such that s = −R at their central elements only, i.e. from
r2 to r3. A KOBRA simulation is run for a single time step, ∆t = 0.1 ps. Because s, the
functional form of the steric potential, and the points of intersection along the element
centrelines are all known, the expected node forces, F i, can be calculated. The test passes
if the following criteria are met for both rods:

1. Intra-element forces are equal: F a
2 = F a

3 and F b
2 = F b

3.
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Figure 3.8: Schematic of unique configurations of rod pairs used in the steric_fully_separate inte-
gration test. There are many variations of the above, but the most representative ones are shown
here. Magenta lines indicate separation between the rod centrelines, s = −R in most cases. A)
Parallel. Rods have identical orientation. B) Cross. Rods are perpendicular, with an interaction
point at their centroids. C) T-shape. Rods are perpendicular, co-planar, and interact between the
tip and centroid. D) L-shape. Rods are perpendicular, co-planar, and interact end-to-end. E)
Oblique. Rods have small and large angular deviations, usually interacting at their centroids. F)
T-angle. Similar to C, but the rods are oblique. G) Fail. Similar to the above configurations, but
with the centrelines purposefully intersecting, such that an error is intentionally raised and the
KOBRA simulation fails.
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2. Inter-element forces have equal magnitudes and opposite signs: F a
2 = −F b

2 and
F a

3 = −F b
3.

3. Force is only applied to nodes 2 and 3.

4. Forces match the expected values: |F a
2 + F a

3| = |F b
2 + F b

3| = 2ks, where k is the
steric force constant.

steric_vdw_potential_minimum

In the absence of thermal noise, rod elements containing interacting VDW sites should
eventually settle into the potential well minimum of the modified LJ profile (Figure 3.1).

Three KOBRA simulations are run for 104 steps with∆t = 10 ps. Each consists of a single
pair of rods, a and b, in a perpendicular configuration similar to Figure 3.8B, but with
different initial surface-surface distances: s0 = {−R, 0.5smin, 1.5smin}, where smin is the
distance at which ULJ = −ϵ. Only nodes 2 and 3 interact.

The four pass criteria of stericInteract_initForceSymmetric are applied to the first step of
each simulation, but #4 changes depending on s0, and hence the initial potential regime
that a and b occupy. A fifth criterion is introduced: in the final simulation step, a and b

should occupy the minimum of the LJ potential, such that s = smin and Ua = U b ≈ −ϵ. In
the absence of thermal noise, the only dynamics are those driven by rod-rod interactions.
The test passes if the five criteria are met across all simulations.

3.7 Performance and validation
Now that the rod-rod interaction algorithms have been defined and tested, its computa-
tional performance can be measured and its behaviour validated in a biological context.
A main advantage of the CG representation of KOBRA is that it can run simulations with
system sizes and time steps much larger than atomistic MD, so this section will focus on
these aspects of the software.

A basic interacting rod model of fibrinogen is presented and the run time of KOBRA sim-
ulations containing large numbers of rods is quantified. Following this, amodel of a fibrin
protofibril is assembled from nineteen fibrinogen rods, and KOBRA simulations of indi-
vidual protofibrils are run to estimate an appropriate interaction energy, ϵ, and bending
stiffness, B.

3.7.1 Rudimentary rod model of fibrinogen
The rod model of fibrinogen (Figure 3.9) was created with M = 4 elements, physical
dimensions L = 45 nm and R = 2.5 nm, with four VDW sites positioned according to the
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approximate locations of A:a knob-hole interactions [61]. The two distal sites represent a-
holes in the D nodules (nsite = 0, Lsite = 0, 1), and the two central sites represent A-knobs
in the E nodule (nsite = 1, Lsite = 0.4375, 0.5625).

The LJ parameters were chosen as σ01 = σ10 = 0.89 nm and ϵ01 = ϵ10 = 8.5 kBT, de-
termined from a peak rupture force of 35 pN observed in single-molecule pulling ex-
periments of A:a knob-hole interactions [110]. This is a significant approximation, as
knob-hole interactions have been demonstrated to exhibit catch-slip behaviour, whereby
increasing the rupture force on a bond causes it to strengthen. The LJ potential does not
capture such behaviour by itself, and may require ϵ to be dynamic and adjustable as a
simulation is running. This type of interaction is not yet represented in KOBRA or FFEA.

Figure 3.9: KOBRA rod model of fibrinogen, with an overlay of the crystal structure (PDB: 3GHG
[95]). The rod has four elements and the steric volume is shown in green. The VDW sites are
shown as circles, with A-knobs in the centre (purple) and a-holes at the ends (magenta).

Values for thematerial constantswere chosen to approximate a generic protein (Table 3.1).
In future it should be possible to extract these parameters from atomistic MD simulations,
but this was not attempted here due to time constraints.

Parameter Symbol Value
Stretch κ 3.5× 10−11 N
Bend B 3.5× 10−29 m4 Pa
Twist β 5× 10−29 Nm2

Table 3.1: Rodmaterial parameters for KOBRA benchmark simulations. Values are homogeneous
across the entire rod. The bending stiffness, B, is the value along the diagonal of the isotropic
bending stiffness matrix, B.

3.7.2 Closely packed configurations of rods
To capture a ‘worst case’ scenario of the maximum possible run time that a user might
encounter with a KOBRA simulation, it is desirable to generate spatial configurations of
rods that maximise the number of interactions.

For a solution of fibrinogen at a physiological molar concentration, c = 6 µM, equivalent
to the experiments of Chapter 4, the number density of molecules is n = 3.61 × 1021 m-3

(§B.1). For a typical KOBRA simulation box width, h = 500 nm, this yields nh3 = 450
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rods. This solution is in the dilute concentration regime, so molecules do not tend to over-
lap and steric interactions are infrequent such that they do not contribute significantly to
the overall dynamics [54]. Consequently, a solution of this concentration is not particu-
larly useful for measuring the performance of the interaction algorithms.

To maximise the number of interactions, rods were generated in closely packed configu-
rations (Figure 3.10). Rods were aligned in the z-axis and positioned such that every rod,
excluding those on the periphery, was partially overlapped by 1 nm with its neighbours
in the x, y and z axes. Thermal noise was enabled to encourage interactions at every time
step, and to be further representative of a typical KOBRA simulation. Rod centroids were
calculated such that their displacement from the origin was minimised.

Whilst this is not a biologically realistic environment for fibrinogen molecules in solution,
fibrin fibres have been proposed to adopt a partially crystalline nanostructure [105, 156],
although the half-staggered arrangement of monomers in the longitudinal axis, helical
fibre structure, and physiological protofibril density, are not represented here.

Figure 3.10: Two tightly packed configurations of 16 and 512 rods, as used in scaling simulations.
Approximate steric volumes are shown in green. Visualised in PyMOL [157].

3.7.3 Parallel scalability
In order to use KOBRA to simulate large systems within a reasonable timeframe it is im-
portant that it runs efficiently across multiple CPU cores. Benchmarking the performance
of the updated KOBRA software will be useful for developers that wish to target areas
of the codebase for improvement, and for users in deciding what systems they wish to
simulate. A commonly used metric for judging the parallel performance of programs
scalability.
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The strong scaling of a program is determined by increasing the number of cores, n, for a
fixed system size, e.g. a fixed number of rod elements. In an ideal case, the run time, T ,
scales linearly with n, and the parallel speedup, S, is given by

S =
T1

Tn
, (3.16)

where the run time with n cores, Tn, is faster by a factor of n than that with 1 core, T1. A
linear scaling of S with n is rarely observed due to numerous factors that impact run time
such as communication overhead between cores, load balancing, memory bottlenecks,
etc. [158].

Amdahl’s law proposes a more realistic expression for the maximum speedup, and is
given by

S ≤ 1

ts +
tp
n

, (3.17)

where ts is the proportion of run time spent in serial operations (and hence cannot be
parallelised), and tp is the proportion spent in parallel operations. In the limit n → ∞,
Equation 3.17 reduces to 1/ts, which suggests the maximum speedup attainable by a pro-
gram is limited by its serial run time [158, 159]. The weak scaling of a program involves
increasing the system size proportionally with n such that the system size per core is con-
stant [160], but this was not quantified.

3.7.4 KOBRA simulations of packed fibrinogen
Three sets of KOBRA simulations were run using packed configurations of the fibrinogen
rod model shown in Figure 3.9. Each simulation was run three times with a different
rod-rod interaction mode enabled: none (control), steric only, and steric with VDW (or
stericVDW). Each set aims to quantify a different aspect of computational performance:

1. Interaction behaviour: 3 simulations of N = 64 rods run on n = 4 cores for a
simulation time of t = 10 µs. For each interactionmode, the dynamics of the packed
rods should be qualitatively different when visualised.

2. Strong scaling: 21 simulations of N = 128 rods with n = 1, 2, 4, ...64 cores for a
simulation time of t = 1 µs. Quantifies the parallel performance of the software.

3. Simulation time per day: 30 simulations ofN = 1, 2, 4, ...512 rods with n = 4 cores
for a simulation time of t = 1 µs. Quantifies the speed of the software, allowing for
comparison with other types of molecular simulation.

All simulations were run on an Intel Xeon Gold 6240R CPU. The time step, ∆t = 100

ps, was chosen to be below the maximum stable value imposed by the steric interactions
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(§B.2), because the numerical stability of the internal elastic energy algorithm at large
time steps has not been extensively tested [127]. The 3GHG structure of fibrinogen was
estimated to contain ∼ 16,000 atoms [95], so the largest system of N = 512 rods thus
represents ∼ 8× 106 atoms.

Snapshots were taken at t = 10 µs of the 64 rod simulations (Figure 3.11) to capture the
general evolution of each system from its initial packed state. The control, steric, and
stericVDW simulations had run times of 11.8, 49.1, 132 minutes, respectively.

These images qualitatively suggest that the interaction algorithms are producing the ex-
pected behaviour, in the absence of quantitative data such as the mean squared displace-
ment.

The control rods are able to pass through each other, so their dynamics are governed solely
by diffusion and the internal response to elastic deformation. The steric rods appear to
have moved a greater distance relative to the control, forming a more rarefied configu-
ration. Excluded volume interactions are known to cause flexible polymers to swell and
exhibit enhanced diffusivity [54].

In contrast, the stericVDWrods remain in close proximity; the interaction energy of ϵ = 8.5

kBT is sufficiently larger than diffusion (∼ kBT) so as to inhibit their separation. The struc-
ture formed by the rods is more akin to a cluster than a fibre, despite the initial config-
uration (Figure 3.10), but this is likely due to the rudimentary nature of the rod model.
It could be that the generic material parameters (Table 3.1) caused each rod to exhibit
greater conformational flexibility than actual fibrinogen molecules, which would hinder
the formation of ordered, fibrous structures [54].

Figure 3.11: Final frames of three 10 µs simulations containing 64 rods with different interactions
enabled: none (control), steric only, and steric with VDW (or stericVDW). Approximate steric
volumes are shown in green. Visualised in PyMOL [157].

The strong scaling (Figure 3.12) of non-interacting rods peaks with a speedup of S ∼ 2.4
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at n = 4 and n = 8 cores, however, interacting rods exhibit close to serial performance, for
both steric and stericVDW. This was entirely expected, as little time was spent attempting
to parallelise both interaction algorithms. It would be simple to investigate this further
with the use of a profiling tool such as gprof, to determine which routines occupy the
largest proportion of simulation time.

Figure 3.12: Strong scaling of t = 1 µs simulations containing N = 128 rods with different inter-
actions enabled: none (solid black), steric only (blue), and steric with VDW (magenta).

Despite the rod-rod interactions exhibiting serial runtimes, Figure 3.13 illustrates that KO-
BRA is nonetheless able to access time scales that rival those obtainable by atomistic MD.

A stericVDW simulation of N = 64 rods (∼ 106 atoms) achieves simulation speeds of
around 100 µs day-1 on a professional-grade CPU, with minimal effort taken to achieve
good parallel performance. In contrast, atomistic simulations must be run on specialised
supercomputer hardware to achieve similar speeds with million-atom systems [161, 162].
The N = 512 rod system (∼ 8× 106 atoms), had a simulation speed of 1.7 µs day-1.

StericVDW runs twice as slow as steric for N > 16 rods: 1000 versus 500 µs day-1 with
N = 32 rods, 80 versus 40 µs day-1 with N = 128 rods, and so on. For N < 8 rods
both modes exhibit similar speeds, possibly because the rods were repelled before VDW
interactions could be established.

With N = 1 rod the simulation speeds of all three interaction modes are equivalent at
around 4 × 104 µs day-1. Although trivial to run, it is good to confirm this because it
shows that the interaction algorithms do not adversely affect the run time in other parts
of the software.
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3. Development of rod-rod interactions in KOBRA

Figure 3.13: Simulation speed, measured in microseconds per day, of t = 1 µs simulations with
different interactions enabled: none (solid black), steric only (blue), and steric with VDW (ma-
genta).

It is difficult to directly compare the performance of KOBRA to other molecular simula-
tions of fibrinogen, because most studies do not include the run time. Atomistic MD stud-
ies can be limited in their ability to sample the dynamics of a single fibrinogen molecule
due to its large size, with relatively short simulation times of hundreds of nanoseconds
and time steps on the order of femtoseconds [163, 164].

The CG simulations of a 19-monomer fibrin protofibril by Zhmurov et al. [106] used
one bead to represent each amino acid, allowing them to compute the conformational
dynamics of such a large structure. With software optimised to run on GPUs, they ran
multiple simulations for 10 ms, but did not publish the time step.

Yesudasan et al. [148] published a CG model where each fibrinogen molecule was rep-
resented with nine beads. Intermolecular interactions were permitted between specific
types of beads using a soft attractive potential; once the beads came into close proxim-
ity, they formed permanent harmonic bonds. After populating a simulation box with a
physiological concentration of monomers, they were able to capture protofibril forma-
tion, lateral aggregation and fibre branching in only 900 ns of simulation time, with a 450
fs time step.

3.7.5 Rod model of a fibrin protofibril
A 19-monomer fibrin protofibril (Figure 3.14) was created by positioning fibrinogen rods,
as described in §3.7.1, in a half-staggered formation that has been observed by high res-
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olution AFM experiments (Figure 1.6C). Each rod was overlapped onto its neighbours
by 2.5 nm in order to bring the VDW interaction sites, representing A:a knob-hole inter-
actions, into close proximity with each other (Figure 3.14B), such that monomers would
interact immediately at the start of a KOBRA simulation. This grouping of VDW sites
represents the D-E-D interface, where three fibrinogen nodules interact during polymeri-
sation (Figure 1.6C). The overall structure of the protofibril rod model is held together
solely by interactions at the D-E-D interfaces.

Figure 3.14: KOBRArodmodel of a fibrin protofibril, assembled fromnineteenfibrinogen rods. A)
The full length of the protofibril. The numbers of component rods in the top andbottom strands are
labelled at their starting positions. Visualised in PyMOL [157]. B) Close-up of a D-E-D interface,
composed of four VDW interaction sites representing fibrinogen A-knobs in the E nodule (purple
circles) and a-holes in the D nodules (magenta circles).

3.7.6 KOBRA simulations of a fibrin protofibril
If KOBRA simulations can preserve the structure of a protofibril throughout an entire
simulation, it would serve as a straightforward validation of the interaction algorithms in
a biologically relevant setting. An initial simulation of the 19-mer model in Figure 3.14
was run for a duration of tmax = 5ms, using the same rodmaterial parameters as previous
fibrinogen simulations (Table 3.1) and∆t = 100 ps.

Six snapshots of the simulation up to t = 2 ms are shown in Figure 3.15. The protofibril
breaks into two sections towards the start of the simulation (t = 10 µs), whereupon it
coils up to form two compact, globular structures (20 < t < 500 µs) that persist for
the remainder of the simulation (t > 500 µs). Clustering was also observed in previous
KOBRA simulations of dense systems of interacting rods (Figure 3.11). Such behaviour
is not typically observed during the polymerisation of fibrin (Figure 1.6).

55



3. Development of rod-rod interactions in KOBRA

Figure 3.15: Snapshots of the initial KOBRA protofibril simulation, with ϵ = 8.5 kBT and B =
3.5 × 10−29 m4 Pa. A) Protofibril breaks in two. B-C) Coiling and self-interaction. D-F) Cluster
formation. Visualised in PyMOL [157].

The clustering seen in Figure 3.15 involves sections of protofibril bending onto themselves
and self-interacting, suggesting that the component rods may be too flexible. Further-
more, the attractive rod-rod interactions described in §3.4 are able to occur from any di-
rection, with no upper limit on the number of simultaneous interactions at a given site.
The combination of these two factors could be the cause of cluster formation by allowing
interactions between many rods within a small region of space.

The interaction energy, ϵ = 8.5 kBT, was derived from experimental data concerning A:a
knob-hole interactions [110], but the material parameters were obtained from educated
guesses instead of being more accurately parameterised from atomistic MD trajectories.
Time constraints did not permit the construction and simulation of a complete atomistic
model of fibrinogen, so seven KOBRA simulations were run as part of a parameter sweep
in which ϵ and the bending stiffness, B, were varied through the values shown in Table
3.2, with∆t = 100 ps and tmax = 100 µs.

The objective remained the same as before: to determine whether a protofibril structure
could, at the very least, maintain its initial configuration throughout an entire KOBRA
simulation. Snapshots at simulation times of 20, 50 and 100 µs are shown in Figure 3.16
for varying ϵ and Figure 3.17 for varying B. The energy sweep simulations had a fixed
bending stiffness of B = 3.5× 10−29 m4 Pa, whereas the bending sweep had a fixed inter-
action energy of ϵ = 10 kBT.
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ϵ (kBT) B (10-28 m4 Pa) tmax (µs) Note
8.5 0.35 5000 Initial attempt
0 0.35 100 Energy sweep 1
5 0.35 100 Energy sweep 2
10 0.35 100 Energy sweep 3
15 0.35 100 Energy sweep 4
10 1 100 Bending sweep 1
10 5 100 Bending sweep 2
10 10 100 Bending sweep 3

Table 3.2: Parameters for KOBRA protofibril simulations: interaction energy, ϵ, bending stiffness,
B, and duration, tmax. The quoted bending stiffness is the value along the diagonal of the isotropic
bending stiffness matrix, B.

Figure 3.16: Snapshots of four KOBRA protofibril simulations at times of 20, 50 and 100 µs, that
are part of a parameter sweep over the interaction energy. A-C) ϵ = 0 kBT, immediate diffusion of
component rods. D-F) ϵ = 5 kBT, diffusion of rods into some small clusters. G-I) ϵ = 10 kBT, intact
protofibril with some coiling at both tips. J-L) ϵ = 15 kBT, intact protofibril with some coiling at
both tips. Visualised in PyMOL [157].
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Figure 3.17: Snapshots of three KOBRA protofibril simulations at times of 20, 50 and 100 µs, that
are part of a parameter sweep over the bending stiffness. A-C)B = 10−28 m4 Pa, intact protofibril
with some coiling at the left tip. D-F)B = 5×10−28 m4 Pa, intact protofibril with marginal coiling
at the right tip. G-I) B = 10−27 m4 Pa, intact protofibril with no discernible coiling. Visualised in
PyMOL [157].

In Figure 3.16A-C the attractive interactions were disabled as a control, causing the rods
to diffuse outwards in an expected manner, previously observed in Figure 3.11. Figure
3.16D-Fwith ϵ = 5 kBT shows the formation of some small clusters, but the protofibril does
not maintain its shape at all. Figure 3.16G-I with ϵ = 10 kBT shows an intact protofibril at
t = 20 µs, but for t > 50 µs the tips of the fibril begin to self-interact and its structure is
noticeably more compact at t = 100 µs. Similar behaviour is seen in Figure 3.16J-L with
ϵ = 15 kBT. Modifying ϵ alone is insufficient to model a protofibril if the component rods
are too flexible.

Now considering the bending stiffness parameter sweep, Figure 3.17A-C with B = 10−28

m4 Pa shows an intact protofibril, with a small amount of coiling visible at the left tip for
t > 50 µs, albeit to a lesser extent than in Figure 3.16G-L. Figure 3.17D-F also shows an
intact structure, with only a marginal amount of coiling visible at the right tip for t =

100 µs (three rods are stacked on top of each other). No coiling is apparent for the full
duration of the simulation in Figure 3.17G-I with B = 10−27 m4 Pa.

The snapshots in Figures 3.16 and 3.17 provide qualitative evidence that KOBRA is ca-
pable of simulating an intact fibrin protofibril, with a potential candidate for longer sim-
ulations having ϵ = 10 kBT and B = 10−27 m4 Pa. As a quantitative counterpart, the

58



3.7. Performance and validation

mean squared displacement (MSD) and mean end-to-end distance, d, were plotted for
each trajectory. The mean squared displacement (MSD) at a specific lag time, τ , is given
by

MSD(τ) =
〈
||r(t+ τ)− r(t)||2

〉
, (3.18)

where ⟨⟩ denotes an average over all nodes in the system and all possible starting times
[140, 165]. The MSD is plotted against lag time in Figure 3.18A. The usage of a lag time
to step through trajectories means that a greater number of samples can be used in the
MSD calculation. The mean end-to-end distance, d, of each component fibrinogen rod at
a given simulation time, t, is given by

d(t) =
〈
||r4(t)− r0(t)||

〉
, (3.19)

where ⟨⟩ now denotes an average over all rods in the system. Due to r4 and r0 existing
at either end of the rod centreline, d is about 5 nm short of the ‘true’ end-to-end distance
because it excludes the steric radius. The mean end-to-end distance is plotted against
simulation time in Figure 3.18B.

Figure 3.18: Average quantities of protofibril simulations plotted against time. A) Mean squared
displacement, averaged over all nodes and starting times. B)Mean end-to-end distance, averaged
over all rods.

Figure 3.18 is broadly in agreement with the behaviour shown in Figures 3.15, 3.16 and
3.17. The control simulation with zero attractive interactions exhibits the largest MSD of
∼104 nm2 (Figure 3.18A), due to its diffusion being obstructed solely by steric interactions
with other rods. At the lower range are the stiffest protofibrils with B = 10−27 and 5 ×
10−28 m4 Pa, with MSDs about one-fifth smaller than the control at τ = 100 µs. The
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remaining simulations exhibit a range of 4000 < MSD < 6000 nm2.

The value of d for the two stiffest protofibrils oscillates around the starting value, d = 40

nm, for the full duration of their trajectories (Figure 3.18B). The third-stiffest protofibril
withB = 10−28 m4 Pa exhibited some compacting in Figure 3.17B-C, which is also visible
in Figure 3.18B due to a reduction of d to 35 nm at t = 100 µs. Themost drastic compacting
is visible in the initial simulations, with ϵ = 8.5 kBT andB = 3.5×10−29 m4 Pa, as its end-
to-end distance is halved at t = 100 µs.

The simple model of the component fibrinogen rods means that each node in the system
has the same value of B, including the parameter sweep over B in Figure 3.17. The bend-
ing stiffness is therefore isotropic across each rod and the entire protofibril. In reality, the
flexibility of fibrinogen is heterogeneous across the molecule, with large bendingmotions
being expressed through molecular hinges in both coiled-coil regions [163]. A user that
wished to parameterise a KOBRA rodmodel of fibrinogen from atomisticMDwould need
to ensure that the rod has a sufficient number of nodes to resolve both hinges [127].

The αC regions of fibrinogen have not been studied in this chapter, yet they are thought
to be critical to the lateral aggregation of protofibrils during the polymerisation of fibrin
[102]. This would, however, require additional physics to be implemented in the KOBRA
software in order to represent the intrinsically disordered αC-connector that precedes the
globular αC-domain (Figure 1.5).

3.8 Summary
Anupdated version of theKOBRAsoftware has been presented, including algorithms and
tests for repulsive steric interaction, attractive VDW interactions, and periodic boundary
conditions. A simplified version of the program logic is shown in the steps below:

• Initialise system

• Time loop

– Pairwise rod loop

∗ Compute distances between elements

∗ Update steric neighbour lists of both rods

∗ Compute distances between VDW sites

∗ Update VDW neighbour lists of both rods

– Rod loop

∗ Compute elastic energies and forces of all nodes

∗ Element loop
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· Access steric neighbour list

· Compute energy and force sum from interactions with steric neigh-
bours

· Interpolate force onto both nodes of element

∗ VDW site loop

· Access VDW neighbour list

· Compute energy and force sum from interactions with VDW neigh-
bours

· Interpolate force onto both nodes of parent element

∗ Node loop

· Sum elastic, thermal and interaction forces on node

· Update node position

∗ Check for PBC wrap

• Finish

The parallel scalability of the program is poor, with the speedup of both steric and VDW
interactions barely increasing above serial performance, however, this was expected, as
minimal effort was devoted to parallelising the algorithms; the primary focus during de-
velopment was on incorporating the additional physics and ensuring its implementation
was correct. An additional positive outcome of this approach was that premature optimi-
sation was largely avoided, and there are likely large gains in speedup to be made in the
future without requiring a considerable time investment.

The time step size accessible by KOBRA simulations remains relatively large at ∆t = 100

ps for the fibrinogen rod model.

Snapshots were taken of the longest simulations, with t = 10 µs and N = 64 rods, which
served as qualitative evidence that the interaction algorithms were producing the ex-
pected behaviour. Where control rods diffused around the starting configuration and
passed through each other, steric rods moved a greater distance due to their initial repul-
sion. TheVDWrods immediately formed a cluster and did notmove apart, indicating that
the 8.5 kBT knob-hole interactions were sufficient to overcome the energies of diffusion.

Simulation speeds, recorded in µs day-1, were quantified for ten systems containing 1 to
512 rods. These demonstrated that the updated KOBRA software is highly capable of sim-
ulating the length and time scales that characterise the biological mesoscale, despite the
increased computational load required to model biomolecular interactions. For a system
ofN = 64 rods, the equivalent of∼ 106 atoms, VDW interactions could be run at speeds of
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100 µs day-1. This speed decreases as N is increased, with the largest system of N = 512

rods having run at a speed of 1.7 µs day-1, although this represents a huge system of ∼
8× 106 atoms.

Itwas demonstrated that a larger rod complex can be successfully assembled from smaller,
interacting rods such that itmaintains its overall structure throughout a 100 µs simulation.
In lieu of a full parameterisation from atomistic MD trajectories, the KOBRA simulations
and parameter sweep of a fibrin protofibril suggested that an interaction energy, ϵ = 10

kBT, and bending stiffness, B = 10−27 m4 Pa, are good parameter estimates for further
simulations of protofibrils that may be done in the future. Snapshots of all eight simula-
tions were in good agreement with the mean squared displacement andmean end-to-end
distance of the component fibrinogen rods.
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Chapter 4

Flow-induced structural remodelling
of fibrinogen quantified by
site-specific labelling

4.1 Introduction
4.1.1 Hydrodynamic flow can perturb the structure of proteins
Hydrodynamic flow is ubiqutious in biological systems. However, the relationships be-
tween types of flow, protein sequence, structure and stability, and the potential patholog-
ical consequences are not fully understood [166, 167]. The presence of shear flow during
fibrin network polymerisation has a direct effect on the structure and stability of the re-
sulting blood clot [109, 117, 123, 168]. The unintended aggregation of proteins1 caused by
hydrodynamic forces poses a significant hindrance in biopharmaceutical manufacturing,
requiring additional money and time to eliminate them from the batch. Such measures
are crucial to prevent adverse side effects that may occur in the resulting drug [169].

Hydrodynamic drag forces in bulk fluid flow can induce proteins to undergo partial me-
chanical unfolding, which is thought to be a key stage in the pathway of flow-induced
aggregation (Figure 4.1). Complete unfolding of a protein isn’t necessary for insoluble ag-
gregate formation; sufficient exposure of aggregation-prone regions to the solvent, such
as previously sequestered hydrophobic cores, allows them to self-associate via protein-
protein interactions [166]. Surface-mediated effects are also thought to be involved in this
pathway, but are not discussed in this thesis [170–172]. A consensus has yet to emerge in
the literature as to the precise molecular mechanism by which proteins aggregate under
flow [167].

1Not to be confused with enzyme-catalysed polymerisation, like that which forms the fibrin network.
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4. Flow-induced structural remodelling of fibrinogen quantified by site-specific labelling

Figure 4.1: Proposed kinetic model of the flow-induced aggregation pathway. A) Soluble, folded
protein in bulk fluid. B) Partial unfolding due to hydrodynamic flow. C) Partial unfolding due
to deposition at a fluid-surface interface. D) Interaction of perturbed proteins to form insoluble
aggregates. Proteinsmay re-fold or release from a surface back into the bulk fluid, but aggregation
is irreversible.

The Brockwell research group devised a reciprocating extensional flow device (EFD) to
study the aggregation propensity of small, globular proteins and monoclonal antibodies,
with a particular focus on replicating stresses encountered during industrial processes
[166, 170, 173, 174]. More recently, it has been employed in tandem with a fluorescent
labelling assay in buffers that promote or inhibit aggregation, to investigate the impact of
flow-induced conformational changes on the ribonuclease H enzyme [175].

The EFD consists of two syringes (diameter = 4.61 mm) connected by a single capillary
(diameter = 0.3 mm, length = 75 mm), where the syringe-capillary interface features a
geometric contraction with sharp corners (Figure 4.2A). The apparatus geometry serves
as a simplified representation of human blood vessels, such as the schematic in Figure 1.7.

In-vivo, vessels have elastic walls and are heterogeneous in size and structure, with di-
ameters ranging from micrometres in the smallest capillaries [176] to centimetres in the
aorta [177]. An idealised yet commonly observed relationship in vascular systems is that,
when a trunk vessel bifurcates into two symmetric branch vessels, the trunk diameter is
typically 1.26 times the diameter of each branch [178]. By comparison, the EFD syringe
diameter is 15.4 times that of the capillary.

At the start of a flow experiment, one syringe is loaded with protein sample and the
plungers are alternately depressed by a linear actuator to force the sample through the
capillary for a set duration. Shearing flows dominate in the syringes and capillary body,
but the immediate vicinity of the geometric contraction is dominated by extensional flow
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Figure 4.2: A) 2D schematic of the reciprocal extensional flow device (EFD), showing two sy-
ringes connected by a single capillary. Fluid velocity and strain rate fields were computed from
axisymmetric CFD simulations, plunger velocity 8 mm s-1. Adapted from [173]. B) Fluid veloc-
ity and axial strain rate in the vicinity of the inlet to the geometric contraction, plunger velocity 8
mm s-1. Adapted from [179]. C) The axial strain rate at the inlet and wall shear rate in the cap-
illary body depend linearly on the plunger velocity. Data from [173]. D Photograph of the EFD.
The left syringe is being depressed by a metal plate driven by a linear actuator.
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that acts longitudinally across the protein, due to a rapid 238-fold increase in velocity
within a 2mmregion (Figure 4.2B). Thewall shear rate of the capillary and the extensional
strain rate along the centreline, computed from computational fluid dynamics (CFD) sim-
ulations, depend linearly on the plunger speed (Figure 4.2C and Table A.1).

Proteins that differ in structure by only a few residues, such as the IgG1 antibodies STT
and WFL, have been shown to exhibit markedly different aggregation propensities when
exposed to flow in the EFD, even with their similar hydrodynamic radii of 6 nm [173].
The aggregation propensity of a protein depends on some combination of sequence, pass
number, plunger speed and concentration to overcome a force threshold and initiate local
unfolding [166, 173], but the choice of buffer is also important [170, 175].

The capillary length of the EFD can be reduced to cause a corresponding reduction in
the residence time of a protein in the high shear region, and hence assess the relative
significance of extensional versus shear flow in the hydrodynamic response of a protein.
Considering STT and WFL once more, the aggregation of STT was found to be indepen-
dent of the capillary length, suggesting extensional flow as the dominant regime, whereas
WFL aggregation was significantly reduced, suggesting shear was dominant [173].

All proteins studied in the EFD to date have exhibited globular aspect ratios, with hydro-
dynamic diameters on the order of 10 nm or less [166, 170, 173, 175]. The flow reponse of
particularly large or fibrous proteins, such as fibrinogen (MW∼ 340 kDa, length∼ 45 nm),
has not been investigated in the EFD until now. Furthermore, despite the clear presence
of extensional flow fields in the human circulatory system at sites of vasoconstriction and
pathological blockages, there are few examples in the literature that study its effects on
fibrinogen structure. This is despite numerous experimental studies that expose fibrino-
gen to shear flow [109, 117, 123, 168], and single-molecule pulling experiments that apply
force longitudinally [180, 181]. Another fibrous blood protein, von Willebrand factor, ex-
ists natively in an irregularly coiled state that unfolds under flow, but is more susceptible
to extension than shear [51, 58].

4.1.2 Thiol-specific labelling of fibrinogen under flow provides structural in-
sight into its mechanical response

The folded hexameric structure of fibrinogen (Figure 1.5A) is held together by 17 inter-
chain and 12 intra-chain disulfide bonds [182] formed from a total of 58 cysteine residues,
of which 50 are resolved in the X-ray crystal structure (Figure 4.3A) from Kollman et al.
[95].

Covalent disulfide bonds2 are usually formed when two or more highly reactive thiol
groups (R-SH) are oxidised (Figure 4.4). Conversely, when a disulfide is reduced, it is

2The structure of two cysteine residues linked by a disulfide bond is known as cystine, but this term is not
used in this thesis for the sake of clarity.
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Figure 4.3: A) Ribbon representation of crystal structure of human fibrinogen (PDB: 3GHG [95]).
Thiol groups in 50 cysteine residues are shown as purple spheres. Chain colours: Aα in ma-
genta, Bβ in light blue and γ in green. B) Relative solvent exposure of structurally resolved cys-
teines, computed from chains in the folded hexameric structure (transparent) and free in solution
(shaded). Outer bars denote range, central bars denote an average over the cysteine count in the
dimer (Aα: 12, Bβ: 22, γ: 16).
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cleft into its constituent thiols. Butera and Hogg [124] conducted mass spectrometry
analysis of 13 disulfides in fibrinogen extracted from healthy human plasma, revealing
that 10-50% of the bonds were in a reduced state.

Figure 4.4: Two thiol groups (left) form a disulfide bond (right) when oxidised.

Cysteine is the only amino acid to contain a side-chain thiol [183], allowing it to be specifi-
cally labelledwith a thiol-specific dye such as IAEDANS (Figure 4.5), which forms a stable
thioether linkage (R-S-R’) and fluoresces at a wavelength of 336 nm [184]. The reactivity
of IAEDANS is high, such that any cysteine sufficiently exposed to the solvent has a high
probability of being labelled, provided IAEDANS is in a sufficient molar excess.

Figure 4.5: Chemical structure of the thiol-reactive IAEDANS dye.

By applying hydrodynamic flow to fibrinogen in the presence of IAEDANS, its structural
resistance to flow can be assessed. Flow-induced partial unfolding can expose previ-
ously sequestered cysteine residues to the solvent3, which are subsequently labelled by
IAEDANS. Following the cessation of flow, the fluorescence emitted frombound IAEDANS
can be quantified to provide structural insights; generally, a greater amount of fluores-
cence in the presence of flow would suggest that more unfolding has occurred. Thiol-
specific labels have been employed to study a diverse range of proteins under flow, from
bovine serum albumin (BSA) [166] andmonoclonal antibodies [186] to fibrous cytoskele-
tal components [187] and fibrinogen [124].

3This exposure of buried cysteines is not due to mechanical rupture of disulfides, which would require
hydrodynamic forces on the order of 1400 pN [185] that are not addressed in this thesis.
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Figure 4.3B compares the solvent exposure of cysteines in the fibrinogen Aα, Bβ and γ

chains between their native arrangement within the hexameric structure and when the
chains are freely suspended in solution. This serves as an approximation of how flow-
induced partial unfolding might affect the exposure of cysteines, and hence their likeli-
hood of being labelled by IAEDANS.

Relative solvent exposure is a measure of the solvent accessible surface area (SASA) of
a cysteine within a chain, given as a percentage of the total SASA of a single cysteine
free in solution. Figure 4.3B shows that Aα has the largest range of cysteine exposure in
the folded structure of up to 25%. Furthermore, when free in solution it has the largest
proportion of highly exposed cysteines with a range of 20-40%, compared to Bβ and γ

which possess deeply buried cysteines with less than 10% exposure.

These data suggest that Aα may have the highest chance of being labelled by IAEDANS,
however, both Aα and γ contain cysteines in flexible portions of the molecule that were
not accounted for due to being absent from the crystal structure.

4.1.3 Controlling for the variable redox state of fibrinogen disulfides
The variable redox state of fibrinogen disulfide bonds [124] presents a problem for la-
belling with thiol-specific probes. To quantify the extent of flow-induced remodelling,
the intensity of IAEDANS fluorescence must be compared between quiescent (control)
and flow-stressed samples. However, if the number of cysteines available for labelling is
not equal across fibrinogen molecules, it is difficult to decipher if an increase in intensity
is caused by flow-induced remodelling, or just native differences in redox state. A con-
sistent baseline of fluorescence must be established in order to make valid comparisons
across experimental replicates.

A chemical reductant such as Tris[2-carboxyethyl]phosphine (TCEP) could be introduced
into the samples before flow is applied to reduce disulfide bonds that are most readily
exposed to the solvent. This would normalise the number of available cysteines in control
and pre-stressed samples, and hence the baseline fluorescence. Furthermore, TCEP has
an advantage over dithiothreitol (DTT), another commonly used reductant, in that it does
not compete with thiols in the IAEDANS reaction.

The presence of TCEP during the application of flow will additionally ensure that, if pre-
viously sequestered disulfides become exposed to the solvent, they will be reduced into
cysteines and become available for labelling [186]. Given that this lowers the structural
stability of fibrinogen relative to its native state, these experiments should be viewed as
characterising the susceptibility of fibrinogen to flow-induced remodelling, rather than an
absolute measure. A schematic of the interactions in the flow-induced remodelling assay
is shown in Figure 4.6.
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4.1.4 Chapter outline
The results in this chapter concern a series of experiments in which fibrinogen is exposed
to flow inside the EFD and labelledwith IAEDANS, with the aim of investigatingwhether
its structure partially unfolds in response to hydrodynamic flow. Samples containing
fibrinogen, IAEDANS and TCEP in Tris-buffered saline (TBS) were stressed at different
plunger speeds and a low pass number to minimise aggregation. The extent of IAEDANS
fluorescent labelling was quantified post-stress by reverse-phase high performance liquid
chromatography (HPLC) and sodiumdodecyl-sulfate polyacrylamide gel electrophoresis
(SDS-PAGE).

This experimental workflowwas previously devised by laboratory colleagues LeonWillis
andAlex Page [175], thus saving time thatwould otherwise have been spent designing ex-
perimental procedures. Unless otherwise stated, all experiments presented in this chapter
were conducted by the author, with assistance from Leon Willis and Alex Page.

A preliminary experiment is also presented, wherein the appropriate concentration of
TCEPwas determined atwhich the exterior disulfides of quiescent fibrinogen are reduced
without significant disruption to its quaternary structure, monitored by SDS-PAGE. Sam-
ples containing fibrinogen and TCEP in TBSwere run in the EFD at a single plunger speed
and pass number to assess the effects of the selected TCEP concentration on protein ag-
gregation, quantified byHPLC. Supplemental parameters relating to fibrinogen sequence
and cysteine solvent accessibility were determined computationally.

The physiological relevance of fibrinogen under the conditions inside the EFD, with the
presence of IAEDANS and TCEP, is questionable. The experiments in this chapter are
part of a proof-of-concept study that aims to adapt a proven workflow to a large, fibrous
protein and investigate whether it behaves abnormally inside the EFDwhen compared to
previous studies.

With the exception of the rare inherited disease of fibrinogen Aα-chain amyloidosis [93,
188], fibrinogen has not been reported to adversely aggregate within the circulatory sys-
tem, as in the pathway proposed by Figure 4.1. Therefore, these experiments should ide-
ally be conducted in an aggregation-minimising environment, e.g. low pass numbers or
plunger velocities [170, 173].
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Figure 4.6: Cartoon of a fibrinogen monomer during the fluorescent labelling assay. A) Solvent-
exposed disulfide bonds on the fibrinogen exterior are reduced by TCEP. B) Exterior cysteines
are labelled by IAEDANS dye. C) Sample is stressed by flow (shear is shown here). Control is
kept quiescent. Flow-induced remodelling of fibrinogenmay expose buried cysteines. D)Exposed
cysteines are subsequently labelled. E) Sample and control both quenched in DTT to halt labelling
and completely reduce fibrinogen. Chains kept unfolded in guanidine. Cysteines, dye molecules
and fibrinogen chains not to scale.
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4.2 Materials and methods
4.2.1 Fibrinogen preparation
Plasminogen-depleted fibrinogen (Fg) purified from human plasma (Merck 341578) was
prepared by Tímea Feller. The lysophilised powderwas dissolved in high-purity (MilliQ)
water and spun at 2000 rpm for 10 min to remove aggregates. The solution was dialysed
in a Pur-A-lyzer Dialysis kit (Merck PURX60100, MWCO 12-14 kDa) against Tris-buffered
saline (TBS, Tris 50 mM, NaCl 100 mM, pH 7.4, 0.22 µm filtered) to remove any proteins
<12 kDa and set the required buffer conditions. Concentrations were measured after the
dialysis using a NanoDrop spectrophotometer, generally ranging from 17 to 22 mg mL-1;
the extinction coefficient of fibrinogen is ϵFg280 = 5.12× 105 M-1cm-1. Concentrated fibrino-
gen was aliquoted and stored at -80°C. Unless otherwise stated, all fibrinogen samples
used in experiments were diluted in TBS to physiological concentration of 2 mg mL-1 or
6 µM. [86].

4.2.2 TCEP serial dilution and non-reducing SDS-PAGE
TCEP was serially diluted two-fold in ddH2O and prepared to eight concentrations from
50mM to 0.4mMwith fibrinogen at 2mg mL-1. Samples were kept quiescent at room tem-
perature for 80 min, then diluted four-fold in TBS and two-fold in non-reducing loading
buffer, boiled and analysed by sodium dodecyl sulfate–polyacrylamide gel electrophore-
sis (SDS-PAGE); the gel composition is given in Table 4.1. Final fibrinogen concentration
in the gel was 0.25 mg mL-1. Gels were held at a current of 50 mA for 20 min followed
by 80 mA for 55 min, stained overnight in InstantBlue Coomassie, then imaged in white
light on the Uvitec Alliance Q9 Advanced imaging system.

Component Resolving gel Stacking gel
volume (mL) volume (mL)

30% (w/v) Acrylamide: 0.8% (w/v)
bis-acrylamide 7.50 0.83

3 M Tris.HCl, 0.3% (w/v) SDS pH 8.45 5.00 1.55
ddH2O 0.44 3.72
Glycerol 2.00 -
10% (w/v) ammonium persulfate 0.10 0.10
Tetramethylethylenediamine (TEMED) 0.01 0.01

Table 4.1: Components of tris-tricine buffered SDS-PAGE gel. Makes two square 8 cm x 10 cm x
1.5 mm gels.

The optimal TCEP concentration for further experiments was identified by observing in
which lane a group of three bands in the 50-75 kDa range (Aα, Bβ and γ chains) disap-
peared, being replaced by a single doublet at 250 kDa at the top of the gel (whole fibrino-
gen). The titration was repeated in a narrower dilution range from 2 mM to 0 mM and
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4.2. Materials and methods

a final concentration of 0.4 mM was selected. At such a low concentration, TCEP did not
significantly alter the pH of the fibrinogen solution.

4.2.3 Extensional flow device
Two 4.61 mm diameter, 1 mL syringes (Hamilton 81331) were connected by a 0.3 mm
diameter, 75 mm long glass capillary with a screw cap, ferrule (Hamilton 55750-01) and
o-ring at each end. The Reynolds numbers in the syringe and capillary were 37 and 570,
respectively.

For each flow experiment one syringe was loaded with 0.5 mL of fibrinogen sample and
run for a number of passes at a set plunger speed. One pass constituted the full depression
of a plunger by a linear actuator, transferring the entirety of the loaded sample through the
capillary into the opposite syringe; on the next pass the actuator reversed direction and
depressed the opposite plunger. Samples were decanted immediately once the required
pass number had been reached. Control samples of equivalent volume were kept on the
bench in a quiescent state for the sameduration as the stressed sample. Both syringeswere
placed in rubber tubing and clamped in place to prevent slippage during compression.
Experimental setup adapted from Dobson et al. [166]. Strain and shear rates are given in
Table A.1.

4.2.4 Fluorescent labelling of fibrinogen with IAEDANS
Five flow experiments were conducted at five different plunger speeds: 2, 3, 4, 8 and 16
mm s-1. For each speed, a solution of 2 mg mL-1 fibrinogen + 0.4 mM TCEP + 0.2 mM
IAEDANS (Invitrogen 11594886) + TBS, was prepared to a total volume of 1100 µL, of
which 500 µL was stressed for 50 passes, alongside the remaining 600 µL that acted as
the quiescent control for the same duration. The apparatus was covered with boards and
aluminium foil to minimise the interference of daylight with labelling. After 50 passes,
IAEDANS labelling was quenched by adding 50 µL of 1 M DTT to both the control and
sample. The five experiments were run on the same day and were repeated once, one
week later.

For plunger speeds of 3-16 mm s-1 the actuator was paused every two passes such that the
duration of each experimentwas equal to that of the slowest speed, 2mm s-1. At this speed
the actuator moved 50 mm in 25 s for a single pass, so the duration of each experiment
was 50×25 = 1250 s, or 21 min. Pause durations were 16, 25, 37 and 43 s for speeds of 3,
4, 8 and 16 mm s-1, respectively.

After quenching, samples were divided into 50 µL and 300 µL volumes for analysis by
SDS-PAGE and reverse-phase high-performance liquid chromatography (HPLC), respec-
tively.

A fully unfolded standardwas produced on the sameday as each set of experimentswith a
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similar preparationmethod: 2mg mL-1 fibrinogen+ 0.4mMTCEP+0.2mM IAEDANS+
6MGdnHCl for a total volume of 1100 µL. Thesewere left in the dark at room temperature
overnight to ensure that IAEDANS had completely labelled the unfolded fibrinogen, then
quenched the following day in 50 µL of 1 M DTT

4.2.5 Analysis of soluble protein and IAEDANS labelling by non-reducing
SDS-PAGE

The 50 µL aliquots of samples decanted following an IAEDANS flow labelling experiment
were diluted to 200 µL in TBS, then to 400 µL in non-reducing loading buffer and frozen
at -20 °C. These were later thawed and analysed by SDS-PAGE with the same gel com-
ponents and imaging system as in §4.2.2. Fluorescent labelling of bands was visualised
by excitation with light from a built-in UV transilluminator. The gel was subsequently
stained with InstantBlue Coomassie and imaged in white light. The location and pixel
intensities of UV and white light bands were quantified using built-in gel documentation
software.

A total of 120 pixel intensitieswere recorded across sixty bands imaged by bothwhite light
and UV in all experiments: three fibrinogen Aα, Bβ and γ chains, for five EFD plunger
speeds, in quiescent control and stressed samples, over two biological replicates. Values
for whole fibrinogen were obtained by summing over the chains. Intensities were aver-
aged over both biological replicates (n = 2, for comparison between plunger speeds in
a single chain) and over plunger speed (n = 10, for comparison between chains) then
plotted as bar charts.

4.2.6 Analysis of soluble protein and IAEDANS labelling by HPLC
The 300 µL aliquots of samples decanted following an IAEDANS flow labelling experi-
ment were diluted to 600 µL in 6 M guanidine hydrochloride (GdnHCl) and left in the
dark at room temperature overnight; time constraints meant analysis could not occur the
same day, so GdnHClwas necessary to prevent fibrinogen from precipitating. The follow-
ing day, samples and the corresponding unfolded standard were buffer-exchanged with
0.1% trifluoroacetic acid (TFA) using Zeba spin desalting columns (Thermo Fisher 89882,
MWCO 7 kDa), following the manufacturer instructions.

Samples were injected in 2 µL volumes onto a ShimadzuNexera LC-40 HPLC system con-
nected to a Nucleosil 300 C4 column (5 µm, 250×4.6 mm, Chromex CMF-0255) and sep-
arated by gradient elution of 5-80% acetonitrile (0.1% (v/v) TFA) in ddH2O (0.1% (v/v)
TFA) from 0 to 7.5 min, followed by 95-5% from 8 to 15 min, at 1 mL min-1. Standards
were injected in volumes of 0.5, 1, 2, 4, 8 µL and subjected to the same gradient. Modules
in the HPLC system included a RF-20A fluorimeter that measured IAEDANS emission at
336 nm, and a Pure Distribution Analysis UV/vis detector that measured absorbance of
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protein and dye at 280 nm and 336 nm, respectively.

A group of three peaks correspondeding to the Aα, Bβ and γ chains were detected in
every chromatogram for protein absorbance at 280 nm, dye absorbance at 336 nm, and dye
emission at 336 nm. These peaks were automatically detected and their areas integrated
using built-in HPLC software. As with SDS-PAGE, the area for whole fibrinogen was
obtained by summing over each chain. Peak areas were averaged over both biological
replicates (n = 2, for comparison between plunger speeds in a single chain) and over
plunger speed (n = 10, for comparison between chains) then plotted as bar charts.

Data for the unfolded standard was extracted in the same way, but the IAEDANS ab-
sorbance at 336 nm could not be quantified for masses of fibrinogen under 8 µg, due to
measurements being below the threshold of the detector.

4.2.7 Dye labelling efficiency
The molar concentration of protein in a sample was calculated through application of the
Beer-Lambert law

[Protein] =
A

prot
280 −

(
0.57×A

dye
336

)
ϵ
prot
280

(4.1)

where A
prot
280 is the protein absorbance at 280 nm, Adye

336 is the dye absorbance at 336 nm,
and ϵ

prot
280 is the molar extinction coefficient of the protein (fibrinogen: ϵprot280 = 5.12 × 105

M-1cm-1). The optical path lengthwas 1 cm. The dye absorbance at 280 nmwas accounted
for by a correction factor of 0.57, defined as Afree dye

280 /A
free dye
336 ; this was previously verified

by LeonWillis and Alex Page [175], and is analogous to corrections for other dyes by Kim
et al. [189].

The dye to protein ratio is given by

[Dye]:[Protein] = A
dye
336

[Protein]× ϵ
dye
336

(4.2)

where ϵdye336 is the molar extinction coefficient of the dye (IAEDANS: ϵdye336 = 5700M-1cm-1).
Equation 4.2 is ameasure of the labelling efficiency of the dye to the protein [190], where a
value of 1 indicates that one IAEDANSmolecules has bound to each fibrinogen molecule.

4.2.8 Fibrinogen parameters computed from amino acid sequences and crystal
structure

The molar extinction coefficient of whole fibrinogen was calculated as ϵFg280 = 5.12 × 105

M-1cm-1 using the ProtParam tool of the Expert Protein Analysis System (Expasy) [191],

75



4. Flow-induced structural remodelling of fibrinogen quantified by site-specific labelling

Protein Sequence
length (AA)

Mature
length (AA)

Cysteine
count

Aα 644 610 8
Bβ 491 461 11
γ 437 411 10
Fg - 2964 58

Table 4.2: Computed sequence parameters of fibrinogen and its component chains: mRNA tran-
script sequence length, mature protein length and cysteine residue count. UniProt Knowledgebase
IDs: P02671-2 (Aα), P02675 (Bβ) and P02679-2 (γ).

which was in agreement with the literature at a difference of <0.5% [192]. mRNA tran-
script sequences of chains were obtained from the UniProt Knowledgebase [193] and
truncated to remove signal peptides of length 19, 30 and 26 residues from Aα, Bβ and
γ, respectively, from the start of each sequence. An excess 15 residues were additionally
removed from the end of Aα so that it matched the published mature protein sequence
[94]. The total number of cysteine residues in each chain was counted (Table 4.2). Prot-
Param can compute parameters for multimeric proteins by receiving a concatenation of
multiple sequences as input, so an extended sequence of 2(Aα + Bβ + γ) was used as a
representation of whole fibrinogen. The FASTA file format was used to store and process
sequence data. UniProt Knowledgebase IDs for the chains were P02671-2 (Aα), P02675
(Bβ) and P02679-2 (γ).

The crystal structure of hexameric fibrinogen (PDB: 3GHG) [95]was used to calculate the
solvent accessible surface area (SASA) of cysteine residues. The PDB structure contains
twelve components: A, D (Aα); B, E (Bβ); C, F (γ); M,N,O, P (synthetic peptides); andU,
V (sugars); only A-F were considered for computation, as other components did not con-
tain cysteines. Flexible regions are absent from the structure: Aα 1-26 (fibrinopeptide A
and knobAmotif) and 201-610 (C-terminus connector and domain); Bβ 1-57 (fibrinopep-
tide B and knob B motif) and 459-461 (C-terminus); γ 1-13 (N-terminus) and 395-411
(C-terminus including γ-γ cross-linking site) [97]. The A-F components were extracted
and saved as six separate PDB files to represent the fibrinogen chains free in solution, for
a total of seven PDB files including 3GHG.

The Shrake-Rupley algorithm was used to calculate SASA [194]. The residues of the
chain(s) in the seven files were looped over, the SASA of each cysteine was summed,
then averaged over the dimer (each like pair of chains), resulting in six values for total
SASA (three chains, hexameric or free in solution). The relative solvent accessibility was
calculated for the cysteines in each chain,

RSACys
i =

SASACys
i

SASACys
F

, (4.3)

where i is the cysteine index and SASACys
F = 240.5 ± 5.68 Å2 is a single cysteine amino
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acid free in solution [195].

4.3 Results
4.3.1 Fibrinogen in a reducing buffer (0.4 mM TCEP) displays minimal dis-

ruption to its quaternary structure
Before commencing the main IAEDANS labelling experiments, a preliminary experiment
was conducted to determine an appropriate concentration of TCEP, and to assess its im-
pact on the structure of fibrinogen in the presence of flow. There exists an optimum TCEP
concentration at which the exterior disulfides of fibrinogen are consistently reduced be-
tween experiments, but its quaternary structure is not broken apart into its six component
chains.

A serial dilution of TCEP was added to 2 mg mL-1 (6 µM) fibrinogen and analysed by
non-reducing SDS-PAGE (Figure 4.7). The three bands visible in SDS-PAGE at TCEP con-
centrations of 50 to 1.6 mM are characteristic of fibrinogen, denoting the Aα (66.1 kDa),
Bβ (54.4 kDa) and γ (48.5 kDa) chains [94]. As the concentration decreases the three
bands fade and a single doublet band ( 250 kDa) increases in visibility from [TCEP] = 6.3
mM, until only the doublet is present at 0.8 and 0.4 mM, suggesting the majority of fib-
rinogen in the sample is intact. The transition from the three bands to the single doublet
indicates the correct TCEP concentration, which was selected as 0.4 mM after additional
SDS-PAGE gels were run.

Whole fibrinogen appears as a doublet in non-reducing SDS-PAGE due to two variants
that are typically present in human blood plasma [196]. Low-molecular-weight fibrinogen
(305 kDa) lacks an αC region due to proteolytic cleavage and accounts for ∼25% of total
plasma fibrinogen, versus 70% for the normal high-molecular-weight fibrinogen (340 kDa)
[103, 104].

Figure 4.7: SDS-PAGE of serial dilution of TCEP in 2 mg mL-1 fibrinogen (white light). Three
bands in the molecular weight range of 50-75 kDa are each labelled with the corresponding fib-
rinogen chain.
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Figure 4.8: HPLC protein absorbance at 280 nm, of 2 mg mL-1 fibrinogen± 0.4 mMTCEP. Stressed
at 4 mm s-1 for 500 passes. Four samples are plotted: control - TCEP (solid, blue), stressed - TCEP
(solid, pink), control + TCEP (dashed, blue), stressed + TCEP (dashed, pink).

Samples containing 2mg mL-1 fibrinogen diluted in Tris-buffered saline (TBS) in the pres-
ence or absence of 0.4 mM TCEP were stressed in the EFD at 4 mm s-1 for 500 passes,
centrifuged at 30,000 RPM for 30 min to remove aggregates, and quantified by HPLC; a
quiescent control was kept on the bench for the same duration as each stressed run (Fig-
ure 4.8). The protein absorbance at 280 nm, Abs280, decreased in the presence of flow,
suggesting that soluble protein had been lost and aggregation had ocurred, with the ag-
gregation being enhanced by 20% in the presence of TCEP.

A single chromatogram peak at t ∼ 9min, corresponding to the elution of awhole fibrino-
gen monomer, supports the SDS-PAGE results (Figure 4.7) in that fibrinogen has main-
tained its quaternary structure in the presence of 0.4mMTCEP; complete reductionwould
have resulted in three distinct peaks. Both (± TCEP) quiescent control samples had sim-
ilar peak heights of Abs280 ∼ 0.2, indicating they had equal concentrations of soluble fib-
rinogen, and that TCEP had therefore not disrupted the quaternary structure. The pres-
ence of TCEP appeared to cause peak broadening, so integrated peak area was not used
in this instance.

The enhancement of aggregation in the presence of TCEP suggests that the structure of
fibrinogen has been weakened, which was expected given that disulfide bonds are be-
ing chemically reduced. In order to minimise aggregation in the following IAEDANS
labelling experiments, the pass number was reduced from 500 to 50.

The EFD runswere repeatedmultiple times and the general relationship between the four
peaks in Figure 4.8 was consistently observed. However, EFD parameters such as plunger
speed and pass number were changed each time, and hence precluded further analysis
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Figure 4.9: HPLC protein absorbance at 280 nm, of a quiescent control of the IAEDANS labelling
assay. Reduction and denaturing of fibrinogen post-stress results in three peaks, labelled herewith
the corresponding fibrinogen chain.

and the calculation of errors.

4.3.2 Fibrinogen aggregation is statistically insignificant and independent of
plunger speed

The remainder of the results section concerns the main experiments of this chapter: the
labelling of fibrinogen by IAEDANS under flow. This subsection focusses on the quantifi-
cation of the amount of soluble fibrinogen in the samples in order to check for aggregate
formation, even with a reduction in pass number from 500 to 50, because this influences
how the fluorescence data from IAEDANS labelling is handled.

Samples containing 2 mg mL-1 (6 µM) fibrinogen, 0.4 mM TCEP and 0.2 mM IAEDANS
diluted in TBS were stressed in the EFD at five plunger speeds from 2 to 16 mm s-1 for 50
passes. Post-stress, samples were quenched with DTT to halt the IAEDANS reaction and
analysed by SDS-PAGE andHPLC; the latter method had samples additionally denatured
in guanidine hydrochloride (GdnHCl) to solubilise any aggregates thatmay have formed.
Samples were not centrifuged post-stress.

The DTT and GdnHCl in the HPLC samples resulted in three distinct peaks in the Abs280
chromatogram that corresponded to the Aα, Bβ and γ chains, withmean elution times of,
8.85 ± 0.01, 9.07 ± 0.02 and 9.22 ± 0.01 min, respectively (Figure 4.9). The process used
to assign HPLC peaks to their respective fibrinogen chains is described in §4.3.3.

The area underneath Abs280 peak of each chain was integrated and summed to obtain
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Figure 4.10: HPLC peak area of protein absorbance at 280 nm, IAEDANS labelling assay. A)
Whole fibrinogen against plunger speed, averaged over two biological repeats (n = 2). Error bars
denote range. B) Constituent chains and whole fibrinogen averaged over five plunger speeds and
two biological repeats (n = 10). Error bars denote the standard error.

the Abs280 area of whole fibrinogen, which was plotted against plunger speed (Figure
4.10A). The consistent decrease in Abs280 when comparing the quiescent control to the
stressed sample across every plunger speed is suggestive of soluble protein loss and hence
aggregation, as discussed for Figure 4.8. Furthermore, there does not appear to be a clear
dependence of aggregation on plunger speed, and it is observed to a similar extent in each
chain when averaging over plunger speed (Figure 4.10B).

The error bars tend to overlap in both the control and stressed Abs280, especially for 2 and
3 mm s-1 in Figure 4.10A where the errors are larger than the measurements themselves.
The quantified aggregation is therefore statistically insignificant.

The HPLC results were corroborated by Coomassie-stained SDS-PAGE. The white light
image in Figure 4.11 shows three bands at 50-75 kDa that correspond to the Aα, Bβ and γ

chains at every speed, similar to Figure 4.7, but with no bands visible for MW > 150 kDa
due to the addition of DTT post-stress. Faint, blurred bands above the 50-75 kDa range
are suggestive of oligomers, which may suggest the presence of aggregates in the sample,
although these were not investigated in detail.

The pixel intensity of each gel band was integrated and plotted against plunger speed
(Figure 4.12A). With the exception of a large loss of protein at 16 mm s-1 (likely due to a
data processing error), the difference between the quiescent and stressed samples at each
given speed is statistically insignificant due to the large error bars. When averaged over
plunger speed, the extent of aggregation in each chain (Figure 4.12B) is smaller than that
of Figure 4.10B, but some error overlap persists.
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Figure 4.11: SDS-PAGEwhite light image, IAEDANS labelling assay. Three bands in themolecular
weight range of 50-75 kDa are each labelledwith the corresponding fibrinogen chain. An unfolded
standard was loaded unsuccessfully in the third lane. C = quiescent control, S = stressed samples.

Figure 4.12: SDS-PAGEwhite light pixel intensity, IAEDANS labelling assay. A)Whole fibrinogen
against plunger speed, averaged over two biological repeats (n = 2). Error bars denote range. B)
Constituent chains and whole fibrinogen averaged over five plunger speeds and two biological
repeats (n = 10). Error bars denote the standard error.
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The fraction of soluble protein in the stressed sample relative to the quiescent control is
tabulated for both HPLC and SDS-PAGE (Table 4.3), corresponding to the data plotted
in Figures 4.10 and 4.12. The SDS-PAGE data has greater variation than the HPLC data,
which was expected due to SDS-PAGE being the less precise method of the two.

Plunger speed
(mm s)

Protein absorbance at 280 nm
Stressed ÷ Control

Aα Bβ γ Fg
2 0.732 0.742 0.708 0.725
3 0.816 0.808 0.789 0.802
4 0.849 0.853 0.841 0.847
8 0.820 0.821 0.821 0.821
16 0.842 0.847 0.856 0.849

Mean 0.812 0.814 0.803 0.809
White light intensity

2 0.830 0.921 0.857 0.867
3 1.150 1.166 1.050 1.121
4 0.964 0.989 0.967 0.972
8 0.899 0.935 0.940 0.923
16 0.678 0.572 0.756 0.668

Mean 0.904 0.917 0.914 0.910

Table 4.3: HPLC protein absorbance at 280 nm of stressed sample as a fraction of the quiescent
control, and the corresponding percentage change (i.e. loss of soluble protein due to aggregation).

Aggregation was not expected to be quantifiable via HPLC due to the highly reducing
and denaturing environment in the sample post-stress, with a combination of TCEP, DTT
and GdnHCl, in addition to a low pass number of 50. It was expected that any aggre-
gates would have been solubilised into the component Aα, Bβ and γ chains, and that the
resulting Abs280 would have been constant across all samples. The mechanism of aggre-
gation and the ultimate fate of the aggregatedmaterial is unclear. Despite the aggregation
being statistically insignificant, even a small loss of protein may result in the additional
loss of bound IAEDANS, which directly impacts the analysis of the fluorescence data, as
discussed in §4.3.3.

4.3.3 Quantification of IAEDANS labelling of fibrinogen is obfuscated by a
loss of soluble protein

By analysing fluorescence emitted by IAEDANS labels bound to fibrinogen cysteines, in-
formation about the its structural remodelling in response to hydrodynamic flow can be
determined. This is best done in an aggregation-minimising environment so that the fluo-
rescence may be accurately quantified between the quiescent and stressed samples, how-
ever, there has been a small loss of protein from the samples despite efforts to prevent
this. This subsection presents the HPLC and SDS-PAGE data that quantifies fluorsence of
IAEDANS labels, without any corrections to adjust for soluble protein loss.
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Figure 4.13: HPLC peak area of IAEDANS fluorescence emission at 336 nm, IAEDANS labelling
assay. A) Whole fibrinogen against plunger speed, averaged over two biological repeats (n = 2).
Error bars denote range. B) Constituent chains and whole fibrinogen averaged over five plunger
speeds and two biological repeats (n = 10). Error bars denote the standard error.

The peak area of fluorescence emission at 336 nm of IAEDANS conjugated to fibrinogen
was plotted against plunger speed (Figure 4.13A) and averaged over plunger speed for
each fibrinogen chain (Figure 4.13B). Fluorescencewas reduced in the presence of flow for
all speeds, and there were significant differences between the fibrinogen chains, with Bβ
having a negligible signal and stressed Aα (1.3 AU) fluorescing ×2.6 more than stressed
γ (0.5 AU). There is a larger drop in fluorescence for Aα than γ.

The absorbance of IAEDANS at 336 nm, Abs336, despite being measured close to the sen-
sitivity threshold of the detector, appears to be correlated with the fluorescence results;
absorbance drops in the presence of flow at every speed (Figure 4.14A), no signal was de-
tected for Bβ, andAα has a larger drop than γ (Figure 4.14B). If there are fewer fibrinogen
molecules that have been labelled by IAEDANS, or some IAEDANS-bound fibrinogen ag-
gregated and was lost from the sample, then the resulting fluorescence will be lower. The
stressed samples showed similar amounts of absorbance (0.0035 AU, Figure 4.14A) and
fluorescence (1.7 AU, Figure 4.13A) for speeds above 2 mm s-1.

Despite Aα and γ both losing a similar amount of soluble protein as measured by Abs280
(Figure 4.10B), Aα appears to lose more IAEDANS labels than γ in the presence of flow,
as shown by the difference between the chains in the drop of Abs336 (Figure 4.14B).

The triple bands at 50-75 kDa corresponding to the fibrinogen chains are once again visible
when imaging the SDS-PAGE gel in UV (Figure 4.15), although Bβ bands are only visible
for speeds above 4 mm s-1. A gradual increase of band intensity with plunger speed is
faintly visible in the image and the quantified data (Figure 4.16A). The intensities of both
the control and stressed samples increase at speeds 2 to 8 mm s-1, which may suggest it is
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Figure 4.14: HPLC peak area of IAEDANS absorbance at 336 nm, IAEDANS labelling assay. A)
Whole fibrinogen against plunger speed, averaged over two biological repeats (n = 2). Error bars
denote range. B) Constituent chains and whole fibrinogen averaged over five plunger speeds and
two biological repeats (n = 10). Error bars denote the standard error.

an artifact of the analysis rather than enhanced labelling; the control bands should be the
same intensity regardless of speed.

Stark differences in brightness between bands within a given lane on the gel (Figure 4.15)
enabled the retrospective identification of the three peaks in the HPLC chromatograms
(Figure 4.9). The molecular weight and positions of the chains in the gel were known
fromwhite light SDS-PAGE (Figure 4.11). Furthermore, in the HPLC chromatograms the
chains eluted in the same order and at the same respective times regardless of the detector
used (Figure 4.9). By matching the magnitude of the fluorescence chromatogram peaks
to the corresponding intensities of bands in the UV gel, each peak was assigned to its
respective fibrinogen chain.

4.3.4 Labelling of fibrinogen Aα chain is enhanced in the presence of flow
The fluorescence of IAEDANS molecules bound to fibrinogen is highly dependent upon
the amount of fibrinogen present in the sample, so the loss of protein caused by aggre-
gation, although minimal and statistically insignificant, led to a corresponding drop in
fluorescence. This subsection discusses an attempt to correct the fluorescence data to
minimise the confounding effects of aggregation, and examines what the resulting flu-
orescence data suggests about the structural remodeling of fibrinogen under flow. Al-
though some protein was lost in the presence of hydrodynamic flow, it is not clear if this
was directly caused by flow. Two types of corrections may be applied to the fluorescence
data that each attempt to address different potential sources of aggregation.

The first correction adjusts for protein loss in the presence of flow, as was observed in the
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Figure 4.15: SDS-PAGE UV image, IAEDANS fluorescent labelling assay. Three bands in the
molecular weight range of 50-75 kDa are each labelled with the corresponding fibrinogen chain.
C = quiescent control, S = stressed samples.

Figure 4.16: SDS-PAGE UV pixel intensity of IAEDANS fluorescence emission at 336 nm,
IAEDANS labelling assay. A) Whole fibrinogen against plunger speed, averaged over two bio-
logical repeats (n = 2). Error bars denote range. B) Constituent chains and whole fibrinogen
averaged over five plunger speeds and two biological repeats (n = 10). Error bars denote the
standard error.
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HPLC Abs280 data (Figure 4.10). The correction factor, K1, is obtained by dividing the
absorbance of the control by the absorbance of the stressed sample,

K1 =
AbsC280
AbsS280

. (4.4)

The correction is applied by multiplying the fluorescence of the stressed sample byK1.

The second correction is more subtle. It adjusts for protein losses that are not attributable
to flow-induced unfolding, e.g. precipitation in ambient conditions, getting stuck on the
HPLC column, etc. The correction factors,KC

2 andKS
2 , are given by,

KC
2 =

AbsStd280

AbsC280
KS

2 =
AbsStd280

AbsS280
, (4.5)

where AbsStd280 is the protein absorbance in a fully unfolded fibrinogen standard. The cor-
rection is applied by multiplying the fluorescence of the control and stressed samples by
KC

2 and KS
2 , respectively.

The fully unfolded standard consists of 2 mg mL-1 fibrinogen, 0.4 mM TCEP and 0.2 mM
IAEDANS diluted in 6 M GdnHCl to 1100 µL, such that it is identical to the samples
prepared for an EFD run in the IAEDANS labelling assay, but with GdnHCl in place of
TBS. The standard was incubated overnight in quiescent conditions and no evidence of
aggregation was observed, so in theory it contains the amount of soluble fibrinogen that
would be expected in EFD experiments conducted in aggregation-inhibiting conditions.
Multiple masses of standard were analysed via HPLC (Figure A.1), but the 2 µg standard
matches the mass of fibrinogen analysed in the flow labelling assay.

The correction factors,K1,KC
2 andKS

2 , were calculated for whole fibrinogen across both
biological replicates and are given in Table A.2. Aworked example of a correction is given
in §A.3.

Applying the corrections described above revealed that IAEDANS fluorescence was en-
hanced in the stressed sample relative to the control for every plunger speed (Figure
4.17A), although this enhancement was not always statistically significant. The magni-
tude of the stressed fluorescence between the fibrinogen chains did not change signifi-
cantly (Figure 4.17B), with Bβ still exhibiting a negligible signal and Aα (2.1 AU) fluo-
rescing ×2.6 more than γ (0.8 AU).

The fraction of the stressed signal relative to the control (Table 4.4) showed that Aα, γ
and whole fibrinogen each have an average gain in fluorescence signal between 1.1 and
1.3; undetectable signals for much of Bβ precluded a comparable gain estimate. The gain
in the γ chain is not significant due to error overlap. No trend with plunger speed in the
fluorescencemagnitude or gain was observed in Figure 4.17A. The corrected UV intensity
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Figure 4.17: Corrected HPLC peak area of IAEDANS emission at 336 nm, IAEDANS labelling
assay. A) Whole fibrinogen against plunger speed, averaged over two biological repeats (n = 2).
Error bars denote range. B) Constituent chains and whole fibrinogen averaged over five plunger
speeds and two biological repeats (n = 10). Error bars denote the standard error.

Plunger speed
(mm s-1)

Corrected IAEDANS emission at 336 nm
Stressed ÷ Control

Aα Bβ γ Fg
2 1.609 1.460 1.962 1.263 1.464 1.754 1.576 1.530
3 1.221 1.187 1.152 - 1.315 1.297 1.247 1.209
4 1.141 0.977 1.184 - 1.191 0.756 1.155 0.912
8 1.208 1.156 1.429 - 1.196 1.192 1.205 1.165
16 1.207 1.102 1.458 - 1.191 1.101 1.203 1.102

Mean 1.277 1.176 1.437 - 1.272 1.220 1.277 1.183

Table 4.4: Corrected IAEDANS fluorescence emission at 336 nm, stressed sample as a fraction of
the quiescent control. Stressed samples were corrected for protein loss due to flow. Control and
stressed samples were corrected for protein loss due to other mechanisms. Data for both replicates
is shown. Four Bβ samples had no measurable signal, so the mean was not calculated.

from SDS-PAGE could not be quantified as an unfolded standard was not successfully
created.

An attemptwasmade to calculate the labelling efficiencies of each fibrinogen chain, which
would have revealed how many IAEDANS molecules bound to each chain, on average.
However, due to inconsistencies between the fluorescence data of the samples and the un-
folded standard, this was unsuccessful. This was successfully quantified for ribonuclease
H in the previous experimental workflow that was adapted for use in this chapter [175].
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Plunger speed
(mm s-1)

Inlet speed
(mm s-1)

γ̇wall
(s-1)

ϵ̇inlet
(s-1) Pe Fwall

(pN)
Finlet
(pN) Pe’ F ′

wall
(pN)

F ′
inlet

(pN)
2 480 13 000 3200 1 0.5 0.1 7 1.9 0.5
16 3800 100 000 23 000 10 3.9 0.9 58 15.4 3.6

Table 4.5: Péclet number, Pe, and Stokes drag force, F , on fibrinogenwith itsαCdomains in closed
(L ∼ 45 nm) or axially extended (L′ ∼ 90 nm) conformations, due to shear in the EFD capillary
or centreline extensional strain at the inlet, at minimum and maximum plunger speeds.

4.4 Discussion
4.4.1 Mechanical response of fibrinogen
The Péclet number, Pe, is the ratio of advective to diffusive forces in a system (Equation
1.4), such that for Pe > 1 advective forces are the dominant contribution to molecule
dynamics. Rigid, rod-like polymers in shear flow tend to align with the flow direction
at Pe > 1, with some tumbling [197], but it is well-established that extensional flow is
highly effective at inducing alignment [58, 115]. For flexible, coiled polymers beyond
some critical strain rate, this alignment may be accompanied by an increase in end-to-end
length that enhances the drag force on the polymer [76] as it undergoes a ’coil-stretch
transition’ from a bundled coil to an extended chain [65, 198]. At every plunger speed,
the Péclet number inside the EFD capillary was in the range 1 < Pe < 60 (Table 4.5).

The central, folded structure of fibrinogen in its native state has an end-to-end length of
45 nm in a straight conformation, or 35 nm in an S-shape bent conformation observed
in semi-dilute concentrations [97]. The largely unstructured αC region usually forms
noncovalent interactions with the central E nodule via its folded αC domain, but it also
exists in open conformations that extend out from the main structure [99, 199].

The αC regionsmay effectively double the end-to-end length of fibrinogen if both become
elongated. Assuming a fibrinogen length of 45 nm, the αC connectors branch off just
before the 5 nm diameter Bβ and γ nodules in the distal D nodule. Length distributions
from AFM have shown αC to have a peak end-to-end length of 21 ± 6 nm [100], for an
additionalmaximumfibrinogen length of (21+6−5)×2 = 44nmand a total of 44+45 = 89

nm. The αC-E interaction forces are infrequent and fairly weak, typically on the order
of 10s of piconewtons [200], although alignment and extensional force may reduce the
probability of interaction by pulling the αC domains away from the central E nodules.
Simulations of quiescent semidilute fibrinogen have shown that αC domains can interact
across different molecules and sometimes entangle [97], which may enhance the effective
particle size and drag force.

The flow forces inside the EFD are too weak to result in major unfolding of fibrinogen,
regardless of αC extension. Atomic force microscopy (AFM) experiments and simula-
tions of end-to-end pulling of fibrinogen showed that tensile force propagates primarily
through the γ chain, beginning with reversible extension of the coiled-coil connectors at
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<20 pN, then proceeding through multiple regimes of γ chain unfolding up to 75-150 pN
[180, 201].

A mathematical dumbell model comparable in size to a fibrinogen molecule estimated
that extensional forces in the EFD contraction were on the order of tens of femtonewtons
[179, 202]. By approximating αC-extended fibrinogen as a Brownian sphere in Stokes
flow, the drag force in the EFD capillary was estimated to range from 0.5 to 16 pN (Table
4.5). The structural changes most likely to occur in fibrinogen during these experiments
are extension of the αC connectors and partial extension of the coiled-coil connectors,
although the γ nodules may be susceptible to marginal amounts of unfolding [180].

The lack of correlation between plunger speed and aggregation extent (Figure 4.10A and
4.12A) suggests that fibrinogen is below an energy barrier required to initiate further ag-
gregation events. Protein aggregation has been broadly observed to increase with speed
and pass number [173], but can be modulated by concentration, sequence, and buffer
conditions [170, 175].

Only the plunger speed was varied in the experiments in this chapter, thus representing
a one-dimensional section of the aggregation landscape of a protein [173]. Given that
fibrinogen is the precursor to the fibrin network and is well known for its elasticity and
structural strength [203], it could be generally aggregation-resistant.

4.4.2 Effects of EFD geometry
The velocity gradients in the EFD are an order of magnitude higher from shear in the cap-
illary compared with the extension rates in the contraction. However, the slender shape
of fibrinogen means the hydrodynamic drag forces in both regions may be comparable
due to the alignment of the molecule with the velocity gradient in extensional flow (Table
4.5).

The corners to the inlet of the contraction have not yet been investigated as a possible
third source of force, in addition to the contraction and the capillary. Axisymmetric CFD
simulations showed very high strain rates in the vicinity of the corners that extended
radially into the capillary and the syringe (Figure 4.18) [179].

The flow around an infinitely sharp 270◦ corner (i.e. pointing into the fluid; re-entrant) is
mathematically singular [204] as the velocity gradient becomes infinite as you approach
the corner, which can lead to numerical difficulties in CFD calculations [205]. This does
not occur in practical scenarios due to all corners possessing some degree of smoothness,
although the nearby strain rates will still be much higher compared to other regions of
flow.

Molecules that pass close to the EFD cornerswill experiencemuch higher strain rates than
those passing through the centreline. In a Newtonian fluid, the flow velocity near a 270◦
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Figure 4.18: CFD simulations of axisymmetric EFD geometry showing strain rate profiles at vari-
ous plunger speeds. Regions of high strain rate are localised to the corners. Note that the colour
scale is restricted to a maximum strain rate of 2.5 × 104 s-1 and the calculated strain rates are sig-
nificantly higher. Adapted from work by John Dobson [179].

corner scales as r0.55 and the strain rate decays as r−0.45, where r is the distance from
the corner [204, 206], so a portion of molecules will experience an enhanced strain rate.
The geometry of the EFD was not altered in the experiments in this chapter, so it remains
unclear whether the contraction, capillary, or corners were the regions responsible for the
minimal aggregation observed in fibrinogen.

4.4.3 Fluorescent labelling of fibrinogen
The magnitude of the quiescent fluorescence signals (Figure 4.17B) are significantly dif-
ferent between the chains, in a way that does not correlate with the solvent accessibility
(Figure 4.3B). The Bβ chain does not label at, whereas Aα labels twice as much as γ. This
is additionally reflected in the dye absorbance (Figure 4.14B). It could be that the observed
fluorescence is a result of IAEDANS labelling cysteines that are not contained within the
3GHG structure.

Calculations of SASA from a PDB file are limited in that they only represent a static struc-
ture. In reality SASA is constantly fluctuating with time due to thermal noise, modulated
by the flexibility of the structure in the vicinity of cysteine residues. Additionally, shear
forces have been shown to greatly enhance the SASA of disulfide bonds in antibodies
[186].

Each chain has four cysteines at either side of both coiled-coil connectors, localised to four
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disulfide-forming regions (Figure 1.5B and 4.3A). Given the high reactivity of IAEDANS
and the presence of TCEP in the samples, it is reasonable to assume that if Aα or γ were
being labelled at these sites, then the close proximity of Bβ cysteines would result in a
fluorescence signal corresponding to Bβ. Although the forces at the maximum plunger
speed fall within the range thatmay extend the coiled-coil connectors, this structuralmotif
may not be a good candidate for IAEDANS labelling.

Unlike Bβ, theAα andγ chains both possess two cysteines in regions of fibrinogen that are
highly mobile: Aα442 and Aα472 in one of two subdomains in the compact αC domain
[207], attached to the intrinsically disordered αC connector, and γ8 and γ9 in the γ chain
N-terminus that forms part of the central E nodule. Both structures are unresolved in the
3GHG structure and hence SASA could not be obtained, although the bovine αC domain
has been characterised by nuclear magnetic resonance (NMR) spectroscopy (PDB: 2JOR)
[96].

The enhanced ability of these cysteines to explore the solvent [208] increases the proba-
bility of interactions with TCEP and IAEDANS. Furthermore, less force may be required
to expose these cysteines to the solvent due to intrinsic disorder of γ-N, and the variable
stability of the αC domain [96, 207].

The Aα chain fluorescence was enhanced by∼20% in the presence of flow, whereas γwas
not. Despite being statistically significant in the case of Aα, the relatively small increase
in only one chain suggests the dominant factor affecting the IAEDANS labelling was the
quiescent redox state of fibrinogen, modified by TCEP.

Fluorescence enhancement did not correlate with aggregation after corrections, so the
partial unfolding responsible for additional Aα labelling was not instigated by aggrega-
tion.

The concentration of fibrinogen used (2mg mL-1 or 6 µM) fallswithin the 0.5 to 5mg mL-1

range hypothesised to involve a switch from surface-mediated to bulk-mediated aggrega-
tion [170], although because the concentration and pass number were not varied, and
aggregation was insignificant, this cannot be confirmed using the results in this chapter.

Work by colleagues has highlighted that interactions with EFD surfaces can influence ag-
gregation [170, 172]. In the presence of aggregation-permitting (phosphate) buffer, ag-
gregates of ribonuclease H deposited at the fluid-plunger interface were very highly la-
belled by IAEDANS, yielding an exponential relationship between labelling extent and
plunger speed [175].

4.5 Summary
Fibrinogen at a physiological concentration of 2 mg mL-1 was stressed in a reciprocal ex-
tensional flow device (EFD) for five plunger speeds from 2 to 16 mm s-1 and 50 passes;
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wall shear rates in the capillary exceeded those reported for pathologically contracted
blood vessels [118]. Proteins were exposed to extensional flow at a geometric contraction
and shear flow in the syringe and capillary. A chemical reductant, TCEP, and a thiol-
reactive fluorescent dye, IAEDANS, were present in the samples during experiments.
Post-stress, the labelling reaction was quenched in DTT and samples were analysed sep-
arately by reverse-phase high performance liquid chromatography (HPLC) and sodium
dodecyl-sulfate polyacrylamide gel electrophoresis (SDS-PAGE).

A statistically insigificant amount of aggregation was observed in the presence of flow
for each of the fibrinogen Aα, Bβ and γ chains. Although there was a weak trend in
that the amount of soluble protein in each chain decreased slightly when stressed, which
usually indicates aggregation, thiswas ultimately inconclusive due to overlapping of error
bars. This was observed despite post-stress HPLC samples being mixed with a reductant
(DTT) and denaturant (GdnHCl) that were expected to solubilise any aggregates. The
presence of additional, faint bands in SDS-PAGE white light and UV images, above the
50-75 kDamolecular weight range expected for reduced fibrinogen, were not investigated
in detail but nonetheless hint at the presence of oligomers in the samples; aggregates tend
to become significantly labelled in the presence of IAEDANS [175].

A preliminary experiment showed that fibrinogen does aggregate at a higher pass num-
ber of 500, but this was not rigorously tested. Without further EFD experiments and a
reduction in the sources of error, there is no strong evidence that fibrinogen aggregates
under pathological flow.

The Bβ chainwas not labelled by IAEDANS at all, whereasAα labelled over twice asmuch
as γ. This could be due to Aα and γ possessing cysteines whose solvent accessibility is
enhanced by highly flexible structural motifs: in Aα, the globular αC domain connected
to the flexible αC connector; in γ, the flexible N-terminal tail in the central E-nodule.
The total fluorescence quantified in each chain is largely a result of the quiescent solvent
accessibility of their cysteine residues, and by implication the redox state of their disulfide
bonds.

Only the Aα chain labelled more in the presence of flow. This was likely due to partial
unfolding and not aggregation, although it is unclear whether said unfolding was bulk-
or surface-mediated, or whether it was caused primarily by extensional or shear flow. The
precise location of the Aα cysteine(s) that were exposed by partial unfolding is unknown.

The limited scope of the experiments in this chapter, coupled with the structural com-
plexity of fibrinogen, make it difficult to formulate a detailed description of its response
to flow. Despite this, as an exploratory proof-of-concept investigation into the stressing of
fibrous proteins in the EFD, it has been successful. A previously developed methodology
was adapted to a completely different type of protein, with minimal technical difficulties,
by a researcher with zero prior experience in a structural biology laboratory. The protein
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absorbance and dye fluorescence data were consistent across experimental techniques,
being reproduced by HPLC and SDS-PAGE.

4.6 Future work
4.6.1 Improving the experimental workflow
The most obvious way to reduce the size of the errors in the HPLC data is to perform
more biological replicates. Most of the data presented in this chapter was averaged from
two such replicates conducted one week apart from each other, but three should be the
minimum required. A quantitative method should be adopted to determine whether the
difference between two HPLC measurements, such as the pairs of bars shown in Figure
4.17B, is statistically significant. One example of such a method is an analysis of variance
test, inwhich theF -statistic is computed for groups of data and used to assess significance
[209].

Another approach to error reduction would be to take advantage of a newer model of the
EFD, which is able to run three replicates simultaneously, unlike the model in Figure 4.2D
that can only handle a single syringe-capillary setup. Under ideal conditions, a complete
EFD experiment of five different plunger speeds from2 to 16mm s-1 takes 21×5 = 105min
or 1 hr 45 min, however, in reality this takes much longer to complete due to downtime
between experiments, failed samples, additional procedures and analysis, etc. Performing
three replicates on the same day would save time, as well as minimise variance due to
environmental factors, such as ambient light levels interfering with IAEDANS labelling
as samples are prepared and decanted.

The small reduction in protein absorbance between quiescent and stressed samples, even
though it was statistically insigificant, proved to be a confounding factor when attempt-
ing to quantify the fluorescence emission data via HPLC. This should be addressed im-
mediately if these experiments are to be repeated. It could simply be that the DTT and
GdnHCl added post-stress were not in a sufficient molar excess with fibrinogen to com-
pletely solubilise the aggregates (if any). Another explanation is that some aggregates
were deposited on the syringe surface and become lodged behind the plunger, in which
case they would not have been decanted with the sample and therefore lost without the
opportunity to be solubilised; this material can be recovered by rinsing the syringe with
the DTT + GdnHCl mixture [175].

The low pass number of 50 was purposefully chosen to minimise aggregation, although
proteins have previously been stressed in the EFD for up to 2000 passes [166]. Aggre-
gation could instead be inhibited by use of an alternative buffer to TBS, such as arginine
succinate, which was used by Alex Page to study the flow-induced unfolding of ribonu-
clease H [175]; a preliminary test would be required to ensure the stability of fibrinogen
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in this chemical environment.

The plunger speed was the only EFD parameter to be varied during these experiments,
with pass number, fibrinogen concentration, and buffer conditions remaining constant.
This resulted in a limited sampling of the potential parameter space [170, 173], as a com-
plete exploration was out of scope for this project.

Aggregation-inhibiting conditionswouldmean the pass number could be increasedwith-
out the danger of incurring additional aggregation. Fibrinogen has a long catabolic half-
life of around two days [210] and blood takes around 30 seconds to completely circulate
the human body [121, 211]. Therefore, a fibrinogen molecule may pass through the same
region of a blood vessel on the order of 5000 times, which might be the point at which
the vessel bifurcates, the site of a pathological blockage, etc. An EFD pass number on the
order of 1000 is hence a plausible upper limit for physio- or pathological conditions.

Achieving physiological strain and shear rates observed in blood flow on the order of 1200
s-1 [211] and 2000 s-1 [119], respectively, would require plunger speeds below 1 mm s-1

(Table A.1). This is trivial to set in the EFD by reprogramming its Arduino microcon-
troller interface, although it might require retrofitting with a slower linear actuator. For
pathological shear rates, speeds of 2 to 7 mm s-1 are suitable [118].

4.6.2 Using mass spectrometry to obtain residue-level spatial information on
partial unfolding

The mass spectrometry study from Butera and Hogg [124] quantified the redox state of
fibrinogen disulfides in quiescent and sheared conditions. Under quiescent and physio-
logical (2000 s-1) shear flow, fibrinogen has a variable redox state, but a greater number of
disulfide bonds are reduced in pathological (10,000 s-1) flow; the latter is thought to en-
hance the rate of chemical reduction of disulfides, e.g. by thiol-disulfide exchange [212].
In brief, their methodology can be summarized as

1. Apply shear flow to blood plasma samples extracted from healthy human donors,
leaving some quiescent.

2. Extract fibrinogen from plasma and alkylate unbonded cysteine thiols with 2-iodo-
N-phenylacetamide (12C-IPA, Figure 4.19), thereby fixing its redox state.

3. Isolate fibrinogen by SDS-PAGE and incubate with DTT to reduce disulfide bonds.

4. Alkylate remaining cysteines thiols with a stable carbon-13 isotope of the previous
label, 13C-IPA.

5. Analyse cysteine-containing peptide fragments by HPLC and mass spectrometry.

The mass difference between cysteines labelled with 12C-IPA or 13C-IPA is 6.02 Da, so by
looking for this difference in the mass spectra of a given cysteine-containing peptide frag-
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Figure 4.19: Chemical structure of 2-iodo-N-phenylacetamide (12C-IPA), the thiol-specific label
used by Butera and Hogg [124].

ment, it can be determined whether a particular cysteine was either natively unbonded
or part of a disulfide.

This type of labelling can be adapted for use in the experiments presented in this chap-
ter by being used in place of IAEDANS. Previously, IAEDANS was added to fibrinogen
samples immediately before the application of flow, then afterwards the total emitted flu-
orescence was compared between quiescent and flowed states to quantify the mechanical
response.

Instead, the quiescent and flowed samples could be incubated with 12C-IPA some time
before setting up the apparatus, which will fix the redox state of fibrinogen. Immediately
before flow application, both samples are loaded with 13C-IPA, such that cysteines that
became exposed to the solvent by partial unfolding are subsequently labelled by 13C-IPA.
By comparing the mass spectra of peptides in both samples, the cysteines of fibrinogen
that are most susceptible to flow-induced unfolding can be determined. This provides
residue-level detail of the regions of fibrinogen that are resistant or vulnerable to hydro-
dynamic flow.
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Chapter 5

Conclusion

5.1 Summary
The original version of the KirchhOff Biological Rod Algorithm (KOBRA) software circa
2020 was summarised in Chapter 2. Slender biological macromolecules are discretised
into chains of interconnected elements. These elements exhibit three elastic degrees of
freedom - stretch, bend and twist - that allow the rod structure can deform in response
to thermal noise. The material parameters that define the elastic reponse can be parame-
terised from atomistic molecular dynamics (MD) simulations, or defined manually with
experimentally determined values.

Whilst interfaces can be defined between KOBRA rods and Fluctuating Finite Element
Analysis (FFEA) tetrahedral meshes, intermolecular interactions were not represented in
the software. If two rods made contact, they passed through each other in a nonphysical
manner. This limited the application of KOBRA to sparse systems that are not represen-
tative of the crowded nature of molecular biology.

The work presented in Chapter 3 addressed this lack of rod-rod interactions by develop-
ing two algorithms that capture repulsive steric interactions and attractive van der Waals
(VDW) forces. The Lennard-Jones (LJ) potential was modified to impart a soft repulsive
force between rod elements that partially overlap. Van der Waals sites, positioned by the
user on the centrelines of rods, interact with each other via a modified form of the LJ
potential. Periodic boundary conditions were also implemented for rods.

The functionality of rod-rod interactionswere verifiedwith a series of unit and integration
tests, and performance benchmark simulations of a fibrinogen rod model. Minimal effort
was devoted to ensuring the interactions were parallelised, so the interaction algorithms
exhibited serial run time scaling. However, this should be seen as an opportunity for the
next KOBRA developer to achieve large gains in performance with only a modest amount
of development time.
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Despite its serial performance, KOBRA simulations of densely packed interacting rods,
representing onemillion atoms, demonstrated excellent speed, achieving hundreds ofmi-
croseconds simulated per day. For systems of 512 rods, equivalent to eight million atoms,
significantly larger than any previously simulatedwith KOBRA, speeds of 2microseconds
per day were attained. The KOBRA software is now much better equipped to simulate a
diverse range of crowded macromolecular systems at the biological mesoscale.

Fibrin protofibrils were assembled from nineteen interacting fibrinogen rods, and KO-
BRA simulations were run as part of a parameter sweep over the interaction energy and
bending stiffness. A set of parameters was found that successfully preserved the overall
structure of the protofibril throughout the duration of a simulation, despite it being held
together solely through attractive rod-rod interactions. This provided additional valida-
tion of the KOBRA interaction algorithms in a biologically relevant context.

Chapter 4 detailed proof-of-concept wet lab experiments that were conducted to quantify
the in-vitro mechanical response of fibrinogen to shear and extensional flow. These ex-
periments were primarily intended to test whether a large, fibrous protein could be used
in the reciprocal extensional flow device (EFD), rather than being an accurate study of
fibrinogen under flow. Physiological concentrations of fibrinogen were passed through
the EFD for a number of plunger speeds and a fixed residence time. The thiol-specific
fluorescent dye, IAEDANS, was employed to label cysteine residues that might become
exposed to the solvent via flow-induced partial unfolding of fibrinogen.

Although the experimental parameters were chosen to try and minimise the adverse ag-
gregation of fibrinogen, a small yet statistically insignificant amount occurred nonethe-
less. The mechanism that caused the aggregation was not determined. This complicated
the subsequent analysis of the IAEDANS fluoresence and required corrections to be ap-
plied to the data. The Aα chain of fibrinogen appeared to label more under flow, but
the cysteine responsible for this increase in labelling could not be identified. The over-
all fluoresence quantified from IAEDANS bound to fibrinogen was largely a result of the
quiescent solvent accessibility of its cysteine residues. In the absence of a broader exper-
imental scope and detailed analysis via mass spectrometry, it is difficult to comment on
the flow response of fibrinogen.

5.2 Future work
5.2.1 Background flow
The translational and rotational motion of rod nodes in KOBRA, given respectively by
Equations 2.3 and 2.4, apply to the case where the fluid medium is stationary. To investi-
gate the effects of flow, a ubiquitous feature of biological systems [49, 213], these should be
modified to take account of viscous drag against a moving background. For an arbitrary
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background fluid velocity, U(ri, t), Equation 2.3 becomes

dri =
dt

ζ
(F i + f i) + dtU(ri, t) , (5.1)

and Equation 2.4 becomes

dθi =
dt

ζθ
(τi + gi) +

dt

2
Ωi , (5.2)

where Ωi is the vorticity component acting along element i,

Ωi =
[
∇×U(ri, t)

]
· li . (5.3)

Ridley modelled bulk shear flow in FFEA simulations of packed spherical colloids [142]
using a modified form of PBCs known as Lees-Edwards boundary conditions (LEBCs)
[141]. Assuming shear flow is applied in the x-axis and there is a velocity gradient in the
y-axis, then every node in the system experiences an additional drag force in the x-axis,

Fx = γ̇hζ

(
ynode
h

− 1

2

)
, (5.4)

where γ̇ is the shear rate, h is the width of the simulation box, ynode is the y position of a
node, and ζ is the viscous drag coefficient.

The velocity gradient causes the periodic cells in the y-axis to move whilst the central
simulation box remains fixed (Figure 5.1). When a node crosses a periodic boundary in
y it is shifted in x by an amount proportional to the shear rate,

∆x = γ̇ht , (5.5)

where t is the elapsed simulation time. A node crossing a boundary in the x-axis is unaf-
fected by the shift and behaves according to normal PBCs.

The software implementation of LEBCs has its own branch in the FFEA source code repos-
itory, separate to the main release. The lack of flow physics from the current version of
FFEA prevents a valid comparison between the rod simulations in Chapter 3 and the la-
belling experiments in Chapter 4.

5.2.2 Hydrodynamic interactions
The movement of a body through a viscous fluid causes perturbations in the local flow
velocity field that decay asL/r, whereL is the largest linear dimension of the body and r is
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Figure 5.1: Schematic of Lees-Edwards boundary conditions. Periodic cells in the y-axis move
due to shear flow applied in the x-axis. A rod node and its image are separated by a shift, ∆x,
proportional to the shear rate. Additional periodic images are not shown.

the distance from the body to some point in the fluid [76]. Any other bodies within range
will move due to this flow, and will additionally perturb their local fluid environment as
a result (Figure 5.2). These fluid-mediated correlations in macromolecular dynamics are
known as hydrodynamic interactions (HI) [54, 214].

Hydrodynamic interactions have been shown to cause synchronised motion in closely
packed systems of filaments such as cilia arrays [77, 216] and bacterial flagella bundles
[217], accelerate the folding rates of proteins [218], and are thought to be involved in gen-
erating fast, large-scale flows in the cytoplasm [219]. The long range and complex nature
of HI makes them computationally expensive to model for large systems, withN coupled
particles simulated by Brownian dynamics [220] scaling as O(N3) [214], although there
are numerous hydrodynamic models of proteins [77–79, 82].

A complete mathematical description of HI is out of scope for this section, but a brief
look at point particles is useful for understanding viscous coupling. The hydrodynamic
framework developed by Batchelor [76] defined slender bodies as a linear series of point

99



5. Conclusion

Figure 5.2: Schematic of hydrodynamic interactions. The movement of solute particles (red ar-
rows) in a viscous fluid causes perturbations in the background flow field (black arrows) that
influence the motion of nearby particles. Adapted from [215].

particles that influenced the surrounding fluid.

When considering a system of N spherical particles suspended in a fluid, the velocity of
a particle, i, due to the force acting on all other particles, j, in the system, is given by

ui =
N∑
j

M ij · F j , (5.6)

where M ij is the 3 × 3 mobility matrix, and F j is the external force acting on particle j

[221]. In the absence of HI the self-mobility is given by

M ij =
1

6πηR
I , i = j , (5.7)

where η is the fluid viscosity, R is the hydrodynamic radius of the particles and I is the
identitymatrix. The simplestmodel ofHI betweendifferent particles is given by theOseen
approximation to the mobility,

M ij =
1

8πη

(
I + r̂ij ⊗ r̂ij

rij

)
, i ̸= j , (5.8)

where particles i and j are separated by a distance, rij , and r̂ij ⊗ r̂ij is the outer product
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of the unit vector, r̂ij = rij/rij = (r̂x, r̂y, r̂z), with itself [220]. Combining Equations 5.7
and 5.8, the mobility may be written as

M ij =
1

πη

 δij
6R

1 0 0

0 1 0

0 0 1

+
1− δij
8rij

1 + r̂2x r̂xr̂y r̂xr̂z

r̂xr̂y 1 + r̂2y r̂y r̂z

r̂xr̂z r̂y r̂z 1 + r̂2z


 , (5.9)

where δij is the Kronecker delta [26]. The component, M ij , is a 3 × 3 matrix, so the
complete Oseen tensor for N particles,M , is of size 3N × 3N .

The Oseen tensor is able to account for far-field HI, where rij ≫ R, with its effective
range decaying as 1/rij , but it significantly overestimates the magnitude of HI between
nearby particles. The Rotne-Prager-Yamakawa tensor is a more sophisticated approach
that includes terms of order 1/r3ij [222, 223].

Coarse-grained molecular models that include steric interactions and an implicit solvent
may need to include HI in addition to local viscous drag. Where filaments sterically in-
teract they are also likely fall within the L/r effective range of HI, unless the environment
is sufficiently packed so as to screen the interaction and shorten its range [54]. Mesoscale
models such as KOBRA and FFEA are well suited to reach the larger timescales at which
flow is important and to compensate for the computationally complexity of HI.

5.2.3 Generalised interactions between structures
The rods of KOBRA and tetrahedral meshes of FFEA are markedly different in terms of
their geometry and viscoelastic models. If additional objects are planned for the future,
such as elastic sheets to represent membranes [73], a generalised interaction framework
that treats objects in an abstract manner will be essential to avoid increased complexity
and divergence in the codebase.

Designing and programming such a framework ideally requires a professional research
software engineer, as previously suggested by Welch [127], who could focus solely on
software stability and provide several years of continuous oversight. These are signifi-
cant advantages over a PhD student, who has the additional pressures of generating re-
sults andwriting a thesis, and is therefore incentivised to only program exactly what they
require for their project. To date, KOBRA and FFEA have been developed exclusively by
PhD students.

The rod-rod interactions described in Chapter 3 were not designed to interact with tetra-
hedral elements. The rod-tetrahedra interfaces developed by Welch [127] transmit force
between the two objects, which precludes the need for steric interactions at the point of
attachment. However, if an attached rod is sufficiently flexible to curl back on itself, or
unattached rods are likely to diffuse towards the surface of tetrahedra, then the objects

101



5. Conclusion

will pass through each other. Furthermore, dynamic binding events are not currently
represented between rods and tetrahedra.

It is significantly easier in the short term to write an algorithm for a specific case than it
is to generalise it for many possible cases, however, the latter approach can significantly
improve softwaremaintainability and reduce technical debt in the long term. As the num-
ber of cases increases, the generalised approach will pay for itself in terms of hours spent
programming.

5.2.4 Orientation-dependent rod-rod interactions
The VDW interactions in KOBRA are isotropic, in the sense that forces between elements
do not depend upon their radial orientation. However, if a rod is particularly coarse rela-
tive to the protein it is based on, the interactions lose accuracy with regards to the biology.
For example, the protein may have a binding site located in a specific sector of its cross-
section; interactions in KOBRA would behave as if the site spanned the entire rod diam-
eter. Ideally, a user should have the option to define the size and angular dependence of
attractive regions on rods.

The current implementation treats VDW sites as point attractive potentials, but theMonte
Carlo model from Vácha and Frenkel [224] features rods with attractive surface patches
that have a set orientation (Figure 5.3A). These ‘patchy’ rods are rigid and are not con-
nected in a chain, but their geometry is very similar to KOBRA rod elements, so a brief
summary of the attractive potential may prove useful for future development1.

The net attractive potential between two rods, i and j, is given by

Uattr = Udist
Vi + Vj

2d
f1f2 , (5.10)

where Udist is the distance-dependent component of the potential and d is the rod diam-
eter. The terms Vi and Vj define sections of each rod axis that are facing an attractive
patch, and fall within the cutoff radius of the potential (Figure 5.3B). The functions, f1
and f2, scale the potential based on the relative orientation of the surface patches on i and
j, respectively, and are given by

f1 =



0 , c⊥ij ·mi ≤ C1

1

2
−

c⊥ij ·mi − (C2 + C1)/2

C2 − C1
, C1 < c⊥ij ·mi ≤ C2

1 , c⊥ij ·mi > C2 ,

(5.11)

1Some mathematical symbols in this section have been altered from the original paper to be consistent
with KOBRA whilst avoiding clashes.
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Figure 5.3: Model of rod interactions from Vácha and Frenkel. A) A rigid rod (blue) with an
attractive patch (red). The patch orientation, mi, is perpendicular to the unit rod axis, li. B)
Schematic of a rod-rod interaction, where rod i is facing into the page. The interaction occurs
between the patch on i and the section of axis, Vj , that faces the patch and lies within the cutoff
radius. Adapted from [224].

where cij is the centreline displacement calculated between the sections Vi and Vj (Figure
5.3B). The unit vector, mi, defines the patch orientation and is perpendicular to the unit
rod axis, li (Figure 5.3A). The unit vector, c⊥ij , is formed from the projection of cij per-
pendicular to li. The constants, C1 and C2, define the angular dependence of the patches.
In general, the attractive potential is at a maximum when two patches are directly facing
each other. A diverse range of clustered, isotropic and fibrous aggregate structures were
observed in simulations by tweaking the patch parameters, rod aspect ratio and system
temperature [224].
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Appendix A

Experiments

A.1 Shear and strain rates in the EFD
Plunger speed (mm s-1) Axial strain rate (s-1) Wall shear rate (s-1)

0.1 3.56 × 102 5.98 × 102
0.2 5.00 × 102 1.23 × 103
0.3 6.45 × 102 1.86 × 103
0.4 7.90 × 102 2.49 × 103
0.5 9.35 × 102 3.12 × 103
0.6 1.08 × 103 3.75 × 103
0.7 1.22 × 103 4.38 × 103
0.8 1.37 × 103 5.01 × 103
0.9 1.51 × 103 5.64 × 103
1 1.66 × 103 6.27 × 103
2 3.11 × 103 1.26 × 104
3 4.55 × 103 1.89 × 104
4 6.00 × 103 2.52 × 104
5 7.45 × 103 3.15 × 104
6 8.90 × 103 3.78 × 104
7 1.03 × 104 4.41 × 104
8 1.18 × 104 5.04 × 104
16 2.34 × 104 1.01 × 105

Table A.1: Plunger speed, extensional strain rate at the geometric contraction, and capillary wall
shear rate in the EFD. Approximate ranges for physiological and pathological flows in blood vessels
are based on shear rates [118, 119, 121] and extensional strain rates [211, 225, 226] reported in the
literature. Extrapolated from supplementary data in [173].
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A.2 Unfolded fibrinogen standard

Figure A.1: HPLC peak areas of unfolded standards. A) Protein absorbance at 280 nm. B) Dye
absorbance at 336 nm (many measurements were below the detector threshold, hence why only
masses of 8 and 16 are shown). C) Dye emission at 336 nm. Averaged over biological repeats
(n = 2).
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Plunger speed
(mm s-1)

Replicate 1: 28/09/2023
Flow loss correction Standard loss correction

Control Stressed
2 1.476 2.716 4.009
3 1.214 1.221 1.482
4 1.182 1.056 1.248
8 1.222 1.030 1.259
16 1.242 1.047 1.300

Replicate 2: 05/10/2023
2 1.295 0.844 1.093
3 1.281 0.821 1.052
4 1.179 1.018 1.200
8 1.214 1.009 1.225
16 1.119 1.144 1.280

Table A.2: Correction factors that adjust the IAEDANS fluoresence emission at 336 nm based on
the loss of protein during experiments. These are applied to each replicate before any averages are
taken.

A.3 Correcting the IAEDANS fluoresence: a worked example
The following is a worked example of the corrections applied to IAEDANS fluores-
cence signals measured at a plunger speed of 16 mm s-1 for the biological replicate on
05/10/2023. The protein absorbances at 280 nm were measured as

AbsC280 = 0.155 , AbsS280 = 0.139 , AbsStd280 = 0.177 ,

and the initial IAEDANS emission at 336 nm as

EmC
336 = 1.97 , EmS

336 = 1.73 .

The correction factor for protein loss due to flow was calculated as

K1 =
0.155

0.139
= 1.119 ,

and the two correction factors from the unfolded standards as

KC
2 =

0.177

0.155
= 1.144 , KS

2 =
0.177

0.139
= 1.280 ,

which are recorded in Table A.2.
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The corrected fluorescence signals are therefore given by

EmC∗
336 = KC

2 × EmC
336

= 1.144× 1.97 = 2.25

EmS∗
336 = K1 ×KS

2 × EmS
336

= 1.119× 1.280× 1.73 = 2.48 ,

indicating in a 10% increase of fluorescence in the presence of flow.
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Appendix B

Mathematics

B.1 Concentration regime and volume fraction of fibrinogen
The number density, n, of rod-like polymers in a solution is given by

n = cNA ,

where c is the concentration (units mol m-3) and NA = 6.02 × 1023 is Avogadro’s number
(units mol-1). From the experiments of Chapter 4, c = 6 µM= 0.006 mol m-3, which gives
n = 3.61 × 1021 m-3.

Based on n and the physical dimensions of individual polymers, the concentration regime
of the solution can be determined. Doi and Edwards §9.1 describes four regimes [54], but
the two most relevant for fibrinogen are: dilute, where polymers are sufficiently far apart
that they rotate freely with little to no collisions and semi-dilute, where polymers begin to
interact such that their dynamics are affected. In general, a polymer solution is semi-dilute
if

nL3 > 1 ,

where L is the polymer length. The approximate dimensions of fibrinogen are L = 45 nm
with cross-sectional radius, R = 2.5 nm, giving nL3 = 0.33, placing it within the dilute
concentration regime; for a semi-dilute solution, n > 1 × 1022 m-3.

From Doi and Edwards §10.2, it can be further shown that fibrinogen molecules are not
macroscopically aligned, i.e. the solution is isotropic [54]. For slender rod-like polymers,
where L ≫ 2R, the volume fraction is given by
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ϕ = n
π(2R)2L

4
,

which for fibrinogen is small with ϕ = 0.013. Above a critical volume fraction, given by

ϕ∗ ≃ 4
2R

L
,

a polymer solution may undergo a phase transition into a nematic state, characterised by
macroscopic alignment along a given axis. For fibrinogen, ϕ∗ = 0.44, hence ϕ ≪ ϕ∗ and
the solution is isotropic.

B.2 Maximum time step of a KOBRA simulation
The 3D mean-squared displacement of a particle experiencing thermal fluctuations is
given by

∆r2 = 6D∆t , (B.1)

where ∆r is some distance, D is the translational diffusion coefficient and ∆t is the time
step [227]. In KOBRA, rod dynamics evolve by applying forces to the nodes, and the
diffusion coefficient is equivalent to that of a sphere,

Dsphere =
kBT

6πηR
, (B.2)

where kB is Boltzmann’s constant, T is the temperature, η is the viscosity, andR is the rod
element radius [85].

In general, the smallest length scale in a computer simulation determines the largest viable
time step, above which numerical instabilities may arise. For KOBRA rods, the smallest
length is the element radius, and the upper limit on the time step is defined such that an
element cannot randomly diffuse a distance greater than∆r = ±R in a single step.

If two elements are touching with surface-surface distance s = 0, then a simultaneous
movement of R by both elements towards each other causes the element axis vectors, p,
to intersect. This scenario forces the simulation to crash, because further steric repulsion
becomes impossible due to one element being ‘trapped’ inside the other.

Combining Equations B.1 and B.2 and setting ∆r2 = R2 yields the condition for a stable
time step,
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∆t <
πη

kBT
R3 , (B.3)

where η = 10−3 Pa s and T = 300 K. For simulations of fibrinogen, R = 2.5 nm and
∆t < 11.84 ns. For the lower length scale of the biologicalmesoscale and FFEA tetrahedral
meshes [39], R = 0.5 nm and ∆t < 0.09 ns. Equation B.3 is steric-limited and may be
unnecessary for systems that are sparse, or where rods are less likely to diffuse towards
each other (e.g. single-molecule pulling [180]).

B.3 Inertia may be neglected in diffusion at the mesoscale
In a system with a low Reynolds number, viscous forces dominate over inertial forces
[48]. Consider a basic example of a spherical particle diffusing through homogeneous
cytoplasm, subject to a viscous drag force. Rearranging Equation B.1 gives the character-
istic (average) diffusion time for travelling a linear distance L of

τ =
L2

6D
. (B.4)

So, comparing a small, globular protein such as ubiquitin (RUb ∼ 2 nm [228]) with a
vesicle (RV e ∼ 100 nm), for a temperature T = 310 K and fluid viscosity η = 10−3 Pa s
[229] the diffusivities are DUb = 100 µm2 s-1 and DV e = 2 µm2 s-1 respectively, meaning
they diffuse a distance of 1 µm in around τUb = 5 ms and τV e = 250 ms. To confirm this
inertialess description of thermal diffusion, the timescale, τI , over which the inertia of a
particle decays, is calculated as

τI =
m

ζ
=

4
3πR

3ρ

6πηR
=

2R2ρ

9η
, (B.5)

where m is the particle mass and ρ ∼ 103 kg m-3 is the mass density of a typical protein
[230]. This yields τI,Ub = 1×10−12 s and τI,V e = 1×10−9 s, which when used in Equation
B.4 gives the length scales over which inertia decays as LI,Ub = 10 pm and LI,V e = 60 pm,
comparable to atomic bond lengths [146]. The effects ofmacromolecular inertia can hence
be neglected for diffusion at the biological mesoscale.
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