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Abstract

This thesis makes an original contribution to critical algorithm studies by addressing the gap in
the literature regarding the experiences and perceptions of data practitioners utilising
algorithmic bias mitigation methods. This is important because while algorithmic bias mitigation
methods have been proposed, little is known about how data practitioners engage with them,
nor how practitioners’ perceptions regarding these methods may impact their effectiveness.
Understanding such things is crucial, as how data practitioners engage with these methods may
have implications for the effectiveness of algorithmic bias mitigation efforts within an
organisational context.

The thesis makes its contribution through three empirical qualitative papers, which together
aim to investigate how practitioners in a government department might work to mitigate the
impact of algorithmic bias. The research was carried out in partnership with the Department of
Work and Pensions (DWP), the UK’s ministerial department responsible for implementing work
and welfare services and policy.

The first paper reported on research that used semi-structured interviews to investigate how
data practitioners at DWP are engaging with algorithmic bias mitigation methods. The second
paper investigated how practitioners on the Aurora Al project, a Finnish Al recommender
project run by the Finnish Ministry of Finance, were working towards ‘good practice’ in
algorithmic bias mitigation. This research also used semi-structured interview methods,
interviewing Aurora Al team members and Al Ethics Experts. The third paper reports on research
that used workshop methods to investigate how DWP organisational culture might influence the
adoption of mitigation approaches.

Through analysis of the findings of these empirical chapters, this thesis makes three overarching
contributions to knowledge. The first is that the fast-paced working practices that characterise
the development of algorithmic technologies is not conducive to the slower-paced thinking
needed to consider algorithmic bias using a socio-technical lens. Often, practitioners are under
pressure to produce results quickly, and this may lead to the prioritisation of immediately
tangible results such as a project’s technical deliverables. The second contribution is to highlight
the importance of context and, in my case, the significance of the UK civil service context and
the unique challenges which exist therein. Specifically, algorithmic technologies deployed within
a civil service context are strongly influenced by political processes and build on policy decisions
already put in place by government officials. Finally, due to these practitioners’ position as civil
servants, they may be required to consider the diverse and conflicting views in found in the
public in a way private organisations do not. However, the views of the public are currently
missing from discussions of how the public sector should engage with algorithmic technologies,
leaving practitioners to imagine what the publics views might be.

In addition to contributions to the emerging fields of critical algorithm and data studies, this
thesis contributes towards a range of disciplines interested in the role of algorithmic
technologies in society, including established fields such as information studies, sociology,
communication studies and organisation studies.
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Chapter 1: Introduction 1

1.1. The rise of algorithmic technologies

While the public imagination had been caught by Al in the early 1980s, with films such as
Blade Runner, Terminator, and Tron, hopes that anything practically useful would come out
of Al had dwindled Iphthstéata 1980s Brgieam, 2014). From the late 1980s through to the
early 1990s, interest in Artificial Intelligence (Al) was fairly minimal (Bostrom, 2014; Newquist,
2020). By this time, the commercial success of ‘expert systems’, an early Al system designed
to replicate human experts’ decision making, had failed to materialise — along with the
technology’s promised benefits to efficiency and productivity (Bostrom, 2014). Al
programmes were being defunded, and academics started avoiding the term Al to describe
their work in funding applications, so as not to be associated with the then maligned
technology (Newquist, 2020).

Much has changed in recent years with the rise of ‘algorithmic technologies’, a type of Al
suited to performing specific tasks such as image recognition or matching customers to
adverts (also known as narrow Al). Some have stated these technologies are economically
important, with PwC estimating Al could contribute $15.7 trillion to the world’s economy by
2030 (PricewaterhouseCoopers, 2017). The UK government has invested £2.3 billion into Al
since 2014, across a range of different initiatives including the NHS and postgraduate
education (Office for Artificial Intelligence, 2021). Public sector departments have increasingly
been making use of algorithmic technologies, and according to an investigation by The
Guardian, 140 out of 408 councils have invested in algorithmic software packages (Big Brother
Watch, 2021; Marsh and Mclintyre, 2020). Additionally, The UK’s National Al Strategy and the
UK’s Innovation Strategy both position Al and algorithmic technologies as being central to the
UK’s economic development plans, due to their potential for efficiency gains and
breakthrough discoveries (Office for Artificial Intelligence, 2021)

In the context of this increasing use of algorithmic technologies, there is concern that these
technologies discriminate against marginalised groups; a phenomenon often referred to as
‘algorithmic bias’. Concerns about algorithmic bias have been particularly prominent within
the public sector, because of the harmful repercussions which have arisen as a result of the
deployment of these algorithms therein. This differs from their use in a private sector context,
because the public sector often provides essential services to people, such as healthcare or
welfare. The perils of algorithmic bias have therefore been highlighted in several public sector
service contexts. For example, algorithms used in the US criminal justice system have been
found to give black defendants higher reoffending risk ratings than white defendants with a
similar criminal history (Angwin et al., 2016; Kirkpatrick, 2016). Algorithms used in child
protection services in the US, which aim to detect the likelihood of children being abused or
neglected, have been found to discriminate against families with more extensive experiences
of poverty than those without (Eubanks, 2018). These harms have been recognized within
global and regional policy, such as in the OCED’s Al Policy Principles (Yeung, 2020), as well as
the Al strategies of the EU and UK government, which state that it is important that these
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Chapter 1: Introduction 2

new technologies do not embed old biases and are not discriminatory (Balayn and Giirses,
2021; Office for Artificial Intelligence, 2021).

Despite these concerns, algorithmic technologies are being adopted in UK public sector
practice. In 2017, Durham police started using an algorithmic technology to assist with police
work called HART (Harm Assessment Risk Tool). This tool was designed to classify offenders
depending on their perceived likelihood of reoffending. These classifications were then used
to aid in decisions about whether offenders would be offered access to a rehabilitation
programme for offenders at low-risk of reoffending. However, there were concerns the HART
system would discriminate against marginalised communities (Oswald et al., 2018). The tool
was specifically designed to limit the number of false negatives produced, to ensure those
who committed serious crimes were not given a chance to reoffend (Big Brother Watch Team,
2018). However, due to the decision to limit false negatives, the algorithm would over-
estimate likelihood of reoffending, and in doing so was more likely to discriminate against
marginalised groups. In another well-known example, due to social distancing brought about
by the Covid-19 pandemic, UK A-Level students were unable to sit their final exams. In place
of exams, teachers’ estimated grades for each individual student were used, in conjunction
with the school’s performance in previous years, to produce the students’ grade. Due to the
use of school’s past performance data, students who attended state schools were more likely
to have their teacher-estimated grade downgraded, whereas students who attended
selective private schools were more likely to receive their estimated grade without
downgrading (Clement-Jones, 2021).

However, algorithmic technologies are still increasingly being relied on to drive efficiency
gains across the public sector and are now used to target police efforts, provide clinical
insights to the NHS, and answer customer queries within government services (Dencik et al.,
2018; Oswald et al., 2018; Hughes, 2019). In 2019, it was announced by the Digital Chief of
the DWP (Department of Work and Pensions) Simon McKennin, that data and artificial
intelligence would be top priorities for the department in the year ahead (Trendall, 2019). In
2021, DWP started trialling an algorithm which detects fraud in Universal Credit claims, with
plans to make the algorithm prevent payment of fraudulent claims before they are paid out
(Public Law Project, 2022). Recently, DWP committed £70m worth of investments towards
their digital transformation fund to expand their use of algorithmic technologies, some of
which is expected to go towards fraud prevention (Waterfield, 2023; DWP, 2023). In a related
move, DWP have committed to generating £1.3 billion worth of savings through their counter-
fraud activity in 2023-2024 (DWP, 2023).

It has been argued that economic factors play a considerable role in the motivation to adopt
algorithmic technologies. The Data Justice Lab’s report Investigating uses of citizen scoring in
public services suggests one of the key drivers of algorithmic technologies in the UK has been
the impact of austerity — councils are having to do a lot more, with a lot less (Dencik et al.,
2018). Indeed, Eubanks (2018) notes that the increase of algorithmic technologies in public
services has occurred alongside rapidly rising economic insecurity in the last decade.
Additionally, she posits that algorithmic technologies are shaped by the fear of economic
insecurity and in turn shape the politics and experiences of those in poverty (Eubanks, 2018).
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Chapter 1: Introduction 3

Within the UK context, these concerns come at a time where the UN Rapporteur has said
“[t]he British welfare state is gradually disappearing behind a webpage and an algorithm, with
significant implications for those living in poverty.” (Alston, 2019, p13). These insights, along
with the previously discussed developments seen at organisations such as the DWP, highlight
a tendency for algorithmic technologies to be utilised where the target population may
already be quite vulnerable, such as those requiring council or government assistance.

Academics have argued that the very nature of public sector work — being political and
requiring keen judgement to assess and evaluate information which cannot be quantified in
a straightforward manner — makes automated approaches ill-suited to the types of tasks in
the public sector (Veale and Brass, 2019; Northrop et al. 1990). Furthermore, the population
subject to the decisions of these algorithms are particularly vulnerable. If they are
discriminated against, they have less recourse to act against it. Because of these concerns, it
is important that if these algorithmic technologies are to be developed, then some efforts are
put in place to mitigate against the risks posed by algorithmic bias.

The context surrounding the adoption of algorithmic technologies, and algorithmic
technologies’ propensity towards producing biased outputs, underscores the need for
research on algorithmic bias mitigation approaches in the public sector. The current
environment in which these technologies are adopted means the most vulnerable are often
those who are subject to the decisions made by algorithmic technologies, presenting risk to
those already marginalised. In response, there is growing interest across the UK to assess the
potential risks of algorithmic bias in addition to identifying algorithmic bias mitigation
practices. Initiatives include the investigation by the UK government’s Centre for Data Ethics
and Innovation (CDEI) and the Cabinet Office’s Race Disparity Unit into algorithmic bias (CDEl,
2020). Additionally, the CDEI have released their Data Ethics Framework, which contains non-
legal guidance about how data should be used in the public sector (UK Government, 2018;
Veale and Brass, 2020). The Ada Lovelace Institute have produced a report detailing potential
approaches for mitigating algorithmic harm in an NHS context (Ada Lovelace Institute, 2022).
Alongside these national level responses, international academic communities, such as
members of the FATE (Fairness, Accountability, Transparency, and Ethics) community, have
discussed and interrogated frameworks for understanding and mitigating algorithmic bias
(ACM FAT*, 2019).

To mitigate the risks of algorithmic bias, data scientists have developed algorithmic de-biasing
methods, using quantitative techniques that rely on data scientists producing and assessing
output metrics such as error rates and other comparative statistics (Balayn and Giirses, 2021).
However, it has been noted by prominent scholars that further research in this area needs to
include qualitative research that can capture “the messy reality of many contemporary on-
the-ground situations” (Veale and Binns, 2017, p12).

To date, there has been little qualitative research regarding data science practitioners’
perceptions and experiences of algorithmic bias and algorithmic bias mitigation methods. Orr
and Davies (2020), Veale et al. (2018), and Holstein (2017) have interviewed practitioners to
understand how they are situated within the development of algorithmic bias, and their
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Chapter 1: Introduction 4

responsibilities and engagements within their working context. However, their analysis is
primarily focused on how individual actors are constrained within a collective system
(Holstein, McLaren and Aleven, 2017; Veale, Van Kleek and Binns, 2018; Orr and Davis, 2020).
Conversely, the way in which algorithmic bias mitigation is approached from an organizational
or project perspective has received less attention. Additionally, while Veale et al.’s (2018)
study investigates the challenges faced by public sector practitioners in mitigating algorithmic
bias, although the findings of this are limited to a US context.

Moreover, despite the growing activity seen in the public, private, and academic sectors
around algorithmic bias, there has been little research on how civil servants in UK
organisations make sense of these algorithmic bias mitigation efforts and how organisational
processes might mediate these efforts. Without knowledge of how algorithmic bias mitigation
efforts are understood, engaged with, and how they inform working practices, it is not
possible to know how effective these mitigation methods might be in practice. In addition,
little is known about how civil servants experience attempts to implement algorithmic bias
mitigation methods and what challenges they might face.

This thesis makes an original contribution to critical algorithm studies by addressing the gap
in the literature regarding the experiences and perceptions of data practitioners utilising
algorithmic bias mitigation methods. This is important because while algorithmic bias
mitigation methods have been proposed, little is known about how data practitioners engage
with them, nor how practitioners’ perceptions of these methods may impact their
effectiveness. As discussed earlier, the UK civil service department the DWP is looking to
adopt more algorithmic technologies. Thus, it is a pressing matter that the issue of algorithmic
bias within the DWP is investigated and that algorithmic bias mitigation practices are
established to mitigate the risks of further marginalising marginalised groups. Furthermore,
there is currently an absence of empirical investigation of efforts to implement bias mitigation
in a UK civil service context, and the organisational factors that help or hinder these bias
mitigation efforts. This leads to the aims and objectives of the research papers which
constitute my thesis, which focus on algorithmic bias mitigation practices in a public sector
context. The following section describes the aims and objectives of my thesis papers. In view
of the issues discussed in this section, it is a matter of some urgency that the issue of
algorithmic bias within the DWP is investigated. In the following section, | detail my approach
to research design in the DWP context.

1.2. Aims, objectives, and research questions overview

The DWP is responsible for welfare and social security payments within the UK and is the
largest UK civil service department by expenditure. In response to its own increasing concern
of the risks of algorithmic bias, the Department of Work and Pensions (DWP) has sought to
develop working practices to mitigate against the risks of algorithmic bias, including
supporting my PhD project exploring algorithmic bias in the DWP and ways of mitigating it.
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Chapter 1: Introduction 5

As part of this collaboration, DWP provided a short brief for the PhD project. The brief for the
PhD project was written in collaboration between contacts at DWP and my supervisors
Professor Helen Kennedy and Professor Jo Bates. At the time the brief was written, my
supervisors were already collaborating with the DWP on another research project, and
identified algorithmic bias as an upcoming concern for the department which warranted
further research. Funding for the PhD project came from the Centre for Doctoral Training
(CDT) for Data Analytics and Society, an Economic and Social Research Council (ESRC) funded
CDT focused on bringing together the social sciences and advanced quantitative methods,
and evaluating the new roles played by data in society. Furthermore, the CDT is focused on
forging academic-industry partnerships, where PhD researchers conduct research which is
beneficial for their partner organisation. The partnership is a requirement of a CDT-funded
studentship.

The PhD’s short brief outlined that government departments want to make use of algorithmic
technologies due to increasing pressure on the departments’ budgets, that researchers have
noted these technologies can discriminate against people in intentional or unintentional and
opaque ways, and that this is something government departments, including the DWP, wish
to avoid. Given that their algorithmic systems are designed for the most vulnerable in society,
the DWP were particularly concerned about this issue. The brief also identified the need to
investigate and identify approaches to mitigating the risk of algorithmic bias, and the need
for more knowledge about how to create alternative approaches and ‘fairer’ systems was
needed. The full brief can be seen below:

Data-driven technologies are transforming society, as governments, businesses and
other sectors are increasingly adopting automated and algorithmic systems in the
search for greater efficiency in the delivery of their services. Among these actors
government departments, often resource-poor and in need of effective, streamlined,
automated systems, are increasingly turning to digital technologies. But data-driven
and algorithmic systems are far from straightforward. As a number of researchers
have noted, they can discriminate in opaque ways through bias written into the
systems, which can be intentional or unintentional. This is something that government
departments providing support and services to the most vulnerable in society wish to
avoid, but how to do so is in need of investigation. Similarly, more knowledge is
needed about the expectations of citizens and related questions of ethics and trust.
Using a combination of methods, this PhD project involves working closely with one
such government department to explore algorithmic bias, its risks and consequences,
alternative approaches, communicating about algorithmic processes with service
users, and integrating alternative, or ‘fairer’, processes into existing workflows. The
partner on this PhD project is the Department for Work and Pensions (DWP), which is
responsible for welfare, pensions and child maintenance policy.

| used this brief as a basis to develop my PhD into three interconnected research papers. The
short brief, and consequently overarching research aim for the PhD, was to explore how
algorithmic bias can be mitigated within public sector services, and what can be learned about

Hadley Beresford



Chapter 1: Introduction 6

this in the DWP context. In fig. A. below, | outline the research questions for each of the
papers. The structure for these papers was as follows:

e paper one: investigate what DWP data scientists are currently doing in areas related
to algorithmic bias

e paper two: investigate how other organisations are successfully attempting to
mitigate algorithmic bias

e paper three: investigate how the insights from paper two could be integrated into a
DWP context

The DWP’s support of the project rested on their interest in research which would be useful
in attempting to mitigating the effects of algorithmic bias, and the CDT funding strongly
encouraged productive collaborations with industry partners. Thus, the research project
would need to focus on research questions which were based in practical aspects of the DWP
context, in addition to concentrating on the potential material repercussions of the
development of algorithmic bias in ‘real-world’ usage of algorithmic technologies. Therefore,
it was important that my research approached the topic of algorithmic bias from an applied
perspective and engaged DWP data practitioners in the context of their everyday working
lives. Furthermore, my research would need not only to address the issue of how algorithmic
bias develops, but also to consider how DWP working practices might be influenced to
address this issue. Considering these requirements, my overarching thesis and each research
project were developed using an applied research framework (for further discussion of
applied research, see Chapter 3).

Another requirement stipulated by the CDT for Data Analytics and Society funding was that
the PhD would use a three-paper model approach to prepare PhD researchers with the skills
necessary for academic careers, in addition to providing partner organisations with tangible
research insights prior to the completion of the PhD programme. This meant | had to organise
the thesis (researching how the risks of algorithmic bias might be mitigated at DWP) into three
distinct research papers (for further discussion of how this was approached, see Chapter 3).

More information about the development of the brief into research questions can be found
in Chapter 3 (Methodology), and more information about the 3-paper model can be found in
section 3.2 (Discussion of the 3-paper model).

# Project title Research Questions Methods
1 Investigating the role RQ1la: what algorithmic bias  |Interviews, document
of current DWP working practices are analysis
working practices in currently engaged in by data
mitigating algorithmic | science practitioners at the
bias DWP?
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RQ1lb: What are the
limitations of these practices?

2 Lessons in mitigating RQ2a: What might ‘good Interviews, document
bias from the field: practice’ on an algorithmic analysis
Exploring good project look like?

practice and moral
challenges on the
AuroraAl project

RQ2b: What challenges does
good practice on an ‘ethical
Al’ project such as AuroraAl
face in practice?

3 The influence of DWP | RQ3a: What aspects of DIWP  |Workshops, document
organisational culture | organisational culture might [analysis, and interviews
on the adoption of influence the adoption of
algorithmic bias mitigation approaches?

mitigation practices
and implications for
practice

RQ3b: And, what does this
mean for what might work to
mitigate algorithmic bias in
practice at the DWP?

Fig. A

1.3. Outline of thesis

My thesis consists of seven chapters. This, the first chapter, introduces my thesis, providing a
brief background to the problem of algorithmic bias in the public sector, and discussing the
aims and objectives of my thesis.

The second chapter provides a literature review relating to the research topic. This chapter
begins by providing a broad overview of ‘algorithms’ and the history of their development.
After this, | discuss the concept of ‘algorithmic bias’ itself and how this relates to the concept
of discrimination. This is followed by a discussion of how algorithms have been used within
the public sector. Lastly, | discuss recent algorithmic bias mitigation efforts. In this section, |
first discuss algorithmic bias mitigation methods which focus on technical approaches and
identify the challenges in these approaches. Following from this, | use the FATE (fairness,
accountability, transparency and ethics) framework to discuss critiques from critical data
scholars and algorithmic justice activists. Throughout, | discuss how these critiques can be
linked to the broader critiques of categorisation and power, within which algorithmic
decision-making plays a part.
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In the third chapter, | provide an in-depth discussion of the methodological approach used in
my thesis. This starts with discussing the 3-paper model. Afterwards, | discuss my research
approach. | then discuss my research design and data collection methods: interviews,
document analysis, and workshops. In these sections | discuss the strengths of these data
collection methods, why they are used in my thesis, and my sampling criteria and related
decisions for each method. | subsequently discuss how | approached analysing the papers
through thematic analysis. To conclude this chapter, | discuss the ethical considerations and
limitations of my research.

The fourth chapter presents the first empirical paper, Investigating the role of current DWP
working practices in mitigating algorithmic bias, focusing on both RQ1la: what algorithmic bias
working practices are currently practiced by data science practitioners? and RQlb: What are
the limitations of these practices? The paper starts with a review of guidance on mitigating
bias in algorithmic systems, and practical algorithmic ethical guidance more generally,
followed by a description of my methodological approach to this paper. For this paper, |
conducted eight interviews with DWP practitioners about two recent data projects on which
my participants had worked; the Digital Trialling Framework and the Digital Plus Trial, to
explore where bias might emerge and the scope that existed to mitigate it. This study
identified two key findings. Firstly, my participants strongly relied on legal frameworks to
guide their ethical conduct, including bias mitigation, due to their position as civil servants.
However, the legal frameworks to which they were required to adhere did not facilitate
accountability to the population they served. Secondly, my participants’ working practices in
relation to bias checking were limited by previous research conducted by the DWP, and by
influences from the department’s organisational culture.

The fifth chapter presents the second paper, Lessons in mitigating bias from the field:
Exploring good practice and moral challenges on the AuroraAl project, focusing on RQ2a:
What might ‘good practice’ on an algorithmic project look like? and RQ2b: What challenges
does good practice on an ‘ethical Al’ project such as Aurora Al face in practice? AuroraAl is a
recommender system in development by the Finnish Ministry of Finance, designed to
recommend services to citizens depending on their individual circumstances. In the literature
review, | identify the way that different projects have demonstrated designing algorithms is
complicated, and that defining what is fair, ethical, or just is difficult. To investigate how public
sector organisations are addressing the challenge of designing ‘ethical’ Al, | collected
gualitative data through semi-structured interviews and utilised document analysis to better
understand how stakeholders on the AuroraAl project led by the Finnish Ministry of Finance
are responding to the challenges posed by algorithmic bias. Additionally, | interviewed Al
Ethics experts, predominantly from algorithmic justice organisations, about the AuroraAl
teams’ proposed algorithmic bias mitigation plans.

In the paper, | identify two key findings. First, even in this purportedly progressive project,
there is a lot of disagreement about what constitutes good practice in mitigating algorithmic
bias and the types of solutions that might be practically implementable. These differences in
understanding, combined with systemic issues such as limited funding and organisational
working practices, meant the AuroraAl ethics committee felt moral concerns were sidelined.
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Additionally, Al Expert participants perceived good practice regarding algorithmic bias
differently. Some participants placed a stronger emphasis on consideration of the wider
ecosystem of inequality than other participants. Some participants were more interested in
the use of AlAs (Algorithmic Impact Assessments) as an instrument in mitigating algorithmic
bias than others. The second key finding is that project management styles which focus on
technological pursuits may not give enough time to focus on how to mitigate the impact of
biases. These early findings move beyond existing understandings of algorithmic bias
mitigation practices, which focus on either individual constraints or macro-level analysis, to
highlight the importance of contextual organistional and structural constraints in public
sector algorithmic bias mitigation.

The sixth chapter presents the third paper, The influence of DWP organisational culture on
the adoption of algorithmic bias mitigation practices and implications for practice, focusing
on RQ3a: What aspects of DWP organisational culture might influence the adoption of
mitigation approaches? and RQ3b: and, what does this mean for what might work to mitigate
algorithmic bias in practice? The literature review in this paper discusses algorithmic bias
mitigation efforts such as Value Sensitive Design (VSD) and Algorithmic Impact Assessments
(AlAs). In the chapter, | explore the literature on organisational change and how this is
relevant to the adoption of algorithmic bias mitigation methods. The methods for this paper
involved conducting a series of seven educational workshops on algorithmic bias mitigation,
and seven follow up interviews with practitioners in the Department of Work and Pensions
(DWP). The workshops focused on how algorithmic bias might develop, and explored the bias
mitigation tools discussed in the literature review, such as algorithmic impact assessments
and value sensitive design. After these workshops participants were invited to take partin a
follow up interview, to allow them to reflect on the content of the workshops and its
relevance to their working practices.

This third paper identifies three key findings, presented as two challenges and one
opportunity. The first challenge is that it is difficult for civil service practitioners to align
technologies to social justice values when servicing a large diverse public. Participants
explored this issue by talking about the rights and perceived expectations of taxpayers,
explaining how this group of people often had diverse and conflicting views. Furthermore,
civil service practitioners’ scope for action is limited by the political structures they work
within, and government policy approaches may sometimes be in opposition to social justice
values. The second challenge is that practitioners perceived there to be a lack of clarity within
organisational guidance. They felt that anti-discrimination legislation can lead to additional
uncertainty as to how conflicting needs within the population should be addressed. The
opportunity identified in this paper is that participants perceived diversity in the workforce
as important to algorithmic bias mitigation efforts. However, due to influences at the
organisational level, some participants were uncertain as to how effective this might be.

The seventh chapter is the concluding chapter. This chapter discusses the findings suggested
by each of my three empirical papers; three general conclusions to existing critical data and
algorithm research have been drawn from analysing these papers alongside each other. The
first is that the type of fast paced working practices found in the development of algorithmic
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technologies is not conducive to the type of slower paced thinking needed to consider
algorithmic bias using a socio-technical lens. Often, practitioners are under pressure to
produce results quickly, and this may lead to the prioritisation of more immediately tangible
results such as the project’s technical deliverables. The second overarching contribution is the
significance of the UK civil service context and the unique challenges which exist therein.
Specifically, algorithmic technologies deployed within a civil service context are strongly
influenced by political processes and build on policy decisions already put in place by
government officials. Additionally, these practitioners may be required to balance the views
of the public in a way private organisations do not. The final overarching contribution is that
the views of the public are currently missing from discussions on how the public sector should
engage with algorithmic technologies, leaving practitioners to imagine what the publics’ views
might be.

Following from the discussion of the overarching conclusions to my thesis, | discuss the
recommendations for practice which emerged from my research. These include; 1)
practitioners from different disciplines and roles need to create a shared understanding of
algorithmic bias, 2) UK civil servants seeking to further social justice aims must scope out
potential routes that are possible within the constraints of the civil service, 3) practitioners
should seek to adopt socio-technical algorithmic bias mitigation methods, such as AlAs, VSD,
and critical thinking about data and its wider environment. | then discuss the limitations of
this research, and potential avenues for further research.
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2.1. Introduction
This chapter presents a literature review focusing on the use of algorithmic technologies for
decision making, in addition to discussing attempts to mitigate the risks of algorithmic bias

inherent in these techhalees): Literature review

Firstly, | provide a broad overview of ‘algorithms’ and their history (section 2.2). After this, |
discuss the concept of ‘algorithmic bias’ (section 2.3), and how this relates to the concept of
discrimination (section 2.4). This is followed by a discussion of how algorithms have been used
within the public sector (section 2.5). Lastly, | discuss recent algorithmic bias mitigation efforts
(section 2.6). In this section, | first discuss algorithmic bias mitigation methods which focus on
technical approaches, and identify the challenges in these approaches (section 2.6.1).
Following from this, | use the FATE (fairness, accountability, transparency and ethics)
framework to discuss critiques and approaches argued by critical data scholars and
algorithmic justice activists (section 2.6.2). Throughout, | will discuss how this ties in with the
broader critiques of categorisation, power, and trends within which algorithmic decision-
making plays a part.

2.2. What is an algorithm?

The term ‘algorithm’ emerges as one of the most recent buzzwords of the 215t century (Agile
CRM, 2020). It has taken on myriad meanings, depending on the speaker and the context of
its use. Even in ‘technical’ fields such as statistics, data science, and Al development, a sense
of definitional blur has developed regarding the concept of an algorithm (Seaver, 2017). At its
most simplistic level, an algorithm can be defined as a “description of the method by which a
task is to be accomplished” (Goffey, 2008, p15). This definition is wide enough that it covers
the range of processes described under the ‘algorithm’ umbrella; however, it provides little
insight into the processes themselves. Typically, “the description” has a mathematical
character — a series of formalised rules and operations to be performed to provide a desired
output. The output might be a list of popular Tweets, numbers representing the likelihood of
a person defaulting on their mortgage, or a selection of products associated with a buyer’s
previous purchases. Prior to expanding on the conceptual range regarding the term
‘algorithm,” | present a brief history of the development of modern-day algorithmic
technologies.

Whilst the algorithm has become a prevailing phenomenon of the 215t century, algorithms
have long been linked to the automation of tasks. An early 19t century example can be found
in the textile industry, when Joseph Jacquard developed a punch-card system which allowed
automatic looms to output detailed fabric — a feat previously only achievable by human
hand (Aikat, 2001). The punch-card acted much like a fabric pattern, providing the loom with
a series of instructions it would be able to compute and follow. While initially, the impact
from this development was limited to the textile industry, it later inspired computing pioneers
Charles Babbage and Ada Lovelace, inventors of the modern computer program (University
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of Liverpool, n. d.). This highlights how the automation of processes has historically required
the creation of formalised rules based on human knowledge and actions. For the loom, this
was achieved through the formalisation of the fabric pattern previously used by humans
operating a manual loom. Modern-day algorithmic technologies differ in this respect; instead
of formalising a simple set of instructions, these technologies formalise processes using
probabilistic operations. These operations incorporate inductive reasoning and probability
theory to assess the likelihood of an event occurring to approximate human decision making.

The probabilistic turn in automation occurred during the development of expert systems.
These systems were early attempts in Al development, which aimed to emulate the decision
making processes of human experts (Hayes-Roth, Waterman and Lenat, 1983). These systems
investigated the potential for combining the knowledge of human experts (called the
knowledge base) with formalised rules on reasoning (called an inference engine) to solve
complex problems (ibid). Most expert systems used a process whereby the knowledge base
was constructed through interviewing domain experts, followed by the formalisation of this
knowledge through the construction of mathematical models based on the experts’ problem-
solving processes (ibid). However, a small number of systems experimented with automating
the process of knowledge acquisition using Machine Learning (ML). Machine Learning
approaches could construct the knowledge base for an expert system using inductive
probability theory with large specialist datasets. These automated knowledge acquisition
systems were successfully used to identify new compounds in chemistry, in addition to new
approaches to designing computer chips (Buchanan et al., 1976; Hayes-Roth, Waterman and
Lenat, 1983). These tentative steps towards integrating probability theory into expert systems
would lead to the development of modern-day Machine Learning (ML) approaches.

To understand the mechanics behind modern algorithmic technologies further, it is necessary
to explore how machine learning algorithms work. Machine Learning has three specialist
branches: supervised, unsupervised, and reinforcement learning. In the context of this thesis,
| focus only on supervised and unsupervised machine learning approaches. A typically used
example to explain the mechanisms of supervised machine learning can be found in
algorithms which filter emails into ‘spam’ and ‘not spam’ (Kelleher and Tierney, 2018). In this
example, a supervised machine learning algorithm will be given a dataset of both spam and
not spam emails. This is referred to as the ‘training’ dataset, as it is used to ‘train’ the machine
learning algorithm. In this dataset, each email will be given a label which describes it as spam
or not spam, which will be the ‘target value’. The supervised machine learning algorithm then
attempts to find the most appropriate mathematical function! which maps the attributes (i.e.
images, hyperlinks, address endings) of those emails onto the emails’ target value (spam/not
spam). Or, to put it another way, “the function the algorithm learns is the spam-filter model
returned by the algorithm” (Kelleher and Tierney, 2018, p99). In other words, the supervised

IA mathematical function is a formalised description of the relationship between an input and output variable
(expressed as Y=f(X)). For example, the relationship between the input variable (X) and output variable (Y)
might be X+2. This would be expressed as f(X) = X+2, the ‘f’ in this circumstance meaning function. The
machine learning algorithm is given the variables X and Y, and instructed to find the relationship between
these variables. The output of this is called a function.
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machine learning algorithm will create a series of mathematical instructions to be used in a
spam filter program based on the training dataset it was given. This spam filtering function is
sometimes referred to as a model. Following from this, the accuracy of this function will be
tested against a segment of the dataset which was not included in the ‘training’ dataset. This
previously unused segment of the dataset is referred to as the ‘test’ dataset. If the spam
filtering function learnt during the ‘training’ phase performs well on the ‘test’ dataset,
meaning it has a high number of correctly identified emails, then the spam filter can be used
‘in the wild’. This means it might be considered suitable to be used outside of the training
data that was used to create it, in a ‘real world’ context.

In unsupervised learning the training dataset is not assigned a target value, and instead the
algorithm searches the input data for patterns. One of the most used examples of these
algorithms is called cluster analysis, “where the algorithm looks for clusters of instances that
are more similar to each other than they are to other instances in the data” (Kelleher and
Tierney, 2018, p102). For example, the algorithm might analyse a dataset of music listening
habits, and then create categories of similar types of music listeners. The key difference
between these algorithms is that the data scientist does not create the categories prior to
using the algorithm, but rather the categories come from the algorithms’ assessment of
similarity between instances in the dataset. For example, the algorithm might find a
relationship between users being age 30 — 40 and listening to nu-metal. An example of how
this technique has been used in the public sector can be found in law enforcement, where an
unsupervised machine learning algorithm might be used to search for patterns in crime data
and provide a series of categories which provide information as to where and when crime
may occur.

During the 1980s-2000s, statisticians and computer scientists debated the value of these
types of ‘algorithmic models’ against the more traditional approach of ‘data modelling’
(Breiman, 2001). In his paper The Two Cultures, Breiman (2001) described ‘data models’ as
models which are manually created by a statistician, instead of an algorithm, where a
statistician uses statistical techniques to infer the relationship between variables of a known
phenomenon. He characterised data modelling methods as ones which focused primarily on
theory, and the work of statisticians as primarily choosing the variables included in their
models based on what is theoretically known about the subject (ibid). However, Breiman
(2001) believed this process led to the creation of models which had very little practical use
outside of developing theory. He compared this to algorithmic modelling methods, such as
machine learning, which in his opinion had far greater practical value, due to his perception
that they had far greater predictive power and could be used to predict future trends
(Breiman, 2001). Many of these algorithmic techniques rely on methods which are less
interpretable by humans, but which performed better predictively through their use of ‘test’
and ‘training’ datasets (Breiman, 2001). He argued these algorithms better replicated the
“black box of nature”, a phrase he used to describe how he perceived phenomenon actually
worked in the natural world (ibid). This contrasts with how he perceived the work of
statisticians, who attempted to replicate “nature” by picking a very limited number of
variables they thought were most important in the phenomenon they studied. Thus, he
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thought algorithmic methods were more successful than data models regarding inference and
prediction, due to the unknowable complexity of their workings, which in his view mimicked
nature itself.

The academic responses to this paper are varied. Some suggest he mischaracterises the
process of creating data models, others assert the need for a plurality of quantitative
processes within the scientific method, and discuss their experiences of the difference in
approaches which can be found in academia compared to industry (Breiman, 2001). This
disagreement surrounding the place of algorithmic modelling techniques can be described as
an epistemological disagreement on the processes used to ensure the validity of quantitative
scientific practice. While most academics and practitioners would acknowledge the
complexity within this debate, two crude camps of thought had emerged: one that believed
theory could be developed based on how well a model predicted the future, and another that
believed it was more important to analyse past results. Furthermore, this disagreement
centred on the practical use of the theoretical understanding developed when using data
models outside of scientific debate. For example, in the paper Breiman questions whether
doctors gain more by understanding how a model works, or by how accurately they predict
patient survival rates. Additionally, this disagreement focused on the importance of how well
an analyst could explain the results of their model (Breiman, 2001; Pietsch, 2016; Hooker and
Mentch, 2021). This debate on explainability is relevant to my research, and thus will be
further discussed in section 2.1.2 (FATE: Transparency).

The debate on the accuracy and epistemological significance of machine learning algorithms
has long raged within the fields of computer science and statistics. However, these methods
have also been of great interest to academics in more sociological fields. In Gillespie’s (2014)
paper The Relevance of Algorithms, he identifies why algorithms are relevant objects for
sociological study (Gillespie, 2014). The most salient in the context of this thesis are; patterns
of inclusion, the promise of algorithmic objectivity, and entanglement with practice. | discuss
these in turn below.

The first of these, patterns of inclusion, focuses on how the developers of algorithmic
technologies make decisions about what data are or are not included within an algorithm’s
design (ibid). Gillespie (2014) describes how despite the growth in available data in the 215t
century, data must still be collected, selected, and processed prior to being analysed by an
algorithm. He argues that this process is not neutrally carried out by machines, but instead
relies on human judgement about what to include or exclude as part of the data collection
and pre-processing process. This argument is also made by D’Ignazio & Klein (2020) in Data
Feminism, where they discuss how structural biases are reinforced by the types of data
organisations collect. In a chapter entitled “What gets counted counts”, they describe how
data collection practices reinforce cultural norms. For example, when organisations use data
collection instruments which only provide the option of two genders (typically female or
male), this reinforces the importance of the gender binary, and excludes non-binary identities
from public recognition.
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The second of Gillespie’s (2014) factors | discuss is the promise of algorithmic objectivity,
which focuses on how algorithms are portrayed as neutral and objective. He argues that
algorithm providers positioned their algorithms as objective decision makers and their
evaluations are portrayed as “fair and accurate, and free from subjectivity, error, or
attempted influence” (Gillespie, 2014, p179). This positioning, he argues, lends
algorithmically produced results a sense of authority and legitimacy with respect to their
accuracy, and masks the political character of the processes and decisions which are
embedded within algorithmic practice. This follows a long history of portraying technologies
as objective and neutral. In 1988, Donna Haraway (1988) described how technology is built
from a particular standpoint and is designed to enhance a particular way of seeing the world:

“Histories of science may be powerfully told as histories of the technologies. These
technologies are ways of life, social orders, practices of visualization. Technologies are
skilled practices. How to see? Where to see from? What limits to vision? What to see
for? Whom to see with? Who gets to have more than one point of view? [...] Struggles
over what will count as rational accounts of the world are struggles over how to see”
(Haraway, 1988, p587)

Developments in algorithmic technologies typify the struggle over what counts as a rational
way of seeing the world. As discussed earlier, some computer scientists strive for their
approaches to mimic the “black box of nature” (Breiman, 2001). They assert that algorithmic
technologies imitate natural processes. However, as described by Haraway (1988) above, this
masks the viewpoints embedded within these technologies. For example, to return to
D’Ignazio & Klein’s (2020) argument that “what gets counted counts”, when data scientists
use data which reinforce the gender binary, this privileges and rationalises this way of seeing.
Moreover, it positions this way of seeing as the natural order of the world.

Additionally, organisations’ appeal to objective authority regarding evaluations produced by
algorithms masks the actual processes, procedures, and structure of modern-day algorithms.
The early algorithms Breiman (2001) describes are, for the most part, self-contained. They
perform a particular task, in conjunction with other algorithms or teams of people. This is not
true of all algorithmic technologies, with some modern day “algorithms” spanning entire
organisations. In Seaver’s (2017) paper on algorithmic practices at Spotify, he describes how
among the data workers he interviewed, none believed they were the ones working on the
‘algorithm’. He argues that due to the scale at which these algorithms are now constructed,
it is difficult for those working on the algorithm to take possession of their work on the said
algorithm. He proposes that the modern-day algorithm is not simply a model and an adjoining
dataset, but rather a collection of teams, cultural working practices, and technologies.

The third of Gillespie’s (2014) factors | discuss is entanglement with practice, which focuses
on how users might change their behaviours to suit, or resist, the algorithms with which they
engage. He argues algorithms cannot be understood as merely static processes, which have a
one way “effect” on users who passively receive the judgements of algorithmic processes
within the context of their lives (ibid). Rather, he argues that it is important to recognise the
“entanglement” that exists between users and algorithmic technologies (ibid). Users change
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their behaviours and how they interact with an algorithm depending on their own needs,
wants, and motivations, in addition to their expectations of the algorithmic technology in
guestion. In a qualitative study (2017), Bucher found Facebook users’ timeline algorithms
would, on occasion, ‘act’ in a way which had a direct influence on the users’” mood, for
example, by reminding them of an ex-partner. This awareness of the algorithm would
sometimes change how users interacted with the platform (Bucher, 2017). This demonstrates
a complex feedback loop between humans and algorithmic processes; as these algorithms
learn from users’ behaviour, users can become aware and alter their behaviour in response,
which then has an effect on the algorithm as it reacts to new patterns.

In conclusion, the term algorithm has been the subject of a wide range of debates. Within the
data science community, these have included questions about the validity, epistemological
assumptions, and best working practices when utilising algorithmic methods. Within the
social sciences, academics have questioned the supposed objectivity of algorithmic methods,
in addition to how they are embedded within social structures. Furthermore, this section has
highlighted the wide range of processes which may be referred to as an ‘algorithm’. Within
the context of my thesis, | primarily use the word algorithm to mean a mathematical model
which is either used in automated decision-making practices, or a data model which is used
at scale to make decisions regarding individuals (e.g. the UK Ofqual A-Level case).
Furthermore, | refer to an algorithm as a process which may perform a wide range of tasks,
including what may appear in one’s recommended tweets page through to calculating risk
scores of various types. | use the term ‘algorithmic technologies’ to describe a technology
which contains an algorithm.

In the following section, | explore the concept of algorithmic bias, through considering how
algorithms perpetuate bias, in addition to how the phenomenon of algorithmic bias relates
to the concept of discrimination.

2.3. What is algorithmic bias?

As algorithmic technologies increasingly shape our lives, prominent Al policy organisations
such as Al Now and Algorithm Watch warn of a phenomenon known as algorithmic bias
(Campolo et al., 2017; Jaume-Palasi and Spielkamp, 2017). Algorithmic bias describes a
situation where a model consistently discriminates against a group of users. For example, in
ProPublica’s 2015 investigation into the use of algorithmically calculated risk assessments in
the American criminal justice system, algorithms were found to discriminate against
defendants on the basis of race. These algorithmically calculated risk assessments were used
to inform judges as to the defendants’ likelihood of reoffending (their recidivism risk), to
inform a judge’s decision-making process when setting the defendants’ bail bond amount.
ProPublica found the recidivism risk algorithm used consistently rated black defendants as
more likely to reoffend than white defendants — even when defendants had similar criminal
histories (Angwin et al., 2016: Kirkpatrick, 2016). The white defendant would be given a lower
or equivalent reoffending score than the black defendant, even when the black defendant
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had a less extensive criminal record (Kirkpatrick, 2016). This had the effect of consistently and
systematically discriminating against black defendants.

Concerns about algorithmic bias are not new. Automated decision-making systems
discriminating in this manner were found as early as 1986 in a hospital computer program
designed to select interview applicants based on statistical methods and past applicant
success rates (Asscher, 1988). This programme was found to systematically discriminate
against black and female applicants. This discrimination was caused by the lack of applicants
with these characteristics who currently worked within the hospital, leading to a subsequent
lack of available training data including individuals with those characteristics (ibid).
Furthermore, Friedman & Nissenbaum (1996) discuss the issue of bias in computer systems
as early as 1996. In their paper Bias In Computing Systems, they put forward a taxonomy of
three types of bias: pre-existing bias, technical bias, and emergent bias. Pre-existing biases
are the type which exist within a structure or organisation, and become embedded within the
computing system. Technical biases are those imposed by the technical limitations of the
practitioners working on the project. Emergent bias is the type of bias which develops from
the system being used in a new context (Friedman and Nissenbaum, 1996).

Algorithmic technologies can also perpetuate inequalities in more subtle ways than the
previously discussed US criminal justice example. Google on average handles 3.5 billion
searches per day (Internet Live Stats, 2019), and is a prominent source of information to large
parts of the world. In Algorithms of oppression: How search engines reinforce racism, Noble
(2018) examines how search engines prioritise results which contain biased assumptions
regarding race and gender. For example, she found when she searched the phrase ‘black girls’
using Google search, the PageRank algorithm was highly skewed towards sexualised and
pornographic content, placing this type of content at the top of the results page (p17). In her
work she uses a Black feminist lens to explore how white supremacy and sexist culture
perpetrates itself throughout the internet, despite prevailing discourses of the internet as a
fair and equal marketplace of ideas (p84).

This type of representational bias has been explored by Otterbacher et al. (2017), who found
that normative gender biases were reproduced in Bing search results. In their study, they
found results for warm-traits (such as “emotional,” “expressive” and “sensitive”) were more
likely to retrieve images of women. In contrast, competency-based traits (such as
“ambitious,” “intelligent” and “rational”) were more likely to retrieve images of men
(Otterbacher, Bates and Clough, 2017). They state that it is unlikely these search biases come
from the algorithms themselves — but instead are an extension of the social and historical
structures they are embedded within (Otterbacher et al., 2017, p9: Noble, 2018, p13). As
discussed earlier in relation to Bucher’s (2017) research on algorithmic technologies, the way
in which users interact with the algorithm affects how algorithms behave, and can cause what
she refers to as ‘feedback loops.” In the Google search examples, users clicking for content
which reflects their own social biases can lead to this content appearing prominently within
the search engines’ results. As these results are prominent, it may then lead to more users
clicking on these links, thus creating a ‘feedback loop.’
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Despite examples of what algorithmic bias looks like, there has been difficulty pinning down
the cause of algorithmic biases. Indeed, early comments from Danks and London (2017) on
the subject included that “[p]ublic discussions of algorithmic bias currently conflate many
different types, sources, and impacts of biases, with the net result that the term has little
coherent content” (Danks and London, 2017, p2). They outline some common causes of what
is known as algorithmic bias, including: bias caused by biased training data; bias caused by
inputting protected characteristics; biases caused by inappropriate deployment of an
algorithm; and bias caused by misinterpretation of the algorithm’s output (Danks and London,
2017, p4). However, they also state that algorithm bias is impacted by statistical, ethical, and
legal biases. Furthermore, they state that due to the lack of coherent notation of ‘algorithmic
bias,” “there is little reason to think that there is one consistent or reliable response to these
myriad possible biases.” (Danks and London, 2017, p2). They also propose ‘de-biasing
techniques’ —that is, using intentionally statistically biased training data or techniques to help
counteract historical bias when deployed. | return to discussing these types of de-biasing
techniques in section 2.1.1 (Technical Mitigation Methods).

While the above discussions are useful for understanding the different types of bias from a
technical standpoint, Al Now’s 2017 report highlights “[t]he word “bias” also has normative
meanings in both colloquial and legal language, where it refers to judgements based on
preconceived notions or prejudices” (Campolo et al., 2017, p14). Focusing solely on a
technical understanding of ‘bias’ ignores the prejudices or assumptions of designers that can
be “wittingly or not, frozen into the code, effectively institutionalising those values” (O’Neil,
2017). As touched on earlier, data scientists often strive to maintain a ‘neutral’ position in
their work, seeing themselves as merely engineers or seeking to take an apolitical stance to
their work (Green, 2018). However, Green (2018) argues that if data scientists do not confront
the social assumptions embedded within these technologies, and instead only focus on bias
as a technical issue, issues of algorithmic bias cannot be addressed: “striving to be neutral is
not itself a politically neutral position—it is a fundamentally conservative one." (Green, 2018).

To complicate the issue further, it has been difficult to know how algorithmic bias happens,
due to the black boxed character of algorithmic technologies. By this | mean that it is difficult
(or impossible) to know what processes contributed towards the biased outcome. This
complicates the issue of defining the technical processes which have led to algorithmic bias
within a particular algorithm for two reasons. One, the algorithmic technology might rely on
an algorithmic technique which is mathematically complex and hard for humans to interpret,
and harder still for humans without the requisite background in that specific algorithm to
understand an explanation of how it came to its decision (Wachter, Mittelstadt and Russell,
2017). As discussed earlier, Breiman (2001) argued that this complexity, and the resulting lack
of interpretability, was the reason why algorithmic technologies were more accurate in their
predictions than data models. While the discussants to his paper questioned the validity of
this argument, it is worth remembering there is a culture of thinking within the field of data
science which associates complexity, and thus unknowability, with improved accuracy. Two,
the design of the algorithmic technology might be an industrial secret, and so organisations
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may be reluctant to explain the algorithm’s inner workings to those outside of the company
(Veale, Van Kleek and Binns, 2018).

In view of these difficulties, | take on a wide definition of the concept of ‘algorithmic bias.” |
use the term to mean discriminatory or unjust outcomes caused by the automation of
statistical techniques which aim to predict outcomes based on historical data and probabilistic
processes. While some interpretations of algorithmic bias limit the scope of this concept to
machine learning algorithms, this would exclude many of the older instances of data models
or computer programmes producing similar outcomes, which | choose to include in my
definition.

Furthermore, the wide scope of technologies included in this definition have been chosen
because of two additional conceptual difficulties. The first of these is that there is a wide
range of statistical techniques and processes which fall within the algorithmic technology
umbrella. Some of these include simple algorithms, such as linear regression algorithms,
which are similar to those worked on by human statisticians or data scientists. Others, like
neural networks, are far more complex, and the results of these algorithms cannot intuitively
be understood by most human beings. Secondly, the type of algorithm which has been used
in an algorithmic technology is not often known, as the inner workings of these algorithmic
technologies are often trade secrets. Due to the range of techniques which could be utilised
in any algorithmic technology, it is unsuitable to narrow the field of inquiry to machine
learning algorithms specifically. This is particularly true because it can be difficult to assess
whether machine learning has been used at all, or whether the organisation has simply used
a data model instead.

However, the wide range of possible algorithms or statistical techniques used in algorithmic
technologies have two important factors in common. One, the decision-making models they
produce are based on datasets, statistical processes, and probability theory. Two, the
statistical patterns which are identified in these datasets are then formalised into a model
which will be used for decision-making. This model will use the patterns identified in the
collected data, to determine decisions which impact people on an individual level. In other
words, statistical averages will determine the outcome of decisions made about individuals.

Given my definition of algorithmic bias, it is important to unpack the term ‘discrimination’. |
address this in the following section.

2.4. Discrimination

One of the thornier parts to the problem of algorithmic bias is that often the very purpose of
algorithmic technologies is to discriminate (i.e. differentiate) between different groups. This
can be seen in some of the examples discussed earlier, such as the applicant filtering software,
and search filtering algorithms. In practice, this might also involve classifying individuals in a
way which endeavours to calculate their ‘risk’ level- be it risk of fraud, child neglect, or
reoffending; making decisions that could impact on various realms of life from financial to
familial.
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In Automating Inequality, Eubanks (2018) argues that algorithmic technologies create a
‘digital poorhouse’, where those who are subject to their decisions are often punished by the
system. Eubanks (2018) contends that this ‘digital poorhouse’ builds on earlier innovations in
poverty management, such as physical poorhouses, with the purpose of reinforcing a
narrative of their being an ‘undeserving’ and ‘deserving’ poor. In other words, these
technologies reinforce the idea that not all living in poverty deserve assistance. For example,
an algorithm was developed to assist in housing the most vulnerable in Skid Row, Los Angeles?
(Eubanks, 2018). This algorithm was developed to assess who was particularly vulnerable,
giving people a score between 1 and 17 which represented their vulnerability to death or
admittance to a hospital. Homeless people who wanted to apply for social housing would
need to complete a questionnaire, which collected a wide range of personal data, to be put
on a waiting list for the scant amount of housing which became available. However, due to
the system, some applicants never receive housing, as the system judges them to be the least
at risk of harm whilst homeless. By utilising this system, state officials are able to claim that
the most vulnerable are housed — those most ‘deserving’ of housing — yet this obscures the
fact only a very small percentage of homeless people living in Skid Row ever receive housing.

Prior to the development of the social safety net and national insurance schemes, the
provision of financial support in case of death or misfortune lay in the hands of private
organisations. These private insurance companies needed means to assess the likely lifespan
of an individual, to balance premiums against payouts and ensure the profits of their
shareholders (Wilson, 2018). In ‘Babbage among the insurers: Big 19th-century data and the
public interest’ Wilson (2018) posits that the data compiled by life assurance companies to
provide accurate and reliable information on the average lifespans of a given group of people
were a forerunner to the large personal datasets of today (Wilson, 2018). However, in
Victorian England, the data collected by life insurance companies was still limited, and
originally these companies relied on simple mortality data combined with the Law of Large
Numbers3 to predict the collective lifespan of those they insured (Alborn, 2009). As these
methods developed, insurance companies later hired physicians to perform medical exams.
This provided them with further data such as height, weight, and any underlying conditions —
allowing them to classify individuals within a broad range of categories relating to the
individual’s health (or decided lack thereof) (Alborn, 2009).

Like the narrative of the deserving and undeserving poor that Eubanks (2018) notes, this
created a divide between the insurable and uninsurable. Although this application of the Law
of Large Numbers was deemed ‘enlightened’ when originally put into use (Wilson, 2018), it
served to decide who was too risky to insure and those who had to pay higher premiums.
Indeed, eugenicists and social hygienists called upon life insurance companies to share their
information in pursuit of “shifting the mean towards the tail that approached perfection”
(Alborn, 2009, p302). To put it another way, eugenicists wanted this data for the purposes of
statistically analysing human health and reducing the number of people whose health they

2 A 62 block area in LA which houses over 8000 homeless people, primarily in open tents (Cristi, 2019)
3 The law of large numbers, in probability and statistics, states that as a sample size grows, its mean gets closer
to the average of the whole population (Investopedia, 2019).
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judged to be below average. Part of the power behind these metrics is their creation of norms
based on averages, providing an ‘objective’ veneer, that enhances their credibility (Porter,
1996, p78). This apparent objectivity also further strengthens the grip of meritocratic
thinking, as it provides neoliberalism with a scoreboard and a set of seemingly fair rules, and
reinforces individualist attitudes (Beer, 2016, p195: Kendell, 2015). The request of eugenicists
was, however, judged to be unprofitable — and life insurance companies settled on “healthy
enough” (ibid).

This attempt to discriminate between different types of customer — those who were judged
too risky to insure, and those judged safe to insure — touches on discrimination as it is often
understood today. In colloquial usage, discriminating against someone is often linked to
holding a social prejudice about a particular group of people (Campolo et al., 2017). For
example, as seen in the history of insurance, holding a prejudicial belief that people with
certain medical conditions are less valuable to society than those without those conditions.

Within the context of algorithmic bias, discrimination is often understood through a legal
framing (Wachter, Mittelstadt and Russell, 2017). From a UK legal standpoint, discrimination
can be understood as the prejudicial or unfavourable treatment of people on the basis of
“protected characteristics” (The Equality Act, 2010). The protected characteristics stipulated
in The Equality Act (2010) in the UK are gender, race, age, disability, sexuality, and in Scotland,
socioeconomic background (The Equality Act, 2010).

A concept closely related to that of discrimination is social inequality. Social inequality
describes when the distribution of resources, or access to resources, takes place in a way
which is not equal. Often, this is on the basis of protected characteristics. Discrimination law
is one tool employed to advance social equality, by making it harder to refuse people access
to resources such as money, power, and visibility. When algorithmic technologies
discriminate against individuals, they may also entrench social inequality on a collective level
(Eubanks, 2018). Furthermore, citizens’ perception of social inequality has been linked to how
they interpret whether data uses are unfair. In a 2022 report from the Living With Data
project, the authors found some of their participants perceived data uses that negatively
affected or discriminated against those who were already disadvantaged as being unfair
(Ditchfield et al., 2022). This highlights the importance of citizens’ perceptions of inequality
in how they assess the fairness of data uses, and by extension algorithmic technologies.
Discussion of the concept of fairness can be found in section 2.7.2 (FATE: Fairness).

This section has focused on the concept of discrimination. To better understand the risks and
concerns of algorithmic bias within the public sector, in the following section | discuss how
algorithms are used in the public sector.

2.5. Algorithms in Public Services

In recent years, public sector services have increased their use of algorithmic technologies. In
2018, The Data Justice Lab reported at least 53 UK councils had previously used data analytics
(Dencik et al., 2018). Usesincluded, but were not limited to, targeting police efforts, providing
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clinical insights to the NHS, answering customer queries within government services,
enhancing decision making in areas such as child protection and policing, and identifying
troubled families (Dencik et al., 2018; Oswald et al., 2018; Hughes, 2019). Furthermore, in
2020, The Guardian reported that responses to their freedom of information requests
indicated 100 out of 226 UK councils have used algorithmic systems to assist in their
operations (Marsh and Mclintyre, 2020). | focus on an example of a child protection algorithm
below, because of the recent prominence of the adoption of these systems.

In 2018, Hackney Council (UK) implemented a child protection system known as the Early Help
Profiling System (EHPS), which provides the council with a method of identifying children who
may be at risk of abuse or neglect. It is claimed that this system provides social workers with
risk scores for each family, so that help and resources can be better targeted towards those
most in need (Dencik et al., 2018). This system was developed with the help of Ernst & Young
and Xanture (two third party data companies), and uses statistics including “information
about school attendance and attainment, families’” housing situations, and economic
indicators, and turns them into risk profiles for individual families.” Full automation is
estimated to provide $160,000 worth of savings in staff costs (Apolitical Foundation, 2017).

Systems which provide risk scores for child welfare are becoming increasingly common.
Eubanks’ investigated similar systems used in the USA. She describes one where data from
various sources (such as previous history with the service, school attendance, and so forth)
are used to create a score which reflects the supposed risk of a child being neglected or
abused (Eubanks, 2018, p127). The score is then passed on to a case worker, who can use it
when judging whether an investigation should take place. To make these assessments, the
algorithm uses proxy measurements to provide insight into the individuals’ behaviour.
However, these proxy measures are often a reflection of poverty itself, such as not having the
money to feed or clothe children (Eubanks, 2018). Thus, the system categorises families living
in poverty as being highly likely to commit child abuse or neglect merely as a result of living
in the material conditions of poverty (ibid). Furthermore, Eubanks (2018) notes two
prominent problems with the system; the score is highly influenced by the family’s previous
history with the service, and humans defer to these scores when unsure.

Part of the appeal of these systems is that they seem to offer the solution to distributing
scarce resources in an effective and fair manner (Dencik et al., 2018, p120). However, Eubanks
(2018) has contended that the digital poorhouse encouraged by algorithmic technologies
instead weakens the premise of the social safety net. Eubanks argues that when algorithmic
technologies are used to distribute resources, this goes against the premise the social safety
net is built upon. That is, the societal agreement that the costs of uncertainty should be
shared between society’s members (ibid). By using technologies which aim to assess which
citizens are most deserving of assistance, society is prevented from “[sharing the] collective
responsibility for creating a system that produces winners and losers, inequity and
opportunity.” (Eubanks, 2018, p198).

Additionally, Parks and Humphry’s (2019) study examines how exclusionary design practices
within algorithms can contribute towards a new digital divide, through the intersection of
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technological and social issues. One of these cases is colloquially known as ‘Robo-debt’, a
project which automated the detection of overpayments within the Australian welfare
system, shifting the processes to an online service, and automating the delivery of debt
collection notices without any human oversight as to their accuracy. The new automated
system caused an overwhelming amount of anxiety and stress for citizens, with little face-to-
face support available to answer queries or opportunity to prove their income for the time
period detected by the algorithm. Thus, citizens were not able to contest the decisions made
by the algorithm. Specifically, this deepened existing inequalities as it did not factor in the
impact of disability, digital literacy, and the challenges brought about by socioeconomic
exclusion on ability to use digital systems into its design process. Alongside changing the
automation technique which investigated overpayments, the designers changed fundamental
principles of how the system worked — which included placing the burden of proof on citizens
to prove their earnings, rather than the organisation needing to prove the welfare recipient
did indeed owe them money (ibid, p12). This highlights the way that what may seem like
simple techno-bureaucratic mechanisms have very tangible results in citizens’ ability to
engage with public services.

As members of the public rely on public services for key areas such as health, tax, and housing
etc, public perception of algorithmic technologies is important. Thus far, public perception of
the use of algorithmic technologies in public service contexts remains mixed, and highly
dependent on the context they are employed within. Kaun et al. (2023) investigated public
perception surrounding algorithmic technologies within a welfare context using survey data
from three different countries (Germany, Estonia, and Sweden). The results of this analysis
demonstrated differences in levels of trust in these systems in each country (Kaun, Larsson
and Masso, 2023). Furthermore, Kaun et al. (2023) theorise that these differences are tied to
respondents’ past experiences of public sector services within their country. Similar results
have been found using qualitative methods in a UK context, such as in the Living With Data
(2023) report (Ditchfield et al., 2022). In this report, some participants from a disadvantaged
group or minority background were found to link their experience of discrimination to
potential ill-use of their data (ibid). Moreover, it was found that some participants who were
not from a disadvantaged group were still concerned about unfair data use, and utilised their
understanding of social inequality to imagine what issues those from disadvantaged groups
might face.

In the following section, | turn to discuss the methods proposed to mitigate the risks of
algorithmic bias.

2.6. Algorithmic bias mitigation efforts

In this section, | discuss proposed methods to mitigate the impact of algorithmic bias. | first
discuss technical mitigation methods (2.6.1). By this, | mean algorithmic bias mitigation
methods which use technical skills such as dataset de-biasing. Following on from this, | explore
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algorithmic bias mitigation methods which are more social in character, using the FATE
(fairness, accountability, transparency and ethics) framework (2.6.2).

2.6.1 Technical mitigation methods

Thus far, many solutions to algorithmic bias have been technical in character. Technical
algorithmic bias mitigation comes in three main types; de-biasing the datasets used to train
the algorithm; changing the process of optimizing an algorithm; and changing the outputs of
the algorithm in the deployment phase of the technology (Balayn and Giirses, 2021).

Regarding de-biasing the datasets, a few different approaches have been put forward. Some
focus on removing the data regarding individuals’ protected characteristics, with the
intention of preventing the algorithm from inferring on the basis of these characteristics
(ibid). Others have suggested de-biasing techniques which focus on making datasets more
representative of their target population (Galhotra, Brun and Meliou, 2017). Furthermore,
some data scientists have developed techniques which switch protected characteristic
variables of individuals within their datasets, to make it more difficult for the algorithm to
infer on the basis of these characteristics (Balayn and Giirses, 2021).

However, the effectiveness of these de-biasing techniques has been contested. In Weapons
of Math Destruction, Cathy O’Neil (2017) argues that data such as postcodes can be used as
‘proxy data’® for characteristics such as socioeconomic background and race, due to their
being a larger presence of some demographic groups in some areas compared to others
(O’Neil, 2017). To combat this, it has been suggested that variables which correlate with
protected characteristics are also removed from training datasets (Balayn and Giirses, 2021).
However, this solution may cause further difficulties, as without protected characteristic
variables, it becomes difficult for data scientists to assess or audit their models for
discriminatory effects (ibid).

Turning to de-biasing techniques which focus on optimizing the algorithm, some approaches
have focused on finding new ways to operationalize the concept of fairness within a statistical
framework, allowing practitioners to better perform statistical checks on their models
(Bellamy et al., 2019). In statistical parity-based fairness approaches, statistical outputs from
various demographic groups are compared to assess whether their outputs are similar. These
statistical outputs can include metrics such as the number of false negatives and false
positives generated by different demographic groups, or the use of other metrics such as error
scores representing how well the model fits the available data (Green and Hu, 2018).

It has been argued that algorithmic bias mitigation methods which utilise an algorithmic or
datafied framing of algorithmic bias (i.e. technical de-biasing approaches) are ineffective at
mitigating algorithmic bias (Balayn and Gurses, 2021). Selbst et al. (2018) describe an
algorithmic or data-based framing of bias as an ‘abstraction trap.” An abstraction trap can be

4 Proxy data is where it infers about a protected characteristic from a piece of data which is not the
characteristic itself.
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understood as an error made when data practitioners “[abstract] away” aspects of the social
context as part of the process of constructing a mathematical model of the problem they are
working on (ibid). One of the abstraction traps described by Selbst et al. (2018) is the ‘framing
trap’, which describes how data practitioners attempt to solve social issues such as ‘fairness’
using methods typical of their discipline, such as altering modelling choices or using de-biasing
techniques with the currently available data.

The framing trap can be understood to form the basis of much of the critique surrounding
how data practitioners currently focus on mitigating algorithmic bias within their working
practices. In the following section, | discuss these critiques in addition to algorithmic bias
mitigation methods which go beyond this technical framing.

2.6.2 Fairness, Accountability, Transparency & Ethics (FATE)

One of the movements which seeks to address concerns about algorithmic bias is the FATE
movement, which focuses on understanding the challenges presented by algorithmic
technologies by focusing on Fairness, Accountability, Transparency and Ethics across
algorithmic systems in use. This is an interdisciplinary movement that has brought together
data scientists, computer programmers, social scientists, law experts and the humanities, to
examine and challenge how algorithmic systems are being used in sectors such as education,
public services, and healthcare (ACM FAT*, 2019). In this section, | use the FATE framework
to discuss the concepts of fairness, accountability, transparency, and ethics in turn. In each
section, | explore these concepts as proposed algorithmic bias mitigation methods, and the
challenges present in these methods.

2.6.3 Fairness

One of the key concepts discussed within the FATE framework is fairness — however this
everyday concept has proven far from simple. While in lay speech the word ‘fair’ is often used
to mean something which is free from bias, dishonesty, or injustice (Dictionary.com, n.d.), it
has taken on specific connotations within debates on algorithmic bias. When defined and
operationalised by data practitioners, who are often core designers of the systems being
discussed, two prominent operational definitions of fairness have emerged; procedural
fairness and statistical fairness (Green, 2018; Green and Hu, 2018). Procedural fairness is
concerned “with the fairness of the steps, input data, and evaluations made in a decision-
making process” (Rovatsos, Mittelstadt and Koene, 2019, p11). To put it another way, this is
fairness by way of process — the procedure for handling data is deemed fair, because the
procedure stays the same for all groups. This differs from statistical fairness, which relies on
producing metrics, such as accuracy scores and comparative statistics, to allow for
comparison between different groups, to ensure treatment of all groups has been equal
(Green and Hu, 2018, p2).

Green and Hu (2018) argue that both of these methods “capture important considerations of
fairness: impartiality of process on the one hand and protection from adverse impact on the
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other" (Green and Hu, 2018, p2). However, both of these approaches are practiced through
basic procedural methods that do not move beyond the data itself — either a method of steps
performed, or a method that relies on the comparison of relevant metrics the organisation or
individual has chosen to rely on. Green and Hu (2018) conclude that both of these definitions
are restricted to technical understandings of fairness, and by turning away from the broader
context of injustice “we run the risk of overlooking systemic issues and deeming social
structures fair simply because we have improved one component of them" (Green & Hu,
2018, p4). Furthermore, they argue that these conceptions of fairness draw the focus away
from the material conditions of inequality and injustice described within the dataset, allowing
actors to position the problem of algorithmic bias as one caused by ‘bad algorithms’ or ‘bad
data’ (Green and Hu, 2018; Hoffmann, 2019). In doing so, the importance of the beliefs,
values, and social biases embedded within institutions and practitioners is minimised (ibid).

Hoffman (2019) argues that striving for fairer algorithmic systems does not go far enough,
and that systems focusing on parity or statistical equality create a narrow field of inquiry,
which limits practitioners’ ability to recognise how data and algorithms connect to the wider
issues of injustice within society. For example, methods which focus on achieving a similar
number of false positives and negatives for all groups ignore the fact that for some groups,
the process of appealing decisions is far more arduous and likely to impact these groups in a
more substantial way (Hoffman, 2019; Costanza-Chock, 2018).

In Towards Data Justice, Dencik et al. (2016) argue that the issue of algorithmic bias should
be understood through the framework of justice, not fairness (Dencik, Hintz and Cable, 2016).
They suggest that a justice-based framework connects the issues regarding data-driven
practices to those of inequality and exploitation more generally. Additionally, they suggest a
justice-based framework provides a conceptual foundation for creating tools to address these
issues. It does this, they argue, by providing a way of examining the ideological basis of data-
driven processes and considering power relations, interests, and political agendas within the
context of data-driven practices (ibid). From there, it provides a foundation to question how
society should be organised (Dencik et al., 2022; Milan & Treré 2019, 2021; Treré 2019).

In alignment with this thinking, it has been argued that a justice based framing of moral issues
provides a way of thinking about data which allows for ‘de-centering’ data (Pefia
Gangadharan and Niklas, 2019). Gangadharan and Niklas (2019) argue that de-centering data
allows for greater recognition that discrimination, unfairness, and injustice are not primarily
felt through the medium of algorithmic technologies (ibid). For example, within their study of
civil society representatives’ perceptions of de-centering technology regarding
discrimination, they found that although there is concern that algorithmic technologies can
be used to “[deny] benefits to as many people as possible (p2)”, interviewees were less
concerned about the technology itself, but more with the already existing problems within
the public administration (ibid). This echoes the findings of the Living With Data project, a
gualitative research project which investigated public perceptions of public sector data use
(Ditchfield et al., 2022), referenced above.
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2.6.4 Accountability

In this section, | discuss the concept of accountability regarding algorithmic bias mitigation.
As organisations shift more of their human decision making to algorithmic systems, there has
been a lack of clarity regarding who is responsible for the harmful or biased decisions
produced by these technologies. Leonelli (2016) describes what it means for someone to be
accountable, rather than merely responsible, as follows; “responsibility [is] the moral
obligation to ensure that a particular task is adequately performed [...] accountability denotes
the duty to justify a given action to others and be answerable for the results of that action"
(Leonelli, 2016).

There has been some debate about whether the algorithmic technologies themselves, or the
people who design them, should be held accountable for the outputs of such systems. Floridi
and Saunders (2011) claim algorithmic systems have their own moral agency, independent of
their designers’ moral agency, as these technologies are able to ‘learn’ and act in a way that
is beyond the intentions of their original code. The view of Floridi and Saunders (2011), is
these systems should be held accountable for their actions. To put it another way, if
algorithmic technologies are assumed to have no moral agency independent of their
designers, this may lead to humans being held accountable for algorithmic technologies’
decisions. However, despite this, they argue that algorithmic technologies cannot be
associated with a sense of moral responsibility or duty (Floridi & Saunders, 2011: Mittelstadt
et al., 2016). Algorithmic technologies are designed and implemented by humans. Assigning
responsibility to the algorithm can lead to all accountabilities being shifted to the system
itself, ignoring the moral responsibilities of the data practitioners and the organisation
responsible for its development (Mittelstadt et al., 2016).

Regulatory frameworks can be used as a mechanism to foster accountability for the decisions
made by algorithmic technologies. In 2018, the GDPR was implemented across the EU, which
included various mechanisms pertaining to algorithmic bias, particularly those relating to the
responsibilities of data controllers (GDPR, 2016). Although the UK withdrew from the EU in
2016, the UK is still following the same legal framework. Specifically, article 22 outlines the
data subjects’ ‘right to an explanation’ concerning the logics of any fully automated decisions
made about them (GDPR, 2016). In Edwards and Veale’s (2018) analysis of the ‘right to an
explanation’, they argue citizens are often unable to exercise this right due to the
inaccessibility of these mechanisms, meaning these regulations provide citizens with little
tangible means of utilising these protections. Edwards and Veale put forward this argument
using the example of Data Protection subject access requests (SARs), which they argue have
been predominantly used by journalists and company insiders, and not the public at large,
due to the amount of time, knowledge, and persistence that following through with these
requests requires (p6). Furthermore, if a data subject were to receive an explanation as to
how an algorithmic system came to its decision, it is uncertain how this might assist the data
subject in receiving a fairer outcome (ibid).
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Additionally, article 35 of the GPDR stipulates that if the data controller utilises new
technologies to process data, and the type of data processing is likely to present a high level
of risk to the rights of data subjects, then a data protection impact assessment (DPIA) must
be undertaken prior to data processing (Edwards and Veale, 2017). These legal shifts establish
mechanisms by which organisations bear some legal accountability for considering the impact
of these technologies, in addition to accountability for documenting those considerations
(Reisman et al., 2018). However, critics have argued this is insufficient, arguing that while
these legal shifts create organisational accountability regarding the production of these
documents, such documents provide data subjects with very little practical protection against
harm. Moreover, there is no stipulation that those who may be subject to potential impacts
of these technologies are consulted in the production of these assessments, prompting
concern that the documented impacts will bear little resemblance to the harms faced by the
groups of people most likely at risk of harm (Metcalf, Watkins, et al., 2021; Yam and Skorburg,
2021). Further discussion of algorithmic impact assessments can be found in Chapter 6.

2.6.7 Transparency

In this section, | discuss the concept of transparency in relation to algorithmic bias mitigation
practices. Within the debate surrounding algorithmic bias, the concepts of accountability and
transparency are intrinsically linked to each other. Without knowledge of algorithmic
technologies in use, details of how these technologies work, and the working practices
surrounding these technologies — that is, transparency - it is not possible for actors to be held
accountable for the decisions made by these technologies. In addition, it is argued that
transparency around algorithmic systems allows for observation of the mechanics of said
system, and so observers will be “better able to judge whether a system is working as
intended and what changes are required” (Ananny and Crawford, 2018, p974).

However, a number of barriers exist to creating more transparent algorithmic technology
development processes. Organisations may have some incentive to limit the information
publicly disseminated about their algorithmic systems — to ensure the information asymmetry
between the organisation and the public is maintained. They may be concerned about
protecting commercial secrets, user privacy, and ensuring users can’t ‘game’ the system
(Veale, 2017). Bates et al’s (2023) reflect on the concept of transparency from their work with
public sector research partners in the Living With Data project, and state that organisations
often see information sharing as risky. However, they argue, information which organisations
see as being potentially risky may be information the public finds the most relevant and useful
regarding systems they may be negatively impacted by.

Additionally, one of the oft cited barriers to algorithmic transparency is that certain
algorithmic techniques make it difficult to ascertain how the algorithm has reached its
conclusion, and in some cases, there may not be a human-intuitive explanation that can be
provided (Strauf’ and Stefan, 2018: Edwards and Veale, 2017: Zarsky, 2016). As discussed
earlier, the move from data modelling to algorithmic modelling acknowledged a trade-off
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whereby algorithmic models are less interpretable but gain in predictive power compared to
data models (Breiman, 2001). Whilst this may be a less contentious issue when problem
solving an engineering issue, it becomes far more challenging when using personal data to
make life changing decisions. Furthermore, it is not only the technical understanding of the
algorithmic systems themselves which creates a barrier to transparency, but also the
structure of the organisation itself. For example, in Bates et al.’s (2023) aforementioned
paper, they reflect on how practitioners at the DWP and BBC often had contradictory and
inconsistent accounts as to the details of their data driven systems. This was due to the
interviewees’ differing professional roles on the project, with interviewees having different
information depending on the remit of their role. These observations highlight the difficulty
in organisations providing meaningfully transparent information about their systems.

In addition to these practical considerations, critics have questioned the value of the ideal of
transparency in mitigating the potential harms brought about by algorithmic technologies.
Ananny and Crawford (2018) have contended that transparency is limited in its ability to
defend against corruption; transparency “can reveal corruption and power asymmetries in
ways intended to shame those responsible and compel them to action, but this assumes that
those being shamed are vulnerable to public exposure” (Ananny and Crawford, 2018). This
relates to the concept of accountability discussed in the previous section. Without
mechanisms to ensure organisations can be held accountable for the development of
algorithmic technologies, transparency alone cannot address issues of algorithmic bias.
Furthermore, Ananny and Crawford (2018) argue that the ideal of transparency as a
mechanism to protect against harm places an unreasonable burden on citizens to seek out
information about these systems, to be able to interpret this information, and to recognise
its significance. This connects to the issue discussed by Edwards and Veale (2018) earlier, that
although article 22 in the GDPR creates a mechanism for the public to make a subject access
request (SAR), these requests have been predominantly used by journalists and company
insiders, and not the public at large.

Some scholars have further defined the concept of transparency regarding issues of
algorithmic technologies. Bates et al. (2018) argue it is necessary for organisations to create
socially meaningful transparency practices, meaning transparency practices which are
relevant and useful to multiple and diverse publics. They present the challenges regarding
transparency they identified in their research as opportunities for the creation of socially
meaningful transparency. For example, in the case of information asymmetry, they suggest
that information asymmetry needs to be reduced between the organisations using
algorithmic technologies and non-commercial third parties such as researchers, policy
makers, journalists, political representatives, service users, and the public. Specifically, they
suggest organisations could be legally required to publish what algorithmic technologies they
were currently developing. This builds on previous suggestions in the field regarding
algorithmic technology registers, such as Amsterdam and Helsinki’s algorithm registers (Bates
et al., 2023). These registers document algorithms in use in these cities.
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Additionally, Bates et al. (2018) argue for enhancing ‘collaborative governance’ of algorithmic
systems (Bates et al,. 2018; Kaminski, 2020). Collaborative governance of algorithm systems
entails organisations working with third parties to decide which parts of an algorithmic system
should be made transparent to the public, and the ways in which these transparency efforts
ought to be communicated to diverse publics. This proposal aims to address the barrier of
information asymmetry by engaging a diverse set of actors in the development of these
technologies. Furthermore, Bates et al. (2018) argue that enhancing collaborative
governance, provides a forum to address the issue of uncertainty within algorithmic
technology development. By collaborating with third parties, organisations can learn how to
communicate uncertainty regarding a system, and ensure accessibility of their transparency
outputs to diverse publics at risk of being negatively impacted by algorithmic technologies.
However, it is currently unclear how these types of working practices would be embedded
within organisational working practices.

2.6.7 Ethical design

In this section, | discuss the concept of ethics and how it relates to algorithmic bias mitigation.
It has been suggested that to encourage a greater sense of moral responsibility amongst data
scientists and engineers designing algorithmic systems, there needs to be a greater focus on
providing ethical training (Leonelli, 2016). Ethics is understood as the practice of evaluating
decisions in regards to moral principles. However, in McNamara et al.’s (2018) experimental
study, it was found that this may not have an impact on ethical decision-making in practice.
The study used ethical vignettes to determine whether bringing attention to the ACM code of
ethics impacted software engineers’ ethical decision-making (N=168), and concluded this had
no impact on the software engineers’ decisions compared to the control group (McNamara
et al., 2018: Green, 2018). Green (2018) argues that data scientists need to go beyond simply
adopting ethical and professional codes of practice, to engage in a more reflexive practice
where they critically examine the work that they produce. Green (2018) argues this is
particularly important considering the political power which data-scientists now wield:

"data scientists are political actors in that they play an increasingly powerful role [...]
structuring how institutions conceive of problems and make decisions, data scientists
are some of today’s most powerful (and obscured) political actors." (Green, 2018, p8)

Despite the power now afforded to data scientists, data scientists often seek to adopt a
‘neutral’ ethical position, or argue they are unqualified to make political judgements within
the context of their work (Green, 2018). This position recalls the idea of the objective gaze
from nowhere, and ignores that “[o]bjectivity derives its impetus, and also its shape and
meaning, from cultural, including political, contexts” (Porter, 1995, p90).

Ethics is generally understood as being the study of moral principles and how these should
guide personal and societal behaviour. Academically, the discipline of philosophy has
provided much of the historic groundwork for the different schools of thought in this area.
However, in recent years, there has been a surge of organisations adopting what is known as
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‘organisational ethics’ or ‘business ethics’ approaches to dealing with the moral dilemmas
found in organisational working practices (Vogel, 2006; Mckinsey & Comapny, 2022). This has
been influenced by the rise of ‘corporate social responsibility,” which began in the 1990s,
when organisations began focusing more on what types of ethical practice were practical and
affordable, in addition to practicing greater ‘stakeholder engagement’ (Vogel, 2006).

The application of organisational ethics in the context of designing algorithmic technologies
has been defined as including both a) the moral considerations surrounding the building of
these technologies (e.g. what the technology will do, how transparent the technology is), and
b) the moral decisions these technologies will be programmed to make (e.g. if the technology
makes a decision which is ‘unfair’) (Wing, 2018). In Moss and Metcalf’s report on Silicon Valley
ethics workers (described as ‘ethics owners’) they describe a shift from the older form of
ethics work done in these companies, where ethics workers deflected public pressure and
demonstrated legal compliance, to the ethics roles of today which focus more strongly on
preventing social harm (Metcalf, Watkins, et al., 2021). Additionally, these roles focus on
preventing harm within the parameters set by the business, with issues occurring when ethics
workers try and work beyond these limits. For example, Timnit Gebru, in her capacity as an
ethics lead at Google, co-authored a paper detailing the risks of large models to exacerbate
carbon emissions, have unknowable biases, and spread misinformation (Hao, 2020; Bender
et al., 2021). Google managers requested she withdraw the paper from the publication
process. After a meeting about how to go forward with this issue, Gebru’s employment with
Google was subsequently terminated. This type of ethics work differs from academic ethics
philosophies due to its strong focus on navigating stakeholder relationships, managing
company resources, and the need to navigate market pressures (ibid).

One of the challenges of the business ethics framework is the lack of agreement between
ethics workers as to what constitutes ‘ethics’, with different practitioners bringing with them
different sets of personal moral codes to their work, making it difficult for ethics workers to
create organisational processes which are workable and consistent (Moss and Metcalf, 2020).
Moreover, this may lead ethics workers to focus their attention on more quantifiable
benchmarks such as bias or fairness measures (ibid). Within this paper, | chiefly use the word
‘ethics’ to describe the processes which organisations use to work towards some form of
‘social good’ or to otherwise address moral dilemmas within the context of their organisation,
such as through ethics boards, procedures and policies.

2.7. Conclusion

In this chapter, | reviewed the literature surrounding algorithmic bias and proposed
algorithmic bias mitigation methods. In the first section, | provided a broad overview of
‘algorithms’ and their history, drawing upon literature from both data science and the social
sciences. Using the data science literature, | focused on the disciplinary debate regarding the
validity, epistemological assumptions, and best working practices when utilising algorithmic
methods. Regarding the literature on algorithmic technologies within the social sciences, |
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explored how academics have questioned both the supposed objectivity of these methods,
and how they are embedded within social structures.

Following from this, | explored the concept of algorithmic bias itself, and its relationship to
the concepts of discrimination and social inequality. In particular, | drew out the tension
between the discriminating character of these technologies and attempts to ensure these
technologies do not discriminate against individuals. After this discussion, | provided a brief
overview of the use of algorithmic technologies within the public sector.

In the final sections, | explored the range of algorithmic bias mitigation methods which have
been put forward by practitioners, academics, and institutions focused on algorithmic bias
mitigation. These methods included technical de-biasing methods such as statistical parity
checks, data sampling methods, and removing variables related to an individual’s protected
characteristics prior to the use of an algorithmic model. However, in my discussion, | conclude
that these methods are not effective in mitigating the risks of algorithmic bias, drawing on
critiques from critical data scholars. | subsequently discussed the concepts of fairness,
transparency, accountability, and ethics in relation to algorithmic bias mitigation efforts. In
this section, | discussed the challenges with each of these methods, and the ways in which
these tie in with the broader critiques of categorisation, power, and the trends within
algorithmic decision-making plays a part.

While there has been much research around de-biasing techniques using a quantitative lens
(Balayn and Giirses, 2021), it has been noted by prominent scholars that further research in
this area needs to include qualitative research that can capture “the messy reality of many
contemporary on-the-ground situations,” (Veale and Binns, 2017, p12). Orr and Davies
(2020), Veale et al. (2018), and Holstein (2017) have interviewed practitioners to understand
how they are situated within the development of algorithmic bias, and their responsibilities
and engagements within their working context. However, their analysis is primarily focused
on how individual actors are constrained within a collective system (Holstein, McLaren and
Aleven, 2017; Veale, Van Kleek and Binns, 2018; Orr and Davis, 2020). Conversely, the way
that algorithmic bias mitigation is approached from an organizational or project perspective
has received less attention.

In the following section, | take these observations forward, and use them to develop the
methodology approach used in my thesis paper.
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3.1. Introduction

In Chapter 2, | reviewed the literature around algorithmic bias, and algorithmic bias mitigation
methods. In this chapter, | discuss my approach to synthesising this knowledge within my
research context andCthgfiel)'s ongeatedinggeseryeh aims. | then discuss how these research
aims were turned into research questions, and how | subsequently designed and carried out
each research paper.

The structure of this chapter is as follows. First, | expand on how the 3-paper model of my
PhD programme worked, and how this influenced the research design process (section 3.2). |
subsequently discuss my research problem and how the overarching research aims were
broken down into research questions (section 3.3). Then, | discuss my research approach and
how this influenced my data collection and analysis (section 3.4). Following from this, |
explore the DWP context to provide the reader with information about the research context
(section 3.5). Once the research context has been established, | discuss my research design
process (section 3.6), my chosen data collection methods and their suitability for this research
project (section 3.7), and how the data generated from these projects were analysed (section
3.8). Lastly, I discuss the ethical considerations on this project (section 3.9) and the limitations
of my research (section 3.10).

3.2. Discussion of thesis model

In this section, | discuss how | approached the paper-based model used in my thesis. The Data
Analytics and Society Centre for Doctoral Training (link here), which funded my PhD, has a
strong focus on PhD students collaborating with industry partners. Typically, these industry
partners give students a short research brief and provide some support and funding
throughout the PhD process. My industry partner was the DWP (Department of Work and
Pensions), whose overarching research aim for the project was quite broad —the department
sought to use more algorithmic approaches, and wanted to know more about how they might
mitigate the risks of algorithmic bias. In response to this brief, my first step was to conduct a
literature review and analyse the organisational context, to produce research questions of
academic interest whilst practically relevant to my industry partners. In the next section, |
further explore how | produced the research questions for my thesis papers.

3.3. Research problem and research questions

As previously noted, the DWP provided me with a short research brief prior to starting my
PhD. Additionally, in the early stages of my research, | attended meetings with my DWP
contacts to understand what the department’s aims were in supporting my PhD. Alongside
this, | undertook an internship with the DWP Sheffield data science team. During this time, |
spoke to members of the data science team to determine their understanding of algorithmic
bias. Often, team members would mention resources about algorithmic bias with which they
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had engaged, or tell me about departmental frameworks in development. These resources
would discuss, for example, the problems with technical bias checking when a dataset does
not include protected characteristics such as gender, which suggested that the team were
working with an algorithmic framing of algorithmic bias (as defined in Chapter 2) (Selbst et
al., 2018). As | continued to think about my research, these observations were important in
trying to ground my understanding of the research context. In other words, these
conversations helped me develop a better idea of what “intellectual puzzle” | might
investigate within the boundaries of my research brief and the research context. Mason
(2002) describes a researcher’s “intellectual puzzle,” at its most basic level, as “something
which the researcher wishes to explain” (p7). Mason (2002) conceptualises this ‘puzzle’ as the
“essence of [the researcher’s] enquiry,” continuing by stating that research questions are the
“formal expression of [the] intellectual puzzle” (p20).

Considering these matters, | decided to design each of my three thesis papers so they would
contribute towards my thesis in a systematic manner, whereby the final outcome of the thesis
would broadly focus on what DWP data science practitioners could do to mitigate algorithmic
bias. Blaikie (2005) describes this type of research as “applied research” — research which
typically focuses on change, evaluation, or assessing social impacts. The two types of applied
research which seemed relevant to my own were what Blaikie describes as ‘change’ and
‘evaluation.’ Blaikie (2005) describes research focusing on change as “[intervening] in a social
situation by manipulating some aspects of it, or to assist the participants in doing so,
preferably on the basis of established understanding or explanation.” Research focused on
evaluation meanwhile is described as “[identifying] the social and cultural consequences of
planned projects, technological change, or policy actions on social structures, social processes
and/or people” (p72).

As previously described, the DWP’s research brief indicated a wish to change working
practices to mitigate the risks of algorithmic bias. It therefore seemed sensible that the final
paper, either through the research process or the research outcomes, should aim to bring
about some form of change (Blaikie, 2005). With this end point in mind, it was important for
me to find a systematic approach to reaching the final paper’s outcomes. Additionally, Blaikie
states that to be confident that a change objective is meaningful, it should be based on prior
established explanation (Blaikie, 2005). This indicated that prior to the final paper, | would
need to better understand the DWP’s current data science environment, and to find out
which algorithmic bias mitigation methods other organisations have been successfully using.
These considerations led to the following overarching research aims:

e paper one: to investigate what DWP data scientists are currently doing in areas related
to algorithmic bias

e paper two: to investigate how other public sector organisations seek to mitigate
algorithmic bias

e paper three: to investigate how the insights from paper two could be integrated into
a DWP context
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Additionally, it was important to consider the academic research which had been conducted
in this space so far. My review of the relevant literature informed my design of papers one
and two. As discussed in Chapter 2, data scientists have developed algorithmic de-biasing
techniques, using quantitative techniques that rely on data scientists producing and assessing
output metrics, such as error rates and other comparative statistics (Balayn and Girses,
2021). However, it has been noted by prominent scholars that further research in this area
needs to include qualitative research that can capture “the messy reality of many
contemporary on-the-ground situations” (Veale and Binns, 2017, p12).

Thus far, there has been little qualitative research regarding data science practitioners’
perceptions and experiences of algorithmic bias and algorithmic bias mitigation methods. Orr
and Davies (2020), Veale et al. (2018), and Holstein (2017) have interviewed practitioners to
understand how they are situated within the development of algorithmic bias, and their
responsibilities and engagements within their working context. However, their analysis is
primarily focused on how individual actors are constrained within a collective system
(Holstein, McLaren and Aleven, 2017; Veale, Van Kleek and Binns, 2018; Orr and Davis, 2020).
Conversely, the way in which algorithmic bias mitigation is approached from an organizational
or project perspective has received less attention.

With this in mind, the aforementioned research aims for each paper were developed into
research questions. The final research questions were:

RQla: What algorithmic bias mitigation working practices are currently practiced by data
science practitioners at the DWP?

RQ1lb: What are the limitations of these practices?

These research questions were the focus of Chapter 4: Investigating the role of current DWP
working practices in mitigating algorithmic bias, and considered how DWP data science
practitioners already engage with algorithmic bias mitigation practices, to gain an
understanding of what type of “change” may be needed to improve their approach to
algorithmic bias mitigation (Blaikie, 2005). In doing so, these questions aimed to find out
about DWP working practices in relation to algorithmic bias, to lay the groundwork for the
papers in Chapters 5 and 6.

Following from this, the next two research questions were:

RQ2a: What might ‘good algorithmic bias mitigation practice’ on an algorithmic project look
like?

RQ2b: What challenges does good practice on an ‘ethical Al’ project face in practice?

These research questions were the focus of Chapter 5: Lessons in mitigating bias from the
field: Exploring good practice and moral challenges on the AuroraAl project. These research
guestions aimed to find out what other algorithmic projects were successfully using to
mitigate the risks of algorithmic bias, so that this could be fed into the final paper in Chapter
6.

Hadley Beresford



Chapter 3: Methods section 36

Following from this, the next two research questions were:

RQ3a: What aspects of DWP organisational culture might influence the adoption of
mitigation approaches?

RQ3b: And, what does this mean for what might work to mitigate algorithmic bias in
practice?

These research questions were the focus of Chapter 6: The influence of DWP organisational
culture on the adoption of algorithmic bias mitigation practices and implications for practice.
These research questions aimed to find out what DWP could do to mitigate algorithmic bias.

3.4. Research approach

After defining my research problem, it was necessary to consider my research approach. A
research approach typically entails the alignment or development of the researcher’s
research philosophy. A research philosophy provides the researcher with an approach to
handling questions about the purpose of data sources, methods, analysis, and reflexive
thinking during a research project (Mason, 2002).

3.4.1 Research philosophy

In this section, | discuss the development of my research philosophy. A researcher’s research
philosophy is usually understood to include both the ontological and epistemological
assumptions about the world presupposed by either the researcher or their research
problem>. This means the research’s foundational assumptions about what the world
comprises of (ontology), and how we can know about those things (epistemology). Some
academics stress the importance of approaching epistemological and ontological issues
separately, although the reasoning for this is often unstated, and the benefits of this approach
are thus unclear (Marsh and Furlong, 2002).

However, as Crotty (1998) points out, to what exactly an ontology refers in the case of
research philosophy is uncertain. Crotty (2018) states that this is in part due to how
“ontological and epistemological [issues] arise together,” rather than being separate (p20).
To express this another way, while ontological beliefs concern claims about what exists, these
claims rest on researchers’ prior knowledge, capacity, and ability, to investigate these claims.
In other words, ontological claims are strongly reliant on epistemological methods,
understandings, and tools. Moreover, it is not clear what is gained by a researcher aligning
themselves to an ontological system of beliefs, nor is it clear how this improves the research
process. As an alternative to a researcher aligning themselves to a separate research ontology
and epistemology, Crotty suggests only using an epistemology, and ‘theoretical perspective,’

5 Personally, | believe researchers can take on different philosophical approaches depending on the nature of
their research and the needs of the research problem they are working on. Due to this, | do not assume the
research philosophy has to align with a singular and consistent set of philosophical beliefs held by the
researcher.
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as can be seen in fig. 1 below. The theoretical perspective of each research paper is provided
within the literature review of each of my empirical chapters.

epistemology

theoretical perspective

methodology

methods

Fig. 1 (Crotty, 1998)

As can be seen in the Fig. 1, epistemological assumptions come first in the researchers’ design
process, as it is from these that a researcher’s broader research area and methodology
emerges (Crotty, 1998; Mason, 2002; Blaikie, 2005). Within my own research | found this was
a less linear process, where | often iterated on both my epistemology and theoretical
perspective in tandem, asking myself questions about the character of my research aims, in
addition to the character of the literature from which my research was being developed
during the research process. The development of my research philosophy was an iterative
process, guided by my findings and the long-term goals of the project. Furthermore, in
developing my research philosophy, | did not feel as though | was trying to make metaphysical
claims about the nature of reality which are entailed by aligning oneself to an ontological
perspective. Rather, | was choosing a way of seeing, understanding, and thinking about a
problem which is conducive to studying the problem academically. My focus instead was
trying to untangle what my ‘intellectual puzzle,” as Mason (2002) calls it, was, and developing
my epistemology to match the nature of said ‘puzzle.’
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As different epistemologies are suitable for different types of research, it was important for
me to reflect on the character of what | was trying to understand. During this process, two
things seemed key in thinking about my epistemology. Firstly, when reviewing the literature,
it was clear that many of the unexplored issues of algorithmic bias were rooted in social
interactions, people’s experiences, and people’s perceptions of the social world around them
(O’Neil, 2017; Veale and Binns, 2017; Eubanks, 2018). While some of the more technical
research in this area is undertaken from a more positivist standpoint (Hoffmann, 2019; Balayn
and Girses, 2021), there are calls for more research from approaches rooted in interpretivist
standpoints (D'lgnazio & Klein, 2020; Veale and Binns, 2017). Thus, to understand the way
people experience their social reality, it was important for me to align myself to an
epistemological approach which foregrounds the social world. Secondly, it was important for
me to adopt a philosophical approach which was complimentary to my theoretical
perspective. As my theoretical perspective is largely influenced by critical theory, an
interpretivist and social constructivist philosophy were appropriate. | say more about both
below.

3.4.2 Interpretivism

As my research questions were focused on the social reality which informs how practitioners
engage with data, moral questions, organisational and societal issues, it was sensible to adopt
an epistemology which complimented these issues. This led me to study interpretivist
standpoints. Modern day interpretivism is:

concerned with understanding the social world people have produced and which they
reproduce through their continuing activities [..] in order to negotiate their way
around their world and make sense of it, social actors have to interpret their activities
together, and it is these meanings, embedded in language, that constitute their social
reality (Blaikie, 2000, p115).

Utilising interpretivist understandings allowed me to consider how practitioners might
interpret and construct the social reality in which they work. As Danks and London (2017)
have commented, “‘algorithmic biases’ often cannot be resolved in a purely technological
manner, as they involve value-laden questions” (p2). Moreover, they state that these
guestions are found at every stage of a project, with each organisational context having
different values, and policies which reflect those values (Danks & London, 2017, p2). Using an
interpretivist lens during my research process led me to considering my participants’ work
processes from multiple angles — what were the organisation’s values? Did participants share
them? What influenced these practitioners socially? What thoughts, values, and expectations
surrounded these people and the organisation? These types of questions guided my
approach. Furthermore, these questions allowed me to hone my conception of algorithmic
bias beyond the purely technical, and instead understand it as a living and moving thing
whereby each instance of the phenomenon has its own history and hue. This would inform
my approach to analysing my research data, as it encouraged me to think about pre-existing
biases which may be embedded within the organisation.
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3.4.3 Social constructivism

Social constructivism asserts that within our social interactions, we negotiate and construct
the meanings of our world and the objects around us. To put it more succinctly, “people act
on the basis of the meaning that objects have for them; these meanings are developed
through social interaction, and modified through interpretive processes employed in further
interaction” (Benton and Craib, 2010; Blumer 1969).

Social constructivism is an epistemological assumption often combined with interpretivism
(Creswell, 2012, p8). Creswell states that social constructivist assumptions hold that:

“individuals seek understanding of the world in which they live and work. Individuals
develop subjective meanings of their experiences — meanings directed toward certain
objects or things. These meanings are varied and multiple, leading the researcher to
look for the complexity of views rather than narrow meanings into a few categories or
ideas” (p8).

Indeed, social constructivism is a prominent theme within my broad research area. As
described by D'lgnazio & Klein (2020), data collection biases can arise from the way dominant
groups conceptualise others, and how the meanings and expectations they have about these
people then become a blueprint for how they are treated. However, these processes are not
simply prejudices which can easily be uncovered; instead, as Creswell states “[o]ften these
subjective meanings are negotiated socially and historically. They are not simply imprinted on
individuals but are formed through interaction with others” (p8).

In summary, for this thesis, | developed a research strategy which could be aligned with the
DWP’s motivations for supporting the PhD. This was achieved through carefully considering
the gaps in the academic literature (such as qualitative research on algorithmic bias), and the
motivations of the DWP to support research which enabled the changing of their approach to
issues of algorithmic bias. In the next section, | discuss the DWP context.

3.5. The DWP context

The DWP (Department of Work and Pensions) is the ministerial government department
within the UK responsible for welfare support, pensions, and child maintenance policy. As a
ministerial department, it is led by a government minister (who is referred to as the Secretary
of State for the Work and Pensions) and supported by a team of junior ministers. Ministerial
departments are departments which require direct political oversight. Ministers are drawn
from the members of parliament of the currently governing political party, who are elected
by their constituents.

Within the UK context, civil service departments stand independently of the government and
currently governing political party. Civil servants who work in civil service departments
typically stay within the service when new Ministers are appointed when political power is
transferred to a new political party following a general election. Officially, civil servants serve
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the crown, rather than the government. Due to these factors, while civil servants enact the
policies of the governing party, they are considered to be apolitical. The Civil Service Code
states that civil servants must demonstrate political impartiality and must not allow their
political position to determine any advice they may give or their actions (Civil Servants,
Ministers and Parliament, n.d.). In practice, this stipulation requires that civil servants must
implement government policy to the best of their ability regardless of their political views,
and must not say or write anything which could be quoted in a manner which could be
regarded as agreement or disagreement with Ministers’ decisions (ibid).

The DWP is the UK’s largest civil service department in terms of expenditure, serving around
20 million claimants and customers across pensions and working age benefits (The Audit
Office, 2019). Benefits which the DWP oversee include Universal Credit, Jobseekers
Allowance, Carers Allowance, Disability Support Allowance, and Personal Independence
Payment. The department currently operates over 750 Jobcentres, which provide
employment support to those on out of work benefits. Depending on the claimant’s
circumstances, this support can include weekly check-ins with a designated ‘work coach’ who
assists jobseekers in attaining employment through monitoring their progress on weekly tasks
and signposting them to other services (Department of Work and Pensions, 2019).

The employment support provided by DWP has seen a number of changes over the last
decade, one of the most noticeable being the development of Universal Credit (UC). The
development of UC has meant that what was previously paid as 6 separate benefits (income-
related Employment and Support Allowance, income-based Jobseeker's Allowance and
Income Support; Child Tax Credit and Working Tax Credit; and Housing Benefit) is combined
as the new all-in-one benefit, UC. The roll out of UC began in 2013, and gradually claimants
from different regions moved from legacy benefits to UC. This development has also brought
with it a move towards a more digitised application system, with UC being an all-digital
application service, where claimants must apply for their benefits through the government’s
online portal.

The UC system has not been without controversy. The shift to online services has caused
difficulties, such as claimants without the necessary digital skills struggling to apply for
benefits. It is estimated that 6.3 million people (approx. 9.4%) in the UK do not engage with
the internet (French, Quinn and Yates, 2018). These users often do not have the skills or
support available to them to become digitally active, and they often feel that there is little
incentive for them to do so. Non-users are more likely to be from lower socio-economic
backgrounds (ibid), and thus potentially more likely to be social security claimants. Social
security payments are made to citizens in situations such as unemployment, illness, or
bereavement and poverty (Mackley et al., 2023). In a UN rapporteur’s report in 2018, it was
commented the “British welfare state is gradually disappearing behind a webpage and an
algorithm, with significant implications for those living in poverty” (Alston, 2018).

Along with the change to an all-digital application service, the policy around Universal Credit
includes an increased number of conditions placed upon the recipient of the benefit. To assist
claimants in searching for work while claiming UC payments, recipients are required to spend
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most of their time performing work search related activities such as looking for work,
attending interviews and training sessions, and completing their online work journal. Another
feature of the new UC system is that work coaches log the outcomes of their meetings as part
of their practice, and digital data about claimants’ job search habits when on the UC portal
may be recorded to assist DWP in their operations.

Current claimant work search activity requirements build on policies brought in by previous
New Labour governments (1997- 2010), which cultivated the concept of ‘conditionality’ - the
principle that state support is dependent on claimants fulfilling certain conditions each week
as part of the agreement they enter when they apply to receive state support (Welfare
Conditionality, 2019). If claimants do not complete these tasks they can be sanctioned and
their benefits may be frozen, thus their benefits are conditional on behaving in the manner
stipulated as part of the contractual agreement they enter with the DWP in order to claim
social security benefits. Although this move to increased conditionality has been supported
by DWP’s own evidence-based policy research (Monaghan and Ingold, 2019), which claim
these methods are successful at reducing unemployment, increased conditionality has not
gone uncontested (Cheetham et al., Moffatt, Addison, Wiseman, 2019; Hardie, 2020).

Dwyer et al. (2014) have voiced concern about the increase of conditionality in the UK welfare
system. In a qualitative study of benefit claimants over five years, they found that
conditionality was more strongly associated with stasis — ‘a lack of significant, sustained
change in employment status’ — than with an improvement in work prospects (Welfare
Conditionality Project, 2018). This research contradicts the underlying principle of using
conditionality to get claimants back into work. It has been argued that welfare conditionality
allows the state to criminalise benefit claimants (Rodger, 2012), and is ideologically aligned
with discourses framing those in receipt of benefits as being either the ‘deserving’ or
‘undeserving’ poor. As Eubanks highlights in Automating Inequality, these discourses serve to
individualise the struggles of those in poverty, and minimise their framing as a societal issue
(Eubanks, 2018).

Furthermore, the DWP has seen significant changes to policies and services in recent years.
After the 2007-2008 financial crisis the Conservative-Liberal Democrat coalition government
adopted austerity policies to manage the country’s national debt. This has encouraged local
councils and government services to seek out data-driven solutions (including algorithmic
systems) to reduce costs while managing increasing workloads (Dencik et al., 2018, p120). In
2021, the DWP started trialling an algorithm which detected fraud in Universal Credit claims,
with plans to make the algorithm prevent payment of fraudulent claims in advance of
payment (Public Law Project, 2022). However, these developments have been the subject of
criticism. It has been reported that despite numerous Freedom of Information (FOI) requests,
the DWP has yet to provide any information regarding the details of their fraud prevention
algorithms (Waterfield, 2023). This has raised concerns about the reliability, legality and
fairness of these models (ibid). Moreover, due to this lack of transparency, it is not possible
for the public to know if these technologies have been found to be discriminatory in practice
(ibid). Despite these concerns, in 2023 the department committed £70m worth of
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investments towards their digital transformation fund to expand their use of algorithmic
technologies, some of which is expected to go towards fraud prevention (Waterfield, 2023;
DWP, 2023). Relatedly, DWP have committed to generating £1.3 billion worth of savings
through their counter-fraud activity in 2023-2024 (DWP, 2023).

As a result of the issues discussed in this section, the investigation of algorithmic bias within
DWHP is a pressing matter. In the following section, | detail my approach to research design in
the DWP context.

3.6. Research design

In this section | discuss how research design decisions were made during my projects, and
how these were approached considering that | was working with an industry partner. As
discussed in section 3.3, during the early stages of my thesis | planned how each paper would
contribute towards the overarching aim of my thesis: to investigate how the DWP might
mitigate algorithmic bias.

Following from this, it was necessary to consider the research design of each paper. As
discussed earlier, the papers were designed to process from each other in a logical order. In
paper one, | explored what DWP data scientists were doing in areas related to algorithmic
bias. In paper two, | explored what other organisations were doing to mitigate algorithmic
bias. Then, in paper three, | examined how the insights from paper two could be integrated
into a DWP context. In the following sections, | discuss the research design process of paper
one (section 3.6.1), paper two (section 3.6.2), and paper three (section 3.6.3). Due to the
overlap in data collection methods used across the three projects, | discuss my approach to
data collection across all three papers in Data Collection (section 3.7).

3.6.1 Paper one

The research questions for paper one were: RQla: what algorithmic bias working practices
are currently practiced by DWP data science practitioners? and RQlb: What are the
limitations of these practices?

To investigate these questions, it was important to consider both how | would discover the
focus of current bias mitigation, and how practitioners engaged in those areas. These two
guestions formed two distinct stages in my data collection process. First, | sourced suitable
bias mitigation documents from outside the DWP and analysed these documents to
understand their content. | then created an interview guide based on the themes in these
documents. Secondly, | interviewed practitioners about these areas, in relation to a DWP
project they had recently been working on. Sample questions from the interview guide used
in this project can be found in section 3.6.1: Interview Guide, below.

When designing this study, | considered the most suitable unit of analysis to investigate my
research questions. In this case, | chose to focus my study on a single data science project
which was active in the DWP data science team. While | considered interviewing practitioners
about their working practices more generally, i.e. without reference to a specific project,
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there were several reasons why | did not adopt this approach. To begin with, after reviewing
the literature there were already studies which had taken a similar approach — such as
interviews with data scientists undertaken by Veale (2018) and Orr and Davies (2020). While
these studies investigated how data scientists experience algorithmic bias at an individual
level, the findings still left further questions about the social dynamics surrounding
algorithmic bias in an organisational environment. Considering that data science projects are
often worked on as part of a team embedded within a larger organisation, it seemed prudent
to take an approach which allowed for analysis of the dynamics occurring at project level. |
therefore chose to take a project focused approach, to understand how decisions are made
on DWP data science team projects that involve claimant data, to change DWP services.

Originally, paper one was designed to have two rounds of interviews. The first round would
be semi-structured interviews and would involve me speaking to people who had managed
the project, those who worked as policy analysts at DWP, and Jobcentre work coaches, to
obtain an understanding of goal setting and communication practices on the project.
Afterwards, there was to have been a second round of interviews with data scientists who
had coded on the project, which would have used elicitation interview techniques. These
interviews would have focused on the participant’s code as an elicitation device to
understand their thought processes during the project. However, due to the Covid-19
outbreak, this planned approach was not possible. After two interviews for the project, Covid-
19 was declared a pandemic. After discussion with my DWP contacts, we agreed | would
conduct the next interview online. Instead of the elicitation interviews, | interviewed the data
scientists about their work on the project in relation to commonly identified areas in
mitigation practice.

In addition to changing my research methods, the outbreak caused disruption to my working
practices, and to the operation and working practices of those at DWP. These changes meant
some participants were no longer able to be interviewed, as they were either in a face-to-face
role and unable to attend an online interview, or they were re-deployed to the DWP’s
frontline services to manage the influx of unemployment claims.

PROJECT SELECTION
At the time of conducting the paper one fieldwork, the data science team were in the process
of developing two projects suitable for study. However, one of these projects was still in its
infancy, and after careful discussion with DWP contacts it was decided the project would not
produce enough data for appropriate analysis. The second potential project was the Digital
Trialling Framework (DTF) and the Digital Plus Trial (DPT). The DTF and DPT projects looked at
comparing the performance of claimants, work coaches, and Jobcentres when an online
version of UC’s job seeking service was used in place of the traditional face-to-face service the
DWP were using at the time this research was conducted. This project also had the benefit of
involving multiple sections of the DWP, including data science, policy, and work coaches.
While these two projects, DTF and DPT, were technically separate, their management and
implementation was intertwined. The projects were jointly run by the DWP Sheffield data
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science team and the Labour Market Policy Group (a specialist policy analyst team focusing
on labour market solutions at the DWP). The sampling criteria for my research on this project
was people who had worked on the DTF or DPT projects. More about sampling on this project
can be found in the section below, and further description of the DTF and DPT projects can
be found in Chapter 4 (paper one, Methodology).

SAMPLING
The sampling criteria for paper one was that the individual had to have worked on either the
DTF or DTP project, and to have worked at the DWP for at least six months. Mason (2002)
stresses the importance of ensuring that the research sample includes a ‘meaningful range’
of participants. For this project, | understood a meaningful range to mean speaking to as many
of those who had worked on the project as possible, from each section of the DWP who had
worked on the project.

| interviewed six participants for this project, with 2 being interviewed twice due to their role
managing the data science team. Of these six, four came from the data science team and the
other two came from the Labour Market Policy Group, and acted as the projects’ clients.
While a small sample size, this included most of the data science team members who had
worked on the project. Participants were identified through established contacts at the DWP.

INTERVIEW QUESTIONS
For this study, the research questions were derived from careful document analysis of
algorithmic bias frameworks. To create an interview guide, | searched through these
frameworks to find common themes. For more detail about this process, see section 3.7.3:
Document Analysis.

As my interviewees were from different backgrounds, they had different areas of specialism
on the project, so not all interviewees were asked the same questions. A selection of the
guestions asked can be found below:

e What were the project’s aims when it started?

e What stages are there that a project goes through at DWP?

e How do you feel the project’s changed since you started on the project?

e Where has the data from the project been collected from?

e What sort of documentation came with the project data?

e How has sampling been handled as part of the project?

e Were there any concerns about bias on the project? ... Could you give an example?

e How have developments in the project been communicated to outside stakeholders?

e What do you feel has been the most prominent consideration when it came to
designing this project?

e What do you think was the greatest challenge when ensuring the project was fair?

e What sort of regulatory considerations have arisen during the project?
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Participants were also asked specific questions depending on their role on the project.

3.6.2 Paper two

The research questions for paper two were RQ2a: What might ‘good practice’ on an
algorithmic project look like? and RQ2b: What challenges does good practice on an ‘ethical
Al’ project such as AuroraAl face in practice?

After my experience with Paper one, | wanted to continue using a project as my unit of
analysis, to provide me with data on the social mechanics at play on an algorithmic project.
However, to continue with this approach on Paper two, | needed to find a project in which
practitioners had attempted to implement something which looked like ‘good algorithmic
bias mitigation practice.” Thus, my first step was to identify a suitable public sector project
which looked suitable. The project chosen was the AuroraAl project, run by the Finnish
Ministry of Finance. | describe the process used to select a suitable project below.

PROJECT SELECTION

To select a suitable project, | conducted desk research to find out what algorithmic projects
were being developed in the public sector. The objective was to find a public sector project
taking strong steps to mitigate the risks of algorithmic bias. The criteria for this were as
follows. First, the project must have publicly posted their ethics guidelines, which had to
include consideration of algorithmic bias. Furthermore, as the findings from this paper would
form the basis for paper three (in which | would seek to integrate ‘insights from the project
selected for Paper two into a DWP context), it was important for the project to concentrate
on a work or welfare problem. Additionally, the project had to be at a stage where some
technical development had started to take place. Other criteria included the need for the
project to process data relating to a person, due to algorithmic bias being a phenomenon
which develops during the processing of personal data. In addition to these considerations,
there were also issues of accessibility, since the only researcher on the project, | would only
be able to interview practitioners in English. To look for a project which fit these criteria, |
used a combination of internet search methods in conjunction with the Oxford Al readiness
index — an index which assesses how ready governments’ are to use Al in their public services
— to pick countries which were more advanced in this area (Oxford Insights, 2019).
Additionally, | searched public algorithmic registers such as the Helsinki algorithm register.
These combined criteria proved very restrictive, and left the most suitable project as the
AuroraAl project by the Finnish Ministry of Finance, a description of which can be found in
Chapter 5.

RESEARCH DESIGN
To answer my research questions, | utilised two research methods; document analysis and
semi-structured interviews. | describe the use of these methods in further detail in sections
3.7.3 (document analysis) and 3.7.1 (interviews).
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After interviewing practitioners on the AuroraAl project and reviewing the data generated, |
had not satisfactorily answered my research questions. The AuroraAl project had experienced
unforeseen difficulties, and there had not been time for the team to implement much of the
ethical guidance they had drawn up. For this reason, at the time of the interviews my
participants’ experience with the practical implementation of the project’s algorithmic bias
mitigation methods lacked the detail necessary to answer my research questions.
Furthermore, the size of the AuroraAl project, combined with disparate organisation and
communication methods, had made it difficult to know what had been trialled, and who this
had been reported back to. This posed difficulties, and there was a need for me to re-evaluate
my research project at this stage. It had already been quite difficult to find a project which
appeared to fit my criteria, and with the remaining time it would be difficult to find
knowledgeable participants working on similarly progressive projects.

Ultimately, | decided to widen my sample to include those working in organisations fighting
against algorithmic bias, and those in algorithmic discrimination focused roles more generally.
| hoped they would be aware of ‘good practice’ projects and how these projects were looking
to mitigate the risks of algorithmic bias. To ensure continuity through both sets of interviews,
the algorithmic justice experts were asked questions relating to both the AuroraAl algorithmic
bias mitigation plans, as well as about projects or algorithmic bias mitigation methods which
they were aware of and knew to be successful.

SAMPLING

For paper two, | interviewed six participants who were working on the AuroraAl project. These
participants had roles ranging from project co-ordination, data engineering, data work,
through to ethics expert. Participants were approached in various ways, including emailing
key figures mentioned in the AuroraAl documentation, posting an invitation on the AuroraAl
slack channel, and snowball sampling. In snowball sampling, the researcher contacts a small
group of individuals who are relevant to the research project, and then through these
established contacts, further contacts who fit the sample criteria can be reached (Bryman,
2004).

As previously described, my priorities changed during the project on discovering that the
AuroraAl interviews would not give me enough data to answer my research questions. In the
second round of interviews, | interviewed seven participants who worked in organisations
fighting against algorithmic bias, and those in algorithmic discrimination focused roles more
generally. Potential participants were contacted based on their engagement with algorithmic
justice or data ethics focused work. Organisations which were contacted included the
Algorithmic Justice League (USA), Data Justice Lab (UK), Algorithm Watch (EU), and the Ada
Lovelace Institute (UK).
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INTERVIEW GUIDE
An interview guide was created prior to the interviews, informed by textual analysis of the
project’s public facing documents (the process of which can be found in section 3.7.3:
Document Analysis). A selection of the questions asked to participants working on the
AuroraAl project can be found below:

e Could you tell me a little bit about your role on the project?

e Aurora uses a ‘human centric’ design model — can you tell me a bit more about that?

e The Aurora documentation mentions the importance of citizen input and co-design
principles; how has this been incorporated into the design process so far?

e Could you describe the process for design decisions on the project so far?

e What steps have you taken towards implementing the design of the project? ... have
there been any unforeseen challenges which weren’t accounted for in the design
stage? ... could you give an example of this?

e How have the design team and implementation teams communicated during the
preliminary trials? ... could you give an example of a challenge that has come up
translating the design plan into the implementation stage?

e What sort of ethical guidelines have been drawn up so far? ... how have these been
incorporated into the design process for Aurora?

e Canyoudescribe the design process put in place to ensure Aurora doesn’t discriminate
against marginalised groups?

e Have there been any groups which have been of particular concern during the design
stage? ... could you tell me a little bit about how they were identified?

e How have concerns about algorithmic bias been handled in the preliminary trials?

e What lessons do you think have been learnt so far from AuroraAl’s work on fairer Al,
that could be applicable to public sector organisations in other countries?

For the round of interviews with algorithmic justice focused participants, participants were
asked questions relating to the AuroraAl’s projects ethics plans to date, and were also asked
whether they knew of any algorithmic public sector projects which had been successful in
mitigating algorithmic bias. A selection of the questions asked to these participants can be
found below:

e Could you tell me a little bit about what you do/did at [insert organisation]?

e What’s your understanding of what algorithmic bias is?

e What is your opinion of the suggestion that transparency can make Al less biased?

e How can data and Al transparency be improved?

e Are you aware of any examples/projects which ‘do transparency well’? If yes, please
tell me about it/them.

e The AuroraAl R&D process has identified co-design as a route to its ethical
implementation and mitigating the impact of algorithmic bias. What is your opinion of
the suggestion that co-design can make Al less biased?

e How can data and Al co-design be improved?
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e Are you aware of any examples/projects which ‘do co-design well’? If yes, please tell
me about it/them.

e The AuroraAl R&D process has identified value-led design as a route to its ethical
implementation and mitigating the impact of algorithmic bias.

e What is your opinion of the suggestion that value-led design can make Al less biased?

e How can data and Al value-led design be improved?

e Are you aware of any examples/projects which ‘do value-led design well’? If yes,
please tell me about it/them.

e Do you know of any examples or projects which are doing a good job of attempting to
mitigate algorithmic bias? If yes, please tell me about it/them.

e What aspects of [the example] do you think could be applied elsewhere?

e What might the design process for an algorithmic system which effectively mitigates
algorithmic bias look like?

e What advice would you give to public sector organisations, particularly in work and
welfare, in creating algorithmic systems which effectively mitigate the risk of
algorithmic bias?

3.6.3 Paper three

This study addressed the following research questions: RQ3a: What aspects of DWP
organisational culture might influence the adoption of mitigation approaches? and RQ3b:
And, what does this mean for what might work to mitigate algorithmic bias in practice?

As the final paper in my thesis, this was where all three research projects would come
together. In paper one, | scoped out the DWP context in relation to algorithmic bias mitigation
frameworks. In paper two, | investigated ‘good practice’ algorithmic projects, and the pitfalls
they might face while attempting to mitigate algorithmic bias. In paper three, | explored how
the knowledge learned in paper two could be interpreted, used, or be beneficial in a DWP
context.

Earlier, | discussed how Blaikie identified change as a potential research objective, either
through the research itself or as a result of the project’s research outcomes (Blaikie, 2005).
Indeed, this is also an objective of ‘action research’ (ibid). Action research paradigms aim to
bridge the gap between theory, research, and practice (Holter and Schwartz-Barcott, 1993).
While my paper three project did not work within an action research paradigm, this paradigm
provided inspiration which respect to the type of methods | might use in this paper. |
therefore chose to use workshops as a data collection method in my third paper. Further
discussion about the theoretical considerations of this method can be found in section 3.7.6:
Workshops.

The research design for this study came in two parts. During the first part, | held seven
educational workshops at the DWP. The first six workshops were designed as a multi-part
series, the content of which can be found in section 3.7.6 (Workshop methodologies). The
first 4 workshops were designed to introduce participants to different concepts in algorithmic
bias mitigation, with the final two workshops providing attendees a chance to think about
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how these approaches might be implemented within a DWP context, and to start to develop
their own algorithmic bias mitigation framework suitable for a DWP context. After the
original series of six workshops, a participant approached me about running an extra session
for another group within the DWP, due to growing organisational interest in this area. After
discussing this together, we decided what would be the best material to include in this two-
hour session.

WORKSHOP SAMPLING

Participants self-selected onto the workshop series, and information about the workshop
series was spread via word of mouth. My DWP contacts approached people in the
organisation who they thought would be interested, either through individual or group
emails. These emails contained a small summary of the contents of the workshop.
Furthermore, established contacts at DWP offered to assist in scheduling the workshops, to
ensure the workshops fitted into potential participants’ working schedules. Participants were
encouraged to come from a wide range of backgrounds and knowledge domains within the
DWP, such as data science practitioners, work coaches, diversity specialists, and research co-
ordinators. The only criterion for attending was an interest in algorithmic technologies and
discrimination. Approximately 30-35 people attended the workshops.

INTERVIEW SAMPLING
After the workshops, participants were invited to take part in follow up interviews. Anyone
who had come to one of the seven educational workshops was eligible for the follow-up
interviews. Seven participants attended a follow-up interview, which took place between 1-3
months after the workshops, depending on the participant’s schedule.

INTERVIEW GUIDE
Participants were asked questions about their experiences during the workshops, such as
which sections of the workshops they found useful, and which they found less useful.
Participants were asked questions which asked them to recall specific examples of when they
had thought back to the workshop material, to ground answers in the participants’ situational
experience and the specifics of their own lived experience (Mason, 2002). The questions
asked were as follows:

e What’s your role in the department?

e What did you know about algorithmic bias before attending the workshops?

e What was your main takeaway from these workshops?

e Have your thoughts on attempting to mitigate algorithmic bias changed since
watching the workshop series? ... in what way?

e Which parts of workshop content did you find the most useful in the context of your
work with DWP.... Why?

e Which parts of workshop content did you find the least useful in the context of your
work with DWP.... Why?

Hadley Beresford



Chapter 3: Methods section 50

e Since attending the workshops, has there been any time where the content of the
workshop series felt particularly salient to your everyday working practice? ...Can you
give an example of this?

e Did you feel anything changed in how this situation was approached? ... how so?

e Do you think there are limitations mitigating algorithmic bias in a DWP context?

e [Workshop 2] The workshop involved exercises where you considered the values of
different stakeholders, and how their concerns and needs might be in tension... what
are your reflections on these sorts of exercises?

e [Workshop 3] The workshop involved doing an algorithmic impact assessment with an
ethical vignette... what are your reflections on this exercise?

e [Workshop 4] The workshop involved an exercise with a dataset, focused on better
understanding what you might know or not when looking at data... what are your
reflections on these sorts of exercises?

3.7. Data Collection

| will now detail my approach to data collection, and the methodological considerations which
were important during this process. | will cover each method in turn and discuss how these
were used in the relevant papers. In section 3.7.1, | discuss the different types of interviews |
used (semi-structured interviews, elicitation interviews, expert interviews). In section 3.7.2 |
discuss document analysis. In section 3.7.3, | discuss workshops.

3.7.1 Semi-structured Interviews

The semi-structured interview format was used in all three research papers. The structure of
semi-structured interviews falls between unstructured and structured interviews. In
structured interviews, a researcher has a set list of questions they ask the participant, and
only these questions are asked. Therefore, the interview is fully structured, and does not allow
for exploration outside of those questions. Burgess (1984) comments;

“[i]t is assumed that the interviewer can manipulate the situation and has control
over a set list of questions that have been formulated before the interview and which
are to be answered rather than considered, rephrased, re-ordered, discussed and
analysed. In short, the interviewer is assumed to have power over the respondent who
is given a subordinate role in this context.” (p. 83).

Burgess frames the reasoning for this as being one of control, where the interviewer is
attempting to extract systematised data during the interview process. In doing so, this style
of interviewing shares similarity with the data collection process of surveys, which aims to
collect data which fits into well-defined categories. However, it has been suggested that
interviews are different, due to the relationship between the interviewer and participant. In
this relationship, knowledge is re-constructed through the engagement between the
interviewer and participant (Mason, 2002; Kvale, 1996).

In contrast to the structured style of interviewing, an unstructured interview is one where the
researcher has no preplanned questions, and the interview is more exploratory in nature.
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Burgess (1984) describes this type of interview as being more conversational than that of
structured interviews. In unstructured interviews, the interviewer can spend more time
focusing on making the interview process more pleasant for the participant. This type of
interview can thus be seen as focusing on making the interview “pleasing to the persons
interviewed. It should seem to him or her an agreeable form of social intercourse” (Webb and
Webb, 1932, p. 139).

In addition to being more agreeable experience to participants, unstructured interviews can
produce data which allow for unexpected themes, greater depth, nuance, and complexity,
due to the way knowledge is constructed in these interviews when compared to survey
methods (Mason, 2002). Unlike structured interviews, unstructured interviews leverage the
relationship between the interviewer and participant, allowing for the participants’
knowledge to be reconstructed during the interview process (Mason, 2002). The interviews
were semi-structured, with questions and topics being prepared in advance and adjusted to
each participant, to fully leverage what the qualitative interview offers (Mason, 2002).

In a semi-structured interview, the researcher has a set list of questions, but will however ask
follow-up questions which are tailored to the participants’ answers and experiences. This type
of interview has the benefits of structured interviews, in that the conversation between the
participant and researcher is directed towards answering the researcher’s research question.
However, it retains some of the benefits of unstructured interviews, as it allows for the
researcher and participant to explore the topicin a way which is individual to the participant’s
experiences in this area. Burgess describes this style of interviewing as “conversations with a
purpose” (Mason, 2002; Burgess, 1984, p102).

As my research questions focused on the social reality informing how practitioners engage
with data, moral questions, organisational and societal issues, it was sensible to pick a
research approach and methods which enabled me to address these issues. Interviews are
considered a suitable way of collecting these types of insights, as they are complementary to
interpretivist approaches, and can illustrate how something is done or how it is experienced
(Mason, 2002; Brinkmann, 2013).

Due to the outbreak of Covid-19, | needed to quickly pivot from face-to-face interviews to
ones using platforms such as Zoom or Google Meet. Interviews were held using video call
platforms, with some interviews having a follow up discussion via email. Interviews lasted
between 40-120mins.

3.7.2 Expert interviews

Mason (2002) stresses the importance of a qualitative research sample following from the
researcher’s theoretical understandings (p122). The people the researcher interviews must
have something to bring to bear on the researcher’s intellectual puzzle. In the case of
algorithmic bias, it is particularly important to interview the experts whose worldviews
contribute towards the models and algorithms created. Cathy O’Neil, an expert data scientist
herself, suggests that models are simply “opinions embedded within mathematics” (O’Neil,
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2017). In this statement, O’Neil not only questions the supposed ‘objectivity’ of mathematical
models, but also draws into the scope of enquiry the individuals from whom these opinions
come.

Following on from my social constructivist ontology, those involved in the social construction
of algorithmic bias it would be important to interview. Expert interviews are not conducted
to better understand the experts’ field of expertise — as this can be found in textbooks or
other less time intensive sources — but to understand the social practices and institutions
which experts affect and move within (Bogner, Littig and Menz, 2018).

Across the three research projects, interviews were often with experts, some of whom had
PhDs and some of whom were in management roles. Due to the position which these
participants had within their organisations, these interviews can be understood as expert
interviews. Expert interviews are useful for understanding how the framing of particular
problems might be influenced, and the sense making which goes into the social construction
of issues relating to expertise (Bogner, Littig and Menz, 2018). Within the three studies, these
interviews allowed me to understand the processes and contextual knowledge these
individuals were engaged with, to understand a) the bureaucratic and working practices
which surround the spaces where algorithmic bias might develop, and b) how the context,
power, and structure within the organisation may stifle — or enhance — efforts at mitigating
such bias (Van Audenhove and Donders, 2019).

3.7.3 Document analysis

Document analysis was used in all three of my papers. Project documents not only contain
important factual information but also ‘social facts’ — that is, descriptions of how they are
organised, shared, and the differences which can be found between them (Bowen, 2009). This
type of evidence is particularly valuable to project-focused studies, due to its ability to provide
rich details about the project under investigation, and to uncover new meanings throughout
the document analysis process (Bowen, 2009). Not only is this method useful for allowing a
researcher to identify important aspects of a project, but also when considering these
documents from an interpretivist standpoint, they provide important clues as to how the
social life of a project is constructed (Corbin & Strauss, 2008; Strauss & Corbin, 1998; Bowen,
20009).

During papers one and two, this method was used to develop interview questions, and to
provide contextual insight into the issues at hand. In paper three, the documents produced
during the workshops were then later analysed as secondary sources (@rngreen & Levinsen,
2017).

3.7.4 Paper one

Document analysis was undertaken in paper one to inform the interview schedule. To find
suitable documents, | searched for currently available algorithmic bias mitigation guidance
documents in academic, grey, and commercial literature which focused on algorithmic bias
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mitigation. This search was carried out through a combination of Google Scholar, Web of
Science, and internet search sites such as DuckDuckGo and Google. During this search, my
criteria for inclusion were: a) the document looked as though it could be translated into
somewhat practical advice by an organisation, b) it appeared to fit within the DWP data
science context, and c) it was aimed at an organisational level which would be relevant to my
participants. Examples of topics which were considered suitable included: suggestions as to
what data science teams should be doing to avoid algorithmic bias, techniques which may or
may not be favourable, and guidance for setting out a plan for future work in an organisational
context. Three guidance documents were selected as being relevant to the DWP context.
These included;

e PwC’s responsible Al toolkit (Rao, Palaci, and Chow, 2019)

e The Centre of Data and Ethics Landscape Summary on Algorithmic Bias (Rovatsos,
Mittelstadt, and Koene, 2019)

e Cramer et al.’s framework for algorithmic bias (Cramer et al., 2018)

The PwC Responsible Al toolkit provides high-level management advice around developments
in Al, focusing on fairness, governance, security, and organisational workflows. The Centre of
Data and Ethics Landscape Summary draws together academic literature and public sector
concerns to provide an overview of algorithmic bias and some potential solutions. These
potential solutions include technical bias checking, procedural fairness methods, and project
management. Finally, the Cramer et al. framework to algorithmic bias examines mitigating
bias within the context of an organisation in the music industry. This focuses on how to assess
algorithmic bias in practice, and how to communicate about it across different teams.

Once | had selected these documents, | analysed them for themes to inform my interview
guide. During this process, | noticed there were two prominent types of advice within the
documentation, technical and managerial advice. The themes developed within this stage of
the project were also used as codes during the data analysis, to guide analysis of the guidance
documents.

3.7.5 Paper two

In paper two, documents were analysed to understand the AuroraAl project. To find suitable
documentation, | looked through the AuroraAl project’s public facing documents. Documents
available on the AuroraAl website include:

e A 2-hourvideo of the AuroraAl International Conference (in English)

e A 7-hour podcast on themes about a human centred society and Al (in Finnish)

e Mission statement documents available on the Finnish Ministry of Finance website
(available in English)

e The development and implementation plan (2019-2023) based on the preliminary
study on the Aurora national artificial intelligence programme (43 pages, in English)
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These documents were analysed to produce the interview guide for the empirical research
for paper two, and also provided supplementary data to analyse alongside the interview data.
The first two podcast episodes mentioned above were translated into English for analysis.
However, due to unforeseen circumstances, the translator was unable to translate any of the
following episodes or documents, and consequently, only two hours of the podcast series
were analysed.

3.7.6 Workshops

Research paper three used workshops as a data collection method. Workshops are a kind of
action orientated research method (Freytag and Young, 2017). Like focus groups, workshops
include interaction between participants, and allow opinions to be revealed which might not
otherwise have surfaced in a traditional one to one interview (Morgan, 1998). This method is
thus well suited to sociological topics, as it provides a window into how social construction
plays out in interpersonal relationships.

In addition, the workshops provided a space where practitioners of different types could
create a shared understanding of the issues they were discussing (Morgan, 1998). This was a
very important consideration, as the findings of the second paper suggested that some of the
difficulty in mitigating algorithmic bias came from a lack of shared understanding between
practitioners. Using workshops as a research method created a space where participants
could jointly identify and articulate language around ‘fuzzy’ issues, and also develop a shared
sense of understanding and communication (@rngreen & Levinsen, 2017). These types of
spaces also allow for tacit knowledge to become more evident, as participants are required
to communicate with each other about their own workings and assumptions (Freytag and
Young, 2017). This was also the basis for my decision to have the workshops open to a wide
selection of DWP workers. The workshops were open to anyone across data science, policy,
or operations sections, as long as they were interested in algorithmic developments.

The educational material for workshops 2-4 was developed out of paper two’s findings.
During the analysis of paper two, | identified algorithmic bias mitigation methods which would
be suitable for inclusion in the workshops. These included Value Sensitive Design (VSD),
algorithmic impact assessments (AlAs), and critical thinking skills, which are further discussed
in Chapter 5. Once these were decided upon, | planned a workshop around each of these
methods, by reviewing the literature in these areas and looking for activities which had
already been designed in relation to those methods.

For the VSD workshop, | included a direct and indirect stakeholder analysis exercise, as well
as a value source analysis exercise, to provide an introduction to the VSD framework
(Friedman, Hendry and Borning, 2017). For the algorithmic impact assessment workshop,
participants were asked to complete the Canadian Government’s Algorithmic Impact
Assessment Tool online using information from a vignette (Treasury Board of Canada
Secretariat, 2021). In the data empathy workshop, participants were given a public sector
dataset to explore, and were asked to explore their own assumptions about what the dataset
was about, and who it belonged to. Session 5 involved participants rapid prototyping an
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ethical algorithm, a process which involved identifying the algorithm’s scope, what data
would be used, and what the business case was for this algorithm. The activities in this session
repeated some of the exercises in sessions 2-4. In session 6, participants were asked to read
through the CEDI’s data ethics framework and discuss their thoughts on it. The slides and
activity Jamboards for the workshop can be found in Appendix A and B. In Workshop 7, | gave
a compressed talk covering the content of the six workshops in addition to the algorithm
prototyping exercises in Workshop 5.

No. | Workshop session content Length [#participants

1 | Workshop 1: Introductory session (WS1). This session |1 hour (15
involved a talk on projects 1 and 2, as well as an introduction (Approx.)
to project 3. 30mins Q&A and discussion.

2 Workshop 2: Designing with values in mind (WS2). This | 1 hour |8 (Approx.)
session involved activities based on value sensitive design
methods, focused around stakeholder analysis and
engagement.

3 Workshop 3: Impact assessments for data-driven |1 hour |6 (Approx.)
technologies (WS3). This session allowed participants to
explore new impact assessment standards being developed
to mitigate the impact of bias in data-driven technologies.

4 Workshop 4: People behind the datasets (WS4). This session | 1 hour |7 (Approx.)
focused on the people behind the numbers, using creative
story-telling exercises and ethical vignettes to explore issues
of bias.

5 Workshop 5: Algorithm prototyping session (WS5). This | 2 hours |7
session focused on prototyping an algorithm which
effectively mitigates risks of bias.

6 Workshop 6: Framework prototyping session (WS6). This | 2 hours |2
session involved participants creating their own framework
for mitigating bias when using algorithmic technologies at the
DWP.

7 Workshop 7: Compressed workshop series session (WS7). 2 hours (18

(Fig., B, see Appendix C or a fuller draft of each workshop)

Workshops were held online, using Microsoft Teams, as this was DWP’s preferred choice of
platform. In addition to Microsoft Teams, participants were provided with Google Jamboards
in each session, which allowed them to engage with the session’s activities using digital post-
it notes. The data generated from these workshops was of two types: One, the workshops
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were video recorded. Two, workshops often involved some type of written or visual activity
produced as part of the activity.

3.7.7 Elicitation interviews

Prior to the outbreak of Covid-19, | planned for a second round of interviews on paper one,
which aimed at understanding practitioners’ thought processes when using quantitative
methods. These interviews would have been face-to-face, and would have involved
interviewing practitioners about the code they had developed as part of the project. This
method of interviewing was piloted in 2018, and appeared to be useful at gaining insight into
the thought processes quantitative practitioners have whilst working. Sadly, due to the Covid-
19 pandemic, these interviews were not possible. However, here | will explain the original
plan.

Theoretically, the premise for these interviews was based on artefact elicitation interviews.
Artefact elicitation interviews, much like the photo-elicitation method on which they are
based, have been used in engineering educational research to provoke deep and meaningful
responses which situate the participant within their decision-making processes (Douglas,
2015, p1). Like photo-elicitation, this method focuses the interview on a visual artefact, often
one created by the participant themselves. This project examined how an artefact interview
might be beneficial to understanding the work that data scientists engage in, and uncovering
often tacit and situational knowledges relating to the process. Harper comments that
“Ip]hoto elicitation may overcome the difficulties posed by in-depth interviewing because it
is anchored in an image that is understood, at least in part, by both parties” (Harper, 2002,
p20). This method was to be used to help overcome the boundaries found when discussing
abstract technical concepts, as well as mimicking the way in which programmers discuss their
work when speaking to colleagues.

3.8. Data analysis: Thematic analysis

After conducting the interviews and workshops, audio files of the interviews were used to
transcribe the data into text format. The transcription process was different on each project.
In the first project, | transcribed all interviews without assistance. In the second project, a
professional transcriber transcribed the interviews. In the third project, transcripts were
created using a combination of the Teams auto-generated transcripts function, combined
with personally reviewing the transcripts and correcting them. The reason my transcription
process changed between projects was primarily due to the disruption of Covid-19, which left
me with less time to transcribe than was previously anticipated.

Once transcribed, the interviews were analysed using thematic analysis of the data (Braun et
al., 2014). Braun and Clarke have recommended the following process of thematic analysis;
1) data familiarisation and writing familiarisation notes; 2) systematic data coding; 3)
generating initial themes from coded and collated data; 4) developing and reviewing themes;
5) refining, defining and naming themes; and 6) writing the report (Braun and Clarke, 2021).
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Step 1 was performed by printing the transcripts and making notes on them while reading.
During this phase, | listened to the audio recordings to get a better sense of the conversation
and meaning expressed through intonation and verbal gestures.

The systematic coding of the data, Step 2, was broadly the same for each project. Each
transcript was coded utilizing NVivo, using a combination of both deductive (codes which
were decided prior to the coding process) and inductive codes (codes which | developed
during the analysis process). Deductive codes were drawn from questions in each project’s
interview guides. For example, for project 1, deductive codes included ‘technical bias
checking’, ‘governance’, and ‘project communication’, as the interview guides contained
guestions regarding these issues. The rationale for this was to make it easier to analyse the
data in relation to which questions the participants were asked, and to allow me to ‘see’ more
quickly the link between the theory | had relied upon to conduct the research and my data.
After this initial coding phase, the rest of the coding was done through the generation of
inductive codes.

When generating inductive codes, Mason recommends that this is a time to “direct your
attention back towards ontological and epistemological matters” to ensure the coding system
is consistent with the philosophical assumptions made during the research design process
(p150). As my research was based in an interpretivist philosophy, part of my data analysis
process involved taking interpretive readings of my transcripts. This would “involve [...]
constructing or documenting a version of what you think the data mean or represent, or what
[l thought I] could infer from them” (Mason, 2002, p149). The way | grouped and generated
the names for my inductive codes varied. Some were things said by participants, such as
regularly used phrases. Others were values, concerns, hopes, or emotional aspects. Some
were regular talking points, for example, dystopias and utopias.

Traditionally, interpretivist analysis follows the principles of grounded theory (Corbin &
Strauss, 2015). Using this framework, researchers are meant to avoid having pre-conceived
notions about the data they are analysing. It is worth noting that this ideal is near impossible
in practice, as researchers needed to formulate research questions prior to conducting
research. While my use of deductive codes was not inline with some interpretivist analysis
philosophies, this decision was made because during the course of my PhD, | have studied the
issue of algorithmic bias in depth, meaning it would seem disingenuous to suggest my coding
process could be purely inductive. Furthermore, the design process for each paper involved
gaining familiarity with the organisations and their working practices prior to writing my
interview guides. For this reason, | undoubtedly had my own preconceptions and experiences
of the data collected prior to analysis. Having those deductive codes available to me while
analysing the data made my own theoretical assumptions more explicit, providing me with
further opportunity for reflexivity while analysing my data. Coffery and Atkinson state that
“[t]heories are not added only as a final gloss or justification; they are not thrown over the
work as a final garnish. They are drawn on repeatedly as ideas are formulated, tried out,
modified, rejected, or polished” (1996, p158). Following this, it was important for me to
acknowledge the theories informing the analysis process, which was in part conducted
through the use of deductive codes. Throughout my analysis process, it was important for me
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to be able to see what connections | was making, and to make this process as explicit to myself
as possible.

During the analysis phase of the interviews, it was also important for me to be reflexive in my
analysis. For example, when analysing my data, | recognised that although some of my
participants were experts in Al, it was necessary for me to analyse their data in a way which
recognised their assumptions, working practices, and social relations, rather than simply the
assessment of their expertise (Van Audenhove and Donders, 2019). As mentioned before, my
participants had a variety of skill levels and were subject to a range of influences and there is
a risk that thematic analysis can flatten the varied perspectives and voices in the search for a
consistent narrative (Braun et al., 2014). Throughout my analysis, | gave care and attention to
each interview irrespective of the participant’s place in the project. Furthermore, it was
important to respect participants who had concerns about what they had said being
misrepresented in the write up of my findings. These concerns were typically due to
organisational or project dynamics, where participants were concerned that if others in the
organisation were aware of their viewpoints, this could cause the participant difficulty in their
place of work. To work through the former issue, | was careful to ensure that views from these
participants were fairly represented. To work through the latter issue, | wrote up my findings
with privacy at the forefront of my mind. Occasionally, these issues were in tension with each
other —to spotlight what felt like the most relevant and important point made by a participant
in a junior position in the organisation could mean reporting something said which may cause
them difficulty at work if others in their working circle became aware that they had said it. On
a couple of occasions, a comment made was difficult to report due to concerns about
confidentiality. On these occasions, | would look for similar comments in my data, to avoid
potentially highlighting someone with concerns about identification.

Once | had created and reviewed initial codes, | turned to the process of generating themes.
This was done by carefully looking through my codes and identifying where these could be
grouped. In some cases, | would print out my interview transcripts, cut them into pieces, and
physically put them into groups. In others, | would write paragraphs based on particularly
prevalent codes, and then look at arranging these in a blank word file, to see how these issues
might be related to the theoretical perspectives which influenced my research. After iterating
this process, | had something which looked closer to findings. Due to my on-going
collaboration with DWP, some topics which emerged from my fieldwork were not analysed
and presented as part of my thesis. | expand on this below.
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3.9. Additional themes

Throughout my analysis process, | considered which themes were the most saliant to discuss
in each research paper. Due to the on-going partnership with the DWP required me to
assess which themes | should analyse and discuss in my thesis. This was both due to the
sensitive character of the research | was conducting, as well as DWP’s influence on the types
of theoretical frameworks which would be beneficial for me to use. Due to this, there is a
gap between the topics which emerged in the fieldwork due to the character of the
collaboration with the DWP and the themes which were analysed and are presented in the
following chapters of my thesis. These included themes surrounding dystopian and utopian
imaginaries, and neoliberal political ideologies. | further discuss the decisions | made around
these themes below.

Regarding the theme of ‘dystopian and utopian imaginaries,” this theme was developed
within the context of paper two, however the theme was present throughout each of the
research papers. From my findings, it was quite clear how dystopian and science fiction had
influenced many of my participant’s’ understanding of algorithmic technologies. Even when
participants were arguing for the use of algorithmic technologies, it was often done so
through the use of science fiction narratives as a touchstone for communication and
creating an idea about the intention of these technologies. These findings were included in
paper two (for further discussion, see Chapter 5). Whilst this theme could still be seen in
papers one and three, most of what could be said about this theme is already expressed in
paper two, albeit limited by the data collected for that project.

Lastly, during the course of each of my research papers | developed themes regarding
neoliberal ideologies, particularly in relation to the potential for worldviews to become
embedded within algorithmic technologies. This theme was discarded in each of the
research papers for two reasons. One, after experimentation, the research papers worked
better reporting more on the mechanisms of how worldviews become embedded within
algorithmic technologies, rather than the presence and influence of one particular ideology.
Two, focusing on neoliberal ideology would have broadened the scope of my research
beyond the practical character of my research questions and the DWP context.

3.10. Ethical considerations

Ethics is not only important to research projects to ensure due care is given to participants,
but also necessary to ensure epistemological soundness, and that the researcher fulfils their
responsibility to society (Sin, 2005; Humphries, 2000; Social Research Association: Ethical
Guidelines, 2003). Without ethical principles, a social researcher cannot develop the trust and
respectful dialogue between researcher and participant which is necessary to generate
authentic findings (Humphries, 2000). Prior to collecting data, ethical considerations were
discussed with my contacts at DWP and my supervisors. Following these discussions, | wrote
an ethics application for each project and submitted it to my department’s research ethics
committee. This was an iterative process, in which | would receive feedback on my ethics plan
and then resubmit it to the ethics committee to ensure my research design and data
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processing plans met the University of Sheffield’s ethical standard. During the research
process, | paid careful attention to the following issues: informed consent, privacy and
ownership of the data, and general sensitivity.

3.9.1 Informed consent

Informed consent is a key component of modern-day ethical research (Sin, 2005). Informed
consent was obtained from participants by providing them with information sheets detailing
the purpose of the project, and then asking them to sign a consent form stating they had
understood and consented to participate in the research. Participants were also given the
opportunity to ask questions prior to the interview process or workshop.

While it is traditionally understood that my participants are adults and therefore can freely
consent, it was important to consider whether my participants may have had freedom of
consent in the context of their work life. As Sin points out, “what constitutes the ability to
provide valid informed consent is clearly underlaid by complex ideologies and social
constructions of what ‘normal’, ‘competent’ and ‘informed consent’ constitute” (2005, p280).
As my research was being supported by the DWP, my participants may have felt pressured
into consenting. To attempt to counter this, | ensured participants were aware that they did
not have to take part. Additionally, the information sheet informed them that if they opted
not to take part, this information would not be passed on to other data science team
colleagues or senior members of DWP. However, due to the small numbers within the data
science team, potential participants’ colleagues may have been aware of their decision not to
participate, without it being explicitly shared. While circumstances presented me from fully
ensuring confidentiality regarding participants’ consent to take part in interviews, | was
restricted from fully ensuring confidentiality about consent because of the research context.

3.9.2 Anonymity and ownership of data

In addition, it was important to consider my participants’ right to anonymity and ownership
of their data during the research process. All transcripts were anonymised, and the original
audio files kept on The University of Sheffield’s secure Google drive.

After writing paper one, | produced a report to DWP about the findings of the study. In view
of the small number of participants in the study, there were concerns that colleagues may be
able to identify participants due to their expertise or contextual details. To address this, the
report did not include any participant quotations. It was also developed in close
communication with DWP and participants (British Sociological Association, 2018).

During paper three, | received a subject access request for a participants’ interview video, as
per the GDPR and in respect for my participants’ ownership of their data, this was provided
promptly.
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3.9.3 Sensitivity in research

During my research design process, it was important to consider how my participants might
feel discussing issues such as discrimination or bias. For example, in my first paper, there were
concerns from the University of Sheffield ethical approval committee that participants might
feel as though | was looking for someone to blame for biases in their projects. It was therefore
important that participants were assured in both the information sheet, and the pre-project
presentation, that this was not the purpose of the study.

Other ethical considerations included ensuring participants had contacts in case any of the
material in the workshops upset them, due to the workshops’ focus on discrimination.
Participants were given a DWP phone number they could call in case of any distress.
Additionally, participants were provided with both a DWP and University of Sheffield
safeguarding contacts’ details, in case they had any concerns while participating in the
project.

3.11. Limitations

Due to the outbreak of Covid-19 during paper one, the findings presented in this paper may
be specific to the Covid-19 context. | am currently unable to assess this, as the full effects of
Covid-19 will not be known for many years, and while | have tried to consider how the
experience of Covid-19 may have impacted my results, it may have affected them in ways not
yet knowable.

Each of the research projects had a sample size suitable to qualitative methods. While the
findings on each project can provide insight into the dynamics at play in these situations, they
cannot be generalised to other organisations or algorithmic projects.

Particularly in paper two, it is worth noting that my analysis was limited by my restricted
knowledge of the Finnish context. During the research process, | worked with a translator to
try to understand some of the cultural nuances at play, however due to unforeseen
circumstances he was not able to work with me on the project long-term. Before he left the
project, he translated three podcast episodes, and wrote a page on how the Finnish words
for fairness, ethics, and justice are used within the Finnish language (I asked him to do this to
find out if these words had connotations in Finnish which are similar to those in English). |
have since spoken to Finnish academics, to try to understand what cultural norms are at play
in my data, however as someone who has not been integrated into the culture there are limits
to how much | can understand. Furthermore, my participants were unable to use Finnish
during the interviews because | am not a Finnish speaker, which in the case of one interview,
at times made communication challenging.

During all three papers, it is important to note the possibility of selection biases. As
participants volunteered their time to participate in an interview, it is possible my participants
were more concerned about algorithmic bias than others working in similar roles. This
suggests my findings present a view from those who are somewhat concerned about fixing
the issue.
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In addition to these issues, much of my research data was generated through interviewing.
While | was careful to analyse my data reflexively, it is noted that interviewer effects will
influence the type of data generated during this process (Gilbert, 2011, p257).

3.12. Reflection on academic-industry partnerships and the three-

paper format

The project brief, three-paper model, and collaborative character of the PhD influenced my
approach and decision-making during the course of my PhD research, in addition to
influencing what could or could not be said in the process of writing up my thesis. | needed
to maintain good working relations with my contacts at DWP and participants, handle
concerns regarding individual and organisational confidentiality, and navigate data collection
practices for a three-paper thesis whilst managing the longer-term goals of the thesis. |
expand on these below.

Due to the collaborative nature of my research, it was important | maintained good working
relations with my contacts at DWP. DWP were supportive and engaged throughout my PhD
research, and we worked together to come to an agreement about how to approach each
research paper. Each project was designed in a way which aligned with the DWP working
culture and the working practices of its employees. For example, because of concern at the
DWP regarding media reports of their working practices, it was important | respected DWP’s
boundaries regarding what could and could not be said publicly about the data science
projects | studied. Furthermore, these concerns shaped which projects DWP facilitated my
access to during my research. Whilst the area DWP are most reported to use algorithmic
technologies in is the Fraud Detection department, this area of the organisation is considered
especially sensitive, and was deemed not suitable as the focus of my research. Furthermore,
the study of fraud algorithms presents its own challenges, including the release of sensitive
information which might enable some people to ‘game’ the system, a concern found by Veale
et al. (2018) in their research with public sector workers in a US context.

The partnership relationship with DWP influenced the approach | took to analysing and
presenting my research, particularly due to the current character of social science literature
relating to Al and algorithmic developments. As it stands, much of the literature is critical of
the deployment of algorithmic technologies, for reasons which | am sympathetic to.
However, given my partnership with the DWP, | needed to ensure my research would be
useful to those working in the organisation. During the PhD process, it was vital for me to
write in a way which respected the culture, values, worldviews and frameworks used by the
organisation and the efforts made by the people working there, whilst also conveying
potentially challenging insights. At times, this was challenging, due to my own political
leanings and values regarding the progression of social justice. However, it was important
for me to adopt a framework and style of writing which conveyed both my participants’
beliefs, whilst not compromising my own values and integrity as a researcher.

Hadley Beresford



Chapter 3: Methods section 63

Furthermore, this process gave me a lot of experience thinking about how social scientists
might balance factors such as research integrity with producing research which
organisation’s find actionable. As | considered myself to be conducting applied social science
research (for more information on applied social science research, see Chapter 3), a
framework which is rooted in the expectation of tangible research outputs, it was important
for me to consider how my research might be received within the organisation. Factors on
which it was important for me to reflect on throughout my research process included
suitable language for conveying challenging information, and the types of insights an
organisation such as the DWP might be able to action. At the same time, | had a
responsibility to report my research findings in a way which did not leave out nor sideline
material which may have been challenging to DWP.

Furthermore, the three-paper model presented its own academic challenges. Prior to starting
on my PhD, | had only completed one research project as part of my masters. The format of
the PhD required me to design and execute three research projects, one for each year of the
PhD. Additionally, the structure of the thesis would mean that each of the empirical chapters
of my thesis would need to meet the expectations of an academic journal paper. This
presented two challenges, identifying themes and narratives which would be suitable to be
presented in a paper-based format, and learning to write in a manner which suits the journal
paper genre early in the PhD process. For example, after initially analysing and writing up the
findings on each research paper, | often found the paper was far too long for the journal paper
format. | had to be careful about which themes | reported on, so each paper had an
uncluttered narrative which was suitable for a journal paper. For further discussion of themes
that emerged but were not included in the thesis, see Chapter 3.

Additionally, the working relationship with DWP and the paper-based format affected data
collection and what data might be available for me to analyse in my thesis. For example, due
to the paper-based format | was required to apply for ethical approval prior to each individual
research project and stipulate my data collection methods within the context of an individual
paper. However, my understanding regarding DWP working practices developed from
meetings with my contacts and the internship | completed with them as part of the masters’
components of my PhD. This meant some elements of my understanding of DWP did not
emerge from research data. Whilst some of the information that led to my understanding was
repeated during interviews with participants, it was not possible for all these insights to be
included in my research data, because they did not emerge from the data gather under ethical
approval.

Whilst this experience bought with it various challenges, this experience was particularly
valuable in learning how applied research and research impact might be navigated during the
research process.
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3.13. Conclusion

This chapter has detailed my methodological approach to my PhD thesis. The chapter started
by discussing how the 3-paper model influenced my design choices, my high-level overarching
research aims, and how these were turned into research questions for each research project.
After this, | discussed the DWP context and details relevant to interpreting my design
decisions, findings, and analysis. | then discussed my research design process, including the
selection of suitable projects, and how | created the criteria for project selection. Following
from this, | discussed my data collection methods, and how these were employed on each
research project. Then, | discussed my data analysis process, ethical considerations, and the
limitations of my research. This ends the introductory section of my thesis. The following
chapters will be the three empirical chapters which form the basis of my thesis.
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In the previous chapters, | described an increase in the use of %Igorithmic technologies within
. Cha terél' Parper one Invest*gt%tm the .
the public sector, accompanied by increasing cases ofthe p%enomenon known as algorithmic

bias. In response to thﬁ?, Fthtﬁ&JEKﬁlrE%R/Yé/ oWé)amglg%&rﬁﬁE'%P supported my PhD to gain
a better understandi%'Bft'g:@ﬁ@g&lga%&fimlﬁi?'ﬁi%s and how algorithmic bias may be

mitigated. After reflecting on the literature and my research problem, | devised the following
thesis structure:

e paper one: investigate what DWP data scientists are currently doing in areas related
to algorithmic bias

e paper two: investigate how other organisations are successfully attempting to
mitigate algorithmic bias

e paper three: investigate how could the insights from paper two be integrated into a
DWP context

In this chapter, the first of these papers is presented.

4.1. Introduction to paper one

Industry experts have proposed that algorithmic technologies will play a major part in the
next industrial revolution (Daws, 2020). In turn, organisations have rushed to transform their
working practices in various ways: through integrating data-driven methods; by collecting and
repurposing data to provide organisational insights; and by using algorithmic systems to
support staff decision making. This data-driven turn focuses almost exclusively on
guantitative tools — purportedly allowing for a better understanding of staff, customers,
organisations, and the world at large. Typically, algorithmic technologies have been
considered to belong to the specialism of data science, where these technologies are
conceptualised as a form of narrow Al (artificial intelligence). Narrow Al refers to an
automated model limited to performing a specific task, for example recognising and recording
the license plate numbers found by speed cameras (Bostrom, 2014) (for further discussion,
see Chapter 2).

Against this backdrop, public sector services have begun using algorithmic technologies to
take advantage of their supposed efficiency gains. This builds on these organisations’
previous work using statistical modelling, in which practitioners would use quantitative
techniques to provide empirical insights in the development of services and policy (Monaghan
and Ingold, 2019). UK public sector organisations that have started using, or expressed
interest in using, algorithmic technologies include the DWP (Department of Work and
Pensions), local authorities, police constabularies and other civil service organisations
(Oswald et al., 2018; Trendall, 2019). In addition, in 2021 the UK government released its
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National Al strategy, expressing the importance of Al in promoting resilience, productivity,
growth and innovation in the public sector (Office for Artificial Intelligence, 2021).

As noted in previous chapters, the adoption of algorithmic technologies in the public sector
has not been without consequence (Angwin et al., 2016; Eubanks, 2018; Noble, 2018) . As the
concerns surrounding these technologies have grown, organisations have released guidance
documentation to assist data workers in managing the risk of algorithmic bias. Among these
are documents published such as the Central Digital and Data Office commissioned
Algorithmic Bias Landscape Summary, a document which aims to draw together the literature
on algorithmic bias, as well as potential strategies and methods to mitigate against it
(Rovatsos, Mittelstadt and Koene, 2019). Furthermore, influential consulting agencies have
released their own Al guidance documentation, such as PricewaterhouseCoopers’s
responsible Al toolkit (PricewaterhouseCoopers, 2019). Data science practitioners have also
contributed, publishing academic papers designed to provide practical guidance for mitigating
algorithmic bias (Cramer et al., 2018). These publications informed my research on this paper.

However, while there has been a surge in algorithmic bias mitigation guidance, there has been
little research about how data scientists currently engage with the themes identified in these
guidance documents. This paper contributes towards understanding how practitioners
engage with the details of guidance documents. To investigate this, | conducted eight
interviews with six civil service practitioners at the DWP, concentrating on an active DWP data
science project, and examining how staff engage with themes identified in three separate
guidance documents. In this paper, | present two findings. The first finding | present is that
my participants strongly relied on legal frameworks due to their position as civil servants;
however, these legal frameworks did not facilitate accountability to the population they
served. Secondly, my participants bias checking practices were limited by previous research
conducted by the DWP, in addition to influences from the department’s organisational
culture.

This paper will proceed as follows. First, a literature review focusing on the current guidance
surrounding algorithmic bias mitigation, specifically technical and legal guidance, and the
effectiveness of guidance documents more generally. Second, a methodology section
detailing my research design and a description of the DWP data science project investigated.
In the third section, | discuss my findings in relation to the following themes: ‘reliance on legal
frameworks’, which focuses on how practitioners in a DWP context engage with legal
frameworks within their working practices; ‘collaboration through documentation’, which
focuses on how project documents are used to facilitate inter-team collaboration;
‘responsibility and accountability’, which focuses on my participants’ perception of their
responsibilities and accountabilities in their working practices; ‘bias checking’, which
discusses the types of bias checking my participants were actively engaged in; and ‘the
influence of organisational culture’, which focuses on how organisational culture led by
government practice is a contributing factor in the development of biases. Finally, | discuss
the implications of these findings.
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4.7. Literature review

Guidance for mitigating bias within algorithmic systems

As actors attempt to mitigate algorithmic bias, a number of guidance documents (such as
voluntary standards, codes of practice, and ethical frameworks) have been produced in an
attempt to address this issue (Kuziemski and Misuraca, 2020). However, the role these
documents play in mitigating algorithmic bias is still not well understood. Several
organisations have produced guidance documentation for this purpose (Dencik et al., 2018,
p118), with documents being produced by government offices, researchers, consulting
agencies, and professional bodies (Cramer et al., 2018; PricewaterhouseCoopers, 2019;
Rovatsos, Mittelstadt and Koene, 2019; Data Ethics Framework, no date). Often, the contents
of these documents focus on which laws and regulatory guidance practitioners are required
to follow, who is accountable for ensuring algorithmic bias mitigation practices have been
followed, and the technical tests practitioners can perform to review biases within their
datasets (Jobin, lenca and Vayena, 2019). However, scholars within critical algorithm studies
have expressed concerns that the advice offered by these documents provides neither
adequate understanding of the mechanisms of algorithmic bias, nor an effective pathway for
mitigating the risks posed. | expand on these critiques below.

Technical guidance

Guidance documents often suggest practitioners use technical tests to investigate issues of
bias, for example using comparative statistics to check for disparities between different
demographic groups (Cramer et al., 2018; Jobin, lenca and Vayena, 2019; Rovatsos,
Mittelstadt and Koene, 2019; Data Ethics Framework, no date). These types of technical
approaches use well established techniques in the fields of data science, statistics, and Al
development. However, critical data scholars have challenged these approaches (for a more
in-depth discussion of these arguments, see Chapter 2: FATE approaches). Specifically,
academics have been critical of these types of technical tests, due to concerns that they
further a narrow conception of fairness (Green and Hu, 2018).

As discussed in Chapter 2, Green and Hu (2018) identify two key means by which fairness has
been operationalized by data practitioners when investigating bias using technical
approaches; statistical fairness tests, and procedural fairness methods. Statistical fairness,
also known as parity-based fairness, is when statistical outputs such as accuracy scores and
comparative statistics are generated so that outputs from different groups can be compared
with each other. Following from this comparison, practitioners can judge the fairness of a
model based on how balanced these appear (Green and Hu, 2018, p2). For example, if
practitioners were developing a fraud detection algorithm, they might compare the number
of false positives and false negatives produced across all demographic groups, to ensure no
group is receiving a disproportionate number of false positives or negatives. In contrast,
procedural fairness is concerned with ensuring the processes involved in data collection, data
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analysis, and the evaluations made during development are the same across demographic
groups (Rovatsos, Mittelstadt and Koene, 2019, p11). For example, if someone were to
develop a hiring algorithm, it would apply the same steps, procedures, and expectations to
each applicant.

Green and Hu argue that both these methods “capture important considerations of fairness:
impartiality of process on the one hand and protection from adverse impact on the other"
(Green and Hu, 2018, p2). However, critics, including Green and Hu themselves, argue that
concentrating on these two aspects of fairness is not enough to mitigate the risks of
algorithmic bias (Green & Hu, 2018; Hoffmann, 2019). The argument is that these processes
enforce a narrow and ahistorical understanding of fairness, and that by turning away from
the broader context of injustice “we run the risk of overlooking systemic issues and deeming
social structures fair simply because we have improved one component of them" (Green &
Hu, 2018, p4; Hoffmann, 2019).

Legal guidance

Furthermore, as organisations shift more of their human decision making to algorithmic
systems, the question emerges of what organisations’ responsibilities are regarding the
decisions made by algorithmic technologies. In 2018, the GDPR was implemented across the
EU, which included various mechanisms pertaining to algorithmic bias, particularly those
relating to the responsibilities of data controllers (GDPR, 2016). Whilst the UK withdrew from
the EU in 2016, the GDPR still applies within a UK context. Specifically, article 22 outlines the
data subjects’ ‘right to an explanation’ as to the logics of any fully automated decisions made
about them (GDPR, 2016). As noted in Chapter 2, Edwards and Veale (2018) argue that citizens
are often unable to exercise the ‘right to an explanation,” due to the inaccessibility of these
mechanisms. Edwards and Veale put forward this argument using the example of data
protection Subject Access Requests (SARs), which they argue have been predominantly used
by journalists and company insiders, and not the public at large, due to the amount of time,
knowledge, and persistence that following through with these requests requires (p6).
Furthermore, if a data subject were to receive an explanation as to how an algorithmic system
came to its decision, it is uncertain how this might assist the data subject in receiving a fairer
outcome (ibid).

Additionally, article 35 stipulates that if the data controller utilises new technologies to
process data, and the type of data processing is likely to present a high level of risk to the
rights of data subjects, then a data protection impact assessment (DPIA) must be undertaken
prior to data processing (Edwards and Veale, 2017). These legal shifts establish mechanisms
by which organisations bear some legal accountability for considering the impact of these
technologies, in addition to accountability for documenting those considerations. Leonelli
(2016) describes what it means for someone to be accountable, rather than merely
responsible, as follows; “responsibility [is] the moral obligation to ensure that a particular task
is adequately performed [...] accountability denotes the duty to justify a given action to others
and be answerable for the results of that action" (Leonelli, 2016). These mechanisms assign
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data controllers some degree of accountability for how potential impacts are considered
within their organisations.

However, critics have argued this is insufficient, and that while this creates organisational
accountability regarding the production of these documents, these documents provide data
subjects with very little practical protection against harm (Metcalf, et al., 2021). Moreover,
there is no stipulation that those who may be subject to potential impacts of these
technologies are consulted in the production of these assessments, prompting concern that
the documented impacts will bear little resemblance to the harms faced by the groups of
people most likely at risk of harm (Metcalf, Anne Watkins, et al., 2021; Yam and Skorburg,
2021).

In addition, the GDPR specifies data subjects may request that decisions made about them
are not solely made on the basis of an automated system, which has informally been referred
to as the ‘human in the loop’ requirement (Wachter, Mittelstadt, Floridi, 2017; GDPR, 2016).
However, it has been suggested that these protections may be ineffective in practice, due to
the rarity of situations where algorithmic systems are the sole decision makers, thus providing
data subjects no protection when human decisions are influenced by an automated system
(Edwards and Veale, 2017). This is of particular concern, as research has demonstrated
human-decision makers will default to algorithmically generated recommendations in certain
contexts (Eubanks, 2018).

While there has been extensive criticism surrounding algorithmic bias and algorithmic bias
mitigation guidance, there has been little empirical research as to the role guidance
documentation plays in mitigating the risks of algorithmic bias in practice. In the next section,
| review the limited literature on the effectiveness of guidance documentation.

Effectiveness of guidance documentation

Algorithmic bias mitigation guidance is often considered a sub-category of ethical Al guidance
(Jobin, lenca and Vayena, 2019). Ethical guidance documents are documents “containing a
company’s philosophy and rules of ethical and acceptable behavior” (Rorie and West, 2022;
Schell-Busey, 2009). However, research on these types of documents has been beset with
conceptional difficulties. For instance, empirical research in this area may refer to
organisational codes of conduct, ethics documentation, or professional codes of practice,
making it difficult to assess whether such research refers to the same type of document (Rorie
and West, 2022). Furthermore, researchers rarely include the documents within their
methodological materials. This presents challenges in attempting to establish the contents of
these documents and the differences between them. To address this conceptual difficulty, |
have included literature from a broad range of guidance documents which share the aim of
influencing professional and organisational communities to adhere to specific standards
concerning moral behaviour.

There are few studies which investigate guidance documentation in a software context. One
exception is McNamara et al.’s (2018) experimental study, in which software engineering
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students and professionals were instructed to answer questions relating to two ethical
vignettes. The first of these was similar to the Volkswagen Emissions Scandal, in which some
Volkswagen vehicles had software installed which allowed the car to deceive environmental
emissions standards tests. The second focused on self-driving cars. Participants were split into
two groups; in one, participants were explicitly instructed to answer the questions while
considering the ACM code of conduct, which was designed to inspire and guide the ethical
standards of all computing professionals (ACM, no date). The other group of participants were
not given this instruction. Their study concluded that the instructions had no impact on the
software engineers’ decisions (McNamara et al., 2018: Green, 2018). However, their findings
suggested that individuals in the group who were instructed to read the ACM code of conduct
were more likely to follow the codes of conduct if they were aware of the high-profile news
stories on which the vignettes were based (ibid). The authors interpreted this to mean that
individuals were better able to act in accordance with the codes of conduct if they could
connect them to high-profile examples.

In a similar study on the decision-making processes in auditing and accounting professionals,
professional ethics codes were found to have a positive impact on decision making. However,
this effect was only found in participants with greater experience in the role to which the
ethics codes were related (Pflugrath, Martinov-Bennie, and Chen, 2007).

Some researchers have gone beyond investigating the effect of guidance documentation
specifically, to investigating the culture which exists around the guidance. For example,
Bowyink’s (1994) qualitative study on the influence of ethical codes in journalistic newsrooms
revealed two key findings. One, management’s perception of the importance of ethical codes
was highly influential — ethical codes were more effective when held in high regard by
organisational management. Relatedly, Slaughter et al. (2004) found that codes of conduct
are better adhered to when they are strongly, rather than weakly enforced. However, this
effect was only found in individuals who scored as highly conscientious on a personality test
which was administered as part of the study.

Additionally, Bowyink (1994) found that in organisations which viewed their ethical codes as
effective, those working in the organisation did not expect them to act as strict guidance, but
as a starting point for debates and conversations about the moral issues they encountered
within their work (ibid). Furthermore, in Schwartz (2004)’s qualitative study at four large
Canadian companies, findings suggested the importance of employees’ understanding of
codes of ethics. Specifically, the study found employees experience codes of ethics as easier
to understand if examples are provided, with participants expressing that codes of ethics
were not likely to be effective if examples were not present (ibid). Moreover, their
participants suggested documents needed to provide them with instructions on what not to
do, rather than suggest they should try to do something, to be effective. The findings of these
studies suggest the importance of organisational context in how guidance documents are
perceived, in addition to the need for these documents to effectively communicate expected
behaviour. However, there is still uncertainty as to how the organisational context influences
the effectiveness of guidance documentation in the context of algorithmic bias, the focus of
this study.
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Turning to consider the role of guidance documents within a public sector context,
Christensen and Leegreid (2011) found that the adoption of ethical guidelines aimed at
improving and developing ethical awareness within the Norwegian civil service had a mixed
reception. Their study found that civil service workers who held a higher position in the
organisational hierarchy viewed ethical guidelines more positively than those who held a
lower position (ibid). In addition, their findings suggested some ministries adopted ethical
guidance more quickly than others (ibid). They suggest that this difference resulted from the
fact that the guidance had been written in a way which formalised the values already
practiced within these ministries, and thus were already supported by the organisational
culture and working practices within these departments (ibid).

Typically, research has focused on the ‘effectiveness’ of guidance documentation (Jensen,
Sandstrom and Helin, 2009a), generally measured by adherence to the guidance in question.
As presented here, the effectiveness of codes of practice is complicated, with questions
arising around what constitutes effective in this context. The examples here also suggest that
in addition to the codes themselves, much of their ‘effectiveness’ relies on organisational
culture and individuals’ dispositions, alongside the guidance itself. Following from this, |
outline the methodology used to investigate how DWP data science practitioners engage with
elements of existing algorithmic bias mitigation documentation.

4.3. Methodology

Research methods

This study addressed the research questions; RQla: what algorithmic bias mitigation working
practices are currently engaged in by data science practitioners at the DWP? and RQ1b: What
are the limitations of these practices? These questions were addressed in three stages. In the
first, | utilised desk research to identify the key areas on which algorithmic bias mitigation
guidance focuses. In the second, | interviewed practitioners actively working on a DWP data
science project, to investigate how they engaged in the areas identified. In the final stage, |
transcribed the interviews and analysed them using thematic analysis. A fuller description of
this process can be found below.

In the first stage, | sourced bias mitigation documentation and analysed it to understand its
content. As noted in Chapter 3 above, to find suitable documents, | searched for currently
available algorithmic bias guidance documents in academic, grey, and commercial literature
which focused on algorithmic bias mitigation. This search was conducted through a
combination of Google Scholar, Web of Science, and internet search sites such as DuckDuckGo
and Google. During this search, my criteria for inclusion were: a) the document appeared as
though it could be translated into somewhat practical advice by an organisation, b) it
appeared applicable to a DWP data science context, and c) was aimed at an organisational
level which would be relevant to my participants.

Examples of topics which were considered suitable included suggestions about what data
science teams should be doing to avoid algorithmic bias, techniques which may or may not
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be favourable, and setting out a plan for future work in an organisational context. Three
guidance documents were selected as relevant to the DWP context. These were PwC’s
responsible Al toolkit, The Centre For Data Ethics and Innovation Landscape Summary on
Algorithmic Bias, and Cramer et al.’s framework to algorithmic bias (Rao, Palaci and Chow,
2019; Rovatsos, Mittelstadt and Koene, 2019; Cramer et al., 2018) — that is, the three
documents listed in the introduction above.

The PwC responsible Al toolkit provides high-level management advice around developments
in Al, focusing on fairness, governance, security, and organisational workflows
(PricewaterhouseCoopers, 2019). The Centre For Data Ethics and Innovation Landscape
Summary draws together academic literature and public sector concerns to provide an
overview of algorithmic bias and some potential solutions (Rovatsos, Mittelstadt and Koene,
2019). The mitigation methods proposed included technical bias checking, procedural fairness
methods, and project management. Finally, the Cramer et al. (2018) framework on
algorithmic bias explores mitigating bias within the context of an organisation in the music
industry. This focuses on how to assess algorithmic bias in practice, and how to communicate
with other teams.

Once | had selected these documents, | carefully analysed them for themes to inform my
interview guide. During this process, | identified the following themes: strategic aims of the
project, project management, regulations, project documentation, and model decisions.
Following this, these themes were used to develop my interview guide. Additionally, the
themes developed at this stage were used as codes during the data analysis, to guide analysis
of the guidance documents.

In the second stage of the project, | interviewed practitioners about these areas in relation to
a DWP project they had recently worked on. At the time of data collection, the Sheffield DWP
data science team had been working on two projects. As one of the projects was still in the
design stage, the most suitable project for the interviews to focus on was the other project,
the Digital Trialling Framework (DTF), and the associated Digital Plus Trial. This was a project
jointly run by the data science team and a specialist policy analyst team at the DWP, called
the Labour Market Policy Group. A fuller description of these projects can be found in section
4.2.1. below.

The semi-structured interview approach was chosen because it is an appropriate research
method to understand individuals' experiences and the social processes in which they engage
(Delmont and Mason, 1997; Bryman, 2012; Van Audenhove and Donders, 2019). Additionally,
interviews with professional experts can provide rich data about a) the bureaucratic and
working practices which surround the spaces where algorithmic bias might develop, and b)
how the context, power, and structure within the organisation may stifle — or enhance —
efforts at solving societal conflict (Van Audenhove and Donders, 2019). See section 3.7.1 and
section 3.7.5 for further discussion.
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For this study, | interviewed six participants, with eight interviews conducted overall. The
sampling criteria were that the individuals had worked on either the DTF project or Digital
Plus Trial, in addition to having worked at the DWP for at least six months, to ensure
participants were sufficiently embedded within DWP organisational culture to meaningfully
engage with the questions posed. Out of the six participants, four were from the Data Science
team at the DWP, and two were policy analysts from the Labour Market Policy Group (a group
which trials potential policy or service interventions with the aim of bringing people closer to
the labour market). Two participants from the data science team were interviewed twice; first
at the beginning of the study, and second at the end of the study, to gain their perspectives
once the project had finished.

The data collection period for this paper fell between February 2020 and August 2020.
Interviews lasted between 40 and 120 minutes. Due to the outbreak of Covid-19, the context
of the interviews changed across the data collection period. Additionally, both the DTF project
and Digital Plus Trial were terminated during this time period due to Covid-19. As a result of
this interruption, participants sometimes found it difficult to remember project details in later
interviews. However, one participant mentioned that while he was less able to remember
specific details, he felt able to speak more freely about what could have been changed on the
project due to the project’s termination. These details, although not planned, still provided a
rich understanding of participants’ experiences on the DTF project and Digital Plus Trial
project.

After conducting the interviews and data collection, audio files of the interviews were
transcribed into text format. Once transcribed, the interviews were analysed using thematic
analysis (Braun et al., 2014).This included use of both inductive and deductive
coding. Inductive codes were built around themes that had appeared in the guidance, and
were developed depending on the themes found within that cluster. For further details of my
analysis process, see Chapter 3.

This study underwent ethical approval at the University of Sheffield, to ensure that the topics
and the research design did not endanger participants and were sensitive to the context of
the organisation. Specifically, the ethics application for this paper paid careful attention to
ensuring participants were aware that | was not investigating the project to apportion blame
for biases or non-adherence to policy, but to generate a fuller understanding of their working
practices, to form the basis of my understanding for subsequent projects. | provide a fuller
description of the DTF project and Digital Plus Trial in the following section.

Description of Project

The data collected for this study centred around the DTF (Digital Trialling Framework) project
and the Digital Plus Trial. These were two separate projects developed concurrently to
provide the department with the means to carry out real time randomised control trials
(RCTs). RCTs are an experimental quantitative method which is meant to identify causal
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mechanisms through the use of a control and treatment group. The Digital Trialling
Framework involved the development of a ‘data pipeline’ to allow DWP policy analysts to
access data from the new Universal Credit (UC) system for use in policy and service
intervention trials.

As identified in Chapter 3 (Section 3.5: The DWP context) above, Universal Credit is a DWP
social security benefit service which combines and replaces six older benefits, which include;
income-related Employment and Support Allowance, income-based Jobseeker's Allowance,
Income Support; Child Tax Credit and Working Tax Credit; and Housing Benefit (GOV.UK,
2020). Furthermore, the UC system is an ‘all-digital’ service. This means claimants are now
required to register for the service online, in addition to providing digital evidence of their
engagement with the DWP service. This shift to digital has created a new source of data within
the organisation, and during my interviews, participants explained that the department were
investigating how to make better use of this data. The DTF ‘data pipeline’ was being designed
to assist the department in achieving these aims, allowing policy analysts near real time access
to the UC database. As one participant explained:

“We were kind of in a new space as well with Universal Credit, in terms of the amount
of information that we can get [from] the system, [its] huge - there's masses of it [...]
not all of that we would need, [so] the idea was to kind of find a way of developing...
what | think was called a pipeline [to filter that data]” (P5, Analyst)

Furthermore, the DTF ‘data pipeline’ intended to increase the speed policy analysts were able
to provide ministers with results, facilitated by the development of a visual dashboard so the
data could be easily understood. One participant explained:

“we were kind of required or challenged by the relevant minister that we could turn
the findings round much more quickly [..] ministers and senior officials,
understandably they want to know how its working, and they want to get information
quickly” (P5, Analyst)

The Digital Plus Trial was designed as the pilot trial for the DTF pipeline, with the Digital Plus
Trial component of the project managed by the Labour Market Policy Group. The aims of the
trial were to test the hypothesis that Jobcentres could improve their services if some job
seeking claimants were able to engage with the department digitally, rather than attending
face-to-face sessions with their work coach. As discussed in Chapter 2 (Literature review),
DWP policy has progressively developed to include more ‘conditionality’, meaning the
claimant is expected to meet a growing number of conditions to continue receiving their UC
payments. These conditions involve completing 35 hours of work search activity including
searching for jobs, applying for jobs, and attending training courses and interviews.
Additionally, each week the claimant attends a meeting with their work coach at the
Jobcentre to discuss their week’s work search activities. If claimants do not complete these
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tasks, they may receive a ‘sanction’, meaning a claimant will not be paid for a set amount of
time. Claimants may also receive a sanction for not attending their work coach appointments.

The Digital Plus Trial was being designed to investigate whether work coaches could save time
by engaging with the more ‘digitally competent’ claimants with ‘less complex needs’ online,
instead of seeing them in a face-to-face setting. It should be noted this was pre-Covid-19,
when meetings typically occurred in face-to-face settings. Furthermore, the trial aimed to
provide work coaches with more time to spend with claimants with ‘complex needs’, a
category which included claimants experiencing domestic violence, involved in gangs, with
specific disabilities, or without the digital skills necessary to partake in the trial (GOV.UK,
2022).

The Digital Plus Trial was piloted at 26 Job Centres. The data science team worked through
the technical challenges of retrieving reusable data from the UC database, producing the
monitoring dashboard, and developing a system to track the different cohorts of the trial. The
labour market team colleagues focused on the analytical difficulties presented by the trial
design itself.

Both the DTF project and the Digital Plus Trial were cancelled after the outbreak of Covid-19,
and the Digital Plus Trial and DTF projects did not go beyond the proof-of-concept stage.
While the projects were not integrated into the DWP’s standard organisational practices, the
learning generated from these projects was taken forward as the DWP moved to more online
processes post-Covid-19. Furthermore, the project is a good example of the types of data
projects DWP data science teams develop.

4.4. Findings

The findings below are organised around three themes. The first is ‘reliance on legal
frameworks’, focusing on how practitioners in a DWP context engage with legal frameworks
within their working practices. The second, ‘collaboration through documentation’, focuses
on how project documents are used to facilitate inter-team collaboration. The third, ‘bias
checking’, discusses the types of bias checking my participants were actively engaged in. The
fourth, ‘considerations about how biases emerge’, focuses on how government practice is a
contributing factor in the development of biases. And finally, ‘the influence of organisational
culture’, focuses on how organisational culture led by government practice is a contributing
factor in the development of biases.

Reliance on legal frameworks

Algorithmic bias mitigation guidance often reinforces the importance of data practitioners’
adherence to legal frameworks (Jobin, lenca and Vayena, 2019; Rovatsos, Mittelstadt and
Koene, 2019; Data Ethics Framework, nd). This section explores how these practitioners
engaged with legal frameworks, and practitioners’ perceptions of the importance of these
legal frameworks within their work.
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My participants expressed the importance of their understanding of regulatory frameworks
to ensure both the DTF project and Digital Plus Trial were conducted in a way which was
ethical and free of bias. Often, when participants used the term ‘ethical’, it was in the context
of following legal guidelines. For example, one data science participant said:

“depends on how the governance will catch up, because that's always going to be our
hurdle, you know there's always a lot of people in the middle who won’t do things
because [...] we haven't thought about those things, [...] but this is a good thing right,
because it makes sure we are being ethically responsible, technologically responsible,
and we do things properly [...] from a GDPR type of view” (P2, Data scientist)

Participants described the standard procedure each project had to go through prior to
receiving clearance. During the initial stages of the project, the data science team completed
an application form which detailed their reasons for needing the data in question, why it was
needed for the department to fulfil the mandate given to it by the government, and how the
project would benefit DWP service users. Once the application had been completed, and the
member of the team responsible for monitoring GDPR had assessed the application, the form
was passed on to a specialist team to assess whether the project and data request was
appropriate for the organisation. Participants described the importance of considering issues
such as data minimisation during this process, so only requesting as much data as would be
needed to fulfil the aims of the project. Furthermore, the application process had a strong
focus on data safety and security, and any application would need to demonstrate
understanding of the appropriate manner in which sensitive data should be handled. Once
the specialist team assessed the application, the data science team was informed of the
outcome.

One participant described this process as being lengthy, saying that it could take up to six
months from the time of requesting the data to receiving the data. There were two reasons
for this. First, the team which assessed the application might take a long time to read through
and decide the outcome of the application. Second, once the data had been authorised, the
servers would need to be updated to allow access — a process which occurs at specific points
during the year. If authorisation was provided after this date, the team had to wait until the
next time the servers are updated before they could receive the requested data.

The regulatory framework my participants primarily referred to was the GDPR. Furthermore,
they explained that the department had numerous resources which supported them in both
understanding and fulfilling the mandates passed to them through these legal structures.
These resources included specialist training for all data handling staff, incorporating specialist
staff members who were responsible for ensuring compliance in the team, and bureaucratic
processes designed to ensure all the required legal steps had been taken. Most participants
exhibited high levels of awareness regarding these legal structures. Moreover, they conveyed
a sense of respect and appreciation towards the perceived thoroughness and protection their
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training and the organisation’s approach provided them in their work. One participant
commented:

“It's not for us to decide what we do because we are here employed by the
department so each project goes through the [standardised process] [...] our admin
manager goes through all of the project’s mandate, [where] we describe the project,
what we're going to do, why it's needed, what’s in it for our customers including how
we can do it ethically under GDPR and covering all the bases” (P1, Data scientist)

Participants described the standard procedure each project had to go through prior to
receiving clearance. During the initial stages of the project, the data science team would need
to complete an application form which detailed their reasons for needing to use the data in
guestion, why this data was needed for the department to fulfil the mandate given to it by
the government, and how the project would benefit DWP service users. Once the application
had been completed, and the member of the team responsible for monitoring GDPR had
assessed the application, the form would be passed on to a specialist team to assess whether
the project and data request was appropriate for the organisation. Participants described the
importance of considering issues such as data minimisation during this process, so only
requesting as much data as would be needed to fulfil the aims of the project. Furthermore,
the application process had a strong focus on data safety and security, and any application
would need to demonstrate understanding of the appropriate manner which sensitive data
should be handled. Once the specialist team assessed the application, the data science team
would be informed of the outcome.

One participant described this process as being particularly lengthy, saying that it could take
up to six months from the time of requesting the data to receiving the data. This was due to
two reasons. One, the team who assessed the application might take a long time to read
through and decide the outcome of the application. Two, once the data had been authorised,
the servers would need to be updated to allow access — a process which occurs at regular
intervals during the year. If authorisation was provided after this date, then the team would
need to wait until the next time the servers are updated before they could receive the
requested data.

As found in Orr and Davies’ (2020) study, participants relied on legal codifications to assess
their ethical responsibilities, which Orr and Davies describe as practitioners off-loading
responsibility for ethical debates onto adherence to legal codes (Orr and Davis, 2020). In their
study, Orr and Davies interviewed practitioners from the private, public, and academic
sectors. However, their findings did not specify to which sector these findings related. My
findings suggest a more complicated picture. While participants highlighted the strong
organisational culture built around legal compliance, they did not talk about this as though its
purpose was to offload legal responsibility, but instead emphasised their duty of care to
citizens, and their obligations as civil servants. Rather than trying to do the minimum,
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participants saw it as carrying out the responsibilities of the government to the public. Or, to
put it another way, participants thought it was not their responsibility to decide what the right
course of action would be, due to their duty as civil servants to adhere to established
procedures. This permeated through much of the practice my participants described. For
example, in discussing standard DWP procedures on a data science project, one participant
said:

“Because we are in DWP we have data to fulfil our duties for the public, we need to
have some data [...] so it's not because we are interested, it's because we need it, so
it's the minimum data we need to collect to fulfil our duty and make their lives easier,
and we help them when they are in their difficult moments.” (P1, Data scientist)

Even when discussing regulatory practices such as data minimisation principles, where data
controllers must only use the minimum data required to perform the task in question, this
participant refers to the moral reasoning (“to fulfil our duty and make their lives easier”) to
justify why the data is being processed, in relation to DWP’s duty of care to citizens.
Furthermore, as found in Veale et al.’s (2018) study of US public sector data workers,
participants did not use sensitive information in their models, such as sex, race, or postcode,
unless the situation warranted this data.

Collaboration through documentation

Additionally, participants referred to the importance of completing a DPIA (Data Protection
Impact Assessment) and engaging with a data security colleague before data could be
released for use by the data science team. Metcalf et al. (2021) suggest impact assessments
can act as boundary objects in algorithmic bias mitigation. Boundary objects are objects such
as documents, schemas, concepts, etc., which have “specific meanings for experts within
disciplines, but are malleable enough to hold their meaning across disciplines and become
productive sites of collaboration” (Star, 1989; Metcalf, Moss, et al., 2021) — for example, a
standardised form used in a hospital to record patient symptoms (Star, 1989). Such a form
can be filled in by different types of clinical practitioners, and may be used by researchers in
clinical studies (ibid). These documents are understood locally within disciplines, but are
malleable enough to be understood across contexts (ibid). Metcalf et al. (2021) suggest
impact assessments provide experts with the means to collaborate and co-construct their
understanding of potential impacts (Metcalf, et al., 2021).

Through an impact assessment, experts from different disciplines are able to imagine,
communicate about, and decide upon the range of potential impacts which may arise from
the data science project in development. During the development of the DTF and Digital Plus
Trial project, both Labour Market Group and Data Science team members explained how the
project required them to learn to collaborate and learn about each other’s working practices,
as they had not previously worked together. In addition, participants explained that the
Labour Market Policy Group was the Data Science team’s client on the project. As such, overall
responsibility for the project rested with the Labour Market Policy Group Although both
teams had a strong basis in statistical analysis, participants described that it was nonetheless
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important for each group to assess and decide upon their remit during the project. Talking
about how the teams learned to work together, one data science participant described the
issue the teams had working together at the beginning of the project, saying:

“'cause we're not policy analysts, we're data scientists, right [...] | think that's where
the early project team went a little bit wrong, because they were trying to comment
on the trial design, and that is just not our speciality” (P2, Data scientist)

Participants from both teams described how they manoeuvred in order not to encroach upon
the other team’s speciality, expressed in the form of respecting each team’s expertise. The
beginning of the project involved each team identifying their remit in the project. This
occurred not only regarding the trial design, but also in terms of what assessments each team
was responsible for. While the data science team had been engaged with the data protection
impact assessment, which focused on why there was a need for certain types of data, they
had been less involved in assessments which were outside of their ‘remit’, such as the Digital
Plus Trial’s ethics application.

The Digital Plus Trial’s ethics application involved the trial team and the DWP’s ethics
committee assessing the trial’s potential for harm to claimants or DWP workers. However,
the ethics application process was considered outside of the data science team’s remit. When
participants discussed the ethics application for the Digital Plus Trial, they explained that it
had been completed through typical DWP trial procedures. While the Labour Market Policy
Group participants had been involved in the ethics application for the digital trial, members
of the data science team were not entirely sure if they had seen some of the initial ethics
documentation. In this case, the impact assessment and ethics application did not function as
boundary objects to facilitate communication on the potential harms of the project, due to
participants’ desire to stay within their own realm of expertise to ensure the project ran
smoothly.

Responsibility and accountability

Additionally, it is worth noting that these documents did not engage those who would be at
risk of being impacted by the new technology — the claimants themselves. Metcalf et al. state
that engaging with those who will be impacted by new technologies is essential in co-
constructing relevant impacts and developing accountable algorithmic systems (Metcalf, et
al., 2021). Without the insight that could be provided by claimants, impacts were only
constructed by the Labour Market Policy Group and the DWP’s ethics committee.
Furthermore, participants did not describe any mechanism for ensuring the DWP was
accountable to the wider public regarding their consideration of potential harms which may
develop from either the DTF or DPT projects.

In place of direct accountability to the public, participants expressed a feeling of
accountability to the department, and the government itself, in addition to legal frameworks,
as a proxy for citizens directly. While speaking about some of the difficulties on the project
regarding data transfers, one participant stated:
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“Soit’s our responsibility to [citizens] to keep their data secured, and safely, that's why
it's our responsibility as a department... but also, every analyst, or data scientist, we
go through a rigorous process [to ensure the data is used for the right reasons]” (P1,
Data Scientist)

Using Leonelli’s distinction between responsibility and accountability, in which “responsibility
[is] the moral obligation to ensure that a particular task is adequately performed” and
“accountability denotes the duty to justify a given action to others and be answerable for the
results of that action", participants’ moral sense of responsibility was tied to the public, but
their sense of accountability was tied to the organisation and the relevant regulatory
frameworks (Leonelli, 2016). Thus, this suggests civil service practitioners and organisational
structures may lack the necessary mechanisms for accountability towards those directly at
risk of algorithmic harm.

Bias checking practices

Algorithmic bias mitigation frameworks suggest different ways of checking for bias,
depending on the organisation’s data, models, and organisational priorities (Jobin, lenca and
Vayena, 2019; Rovatsos, Mittelstadt and Koene, 2019). Primarily, guidance suggests
conducting statistical checks which focus on either procedural (that is, ensuring that all data
is treated in the same manner) or parity-based (that is, ensuring that all demographic
groupings produce statistical outputs which are comparable equal) fairness assumptions. This
section explores the type of bias checking which my participants were involved in within the
context of the DTF project and Digital Plus Trial.

The wider goals of the DTF project were to provide a digital system which allowed for real
time feedback for analysts running randomised control trials (RCTs). The Digital Plus Trial used
a RCT method to determine whether some claimants would be suitable for a digital version
of the traditionally face-to-face job-seeking service. Participants explained that RCTs are the
standard departmental approach for testing policy interventions, and form the basis of many
of the department’s previous policy decisions. For example, previous RCT-based research on
the effectiveness of conditionality informed the research design choices of the Digital Plus
Trial.

When participants were asked about how they ensured the DTF project was fair, they referred
to the perceived fairness of the RCT method. Further discussion revealed a strong faith in the
method — which was seen as the ‘gold standard’ in the department — as long as it was set up
properly. When asked how fairness and bias were addressed in the project’s evaluation
process, one of the Labour Market Policy Group analysts said:

“l mean in terms of the [fairness and bias checking] approach we were taking,
randomised controlled trial, so the randomisation process should have given us kind
of groups who were pretty identical except the fact that one group of claimants would
have the intervention, and the other group would have the business-as-usual service.
So, on that side of things, we were kind of testing the randomisation process, just
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making sure that any kind of problems in terms of... the groups themselves with
equally balanced” (P6, Analyst)

Using Green and Hu’s (2019) conception of fairness-based approaches, this suggests
participants were utilising a procedural understanding of fairness. By this, | mean an approach
whereby it was perceived that by ensuring all individuals went through the same procedure,
then the outputs from the Digital Plus Trial would be fair as a consequence of method.
Additionally, participants also performed parity based statistical checks, meaning statistical
checks which compared the outputs in different population groups, to ensure the treatment
and control groups of the trial were receiving a similar level of sanctions.

When asked to recall any issues of bias on the DTF project, participants recalled the difficulties
they had in augmenting the data collected from the UC database with the data collected from
the participating Jobcentres using the exclusion questionnaire (also referred to as ‘the
tracker’). The data from the participating Jobcentres identified who was on the Digital Plus
Trial, as the data science team was unable to do this using the UC data alone. Participants had
observed that the treatment and control groups of Digital Plus Trial RCT had become
unbalanced, so the baseline characteristics between the two groups were not comparable,
meaning the results of the trial may have been influenced by these characteristics (such as
age, gender, etc). One participant described the concern in the following way:

“The hypothesis was whether it was control group work coaches not running the
tracker when they needed to, ‘cause they were just doing [the business as usual
service], if they didn't run the tracker then who cares right, they didn't need the
tracker for anything. [And] if | were a treatment work coach and [a claimant] came to
me, and [they] said ‘look you know I'm severely disabled and can't even speak English,
then I might say 'well | don't need to run the tracker you aren't going to go on the trial'
[...] soit's plausible that work coaches in both treatment and control weren't running
the tracker” (P5, Analyst)

Participants explained that this observation led them to investigate how data were being
collected from the Jobcentre. Participants explained that during this process they found work
coaches would forgo running the claimant through the exclusion questionnaire which the
Jobcentres used to identify whether a claimant was on the Digital Plus Trial, if the work coach
judged the claimant was not suitable for the trial (determined by an obvious disqualifying
characteristic, for example if the claimant had an obvious disability, or struggled with English
as a second language). This influenced how claimants were selected and assigned to the trial,
leading to a selection bias. This illustrates the importance of data collection practices in bias
mitigation, and additionally, how they are influenced by others in the organisation.

Participants had additional concerns about the fairness of the Digital Plus Trial. For example,
one participant was concerned about the trial leaving more vulnerable claimants without the
necessary face-to-face support they might require from a work coach, if they were in the
treatment group of the trial and were not having success in their group search. He expressed
concern these claimants may be “forgotten” (P4) and left without support from their work
coach. This participant then said:
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“1 think if you're not seeing that person in front of you, you might not have engaged
with them with their because they’re on the end of an email, you might not engage
with them properly” (P4, Data scientist)

This suggests that the DWP may see it as a breach of ethics if claimants are not able to attend
regular meetings with work coaches. While this participant was concerned about the fairness
of a claimant missing out on support, it is worth noting that some research suggests many
claimants find their work coach appointments negatively affects their mental health (Dwyer
and Wright, 2014). This may suggest differences between how DWP practitioners view
claimants’ experiences of attending appointments with their work coach, and claimants’
experiences themselves. This in turn suggests there may be challenges in practitioners judging
the fairness of departmental interventions, a point which will be further discussed in Chapter
6 (paper three).

Additionally, participants discussed the reasoning behind the mechanics of the trial and who
it was designed for. Cathy O’Neil argues that the construction of a mathematical model
contains the designers’ underlying assumptions (O’Neil, 2017). The inspiration for the Digital
Plus Trial was the observation that some claimants required less assistance from a Work
Coach than others, and “just need some money to tide them over” (PT4). According to my
participants, in the very early development stages of the project, stereotypical descriptions
of claimants were used in imagining potential claimant subgroups. The Digital Plus Trial was
designed for those who the organisation saw as not needing support from a work coach, who
can “just get on with it” (P3). The trial was designed with a very specific claimant in mind; one
who is digitally capable, has a reasonable work history, knows how to apply for jobs, and
requires little help getting back into work. The line of thinking was that if these claimants
could take a ‘digital journey’, then work coaches could redirect their resources towards
claimants with more complex needs.

The description of this claimant stereotype is consistent with the findings of Rosenthal &
Peccei (2007), who describe how DWP work coaches construct different types of claimant
subgroups. Moreover, they describe how work coaches construct the ideal claimant — one
who is motivated to apply for work, needs very little help, and adheres to the department’s
ideological worldview (ibid). Additionally, Rosenthal and Peccei propose that this category of
claimants is contrasted against ‘bad’ claimants; claimants who work coaches felt they were
unable to help, either because their needs were too complex or because the claimant lacked
motivation (ibid). Among my own participants, none suggested that any claimants were ‘bad’.
However, some of my participants categorised claimants as ‘easy’ and ‘difficult’ along very
similar lines. When discussing potential for bias on the project, one data scientist said:

“Not that | generally work with stereotypes, but | think stereotypes help, but the
stereotype around the type of person whom the trial was designed to help and identify
and support [were] people who do not need the continual support of an agent, they
don't need a work coach, they don't need someone to tell them this is how you apply
for a job, chances are they will get a job in 3-4 weeks, those were the people that we
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were trying to find, so [we could] spend our time on the people we know need a little
more attention and a little bit more help” (P4, Data scientist)

While Cathy O’Neil (2017) focuses on how individual data scientists’ opinions may become
embedded within mathematics, this suggests the need to examine how organisational culture
additionally embeds its biases within mathematical models.

The influence of organisational culture

This section explores the restrictions on model making which my participants described in
their organisational context, specifically, how certain elements within their models were
dictated by organisational practice.

Several academics have argued that algorithmic bias may develop from the strategic goals of
a project by embedding and re-enacting ideological discourses as part of the design process
(Eubanks, 2018; Costanza-Chock, 2020; Green, 2021). Within the department, participants
described very clear aims the department worked towards. One participant commented:

“When you're working with DWP it's always the goal to get people closer to the labour
market, into a job and self sustaining... “ (P2, Data scientist)

The department’s overarching philosophy very clearly prioritised ‘getting claimants back into
work’, an aim which visibly guided my participants’ objectives and working practices. Once
again, this echoes Rosenthal & Peccei (2007)’s findings from interviewing DWP work coaches,
in which they found participants adhered to an overarching philosophy which strongly valued
getting claimants into work above other potential outcomes. Indeed, my participants
explained how this goal provided both the impetus for the Digital Plus trial — by investigating
whether work coaches’ time could be ‘“freed up’ to spend with claimants who found it harder
to find work —in addition to being the basis of The Treasury’s major concerns surrounding the
trial. During the trial, there was concern from The Treasury that the proposed trial, and any
policy which came from it, may negatively impact claimants becoming closer to the job
market, due to its potential impact on the level of conditionality designed into the UC system.
It was implied that The Treasury were concerned that participants in a digital version of the
‘business as usual’ service would not meet the same level of conditions to receive their
welfare payment as those on the face-to-face version of the service. Participants explained
that the Treasury’s reasoning was based on previous research conducted by the department
which had found that “[welfare] conditionality works” (P1) in getting claimants back into
work. For this reason, much of the time designing the trial was spent on ensuring that
conditionality was preserved in the digital arm of the trial. Or, to put it another way, that
claimants on the digital group of the trial (the treatment group) were still keeping up with
their 35 hours’ worth of job-seeking activities a week and could be sanctioned accordingly if
they did not. One participant explained:
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“[The] Treasury held us to account because we had strong RTC evidence that
conditionality in general worked, | mean it's also a consideration that we want to
make, in terms of if we thought it wasn't working, we could switch the trial off and do
it quickly. “ (P5, Policy Analyst)

My research participants were constrained, in terms of what they did on the DTF project and
Digital Plus Trial, by the rules already in place at DWP, including Universal Credit
conditionality, in addition to the department’s governing philosophy of getting people into
work. Indeed, one of my participants explained that this was one of the benefits of the DTF
system being developed for digital trials — they would be able to analyse these trials in near
real time and shut them down if they negatively impacted either the claimant or the
department’s goals. As previously mentioned, the data science team performed comparative
statistical analysis to assess whether the treatment and control groups of the trial were
receiving a comparable level of sanctions. Due to The Treasury’s concerns around the
loosening of conditionality, the team needed to prove that claimants in the digital group of
the trial were being sanctioned comparably to those in the face-to-face group, to ensure the
groups were being treated equally. Furthermore, participants described this as being part of
the condition for the DTF project / Digital Plus Trial to be allowed in the first place:

“We had to get permission from Treasury to do all of this stuff, because we get funding
from Treasury and our previous labour market evidence on conditionality is all in a
face to face setting” (P5, Analyst)

Rodger (2012) argues that welfare systems which enforce conditionality allow the state to
exert its power to compel claimants into behaving in a specific way in order to qualify for
assistance with materially necessary goods such as food and housing (Rodger, 2012).
Furthermore, he asserts that conditionality is ideologically aligned with systems that support
discourses framing those in receipt of benefits as being either the ‘deserving’ or ‘undeserving’
poor. A more complex picture of the efficacy of conditionality is provided by Dwyer et al.
(2020) on the experience of claimants. They found that claimants with mental health
difficulties find conditionality either largely ineffective at helping them into work, or that it
negatively impacts their work prospects (Dwyer et al., 2020). While my participants
mentioned that RCTs were considered the ‘gold standard’ within the department, due to their
perceived objectivity and reliability, little attention was paid to political or ideological biases
within the trial process. Instead, participants expressed the opinion that the preference for
RCTs was due to the objectivity of the method. However, Monaghan and Ingold suggest
evidence based policy outcomes are never purely evidence based —they are in part influenced
by political will and feasibility (Monaghan and Ingold, 2019). Additionally, while RCTs are a
popular choice for public sector data analysis, they have been criticised for their use in policy
situations where there is a lack of clarity around the epistemological assumptions on which
RCTs rely (Deaton and Cartwright, 2018). Specifically, RCTs are particularly vulnerable to a lack
of external validity (whether results can be generalised outside of the trial environment).
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This suggests that in addition to the issues presented about using procedural fairness
methods, mentioned in section 4.2, further complications may arise from pre-existing
evidence relied on by the department.

4.5 Discussion and conclusion

This paper investigated the research questions; What algorithmic bias working practices are
currently practiced by data science practitioners? What are the limitations of these
practices? This was explored by interviewing data science practitioners and policy analysts at
the DWP, and focusing on an active data science project developed to allow practitioners to
perform real time RCTs. This study contributes towards understanding algorithmic bias
mitigation guidance in two ways. Firstly, my participants relied strongly on legal frameworks
to provide bias mitigation guidance, due to their position as civil servants. Participants
perceived adhering to legal frameworks and government processes as fulfilling their duty to
the public they served. Furthermore, while participants’ moral sense of responsibility was tied
to the public, their sense of accountability was tied to the organisation and the relevant
regulatory frameworks. Secondly, my participants described how pre-existing organisational
knowledge production limited what approaches might be considered to mitigate algorithmic
bias. Specifically, participants described how the team was expected to incorporate the
findings of previous research regarding the success of conditionality into the Digital Plus Trial
project. | expand on these below.

Regarding the first finding, in common with the insights provided by Orr and Davis (2020), the
practitioners | interviewed strongly relied on legal frameworks within the context of their
work (Orr and Davis, 2020). This was facilitated by organisational practices such as legal
training, and standardised processes to ensure the legal requirements associated with
departmental data science projects were conducted appropriately. These processes paid
careful attention to GDPR regulations. However, while Orr and Davis (2020) perceived the
private sector practitioners in their sample as adhering to legal frameworks to offload the
moral responsibility within the context of their work, my research found a different
experience for civil servants. Using Leonelli’s distinction between responsibility and
accountability, in which “responsibility [is] the moral obligation to ensure that a particular
task is adequately performed” and “accountability denotes the duty to justify a given action
to others and be answerable for the results of that action" (Leonelli, 2016, p3), participants’
moral sense of responsibility was tied to the public, but their sense of accountability was tied
to the organisation and the relevant regulatory frameworks. Instead of using legal
frameworks to offload [their moral responsibility, practitioners performed their duty to
citizens through adherence to legal and political structures, which sometimes required
divestment of their own personal stance on moral decision making.

Regarding the second finding, | argue that practitioners’ working practices in relation to bias
checking were limited by previous research conducted by the DWP, in addition to influences
from the department’s organisational culture. My participants described how the teams’
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project goals, modelling methods, and assumptions were stipulated by the Treasury to fit into
the department’s previous evidence base. This was particularly notable regarding the
influence of the department’s existing research on welfare conditionality. However, the
effectiveness of this mechanism has been contested by researchers outside of the DWP, who
suggest that conditionality may negatively impact some individuals’ ability to find
employment, in addition to increasing the likelihood of housing insecurity (Dwyer and Wright,
2014; Williams, 2022). Moreover, to ensure conditionality was preserved on the project,
sanctions were used as a proxy to measure the level of conditionality present in both groups
of the trial. For this reason, the trial presupposed that claimants experiencing a digital version
of the UC service would not improve adherence to their work search commitments.

Additionally, despite my participants' strong concerns about methodological rigour, they
expressed an awareness that the foundations of the trial were somewhat based on
stereotypes, rather than on empirical research about claimant subgroups. These
conceptualisations parallel those found in research by Rosenthal & Peccei’s (2007), who
identified that work coaches judged claimants as either fitting the ‘good’ or ‘bad’ claimant
stereotype. This parallels Eubanks’ (2018) description of how discourses of the ‘deserving’
and ‘undeserving’ poor perpetuate decisions to restrict the resources given to, and justify
different treatment of, poor people who are judged to not be worthy of societal aid. Eubanks
argues that categorisation of the poor into these two categorises allows governments and
services to moralise their lack of support, or their increased surveillance, of citizens who are
judged to be ‘undeserving’. Like Eubanks, | suggest the construction of claimant types for the
purpose of statistical modelling may perpetuate prejudice against particular claimants. It is
necessary for practitioners to carefully consider how these stereotypes may enforce prejudice
against particular claimants within an organisational context.

This study contributes towards understanding the areas discussed in algorithmic bias
mitigation guidance in two ways. Firstly, my participants strongly relied on legal frameworks
due to their position as civil servants, but the legal frameworks to which they were required
to adhere did not facilitate accountability to the population they served. Rather, while my
participants felt a responsibility to the public, they were accountable to the state. Secondly,
my participants’ working practices in relation to bias checking were limited by previous
research on conditionality conducted by DWP, in addition to influences from the
department’s organisational culture. This was present in two prominent ways; first, in how
the Treasury stipulated the project must be run — it had to preserve conditionality, due to its
positive assessment in the department’s previous research in this area. Second, the trial was
designed using stereotypes of what constitutes a ‘good’ claimant.

Additionally, this paper contributes towards answering my thesis’ overarching research aim:
to investigate how might DWP practitioners mitigate the impacts of algorithmic bias. The
findings presented in this study suggest the civil service context has its own unique challenges
in algorithmic bias mitigation, and further research is required to assess what methods may
be appropriate for this context. Additionally, it suggests civil service practitioners already
strongly rely on the rules and guidance regarding organisational practice, which presents an
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opportunity for further algorithmic bias mitigation efforts. These will be explored further in
Chapter 5 and 6.
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Chapter 5: Paper 2, Lessons in mitigating
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guestions were designed to discover DWP’s current algorithmic bias mitigation working
practices, as a basis for the subsequent research papers. | found that my participants strongly
relied on legal frameworks to provide bias mitigation guidance, due to their position as civil
servants. Participants perceived adhering to legal frameworks and government processes as
fulfilling their duty to the public they served. Secondly, my participants described how pre-
existing organisational knowledge production limited what approaches might be considered
to mitigate algorithmic bias. Specifically, the department required data scientists to
incorporate previous findings from their in-house evidence-based research about
conditionality into the models they produced, which may have led to the adoption of certain
assumptions around those claiming social security benefits.

The findings from Chapter 4’s study suggest the civil service context has its own unique
challenges in algorithmic bias mitigation, and that further research is required to assess what
methods may be appropriate for this context. This finding led to the development of the
second research paper, which is presented in this chapter. This paper focuses on what civil
service organisations which might be considered to be more advanced in their thinking on
algorithmic bias were doing to mitigate these risks. The insights identified in this paper would
form the basis of the final research paper (Chapter 6), which would investigate how these
insights might be adopted in a DWP context. In this chapter, the second paper is presented.

5.1. Introduction to paper two

As already noted, in recent years, algorithmic technologies have received widespread
criticism of their discrimination against marginalised groups and the way in which they further
entrench historical inequalities. Increasingly, these types of cases have been seen in the
public sector, for example, in how assessment scores used in the criminal justice system
falsely report black defendants as having a higher chance of reoffending (Angwin et al., 2016);
how child abuse assessments accuse people of child abuse for existing in the material
conditions of poverty (Eubanks, 2018); and how less privileged teenagers received lower
algorithmically calculated grades on the basis of them attending a less well-performing school
(Smith, 2020). This phenomenon, known as ‘algorithmic bias,” describes how through a
combination of social, technical, and probabilistic mechanisms, some people are penalised,
or denied opportunities, due to their membership of a marginalised group. While algorithms
are adopted by public sector organisations in an attempt to enhance and improve public
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services, instead they often bring further difficulties, in addition to questions about whether
these technologies should be implemented at all.

There has been considerable debate around how ‘good practice’ might be defined when
attempting to mitigate algorithmic bias. As academics and practitioners have looked towards
mitigating the risks of algorithmic bias, a wide selection of framings has been adopted in an
attempt to further this goal. These have included ethics, fairness, non-discrimination, and
justice, as discussed in Chapter 2. Within the context of this paper, | primarily use the term
‘ethics’ to describe structured organisational approaches of ensuring social good outcomes of
technological developments and processes.

While much of the literature around algorithmic bias thus far has discussed the harms caused
by algorithmic technologies (Redden and Brand, 2017; Eubanks, 2018; Dencik et al., 2022),
less is known about what practical steps public sector services are taking to mitigate risks of
algorithmic bias in the design and implementation of algorithmic systems. To address this gap,
| investigated the following research questions: What might ‘good practice’ on an algorithmic
project look like? What challenges does good practice on an ‘ethical Al’ project face in
practice? Understanding how practitioners engage with and implement good practice, and
the successes and difficulties which arise therein, is important in order to illuminate how
designers can grapple with the difficulties posed when working within complex socio-
technical environments. To investigate this issue, | collected qualitative data through semi-
structured interviews and utilised document analysis to better understand how stakeholders
on the AuroraAl project by the Finnish Ministry of Finance are responding to the challenges
posed by algorithmic bias. Additionally, | interviewed Al Ethics experts, predominantly from
algorithmic justice organisations, about the AuroraAl team’s proposed algorithmic bias
mitigation plans. The AuroraAl project was chosen as a unit of analysis due to its reputation
as a progressive Al project and the public availability of the project’s ethical principles. The
term ‘Al ethics experts’ here describes actors who work towards developing structured
approaches to ensuring social good outcomes of technological developments and processes.

In this study, | identify two key findings regarding algorithmic bias mitigation. First, the
findings suggest that even in this purportedly progressive project, there is a lot of
disagreement about what constitutes good practice in mitigating algorithmic bias, and the
types of solutions that might be practically implementable. Participants operationalized
different definitions of key algorithmic bias terminology, which brought with them tensions
around how to communicate about the project’s risks and resolve ideological conflicts.
Second, while all participants on the AuroraAl project were committed to developing a public
sector Al system which improved society, challenges arose as a result of fast-paced project
management styles. In this environment, project goals which reinforced cultural assumptions
regarding individual responsibility were left unexamined.

The rest of the paper is laid out as follows: it begins with a review of the literature in this area,
and details recent key developments in public sector algorithmic technologies and algorithmic
bias mitigation, drawing on literature that focuses on these as design challenges. | then
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provide a breakdown of the key terminology used to discuss ‘good practice’ in relation to
algorithmic bias mitigation, including ethics, fairness, and justice. | subsequently detail my
methodological approach to selecting a project for study, my data collection process, and
explain how these are suited to investigating my research problem. Lastly, this is followed by
the findings of the study, as well as a discussion of how these contribute towards current
academic understanding of addressing algorithmic bias in the public sector.

5.2. Literature review

Designing algorithms in the public sector

As in many industries, public sector organisations have recently started adopting algorithmic
technologies. In some cases, this has meant organisations relying on third-party services, and
in others, designing and developing their own algorithmic systems in house. In the context of
the UK for example, Durham Police Constabulary developed the HART (Harm Assessment Risk
Tool), which was designed to assess the likelihood of criminals reoffending, using machine
learning techniques based on the organisations’ own historic arrest data (Oswald et al., 2018).
In contrast, instead of relying primarily on in-house data, public sector organisations such as
Kent County Council, The London Fire Brigade, and Lancashire County Council have used
either Experian’s Mosaic database, analytical tools, or both, to provide them with workflows
which allow them to profile and target support to different groups within their care or remit
(Dencik et al., 2018). Both methods have been criticised as perpetuating biases or stereotypes
about people based on location or demographic data (Big Brother Watch, 2021) (for more
information about how this occurs, see Chapter 2). In addition to discrimination concerns,
systems strongly relying on third-party data have been criticised for upending the safeguards
of democratic institutions, because these third parties are not subject to the democratic
oversight embedded in public sector organisations (Balayn and Giirses, 2021). Furthermore,
there are concerns that this development economically entangles the public sector with
algorithmic tool providers and Big Tech companies (Balayn and Glirses, 2021). Therefore,
enmeshing public sector practice with powerful organisations with the motivation to provide
returns to their shareholders, rather than provide services for the public themselves (ibid).

As discussed earlier in this thesis, many of the proposed solutions to algorithmic bias have
hitherto been technical or procedural in nature. These have included debiasing techniques
which focus on making datasets either more representative of their target population or
which rely on achieving statistical parity when comparing the outcomes of different groups
based on protected characteristics (Galhotra et al., 2017). Other approaches have included
finding new ways to operationalize the concept of fairness within a statistical framework,
allowing practitioners to better perform statistical checks on their models (Bellamy et al.,
2019) (As discussed in Chapter 2: Technical mitigation methods). However, these methods
have been criticized by some third sector organizations and academics for not addressing the
social structures and processes that contribute to algorithmic bias (Hoffmann, 2019; Balayn
and Glrses, 2021).
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Concern about discriminatory biases in computing systems is not new. Indeed, Friedman and
Nissenbuam’s (1996) early paper on bias within computer systems identified bias as a key
design concern. Moreover, they called for ‘freedom from bias’ to be considered a design ideal
within these systems — in the same way that reliability, accuracy and efficiency of computer
systems are within the computing community (Friedman and Nissenbaum, 1996, p346).
Recently, scholars have furthered this concept, notably Costanza-Chock, whose Design Justice
framework discusses how technology can “reproduce and/or challenge the matrix of
domination (white supremacy, heteropatriarchy, capitalism, ableism, settler colonialism, and
other forms of structural inequality)” through the developers’ design choices (Costanza-
Chock, 2020, p23; Hill, 2000). Their work takes on an intersectional lens to understand the
complexities involved when designing inclusive technologies. Furthermore, these approaches
seek to judge technologies by the outcomes experienced by those impacted by these systems,
not the often-well-meaning intentions of the designers in question (ibid).

Park and Humphry (2019) explored how the participatory approach of co-design was used to
create the Australian Nadia chatbot, which aimed at assisting disabled citizens with queries,
providing them with a service which aids them in overcoming accessibility barriers when
interacting with public sector services. The chatbot was created using co-design principles
from the outset — specifically to avoid creating a service which further discriminated against
their already marginalised users. This aspect of the project was well received by citizens who
participated, and had good levels of engagement from the target community. However, this
was difficult in view of the tensions that exist in a public sector context, between the need for
a highly predictable service, and the inability to feed the chatbot enough data to ensure this
predictability prior to launching the chatbot, and consequently the project never got off the
ground (ibid). This project also highlights the sociotechnical complexities public sector
algorithm designers engage with when attempting to implement good practice principles.

Design philosophies such as participatory design suggest mechanisms to minimise algorithmic
bias (Costanza-Chock, 2020). Participatory design approaches focus on creating design
processes where the intended users or stakeholders take a critical role in designing the
project (Schuler and Namioka, 1993). Similar frameworks have been suggested by disability
justice activists through slogans such as “nothing about us, without us” (Costanza-Chock,
2020). Practically speaking, participatory approaches suggest instruments which allow users
to engage in the design process, either directly, or via, user groups, surveys, hackathons, or
other mechanisms designed to foster accountable relationships between designers and those
affected by the decisions made by these systems.

However, approaches such as these have been subject to criticism. A prominent concern
regarding these approaches is that often designers do not involve end users in a way which is
truly meaningful, and which provides users real opportunity to influence the goals of a
project; rather, often they merely provide a forum for users to provide feedback which may
or may not be acted upon (Sloane et al.,, 2022). In recent years, this has been called
‘participation washing’ (Sloane, 2020). Other challenges can include the difficulty in creating
the necessary relationships for this type of work, especially if the community for which the
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technology is being designed was reason to mistrust the designers (Neville and Weinthal,
2016).

Designers utilise co-design approaches as it is believed that these methods can help them
achieve the social good. However, there are questions regarding how designers may
conventionalise ‘the social good.” In the following section, | examine how designers define
‘good practice’ and ‘the social good.’

Defining ‘good practice’ and the ‘social good’

Alongside the difficulties designers have when attempting to actualise good practice
frameworks, there has been considerable debate around how ‘good practice’ might be
defined when attempting to mitigate algorithmic bias. In this section, | explore the different
ways the ‘social good’ has been conceptualised in this space. This is discussed through an
examination of the key terms often used within both academic and public discourse in
relation to algorithmic bias mitigation. The key terms discussed here are ‘ethics’, ‘fairness’
and ‘justice’. The definitions of these can be circular when used in lay speech, and they also
go through fashionable turns academically (Sayer, 2011, p16). However, they have distinct
connotations within current algorithmic bias discourse. | briefly discuss the ways in which
these words have been defined within the discussion around algorithmic bias mitigation, and
additionally qualify how | will be using them in this paper.

Ethics

Ethics is generally understood as being the study of moral principles and how these should
guide personal and societal behaviour. Academically, the discipline of philosophy has
provided much of the historic groundwork for the different schools of thought in this area
(refer to Chapter 2). However, in recent years, there has been a surge of organisations
adopting what is known as ‘organisational ethics’ or ‘business ethics’ approaches to dealing
with the moral dilemmas found in organisational working practices (Vogel, 2006; Mckinsey &
Company, 2022). This has been influenced by the rise of ‘corporate social responsibility,’
which began in the 1990s, through which organisations began focusing more on what types
of ethical practice were practical and affordable, in addition to practicing greater ‘stakeholder
engagement’ (Vogel, 2006).

When organisational ethics are applied in the context of designing algorithmic technologies,
it has been defined as encompassing a) the moral consideration with which designers build
these technologies, and b) the moral decisions these technologies will be programmed to
make (Wing, 2018). Moss and Metcalf’s (2021) report on Silicon Valley ethics workers
(described as “ethics owners”) describes a shift from the older form of ethics work done in
these companies, in which ethics workers deflected public pressure and demonstrated legal
compliance, to the ethics roles of today which focus more strongly on preventing social harm
(Metcalf, et al., 2021). This type of ethics work involves navigating stakeholder relationships
and market pressures, and managing company resources (ibid). Additionally, these roles focus
on preventing harm within the parameters set by the business, with issues occurring when
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ethics workers try to work beyond these limits. For example, when Timnit Gebru in her
capacity as an ethics lead at Google co-authored a paper detailing the risks that utilising large
models will exacerbate carbon emissions, have unknowable biases, and spread
misinformation, she was subsequently fired by the company (Hao, 2020; Bender et al., 2021).

One of the challenges of the business ethics framework is the lack of agreement between
ethics workers as to what constitutes ‘ethics’, with different practitioners bringing with them
different sets of personal moral codes to their work, making it difficult for ethics workers to
create organisational processes which are workable and consistent (Moss and Metcalf, 2020).
Moreover, this may lead ethics workers to focus their attention on more quantifiable
benchmarks such as bias or fairness measures (ibid). Within this paper, | chiefly use the word
‘ethics’ to describe the processes organisations use to work towards some form of ‘social
good’ or to otherwise address moral dilemmas within the context of their organisation, such
as through ethics boards, procedures and policies.

From fairness to justice

While in layspeech the word ‘fair’ is often used to mean something which is free from bias,
dishonesty, or injustice (Dictionary.com, no date), it has taken on specific connotations within
debates on algorithmic bias. When defined and operationalised by data practitioners, who
are often core designers of the systems being discussed, two prominent operational
definitions of fairness have emerged; procedural fairness and statistical fairness (Green, 2018;
Green and Hu, 2018). These definitions have been discussed in detail in earlier chapters in
this thesis. As noted above, while both definitions capture important aspects of fairness, they
primarily focus on fairness as a result of method. What they fail to consider is the fairness of
the outcomes when regarding the wider socio-economic system within which the data and its
outcomes are embedded (ibid). Furthermore, they do not consider how these mechanisms
interplay and intersect with other social structures to reproduce unequal outcomes.

Hoffman (2019) argues that striving for fairer algorithmic systems does not go far enough,
and a goal of producing ‘fairer’ systems leads designers to focus on ‘bad’ algorithms and ‘bad’
data. She argues that this creates a narrow field of inquiry, which limits practitioners’ ability
to recognise how data and algorithms connect to wider issues of injustice within the context
of society (Hoffman, 2019; Costanza-Chock, 2018). For example, if designers only focus on
ensuring an algorithm used in the criminal justice system judges a defendant’s likelihood of
reoffending in a way which is ‘fair,” by ensuring there are an equal number of high risk
offenders regardless of race, this process would not address the wider injustice of
incarceration. Not only does this narrow the practitioners’ focus away from how
discrimination is structural in nature, but it also externalises the biases leading to
discrimination, minimising the connection between our internal experiences and assumptions
and the society and structures around us (ibid). Furthermore, it de-emphasises the non-static
nature of social structures, furthering the idea that discrimination is one thing in particular,
rather than highly contextual and subject to change. Hoffman advocates approaches which
consider these contextual issues, describing these as ‘justice’ based approaches (ibid).
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As discussed in Chapter 2, in Towards Data Justice, Dencik et al. (2016) argue that the issue
of algorithmic bias should be understood through the framework of justice, not fairness
(Dencik, Hintz and Cable, 2016). They suggest that a justice-based framework connects the
issues regarding data-driven practices to those of inequality and exploitation more generally.
Additionally, they suggest that a justice-based framework provides a conceptual foundation
for creating tools to address these issues. It does this, they argue, by providing a way of
examining the ideological basis of data-driven processes and considering power relations,
interests, and political agendas within the context of data-driven practices (ibid). From there,
it provides a foundation to question how society should be organised (Dencik et al., 2022;
Milan & Treré 2019, 2021; Treré 2019).

5.3. Methods

The aim of this study was to investigate what ‘good practice’ on an algorithmic project might
look like, the challenges which good practice on an ‘ethical Al’ project face in practice, and
how these are overcome. To explore this, | investigated an algorithmic project in development
by a civil service organisation, the AuroraAl project by the Finnish Ministry of Finance, to
understand their attempts at implementing algorithmic bias mitigation approaches.

| collected qualitative data through semi-structured interviews with practitioners and experts
actively working in different disciplinary capacities on AuroraAl. Furthermore, | utilised
document analysis to understand how stakeholders on the AuroraAl project were responding
to the challenges posed by algorithmic bias. Additionally, | conducted semi-structured
interviews with Al Ethics experts outside of the AuroraAl project, predominantly from
algorithmic justice organisations in the UK, the European Union, and USA, about the AuroraAl
team’s proposed algorithmic bias mitigation plans and to understand the wider context of
algorithmic bias mitigation efforts in the public sector. The AuroraAl project was chosen as a
unit of analysis due to its reputation as a progressive Al project and the public availability of
the project’s ethical principles.

The research was conducted in four key stages: 1) | conducted desk research on public sector
algorithmic projects against a set of criteria to create a shortlist of potential projects on which
to focus my study. 2) After identifying a suitable project, | used document analysis techniques
on the project’s public facing documents to understand the algorithmic project’s algorithmic
bias mitigation methods, ethical commitments, goals, and project structure. 3) | conducted
semi-structured interviews with people working on the project. 4) | conducted semi-
structured interviews with Al Ethics experts discuss the AuroraAl team’s proposed algorithmic
bias mitigation plans and to understand the wider context of algorithmic bias mitigation
efforts in the public sector. The experiences of these experts are well placed to offer insight
into both the wider structural problems and the organisational challenges faced, when
attempting to implement good practice in relation to algorithmic bias mitigation. | expand on
these stages below.
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As noted in Chapter 3, to select a suitable project, | conducted desk research to find out what
algorithmic public sector projects were being developed at the time of the research. The
objective was to find a public sector project taking strong steps to mitigate the risks of
algorithmic bias. The criteria for this were as follows. First, the project must have publicly
posted their ethics guidelines, which had to include consideration of algorithmic bias.
Furthermore, the project had to be at a stage where some technical development had started
to take place. Other criteria included the need for the project to process data relating to a
person, as prior research on the issues of algorithmic bias is restricted to this type of data
processing. On top of these considerations, there were also accessibility considerations. As
the only researcher on the project, | would only be able to interview practitioners in English.
To look for a project which fit these criteria, | used a combination of internet search methods
in conjunction with the Oxford Al readiness index, to pick countries which were more
advanced in this area (Oxford Insights, 2019). Additionally, | searched public algorithmic
registers such as the Helsinki algorithm register. These criteria proved very restrictive and left
the most suitable project as the AuroraAl project by the Finnish Ministry of Finance.

5.4. Description of AuroraAl project

The AuroraAl project is designed to provide citizens with recommendations as to what
services they might benefit from depending on what ‘life event’ they are currently
experiencing. Life events include situations such as getting a divorce, moving to a new city,
or starting higher education. The ‘life event’ approach is an established eGovernance
framework within the Finnish public sector (Gros, 2020). This approach aims to allow
government services to easily catalogue citizen queries for both government and citizen use,
with ‘life events’ acting as “structuring metaphors” (ibid).

AuroraAl's recommender system planned to utilise citizens’ demographic and lifestyle data
to provide personalised results when using the service. Much like virtual assistant applications
such as Apple’s Siri, AuroraAl was expected to be able to provide ‘intelligent’
recommendations as to what services would best suit the individual when asked specific
gueries. The interface for submitting queries relied on chatbots, which use natural language
processing to parse meaning and generate responses. In addition to using the ‘life events’
framework, AuroraAl relied on the concept of ‘digital twins’ which a concept designed to
allow users to control the data they input into the application as well as their preferences
with respect to when information should or should not be shared with specific organisations
(Jones et al., 2020). The AuroraAl system then combined this ‘life event’ data with the data
shared by the citizen in their ‘digital twin’ and used these to create personalised
recommendations for their circumstances and characteristics. In addition to the
recommender system, there were plans to expand AuroraAl to include a ‘fitbit’ style
mechanism. This would act as an assistant and dashboard which encourages the user to work
towards their own customisable goals, such as changing career or improving their health.
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From a project management standpoint, the AuroraAl project consisted of a network of
smaller pilot projects, each project managed separately by its overseeing organisation. The
overseeing organisation might be a private company, a public sector service, or any
organisation which would be interested in producing a pilot based on a specific ‘life event.’
Since the project’s conception in 2018, the Finnish Ministry of Finance arranged for several
small pilots to be produced based on different life events, and these were used to test and
develop different aspects of the AuroraAl system. At the time of this research, the pilot
projects operated independently of each other.

During the second stage of my research, | analysed documents to understand the AuroraAl
team’s approach to mitigating algorithmic bias, as well as the context in which the project
was being developed. Document analysis is particularly well suited to studies which focus on
a well-defined context as the unit of analysis, due to its ability to provide understanding and
rich details, and to uncover new meanings throughout the process (Bowen, 2009). To do this,
| analysed the project’s public facing documents available in English, which included the
AuroraAl roadmap, the 2020 AuroraAl launch conference, the Sumodigi Podcast series
discussing AuroraAl, and the AuroraAl development documents. The analysis of these
documents informed the creation of the interview guide used in the third stage of the project.

In the third stage of the study, | conducted six semi-structured interviews with practitioners
working on the AuroraAl project. These participants had roles ranging from special advisors,
data engineering, data work, ethics expert, research co-ordinator, pilot project leader, project
tech lead, and prison worker. Some participants on the AuroraAl project held more than one
role. Participants were approached in various different ways, including emailing key figures
mentioned in the AuroraAl documentation, posting an invitation on the AuroraAl slack
channel, and snowball sampling (Bryman, 2004). Interview questions included topics such as
asking what role the participants had on the project; why they were interested in it; how the
project fitted into the broader environment of service digitalisation initiatives within Finland;
how they intended to measure the success of the project; what they considered to be good
practice ethically; how they intended to mitigate algorithmic bias on the project; any
challenges in mitigating algorithmic bias; and what steps would be taken to ensure this
throughout the project.

In the fourth stage of the study, seven practitioners working in Al ethics, either at algorithmic
justice focused organisations or otherwise engaged in Al ethics work, were interviewed using
semi-structured interviews. Participants were asked questions relating to the AuroraAl teams’
proposed algorithmic bias mitigation plans, and their experience of public sector projects
which had been successful in mitigating algorithmic bias. These participants were included
within my sample for two reasons. First, after interviewing the AuroraAl participants, it
became clear that the project was not as far along in implementing their ethical principles as
their ethics documentation had suggested. This made it prudent to find insight into other
organisations’ ideas about good algorithmic bias mitigation. Second, by including Al Ethics
experts outside of the AuroraAl project, | would be able to identify differences in approaches
in the wider algorithmic bias mitigation environment.
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Interviews were held using video platforms between July and September 2021, with some
interviews having a follow up discussion via email. Interviews lasted between 40-120mins.
Prior to starting the data collection process, ethics approval was sought from the University
of Sheffield, which considered issues around participants’ privacy, confidentiality, and data
management. Both the interview transcripts and project documents were analysed using
reflexive thematic analysis (Braun and Clarke, 2006). For further information on my analysis
process, see Chapter 3 (Methodology) section 3.8.

5.5. Findings

The findings below focus on four themes. The first, ‘differences in imagining good practice’,
focuses on how practitioners differently conceptualised what good practice might be in an
algorithmic project. The second, ‘operationalizing good practice’, focuses on how
practitioners sought to implement good practice concepts. The third, ‘project communication
and project management’, focuses on how project communication and management styles
influenced algorithmic bias mitigation efforts. And lastly, ‘difficulties envisioning change’
focuses on how the wider social context within which projects were developed impacted
practitioners’ ability to envision change. | expand on these below.

Differences in imagining good practice

Prior to implementing good practice, practitioners require some conception of what good
practice is. This section explores how practitioners differed in how they imagined good
practice. These include differences between how those on the AuroraAl project and outside
Al ethics experts imagined good practice, and how practitioners with different roles on the
AuroraAl project viewed good practice. The differences presented here include at what part
of the project’s life cycle ethics work should begin, the expectations around what an ethics
committee should do, and the differences in value-based assumptions held by practitioners.

Participants had different ways of conceptualising good practice in relation to ethics work.
The primary instrument for mitigating the risks of algorithmic bias on the AuroraAl project
was through an ethics committee which provided feedback on the project’s development.
However, participants disagreed about when ethics work should commence during the
project’s life cycle. One member of the ethics board, a senior advisor on IT governance,
lamented the lack of any ethics work conducted at the very start of the project, and recounted
how he had emphasised to the AuroraAl team the need for an ethics committee to be set up
for the project. He explained how this process had involved rounds of attempts to convince
them of this. He noted that, as the project’s senior stakeholders originally saw very little risk
associated with this type of project, they therefore did not believe it required an ethics
committee. Eventually, they were convinced, and agreed to provide the resources to set up
the project’s ethics committee. However, by the time this occurred, the committee felt
uncertain as to what influence they could have when all the project’s major goals and
principles had been set:
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“What influence can we even have at this point when all the major goals have been
set. The major technologies have been decided on. Why are we here? [...] | think we're
there to try and do what we can at this point, it remains to be seen what we can
actually do” (P5, AuroraAl Ethics Committee).

Additionally, there were tensions on the AuroraAl project between the ethics committee and
non-ethics committee members, with both groups having different expectations of the ethics
committee’s role. One participant, whose role involved data work, said he would like the
ethics team to come in and ‘diagnose’ ethical issues they were struggling with, such as why
an algorithm was biased, and to offer practical solutions. However, he had so far found the
ethics committees feedback to be difficult to translate into action or the types of processes
he was usually presented with. The participant from the AuroraAl ethics committee, and
participants from outside Al ethics organisations, felt that not all problems fitted within a
technological lens. Indeed, most of these participants would often emphasise the need to
analyse issues of algorithmic bias by considering how the aim of any proposed technology
relates to, and may exacerbate issues, as part of the wider social structures within which the
technology is embedded. However, on the AuroraAl project, the ethics committee’s non-
technological conceptualization of bias seemed to further a gap in understanding between
the ethics committee and data practitioners.

Comments from some of the AuroraAl data practitioners seemed to fall into the ‘framing
trap’. Selbst et al. (2018) describe an abstraction trap as an error made when computer
scientists “[abstract] away” aspects of the social context as part of the process of constructing
a model. One of the abstraction traps described by Selbst et al. (2018) is the “framing trap’,
which describes how practitioners attempt to solve social issues such as ‘fairness’ using the
methods already at hand, for example by making different modelling choices or using de-
biasing techniques with the currently available data. Data practitioner participants on the
AuroraAl project sometimes found it difficult to see beyond an algorithmic or datafied framing
of the problem at hand (Selbst et al., 2018), and seemed to expect the ‘answers’ given to
them to fit into an algorithmic or datafied framing. This seemed to be due to the wider
dynamics at play during the project, whereby practitioners felt pressure to produce results
quickly (described more fully in Findings: Project Communication and Project Management).

Furthermore, those in senior management positions on the project conceived ethics work and
working towards the social good differently to both AuroraAl data practitioner participants
and the participant from the ethics committee. When reflecting on the purpose of the ethics
committee, one of these senior management participants commented:

“That kind of ethical group need to be constructive, so basically, they shouldn't be like
a rock in the shoe. Basically, it should be more like constructive builders, so they try
to give some sort of an idea, so, that is the direction, if we are going to that direction,
then there might be these kinds of challenges and these kinds of challenges.” (P3,
AuroraAl senior management)

While he stated that he wanted the project to be based on strong ethical foundations, the
comment that these “shouldn’t be like a rock in the shoe” implied there was concern that an
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ethics committee can hinder a project’s momentum and efforts towards producing tangible
results. This echoes comments from Moss and Metcalf’s (2020) findings in a Silicon Valley
context; that some practitioners are reluctant to engage with ethics workers because of the
perception that it prevents them from getting on with their work . Moreover, this suggests
the different expectations of people in different roles influence how they engage with ethics
work in a professional context, with senior stakeholders potentially more concerned about
the prospect that an ethics committee could hinder a project delivering tangible deliverables.

In addition, senior stakeholder participants were more concerned about issues regarding data
security, privacy, and organisational transparency than algorithmic bias. It seemed that more
of the project’s technological resources were put towards those issues, rather than
algorithmic bias, due to the long shadow cast by large tech corporations’ reputation for
carrying out unnecessary surveillance. One senior member of the team said, in relation to his
perspective on the ethical expectations of the project:

“Maybe my biggest concern is that if we are not going to figure out how we should do
this age of Al in an ethical way, then we have great challenges ahead. And as you
know, the greatest, greatest challenges of our time comes from maybe the private
entities, the private organisations who are basically gathering all the data around their
own assets.” (P1, AuroraAl tech lead)

These concerns about large private organisations’ data collection practices influenced the
choice to use digital twins on the project, with the aim of allowing citizens to control the data
about them which is shared with the AuroraAl system. Approaches such as these have
received a mixed reception — some claiming these empower citizens to make their own
choices regarding how their data is used, and others claiming these approaches place an
unfair burden on individual citizens. Regarding the first claim, Hartmen et al.’s (2020) study
into public perception of good data management found that UK survey respondents liked the
idea of having more control over their data, with approaches similar to digital twins, and
preventing private organisations from profiting from the use of their data. However,
regarding the second claim, the authors also stress that this area is complicated, as previous
gualitative research has shown participants were concerned about the burden of decision-
making this might place on them (Hartman et al., 2020; Steedman, Kennedy and Jones, 2020).

Regarding concerns about the burden these methods place on individual citizens, some have
criticised these types of approaches as ideologically aligned with neoliberal positions. These
arguments rest on the way in which individuals are expected to look after their own interests
concerning how their data is used, and how these approaches draw responsibility away from
the state or collective and place them on the individual (O’Hara, 2019; Krutzinna, 2021).

Despite the stated intention to move away from Silicon Valley based business practices, the
AuroraAl project used very similar instruments for ethical oversight and algorithmic bias
mitigation as can be found in these organisations, such as an ethics committee and a loose,
adaptable structure for handling ethical concerns (Moss and Metcalf, 2020). This may suggest
that working practices around algorithmic bias mitigation, and organisational ethics work
more generally, are highly influenced by the structures of Silicon Valley business practices,
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and that this also influences the professional imagination as to how these concerns may be
handled.

While some participants were concerned about large private entities collecting and
controlling large quantities of data, and therefore about the privacy of citizens, the AuroraAl
ethics committee participant expressed concern that there did not seem to be a strong
justification for collecting large quantities of citizens’ data for the AuroraAl system. Some
participants, however, thought this would provide the state with new insights into how to
tackle social issues. A member of the AuroraAl ethics committee said:

“[but] we’ve known this situation for twenty or thirty years, and it’s always been a
guestion of lacking in political will to allocate certain resources in certain regions and
services and service sectors. [..] Building an entire Al system and building all these
ecosystems and networks of people is not cheap. Will we be getting our money’s
worth?” (P5, AuroraAl ethics committee)

The gap between the project’s senior management, the project’s ethics committee, and the
project’s more technical workers’ views around ethics work seemed to stem from both their
professional priorities and duties on the project, as well as their differences in political and
value-based assumptions. For example, one of the project’s senior advisors most important
ethical priorities was the malicious influence of Big Tech companies on the state and the
AuroraAl project’s potential for facilitating international cooperation rather than algorithmic
bias. However, when discussing the values promoted by the AuroraAl system itself, some
participants stated that they did not perceive the system to be promoting any particular set
of values, as the ‘life hacking’ component of the project was open for citizens to input their
own goals. In relation to this, one participant said:

“It's not something that we as a government or any similar entity [say you should be
aiming for] because we are not in a position to say that this is good life or this is not
good life. So, the individual itself sets the goal and we are not setting our values into
the system. This is value independent” (P3, AuroraAl senior management)

Despite senior management participants perceiving the ‘life hacking’ segment of the project
as “value independent”, much of the promotional material for AuroraAl mentions that the
system aims to empower citizens in their health and career options. Additionally, this value
independence was questioned in a document produced by the AuroraAl ethics committee,
which stated “the program’s fundamental values in this regard are not sufficiently opened up
and made explicit” (D4). When asked what had been learned from the AuroraAl project’s
process which might be applicable to other public sector organisations looking to mitigate
bias, one of the AuroraAl ethics committee participants said:

“An Al system that will have direct influence and effect on people, real life, real people,
will need to ask themselves [...] ‘What are the values that our work is based on, to
make it sort of like transparent and make it visible first even to ourselves, so that we
are completely aware of what we are trying to achieve and why.”” (P5, AuroraAl Ethics
committee)
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During this discussion, the AuroraAl ethics committee participant advocated a design process
similar to Friedman et al.’s (2017) Value Sensitive Design (VSD) methods, which encourage
developers to consider the values embedded in technologies throughout the development
process. Discussion with participants seemed to reveal a mismatch between the ways in
which the values of the project were conceived. Some participants perceived the technology
as being flexible, not imposing any particular value system on citizens, while some on the
ethics committee questioned “whether [AuroraAl was] underpinned by the notion of humans
as rational operators who optimize their own attributes and opportunities and possibilities?”
(D4). This observation echoes comments from Green (2021), who states that a lack of
consensus around what can be considered ‘the social good’ can allow those in power to
present their judgements as fulfilling normative values and thus being desirable (Green,
2021). Specifically, these observations suggested a lack of shared understanding regarding
the values the technology aimed to promote, and potentially, allowed normative values
regarding individuals’ desire to pursue health or career orientated goals to be presented as
neutral.

Operationalising Good Practice Concepts

Closely linked to the above theme is the way different practitioners sought to operationalise
concepts such as discrimination, bias, transparency, and co-design. Below | expand on how
practitioners utilised different understandings of these terms, and how this influenced
attempts to operationalise good practice in algorithmic bias mitigation.

All participants discussed algorithmic bias in relation to the concept of discrimination,
however, as a participant from an Al Ethics organisation said:

“The word discrimination means quite different things to some machine learning
engineers than it does to a lawyer.” (P13, Ada Lovelace Institute)

Data practitioner participants on the AuroraAl project generally described discrimination as
coming “downstream” from either biased data or algorithms. These participants often
considered discrimination from a perspective of their legal responsibilities as practitioners,
with the most discussed example being that of disability discrimination. This supports
observations that the term ‘discrimination’” in machine learning, compared to the term
‘unfairness’, has come to take on its legal meaning and connotations (Edwards and Veale,
2017; Selbst et al., 2018). In addition, viewing this concept through a legal lens, participants
often described discrimination as either being an accessibility issue, or an extension of
accessibility issues. This was due to my participants’ understanding that they had a legal
responsibility to ensure software was accessible. This contrasted with the way participants
who were either Al Ethics experts or on the AuroraAl ethics committee used the word
discrimination; to refer to both illegal and legal forms of prejudice against marginalised
groups. For example, a legal form of prejudice which some participants mentioned being
concerned about was perpetuating the digital divide between certain groups. This was due to
participant understanding that some sections of the population were more digitally capable,
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and thus providing tools and services to those who were already best able to make use of
digital services ran the risk of widening the gap between these groups.

With regard to the term ‘bias’, participants across my interviews used it inconsistently. Even
amongst my participants with a technical background, the word was used in a very loose
manner. Sometimes it was used to describe a particular bias (selection biases, instrument
biases, cognitive biases etc.), and sometimes it was used interchangeably with the word
‘discrimination’. This compounded communication difficulties between participants from a
technical background and those on the ethics committee.

In addition, one participant, who worked with young offenders, said that the prison service
used scientific papers to inform their data modelling practices and data analysis. She
described this as being particularly important, as without this knowledge it would be difficult
to recognise potential biases within their data analysis process. This resembles what Jaton
describes as “ ground-truthing practices” (Jaton, 2021). Ground-truthing practices refer to
processes whereby practitioners use referential evidence to guide data analysis. For example,
when analysing whether a certain intervention assists young offenders’ rehabilitation,
scientific literature could be used to check for any known biases in these types of analysis.
This therefore checks whether the patterns and interferences learnt during the analysis are
those which resemble established characterisations of the phenomenon. Jaton positions
these practices as providing moral pragmatism. However, afterwards, the participant
reflected on the potential issues which might arise from this practice:

“We have to take a critical look on the scientistic research on offending and offenders,
and the criminological research on these issues, can we rely on the researcher results?
Of course, science renews itself and recorrects itself in the process, when research
develops, it’s good to take into consideration this too, that maybe even scientific
research is not always without bias” (P10, AuroraAl, Pilot Project Lead).

This suggests two things. Firstly, ground-truthing practices which rely on institutionalised
knowledge production, such as scientific research, may be an important aspect in the shaping
of practitioners’ perception of biases, and may contribute to the proliferation of algorithmic
bias. Secondly, attempts to provide precise definitions of algorithmic bias (Danks and London,
2017), may lack the necessary flexibility to encompass the broad spectrum of biases which
my participants discussed. Regarding the diverse interpretations of the term ‘algorithmic
bias’, an Al ethics expert participant commented:

“It’s not that we're looking for the perfect definition that’s sort of the exactly perfectly
worded one. It's about ensuring that we are creating these definitions that are meant
to be flexible and encompassing, and incorporating different viewpoints and
perspectives.” (P13, Ada Lovelace Institute)

However, this need for terminological flexibility may sit in tension with traditional computing
frameworks which require precise definitions for the logical processing present in algorithmic
systems.
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Regarding transparency, participants again had differing ideas as to what practicing
transparency on the AuroraAl project might mean, and how effective these practices might
be. The AuroraAl project had a strong focus on allowing public access to all design and
planning documentation. These documents were uploaded to the project’s Google Drive,
which is publicly accessible through its Slack channel. The Slack channel also provided public
access to anyone wanting to “get involved” in the project, and posted details about upcoming
meetings which were open to anyone to attend. The level of transparency around the
AuroraAl project was particularly impressive, and hardly seen in public sector Al projects.

However, there were concerns from Al Ethics expert participants that these mechanisms do
not provide accessible forms of transparency to the general public; “it probably requires some
level of expertise to understand those project documents, and I’'m not sure that without more
information they’ll be particularly useful to anybody” (P11, Data Justice Lab). Moreover, one
participant stated that these forms of transparency often miss key details:

“the piece that we’re finding people aren’t making available [is] the impact of the
systems that we looked at on service users and on how resources were used.” (P9,
Data Justice Lab)

These insights echo Ananny and Crawford’s (2018) comments that transparency without
consideration of the intended audience can obfuscate, rather than illuminate, details
available to citizens about what a project entails (Ananny and Crawford, 2018). Bates et al.’s
(2023), writing on the concept of transparency from their work with public sector research
partners in the Living With Data project, argue transparency practices need to be socially
meaningful. Socially meaningful transparency practices are ones which “[foreground] the
needs and interests of those who require information to be transparent for them to
understand data-based systems,” in contrast to those which “[centre] the interests of data-
systems developers or others who are engaged in transparency for the purpose of compliance
or public relations” (Bates et al., 2023, p2). While the AuroraAl project’s transparency
practices are very extensive, it is uncertain whether they are socially meaningful. In the
context of the AuroraAl programme, the way in which transparency was operationalised
focused more on engaging a wide community of practitioners, in addition to creating an
international stage for AuroraAl as an example of ethical Al, and so may not be meaningful to
actors most interested in the risk of algorithmic bias posed by the technology.

Although, many of the participants from the Al Ethics group were still very positive about
AuroraAl’s transparency practices, some Al Ethics participants thought these transparency
practices needed an accountability mechanism incorporated alongside them. One such
method which was suggested was AlAs (algorithmic impact assessments), which are designed
to build on previous impact assessments in other sectors, such as human rights,
environmental, and data protection impact assessments. Still, little is known about how these
mechanisms might work regarding algorithmic technology development. One participant
said:
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“In practice, algorithmic impact assessments haven't been done much, there aren't
many case studies, there aren't many what does this look like on the grounds” (P8,
Ada Lovelace)

Lastly, the AuroraAl programme’s documentation mentioned the use of co-design principles
as part of the design process. When asked about these, participants referred to the methods
used by certain pilot projects, and to a survey of Finnish student councils. However, when
asked further questions about these pilots, the methods used did not seem to be fully co-
design, but more closely resembled the collection of user feedback. For example, one
participant working as a researcher on the project said that one of the project’s preliminary
trials was run by the church, and focused on young people using AuroraAl. The process which
the participant described involved the church giving the young people a survey as part of the
pilot, although little was known about how the survey results fed back into the pilot. When
this participant was asked, they responded that they trusted the church to act fairly in these
circumstances. This confirmed that the practices did not follow those of co-design, but instead
solicited user feedback as part of the pilot. Furthermore, these pilots did not elicit feedback
from the citizens most at risk of algorithmic harm, but from privileged groups which were
easier to access. One participant said:

“[the] young people who are elected — they have these elections in schools, so the
young people themselves elect their representatives to these youth councils. And they
tend to be, for the most part, ambitious, hardworking, doing well at school [...] and
they’re supposed to represent all the not so well-to-dos and school dropouts in the
area” (P5, AuroraAl Ethics Board).

This also suggests that in common with the way transparency was operationalised on the
project, ‘co-design’” was operationalised in a manner which did not serve to substantially
strengthen users’ input into the design process, nor to specifically consult marginalised
groups as part of this process. it could be suggested that by primarily soliciting the input of
less marginalised students to speak for all students, this mechanism may only further
reinforce current power relations between these groups — instead of providing marginalised
groups an opportunity to contribute to the design process. Through talking with participants
this seemed, at least in part, to be due to the ease with which these systems could be put in
place compared to the more challenging work of engaging with marginalised communities.

Communication and project planning

As discussed above, participants had very different ideas of what constituted good practice,
and alongside this, also operationalised many of the key words in their working vocabulary
quite differently. This section explores how this lack of shared understanding, as well as
project management styles and competing project pressures, allowed for concerns about
algorithmic bias to be sidelined.

In the initial stages of the project, an AuroraAl ethics board participant recalled there was
some disagreement between the sponsoring stakeholders about what the project’s goals
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should be, and how to go forward with them. One of these disagreements centred on how
the project’s scope had expanded since its initial conception. Originally, the project was
intended to be a simple recommendation system — users would type in an issue they needed
help with, such as getting a divorce, and the system would direct them to the most
appropriate public and private services in their area. However, as the project developed, the
idea expanded so that AuroraAl would provide more expansive life advice. It would also
provide recommendations as to how to retrain for work, and it would invite users to
customise career and health goals, similar to the way people use a Fitbit. One participant
stated:

“Imagine if in addition to the Fitbit you would have a — well, | don't know, your medical
records, whatever data there is about you in the government systems helping Fitbit to
make you feel even better” (P1, AuroraAl)

According to a participant from the AuroraAl ethics committee, some of the project’s original
private sponsors were put off by this change of direction, concerned that this would be a
much riskier endeavour than the project’s original goals. Tension over how to assess the risks
associated with AuroraAl remained during the development of the project, and challenged
attempts to address algorithmic bias. One participant, a researcher on the project,
commented that the risks of algorithmic bias would be minimal if they supplied users with
enough control regarding what data the recommender system had access to. Consequently,
this participant saw the development of the ‘digital twin’ aspect of AuroraAl to be highly
important with respect to issues of bias. This was in part due to the participant’s belief that
by providing users with control of their data through their ‘digital twin,” no one would be
denied or refused a service on the basis of their data or any data processing. Rather, they
would be able to make up their own minds about these matters and adjust their data
preferences accordingly.

These participants framed their understanding of bias using normative expectations of
citizens shouldering individual responsibility for their data choices. Returning to the issue of
‘digital twins’ and individual responsibility discussed earlier, these approaches assume
individuals are best placed to protect themselves against discrimination, and that sharing (or
not sharing) their data will assist individuals in this goal. However, approaches such as these
require citizens to be aware, prior to sharing their data, how their data may be used to
discriminate against them. One senior tech participant on the project stated that they were
not concerned about bias due to the control they were giving citizens over their data — and
that citizens would be able to lie about their data if they wanted to. However, this presumes
the user of the AuroraAl system can predict when an algorithm may be able to discriminate
against them before the fact. As discussed earlier, while there is public interest in personal
data store approaches (Hartman et al., 2020), there is both academic and public concern that
these place an unfair burden on citizens to manage their data (O’Hara, 2019; Steedman,
Kennedy and Jones, 2020). Furthermore, these approaches may individualise what are
collective struggles — that is, people are discriminated against due to belonging to a
marginalised group. For that reason, while these approaches may provide a mechanism to
divest corporations of power, it is unclear how they might address issues of algorithmic bias.
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The AuroraAl team seemed to have difficulties resolving differences in perceptions of the risk
level associated with their project. Both participants who worked with data on the project,
and the ethics committee participant, brought up examples in which they suspected the
“other side” had misunderstood the level of risk associated with the technology they were
trying to develop. Whereas participants who worked with data considered the project to
‘simply offer recommendations’, the ethics board participant was more concerned that any
recommendations the system produced could be perceived as coming from the Finnish state.
Therefore, users of the system could feel pressured into following the system’s
recommendations if they perceived the recommendations as being official government
advice. While reflecting on the moral issues underlying recommendation systems, the ethics
board participant commented:

“there’s also the power imbalance, some people may perceive it as, ‘Oh my god, the
artificial intelligence of the state of Finland is now telling me to contact this service or
use that service, or start jogging [...]" and they will go like, ‘Okay.”” (P5, AuroraAl Ethics
board)

Al Expert participants shared similar concerns about the potential for moral concern
regarding recommender systems. They did not see these systems as neutral. However, these
participants believed that compared to algorithmic technologies which allocated welfare
resources, a recommender system seemed to be of less moral concern.

Additionally, participants with data-focused roles on the project sometimes found it difficult
to understand the recommendations from the ethics committee. Participants mentioned that
they wanted more practical suggestions from the ethics board. A participant who worked with
data said he often felt confused about how to interpret the feedback the ethics team supplied.
He described a situation in which implementing the feedback would require the AuroraAl
system to be able to do two things which are almost impossible simultaneously; to be aware
of a users’ protected characteristics when making recommendations, to avoid providing
disabled people with unsuitable recommendations, while at the same time not storing any
data which could reveal those characteristics. He said he understood the concern, but found
the lack of knowledge around how these systems worked frustrating:

“some people know more about Al and machine learning and how the practical
implementation now is being implemented and some people have zero information
on that.” (P5, AuroraAl data engineer)

This suggests that despite a willingness amongst participants to work together to mitigate
algorithmic bias, efforts were often hampered by a lack of shared understanding about the
potential risks and capabilities of the technology in question.

As discussed in Chapter 4, Metcalf et al. (2021) suggest that impact assessments can act as
boundary objects in algorithmic bias mitigation. Following from this, | would argue that a
project’s ethical procedures, such as an ethics committee and the working practices which
embed the committee into the wider project, can additionally be conceived of as a boundary
object. As noted above, boundary objects are objects which are understood locally within
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disciplines but are malleable enough to be understood across contexts (ibid). As such, experts
are able to use these objects to facilitate collaboration and co-construct their understanding
of the potential impacts and harms of a project (Metcalf, et al., 2021). Carlile (2002) writes
that when practitioners are working across knowledge boundaries, difficulties arise through
a lack of shared systems for communication and problem solving. Each community of practice
has developed their current knowledge base to address the particular problems to which their
work is orientated Or, to put it another way, each community has different “stakes” — the
expectations and deliverables towards which their knowledge and skills are utilised when co-
operating on a project (Carlile, 2002).

The AuroraAl participants expressed a willingness to engage in work across their disciplinary
boundaries, and to try and create new processes for cooperation on the project. However,
the participant from the ethics committee often described this as a struggle, and felt it was
not uncommon for the ethics committee’s concerns to be sidelined. As mentioned earlier, a
senior project advisor stated that ethics should not be a “rock in the shoe” (P2), meaning that
some participants believed that the ethics committee should not impede the progress of the
project. In other words, it was preferable that ethics work did not impede what was ‘at stake’
for other types of practitioners on the project. This complicates the expectation that working
with boundary objects primarily involves finding ways for different practitioners to
communicate and work together, and supports the argument that this type of work is a
political activity, where there is a risk of practitioners using boundary resources to further
their own interests (Kimble, Grenier and Goglio-Primard, 2010; Grenier, 2006). While the
project’s leadership agreed to the need for an ethics committee and committed to embedding
the committee within the project infrastructure, there was little in the way of mechanisms
which created accountability between the ethics committee and other stakeholders on the
project.

As discussed earlier, the speed of the project’s development often meant key decisions were
made prior to input from the ethics committee. An Al Ethics expert participant from the Data
Justice Lab stressed that a slower and more cautious approach was less likely to cause issues,
“when things go wrong what we’ve seen is because things were rushed and they were put in
place too soon” (Participant 9, Data Justice Lab). This was a tension in the development
practices on the AuroraAl project, with participants often describing agile working
environments where participants who focused on data work were more concerned with
ensuring the technical aspects of a project were working. This difference in working practices
in the two groups seemed to cause friction regarding how the project could go forward, with
the ethics board often feeling left behind.

Challenges in the project’s wider social environment

The previous section discussed how communication and project management practices led
to moral concerns being sidelined. In this section, | will discuss how the project’s wider social
environment presented further challenges in addressing algorithmic bias.
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A reoccurring theme across the participants who worked on AuroraAl and those who worked
in Al ethics organisations, was the influence of funding structures on the feasibility of
implementing good practice procedures. Participants said that project funding could limit
how much work could be done to ensure good practice was followed. This might be due, for
example, to funding not covering extensive rounds of public consultation. Moreover, the Al
ethics participants also explained that when technologies are funded by either state funds or
venture capitalists, they are generally funded with conditions or expectations attached to
them. A participant from the Data Justice Lab explained how funders, or the origins of the
funding, often set the framing of the societal ‘problem’ and of the potential ‘solution’ — and
the solution framed by funders may reinforce certain worldviews and value assumptions.
Drawing on the example of the police transformation fund in the UK, a participant from the
Data Justice Lab described the following issue:

“[funding technologies is] seen as a form of action and seen as tackling crime etc. But
it’s an investment question. You know, is this the right way to invest resources into
that area? [...] we’re sort of just introducing technology as a way to be seen to be
more efficient with resources, but not actually necessarily with any evidence that they
actually do what they are meant to do.” (P11, Data Justice Lab).

On the AuroraAl project, participants engaged with data work saw other issues in relation to
funding. Primarily, they noted that the expectations attached to a project’s funding, and thus
what the available time on a project is dedicated to try to achieve, may not actually be
technologically feasible — “it simply sounds impressive” (P4). To put it another way, the
original project goals might not be possible, but simply sounded good in a funding bid. One
participant explained that in his opinion, they were not really working on anything like ‘Al’ on
the project, but due to the current Al hype, it was beneficial to call it Al to give an impression
of a project being “cutting edge” (P7, Al Ethics expert).

“if you use the term Al and machine learning, you are able to get people's attention.
[...] It gives an impression that you are ahead, you are a pioneer, you are doing
something that not everybody can, [...], you are a forerunner” (P4, AuroraAl, Data
Pracitioner)

This expansion of what the word “Al” means added to the tensions experienced by the
technically and ethically focused participants when attempting to assess and communicate
the project’s potential harms. In one situation, one AuroraAl participant in a data focused role
was concerned that this led some ethics experts to over-exaggerate the potential harms
posed by algorithmic technologies, claiming that “their background in Al is coming from
Terminator 3, the movie and things like that” (P4, AuroraAl, Data Practitioner). Indeed, during
the course of my interviews, many participants would use science fiction as touchstones to
communicate their concerns about the project —including Big Brother, George Orwell’s 1984,
and the Three Laws of Robotics mentioned in Isaac AsimoV’s I, Robot®. The ethics committee

1) A robot may not injure a human being or, through inaction, allow a human being to come to harm. 2) A
robot must obey orders given it by human beings except where such orders would conflict with the First Law.
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participant mentioned the predictive system in the film Minority Report, primarily due to the
similarities he saw in relation to data collection and predictive analytics by the state. However,
while these touchstones were used as communication tools, the AuroraAl project was very
far removed from the technology presented in these fictional worlds. This suggests some
practitioners’ perception that the image of Al which exists in the collective imagination, one
influenced by science fiction and technological hype, may cause difficulties for practitioners
when attempting to assess and communicate the risks of these technologies.

While the shared imagination around Al, and the hype which accompanied it, was described
as being beneficial from a funding perspective, some participants felt it muddied the waters
for realistic communication regarding the technology. This suggests the need for careful
discussion around the actual threats presented by these technologies, and the need for
practitioners to avoid making assumptions about other practitioners’ perceptions of
algorithmic technologies.

5.6. Discussion and conclusion

In this paper, | investigated the following research questions: What might ‘good practice’ on
an algorithmic project look like? What challenges does good practice on an ‘ethical Al’ project
face in practice? This was explored through interviewing practitioners on the AuroraAl project
by the Finnish Ministry of Finance, as well as practitioners outside of the AuroraAl project
who worked in an Al Ethics capacity. The results of this study suggest two key findings. First,
that even in this purportedly progressive project, and within Al Ethics more generally, there
is a lot of disagreement about what constitutes good practice in mitigating algorithmic bias
and the types of solutions that may be practically implementable. This disagreement was
further complicated by differences in understanding how key terminology should be
operationalised, which was found in both participants from the AuroraAl group and the Al
Ethics group. Second, the findings suggest that project management styles which focus on
technological pursuits may not give enough time to focus on how to mitigate the impact of
biases, and additionally, may allow moral concerns to be sidelined in favour of prevailing
ideological assumptions. | expand on both below.

Regarding the first finding, participants often disagreed on how they should implement
algorithmic bias mitigation approaches. While all participants on the AuroraAl project said
they were committed to developing an algorithmic technology which improved society,
challenges arose due to difficulties in conceptualizing ethical concerns and risks within their
shared imagination. Participants operationalized different understandings of risk, with
technical participants focusing on accessibility or legal frameworks, which influenced
attempts to communicate about algorithmic bias during the course of the project. These
differences often related to what was “at stake” for the participant in question (Carlile, 2002),
with participants adhering to their professions’ understandings of key terminology, as well as
operationalising concepts in a manner which suited the deliverables expected of their role on
the project. For example, operationalising co-design principles in a manner which more

3) A robot must protect its own existence as long as such protection does not conflict with the First or Second
Law.
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closely resembled user feedback, rather than actively engaging with citizens and empowering
them through participatory mechanisms (Arnstein, 1969), given the ease of eliciting public
opinion in this manner. Additionally, AuroraAl participants disagreed on the values which the
project promoted. The AuroraAl ethics committee perceived the project as potentially
promoting values around individual autonomy and self-interest, whereas senior management
on the project perceived the system to be value free. However, at the time of data collection,
thisissue had not been resolved, as this had been an early design decision prior to establishing
an ethics committee on the AuroraAl project.

This highlights the importance of recognising how organisational dynamics influence the use
of boundary objects. Not only do practitioners need to create a shared understanding of the
practical challenges faced when working across disciplines, but they must also find ways of
overcoming conflicting personal and organisational value assumptions during this work. This
supports Green’s position that in the absence of a strong definition of the ‘social good’, those
in power may use normative assumptions to present their values as fulfilling the ‘social good’
(Green, 2021). In the case of the AuroraAl project, normative assumptions regarding the
importance of individual responsibility and self-improvement were relied upon to justify the
aims of the project. Moreover, my findings suggest that these conflicts are further
complicated in a public sector context, where the state’s value assumptions will influence the
values seen as desirable during the project.

Additionally, the findings presented above highlight two ways in which financial incentive
models, in both public and private technological development, present particular challenges
when attempting to mitigate bias. Firstly, Al Ethics participants were concerned about how
funders set the criteria and expectations for what a project adheres to, and thus the ‘problem-
solution’ framing to the technology prior to its development. Secondly, funding availability
changes what design choices can be materially conceivable, such as how often the public can
be consulted, in what way, and what post project feedback systems look like. Al Ethics expert
participants, particularly those from the Data Justice Lab, positioned solving the ‘problem-
solution’ funding issue as having greater importance than creating organisational approaches
to mitigating algorithmic bias. Using a social justice-based framing of algorithmic bias, these
participants often saw good practice in this context as practices which involved reflection
regarding the wider system within which these technologies are embedded. In contrast, Al
Ethics expert participants from the Ada Lovelace Institute were more concerned about how
limited funding could restrict a project’s ability to consult the public and implement post
project feedback systems. This highlights the range of approaches which Al Experts consider
to be a priority when seeking to mitigate algorithmic bias.

Furthermore, participants from different professional backgrounds utilised different framings
of the ethical issues they encountered when developing algorithmic technologies, with the
technical participants relying more on algorithmic and data framings of the issues they were
engaged with during the course of their work (Selbst et al., 2018). These differences in
understanding, combined with the limitations presented by computing systems, made
communication about bias between practitioners difficult. These issues were further
compounded by the hype around algorithmic technologies, which created difficulties for
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practitioners when communicating concerns about the potential consequences associated
with the project. This study suggests that efforts to mitigate bias can be hampered by a lack
of a shared understanding of core aspects of a project, and confound attempts to
communicate regarding the implementation of algorithmic bias mitigation methods. This
means that effort is required to create a shared understanding of core concepts across
stakeholders with often disparate skillsets, expertise, knowledge-bases, values, and beliefs.

Regarding the second contribution, it was found that project management styles which focus
on technological pursuits may not give enough time to focus on how to mitigate the impact
of biases. Participants on the AuroraAl project struggled to find the right moment to consider
bias during the project lifecycle, which was often difficult due to competing demands with
regard to the priorities set by the project’s senior advisors.

The project relied on an ethics committee as its primary instrument for addressing algorithmic
bias. However, at the time of this research, it was still uncertain how the ethics committee
would be embedded within the project’s working practices. Despite project management’s
intentions that the AuroraAl project should resist the types of data practices found in large
technology corporations, the ethics committee on the AuroraAl project struggled with many
of the same difficulties found in Moss and Metcalf’s study of Silicon Valley ethics workers
(Moss and Metcalf, 2020). This included tensions between team members regarding the
purpose of the ethics committee, as well as a desire for the ethics committee to act
‘constructively’ on a project, so as not to hamper other practitioners’ deliverables. This is
further complicated by the typical agile working practices found in technological
development, which encourage fast-paced progress and early tangible deliverables, and
which does not provide the time necessary to consider the potential ethical consequences
arising from an algorithmic project.

However, whilst there were challenges regarding AuroraAl’s implementation of an ethics
committee into the project, some of the project’s ethical practice was very encouraging. The
level of transparency on the AuroraAl project, allowing citizens to access meeting documents,
the project Slack channel, and attending meetings themselves if they were interested, is
hardly seen in public sector projects. Still, Al Ethics participants saw there was room for
improvement in their transparency practices, specifically by ensuring that their transparency
practices were meaningful, and by linking these to accountability mechanisms such as AlAs
(algorithmic impact assessments). Bates et al. (2023) argue that transparency practices need
to be socially meaningful, by “[foregrounding] the needs and interests of those who require
information to be transparent for them to understand data-based systems” (Bates et al.,
2023, p2). To create socially meaningful transparency practices, Bates et al. (2023) argue that
transparency practices should be a collaborative process between developers, citizens, third
sector organisations, and experts. On the other hand, the Ada Lovelace Institute is in the
process of developing an AIA for use in the UK in an NHS context. Al Ethics participants
explained that assessments such as these are usually linked to accountability structures, and
would provide a level of oversight to the way the risks of a project are conceptualised and
managed.
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Interwoven within these challenges, there is the ever-present difficulty within innovation and
technological development of hype and techno-utopianism. Large technology companies
such as Apple, Facebook, etc., have a strong influence on what is seen as possible, both in
terms of project aspirations and working practices, by governments and designers, and their
presence in the global sociotechnical imaginary remains deeply influential.

Furthermore, this paper contributes towards answering the overarching research aims of my
thesis: to investigate how DWP practitioners might mitigate the impacts of algorithmic bias.
The findings presented in this study suggest that while there was disagreement regarding
good algorithmic bias mitigation practices, Al ethics experts suggest a range of approaches.
Of note in this paper are the AuroraAl ethics board members’ suggestion of VSD, the Ada
Lovelace Institute’s suggestion of Algorithmic Impact Assessments, and the Al Ethics experts’
combined suggestion of improved critical thinking about data, technology, and the
relationship between algorithmic technologies and the wider environment of social inequality
and injustice. Moreover, the findings in this paper indicate that the approach chosen is not
the only aspect of importance, but that the way it is integrated into the project is equally
important. While the AuroraAl project utilised an ethics committee as its primary instrument
for algorithmic bias mitigation, its lack of integration into the project’s working practices
presented challenges regarding its effectiveness. In the next chapter (Chapter 6), | investigate
how these insights might be adopted within a DWP context.
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Chapter 6: Paper three, The influence of
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sector organisation was approaching algorithmic bias mitigation, and what might be learned
from their working practices.

Following from these papers, | return to the overall research aim of my thesis: to investigate
how the DWP might mitigate the risks of algorithmic bias. Thus far, my findings suggest two
things. First, the importance of the organisational context and working practices in the
adoption of algorithmic bias mitigation practices. This was indicated in my first research
paper, as it was found that participants strongly relied on legal frameworks due to their
position as civil servants, and previous research about conditionality within the department
had a strong influence on the framing of subsequent research. In my second research paper,
this was indicated by the difficulties practitioners had in actioning algorithmic bias mitigation
methods, because of the way in which the ethics committee was embedded within the
AuroraAl project. The second point suggested by my research so far is that there is a lot of
disagreement about what constitutes good practice in mitigating algorithmic bias, and the
types of solutions that might be practically implementable. Despite these difficulties,
participants in my second paper (Chapter 5) suggested the following approaches to create a
more unified approach in mitigating algorithmic bias: Value Sensitive Design, Algorithmic
Impact Assessments, and improved critical thinking about data, technology, and the
relationship between algorithmic technologies and the wider environment of social inequality
and injustice. In this third and final paper of my thesis, which is presented in this chapter, |
focus on the following research questions: how can the insights from the findings of paper
two be integrated into a DWP context?

6.1. Introduction to paper three

Algorithmic bias mitigation efforts that focus on debiasing either the datasets or the
algorithms themselves have been well documented. For example, debiasing techniques have
been developed where data practitioners either remove or alter the protected characteristics
of individuals in the dataset, to make it more difficult for algorithms to make inferences on
the basis of these characteristics (Ghadiri, Samadi and Vempala, 2021). However, so far socio-
technical methods for mitigating these harms have received less attention (Ada Lovelace
Institute, 2022). One such prominent method is algorithmic impact assessments (AlAs), which
were proposed by the Al Now institute in 2018 (Reisman et al., 2018). Other techniques
expand on both Cathy O’Neil’s assertion that models are “opinions embedded in
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mathematics” and Friedman’s (2017) work on Value Sensitive Design by focusing on the
values embedded within these technologies. These methods explore how to assess and
leverage the processes which lead values to become embedded within technologies (O’Neil,
2017: Friedman, Hendry and Borning, 2017: Umbrello and van de Poel, 2021: Lithi, Matt and
Myrach, 2021). As these practices are in their infancy, there are questions to be answered
regarding their effectiveness in mitigating algorithmic bias. Furthermore, there is little
research about how organisations might adopt these methods, and how they might be
sustained through institutional practice.

This paper addresses this gap by investigating how public sector workers might implement
socio-technical algorithmic bias mitigation methods, and what the barriers and opportunities
are within this space. This paper presents three findings regarding algorithmic bias mitigation.
The first is that it is difficult for public sector data practitioners to align technologies to the
social justice values that underpin socio-technical algorithmic bias mitigation techniques
when servicing a large diverse public. The second finding is that practitioners perceive there
to be a lack of clarity in organisational guidance and legislation regarding fairness and
discrimination. | suggest this can lead to additional uncertainty concerning how conflicting
needs within the population should be addressed. The third finding is that participants
perceived workforce diversity as important to algorithmic bias mitigation efforts. The findings
of this paper are derived from data collected from conducting a series of seven educational
workshops on algorithmic bias mitigation, and seven follow up interviews with practitioners
in The Department of Work and Pensions (DWP). The workshops focused on how algorithmic
bias might develop, and explored socio-technical bias mitigation approaches, such as
algorithmic impact assessments and value sensitive design. After these workshops,
participants were invited to take part in a follow up interview, to allow them to reflect on the
content of the workshops and its relevance to their working practices.

The paper is laid out as follows. In the first section, as part of a literature review, | examine
the literature on practical algorithmic bias mitigation mechanisms such as algorithmic impact
assessments and value sensitive design. | then discuss theories of organisational change, and
how organisational change has been attempted in the related area of diversity initiatives. In
the third section, | detail my methodological approach and data collection process, and
explain how these are suited to investigating this problem. In the fourth section, | discuss my
findings, how they relate to the literature on socio-technical bias mitigation efforts, and what
this may mean for the civil service organisational context. Finally, | discuss these findings in
relation to the wider literature and offer potential recommendations.

6.2. Literature Review

In this section, | examine the literature on practical algorithmic bias mitigation mechanisms,
such as algorithmic impact assessments and value sensitive design. | subsequently, | discuss
theories of organisational change, and how organisational change has been attempted in the
related area of diversity initiatives.
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Algorithmic Bias Mitigation methods

In this section, | discuss socio-technical algorithmic bias mitigation methods. In previous
chapters, | have outlined the limitations of technical framings of algorithmic bias. Because of
these issues, data justice organisations and academics have been pressing for the adoption of
algorithmic bias mitigation methods which go beyond algorithmic and data-based framings.
Two prominent bias mitigation methods which have been discussed include the use of
algorithmic impact assessments and value sensitive design (Friedman, Hendry and Borning,
2017; Luthi, Matt and Myrach, 2021). These practices focus on design exercises and
bureaucratic processes to foster a space in which data workers can consider how algorithmic
bias might develop on an algorithmic project. Moreover, these practices aim to assist
practitioners in embedding ‘user’ insights into the design process. In addition to these
approaches, it has been suggested that data practitioners need to develop more critical
thinking regarding data work (Ferryman and Pitcan, 2018; Green, 2020). | describe the above
in detail below.

Algorithmic impact assessments (AlAs) have gained traction as an algorithmic bias mitigation
method in recent years. They have been recommended by the Al Now Institute, a research
institute which focuses on social and policy research about artificial intelligence, to assist in
mitigating the risks of algorithmic bias (Reisman et al., 2018). They have also been
recommended by the Data and Society research institute, who do similar work on the social
implications of algorithmic technologies (Moss et al., 2021). AlAs build on standard practice
in other sectors such as environmental protection, data privacy, and pharmaceutical risk
management (Reisman et al., 2018; Selbst et al., 2018; I1CO, 2019). They are intended to
provide a framework for organisations to assess the risks associated with their technologies,
as well as facilitating wider discussion of the fairness of systems. Additionally, the
development of AlAs responds to calls for increased mechanisms to enable citizens to better
understand the impacts of algorithmic technologies, and to provide the public with the
information required to hold organisations accountable for their decisions regarding
algorithmic technologies (Binns, 2018). However, it is worth noting that the benefits regarding
public engagement are only possible if AlAs are released publicly. Currently, the only AIA
which has been legally implemented is the Canadian AIA enforced by The Government of
Canada’s Directive on Automated Decision-Making (Ada Lovelace Institute, 2022). The AIA of
The Government of Canada includes a 60-question questionnaire, designed to make
developers think reflexively about their design choices, and to consider whether certain
choices (such as using sensitive data, having opaque models, etc.) are necessary (ibid).
Organisations are then required to upload their completed AIA to The Government of
Canada’s Open Government Portal prior to deployment of their algorithms (Treasury Board
of Canada Secretariat, 2021).

In a UK context, The Ada Lovelace Institute recently released a case study of the AIA process
they have been developing in collaboration with the NHS (Ada Lovelace Institute, 2022). This
case study focuses on the NHS Al Lab’s National Medical Imagining Platform (NMIP), an
initiative which draws medical-imaging data from across NHS sites. The NMIP project aims to
allow companies and research groups to use the data to develop Al models which can detect
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different clinical conditions, assisting in faster diagnosis times for critical conditions such as
cancer (Ada Lovelace Institute, 2022).

In the NHS case study, the process involves users of the data completing a reflexive
qguestionnaire which asks the data applicant questions regarding their plans to ensure
consideration of ethical challenges. Once these have been completed, initial applications are
filtered through a Data Access Committee (DAC) embedded within the NHS, which would
constitute doctors, patients, and data experts as part of the committee. The creation of the
DAC aims to link the process to accountable structures within the NHS context. Then, once
the data applicant has submitted their initial AlA, the committee would coordinate
participatory workshops with citizens to understand citizen concerns around the potential
technology. Once the participatory workshops have been conducted, the data applicant team
would have a chance to reiterate their application based on the workshop attendees’
feedback, prior to a final decision by the committee (Ada Lovelace Institute, 2022). Presently,
the Ada Lovelace Institute are in the process of piloting the proposed process and collecting
data regarding the effectiveness of the process.

While proposed AlA processes differ, many of the core ideas remain the same. They aim to
provide organisations with the space, and necessary questions, to identify and assess the
potential algorithmic bias risks associated with embarking on an algorithmic project.
Furthermore, they aim to support transparency regarding the design process of algorithmic
technologies (Reisman et al., 2018). However, for AlAs to provide these benefits, it is critical
that they are linked to accountability processes, including a legal basis which requires truthful
answers to the auditors of AlAs from those who are audited (Loi and Spielkamp, 2021).

However, there is concern that AlAs may hamper understanding of the very biases they are
designed to mitigate. Metcalf et al. (2020) suggest that AlAs risk creating organisational
metrics which inappropriately distance themselves from the potential harm caused by
algorithmic technologies (Metcalf, et al., 2021). They argue that unless those at risk of the
impact of these technologies are consulted during the process of an AlA, then the impacts
recorded as part of this process may not accurately represent the proposed technologies’
potential for harm. Moreover, Metcalf et al. (2021) question whose expertise should be used
to construct the impacts (or harms) documented within AlAs (Metcalf et al., 2021). This
follows on from research in other contexts which suggests that the focus of assessment
instruments on risk assessment has led to harms being underplayed for social or political
reasons (Guthman and Brown, 2016; Murphy, 2001). For example, these may include
government agencies prioritising their relations with commercial organisations over citizens’
interests (ibid). In another example, in an analysis of risk assessments conducted on toxic
pesticides in California’s strawberry farming industry, Guthman and Brown (2016) suggest the
US Environmental Protection Agency and California’s Department of Pesticide Regulation
prioritised evidence submitted by industry when conducting a risk assessment on the safety
of the buffer zone, which dictated the size between areas where pesticides could be used and
residential areas. In doing so, they prioritised this evidence over evidence activists provided
on the harmful effects of these pesticides (Guthman and Brown, 2016). This suggests that the

Hadley Beresford



Chapter 6: Paper three, The influence of DWP organisational culture on the adoption of algorithmic bias
mitigation practices and implications for practice

social structures surrounding AlAs influence the effectiveness of these mechanisms, and
require researchers and practitioners’ careful scrutiny.

In addition to assessment based algorithmic bias mitigation approaches, there have been calls
to consider how values become embedded within algorithmic technologies, as a form of
critical thinking about the political character of these technologies (Selbst et al., 2018; Green,
2020, 2021). Approaches of this type draw on theoretical insights from STS (Science and
Technology Studies, a field which aims to analyse the development of science and technology
within its historical and political context) amongst other disciplines (Haraway, 1988; Jasanoff
and Kim, 2009). Furthermore, insights from STS have formed the basis of well-established
frameworks for developing socially sensitive technology, such as Value Sensitive Design (VSD),
which was developed by Batya Friedman and focuses on how technologies can amplify or
deprioritise certain values within the environment within which they are embedded
(Friedman, Hendry and Borning, 2017).

VSD provides practitioners with tools for working with values during the design process,
including conceptual, empirical, and technical exercises (Friedman, Hendry and Borning,
2017). Conceptual exercises focus on designers completing stakeholder analysis exercises,
which aim to create a sense of understanding around different stakeholders’ values within
the proposed deployment context of the technology in question (ibid). Exercises involve the
utilisation of research methods to investigate users’ actual values regarding the proposed
technology (ibid). Lastly, technical exercises involve the development of the proposed
technology in conjunction with the information gathered during the previous two exercise
stages (ibid). In following these steps, the VSD process aims to provide designers with a
method for thinking about and designing technologies to meet the value-needs of the
stakeholders involved in or impacted by these technologies.

In addition to AIA and VSD based approaches, there have been calls for data scientists to be
more critical in how they use, interpret, and develop algorithmic and data-driven
technologies. As discussed in Chapter 2, bias can enter a system due to the biases in a dataset
and data collection practices, such as those associated with the use of proxy data, binary
categorisation systems, and feedback loops (Eubanks, 2018; Noble, 2018; D’Ignazio and Klein,
2020). To counter this, it has been suggested that data scientists need to acknowledge the
contextual nature of data, and move away from framings which position data as objective and
neutral (Selbst et al., 2018; Green, 2020). Green describes a contextual approach to data and
algorithms as one which critically questions “the social relations, activities, and histories that
shape any particular setting” (Green, 2020, p9).

Alongside these suggestions for data scientists to consider the wider context in which data is
produced, academics have suggested the importance of considering what types of expertise
and knowledge are required to recognise bias. Ferryman et al.’s (2018), researching biases in
health data, suggest data scientists need to develop greater ‘data empathy’ to mitigate
harmful biases in their working practices. Data empathy can be understood as understanding
the origins of a dataset, what data collection practices produced the dataset, and the biases
typical of a dataset of that type (Faghmous and Kumar, 2014; Mangal, Rajesh and Misra,
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2020). Without sufficient domain and contextual knowledge regarding the data, “[there can
be] a distance between these analysts and the data, specifically their lack of knowledge and
direct experience of how, why, and where health data were collected” (Ferryman, Kadija,
Pitcan, Mikaela, 2018). Furthermore, they argue “[t]his ‘lack of data empathy’ can limit their
ability to recognize bias and optimize the analyses because they are too far ‘from the source’”.
It is suggested that increasing data scientists’ awareness of the contextual characteristics of a
dataset will create working practices which recognise the limitations of algorithmic
technologies.

However, despite substantial theoretical interest in this area, not much is known about how
these methods may work in practice to mitigate the risks of algorithmic bias. In the following
section, | review the literature on organisational change, which is relevant in order to address
the current lack of research regarding how organisations might implement and sustain
algorithmic bias mitigation methods, such as AlAs and VSD, through their working practices.
Currently, there is little research on organisational change regarding algorithmic bias
mitigation practices. Therefore, the following section discusses organisational change in
relation to diversity initiative practices which focus on developing a more diverse workforce
within an organisation, as these examples overlap with algorithmic bias mitigation in terms
of their overarching aims as they are both working towards non-discriminatory working
practices.

Organisational theory

Organizational change is pivotal to the issue of algorithmic bias mitigation. The algorithmic
bias mitigation methods discussed and proposed by academics and independent research
bodies require organisations to be able to implement them within their own working context,
and in a way which is effective. It is not a particularly rare occurrence for organisations to
receive criticism that new initiatives have done little to improve the situation they were
designed to make progress in, particularly in the case of diversity initiatives across a wide
array of sectors (Dobbin and Kalev, 2016). While studies such as those undertaken by Orr and
Davies (2020), Veale (2017), and Holstein et al. (2019), have interviewed practitioners to
understand how they are situated within the development of algorithmic bias, and what their
responsibilities are within this space. Their analysis is primarily focused on how individual
actors are constrained within their working context (Orr & Davis, 2020; Veale, 2017; Holstein
et al., 2019). The way in which algorithmic bias mitigation can be approached from an
organizational or project perspective has received less attention.

To understand how the working context might influence the adoption of algorithmic bias
mitigation methods, it is important to consider this issue from an organisational perspective.
Organisations can be understood as comprising of three layers; the socio-psychological level,
the organisational structural level, and the ecological level (Scott and Davies, 2006). The socio-
psychological level focuses on the attitudes and behaviours of individuals within an
organisation. The organizational structural level focuses on “structural features and social
processes that characterize organizations and their subdivision”, such as how the organisation
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breaks down work, communication, departments, and authority within the organisation.
Lastly, the ecological level, focuses on how the organisation as an entity operates within a
larger system, such as in relation to other organisations or wider social or political structures
(Scott and Davies, 2006). The ecological level may include wider communities of which
individuals may be part, including communities of practice around their profession (Scott and
Davies, 2006, p122). These layers are not self-contained, and the interplay between them is
complicated and can be difficult to pinpoint in practice. For organisational change to be
effective, new practices have to be adopted across these three layers, as well as throughout
the differing levels of authority contained in the organisation. While it is sometimes
understood that organisational change is managed by those in more senior positions, newer
theories propose that the development of successful organisational change is developing at
a middle management or grassroots level (Baker, French and Ali, 2021; Buchter, 2021).

Organisational change aiming to develop stronger ethical working practices has been
especially fraught. Organisational change around diversity practices has been widely studied
(Ashley, 2010; Ahmed, 2012; Verbeek and Groeneveld, 2012; Dobbin and Kalev, 2016; Baker,
French and Ali, 2021; Buchter, 2021). Due to the overlap between the values which underpin
both diversity initiatives and algorithmic bias mitigation, such as social equality, and in the
absence of organisational literature which focuses on algorithmic bias mitigation, studies of
diversity will serve as the basis of the discussion presented here.

Jenson et al.’s (2009) study on ethical codes of practice within business organisations,
describes how these codes of practice form a complicated touchstone within an organisation.
While these codes of practice are often generated to reduce moral ambiguity and provide
clear direction when workers are faced with moral dilemmas, these are often decoded and
understood in different ways across an organisation (Jensen, Sandstrom and Helin, 2009b).

This echoes Sara Ahmed’s (2012) work on diversity initiatives, looking at how insider diversity
activists do diversity work, and their use of bureaucratic instruments such as organisation
strategy documents, audits, regulations, and committees (Ahmed, 2012). Within her
extensive work interviewing diversity activists, she found mixed opinions as to the usefulness
of bureaucratic instruments within their own organisation. Whereas some of the activists she
interviewed used these instruments within their work and found them useful for holding
organisations to some degree of accountability, others had concerns they became more of a
box-ticking exercise (ibid). While organisational change in these circumstances often involves
the production of procedures, organisational policy, and mission statements, these alone are
not enough to allow an organisation to successfully transform their working culture (Ashley,
2010). Instead, organizational commitment to diversity policy has been shown to rely on
insider activists to push forward and use the organisational tools available to them to
advocate for change (Buchter, 2021).

The above demonstrates a complex r”lati’nship between ethics-based organisational change,
regulation, policy production, and cultural working habits, operating on numerous
organisational levels at once. In my own research, it was important to consider the character
of the civil service organisational context within my methodological approach. This will be
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discussed further in the following section, where | discuss the methodology utilised for this
study.

6.3. Methodology

This study addressed the following research questions; what type of approaches would work
to mitigate the effects of algorithmic bias within the DWP? And what are the challenges and
opportunities to bias mitigation within the DWP?

To investigate these issues, | conducted a qualitative study in two parts. During the first part,
| held seven online educational workshops at the DWP. In the second part of the study, |
conducted follow up interviews with seven workshop attendees, to understand which parts
of the workshop were most salient to their working lives, and how the methods to which they
were introduced in the workshops might be integrated within their organisational context.

The first six workshops were designed as a multi-part educational series, the content of which
can be seen below in Fig. B. The first four workshops were designed to introduce participants
to different approaches to algorithmic bias mitigation, with the final two workshops providing
attendees the space to think about how these concepts might be put into practice. After the
original series of six workshops, one of the participants approached me about running an
extra session for another group within the DWP, due to growing organisational interest in this
area. This workshop (workshop seven) contained content from workshops one to four in an
abbreviated format, and the algorithm prototyping exercise in workshop five. Workshop
participants were invited to take part through an email describing the contents of the
workshop series, and also by word of mouth, facilitated by key contacts at the DWP.

The participants targeted were from a range of positions across the department, with the idea
of bringing together participants from data science, policy, and operational staff such as work
coaches. This was due to my previous research in Chapter 5, which suggested the importance
of practitioners from across an organisation or project developing a shared understanding of
algorithmic bias. This decision was made between key contacts at the DWP and myself. My
DWP contacts then contacted people in the organisation who they thought would be
interested, either by emailing them individually, or emailing them through groups. These
emails contained a small summary of the contents of the workshop. Participants who came
to workshops 1-6 were primarily from the data science department, as well as one participant
from policy, and one from central analysis. Participants were not asked which department
they came from as part of the information and consent process, so | am only aware of my
participants through the data collected during the workshops. Workshop 7 was attended by
a much broader range of participants, including data scientists, cyber security, a member of
DWP central diversity team, policy analysts, and Jobcentre work coaches. Workshop 7 was
advertised differently, with a different contact taking on the role of contacting potential
participants. This contact had previously attended some of the workshops in the original one
to six series. Below in Fig. B is an estimate of how many participants attended each workshop.
As some participants dropped out to attend other meetings, and participants sharing the link
to the workshops with other colleagues, and it is therefore difficult to assess how many
attended some sessions. Because of this, | reinforced at the beginning of the session, and
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when people joined, that the session was being recorded and the data collected for an
academic research project. Additionally, | stressed that if they did not consent to this, they
would need to leave the workshop. Participants were also made aware that a recording of
the workshop would be available on the DWP OneDrive for those who were not able to
attend.

No. | Workshop session content Length [#participants

1 | Workshop 1: Introductory session (WS1). This session |1 hour (15
involved a talk on projects 1 and 2, as well as an introduction (Approx.)
to project 3. 30mins Q&A and discussion.

2 Workshop 2: Designing with values in mind (WS2). This | 1 hour |8 (Approx.)
session involved activities based in value sensitive design
methods, focused around stakeholder analysis and
engagement.

3 Workshop 3: Impact assessments for data-driven |1 hour |6 (Approx.)
technologies (WS3). This session allowed participants to
explore new impact assessment standards being developed
to mitigate the impact of bias in data-driven technologies.

4 Workshop 4: People behind the datasets (WS4). This session | 1 hour |7 (Approx.)
focused on the people behind the numbers, using creative
story-telling exercises and ethical vignettes to explore issues
of bias.

5 Workshop 5: Algorithm prototyping session (WS5). This | 2 hours |7
session focused on prototyping an algorithm which
effectively mitigates risks of bias.

6 Workshop 6: Framework prototyping session (WS6). This | 2 hours |2
session involved participants creating their own framework
for mitigating bias when using algorithmic technologies at
DWP.

7 Workshop 7: Compressed workshop series session (WS7). 2 hours |18

Fig. B. (see Appendix C for a fuller draft of each workshop)

The workshops focused on how algorithmic bias develops, using high-profile cases as
examples, a design choice informed by McNamara et al.’s (2018) study as discussed in Chapter
2, in addition to educating participants on interventions such as algorithmic impact
assessments, value sensitive design, and critical thinking about data. In common with focus
groups, workshops include interaction between participants, and allow opinions to be
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revealed which might not otherwise have surfaced in a traditional one to one interview
(Morgan, 1998).

In addition, the workshops provided a space in which practitioners of different types could
come to a shared understanding of the issues they were discussing (Morgan, 1998). This was
an important consideration while designing my methodological approach, as the findings of
Chapter 5 (paper two) suggested that some of the difficulty in mitigating algorithmic bias
came from a lack of shared understanding amongst practitioners. As noted in Chapter 3
above, using workshops as a research method created a space where participants could
jointly identify and articulate language around ‘fuzzy’ issues, as well as develop a shared sense
of understanding and communication (@rngreen & Levinsen, 2017). Furthermore, it is argued
that this type of space allows for tacit knowledge to become more visible, as participants are
required to communicate with each other about their own workings and assumptions
(Freytag and Young, 2017). This reasoning informed my decision to have the workshops open
to a wide selection of DWP practitioners. Participants were invited from a wide range of
backgrounds and knowledge domains within the DWP, and included data science
practitioners, work coaches, diversity specialists, and research co-ordinators — the only
criterion for attending was an interest in algorithmic technologies and discrimination.

The educational material for workshops two to four was developed during the analysis
process of Chapter 5 (paper two), in which | identified algorithmic bias mitigation methods
which would be suitable for inclusion in the workshops. These included Value Sensitive Design
(VSD), algorithmic impact assessments, and critical thinking skills regarding data. | planned a
workshop around each of these methods, by reviewing the literature in these areas in
addition to identifying activities which had already been designed for those methods.

For the VSD workshop (Workshop 2), | included a direct and indirect stakeholder analysis
exercise, as well as a value source analysis exercise, to provide an introduction to the VSD
framework (Friedman, Hendry and Borning, 2017). This stakeholder analysis exercise involved
participants being asked to read an ethical vignette focusing on a fictional algorithmic
technology being developed by a fictional welfare department. The fictional algorithmic
technology was being designed to match unemployed social security claimants to jobs for
which they might be suitable. After reading the ethical vignette, participants were asked to
identify the direct stakeholders (those directly involved with or impacted by the technology)
and indirect stakeholders (those indirectly involved with or impacted by the technology).
Participants were also asked to identify the values within the fictional algorithmic technology,
in addition to imagining what the values might be for the stakeholders they identified.

For the algorithmic impact assessment workshop (Workshop 3), participants were asked to
fill in the Canadian Government’s Algorithmic Impact Assessment Tool online using
information from an vignette focusing on a fictional debt repayment technology, which was
based on the algorithm in the Robo-debt case study investigated by Park and Humphrey
(2019; Park and Humphry, 2019; Treasury Board of Canada Secretariat, 2021). In the critical
thinking workshop (Workshop 4), participants were given a public sector dataset to explore,
and were asked to explore their own assumptions about what the dataset was about and who
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it belonged to. Participants were also encouraged to consider how their assumptions related
to social inequality.

The algorithm prototyping session (Workshop 5) involved participants rapid prototyping an
ethical algorithm, a process which involved identifying the algorithm’s scope, what data
would be used, and what the business case was for this algorithm. The activities in this session
repeated some of the exercises from sessions two to four, although in this session participants
were asked to use these exercises to assist in prototyping their algorithm. In the framework
prototyping session (Workshop 6), participants were asked to read through the CDEl’s data
ethics framework and discuss their thoughts on it (Data Ethics Framework, no date). The slides
and activity Jamboards for the workshops can be found in Appendix A and B.

Workshops were conducted online using Microsoft Teams, as this was the DWP’s preferred
video platform. Regarding the format of the workshops, in the first workshop, | gave a talk
providing an overview of algorithmic bias, in addition to presenting the findings from the first
two papers of my thesis, followed by a 10-minute questions and answers segment. The format
of workshops two to four was that each workshop began with a 10-minute presentation on
the focus of the workshop, followed by learning activities facilitated by Google Jamboard.
Depending on the number of attendees, participants were assigned breakout rooms to keep
group numbers between three to five participants, with the aim of providing participants with
groups small enough small that all participants were able to contribute towards the
discussion. Workshops five and six followed a similar format, except they were two-hour
sessions.

The data generated from these workshops came In two types. The first, with permission from
the participants, was the video recordings of the workshops using Microsoft Teams’ built-in
video recording software. The second was the Jamboard exercises, which provided a visual
record of participants’ engagement with the workshop content.

Between one to three months after the workshops, depending on the participant, participants
were invited to take part in follow up interviews. These were conducted using a semi-
structured format. The interview guide for these interviews was developed based on analysis
of the workshops. It included questions about which aspects of the workshops participants
had found most relevant to their working practices. Participants were asked to recall specific
examples of times during their working practices they had thought back to the workshop
material, to ground answers in the specifics of participants’ own lived experience (Mason,
2002).

These interviews were designed to understand which aspects of the workshops had been
most salient to participants’ everyday working lives, and what their thoughts on algorithmic
bias and the workshops were more generally. Interviews were often with experts, some of
whom had PhDs, and some of whom were in management roles. As noted in Chapter 3, due
to the position which these participants had within the DWP, these interviews can be
understood as expert interviews. Expert interviews are useful for understanding how the
framing of particular problems might be influenced by expert opinions, and understanding
the sense making which goes into creating those framings (Bogner, Littig and Menz, 2018).
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After the workshops and interviews were conducted, transcripts were created using a
combination of Teams’ auto-generated transcripts function, and my review and correction of
the transcriptions. Data analysis was undertaken using both deductive and inductive coding.
Since | was using organisational theory as a theoretical framework to understand how
organisational change occurs, some codes were predetermined using this framework (Braun,
Clarke, and Hayfield, no date), such as ‘opportunities’ and ‘barriers’, as well as codes for
‘future plans for mitigating algorithmic bias’. Additionally, | used deductive codes to assess
the different levels of the organisation being referred to by my participants, such as
‘ecological’, ‘organisational’, and ‘socio-psychological’. As part of this analysis, | went through
the traditional process of familiarisation, coding, searching for themes, reviewing themes, and
defining and naming themes, and then writing up my findings (Braun and Clarke, 2006).

Prior to collecting data, ethical considerations were discussed with my contacts at DWP and
my supervisors. Ethical considerations included ensuring participants had contacts in case any
of the material in the workshops upset them, data security, concerns regarding
confidentiality, and ensuring participants were treated with respect and care throughout the
data collection process. Ethical approval was secured from the University of Sheffield, and the
application was approved prior to instigating the workshops (See Chapter 3 for fuller
discission of methods and ethics).

6.4. Findings

The findings below are presented in four sections. The first, ‘Perceptions of the diverse values
of governments and publics’, focuses on the tensions practitioners experienced when trying
to balance the assumed values of a large diverse population in relation to each other. The
second, ‘Responsibility for embedded values’, focuses on how practitioners felt uncertain
about their responsibilities regarding algorithmic technologies. The third, ‘laws and guidelines
culture’, focuses on how participants described a culture which emphasises following legal
frameworks and guidelines, and expands on the findings on legal culture found in Chapter 4.
The fourth, ‘diversity’, focuses on how participants felt about increasing team diversity as a
potential way of mitigating algorithmic bias, and whether this may be another route towards
algorithmic bias mitigation.

Perceptions of the diverse values of governments and publics

Using a sociotechnical framing of algorithmic bias, embedded values are understood to play
an important part in the algorithmic bias mitigation process, and different methods have been
proposed to assess how values are embedded and perpetuated by technologies (Friedman,
Hendry and Borning, 2017; Eubanks, 2018; Selbst et al., 2018; Lithi, Matt and Myrach, 2021).
This section explores how practitioners thought about values within the context of their work,
in addition to discussing the conflict which arises due to the discrepancy between values held
by the Department for Work and Pensions as an organisation and the values assumed to be
held by the public.
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In the workshop on Value Sensitive Design (Workshop 2), participants were asked to read an
ethical vignette, which described a fictional algorithm being trialled by a fictional government
welfare department. The fictional algorithm was being designed to provide jobseekers with
recommendations as to the types of work they might be suitable for. After reading through
this, the participants were asked to complete a stakeholder identification exercise, in which
they were asked to identify which stakeholders would need to be considered when designing
this algorithm. In response to this exercise, some participants discussed the importance of
the organisations’ values in relation to ‘the taxpayer’. When participants reflected on what
would or would not be fair in response to hypothetical examples of algorithmic projects, the
taxpayer often featured as the central discussion point. Frequently, this was expressed in a
similar vein to the participant below:

“[Y]ou want to be as efficient as you can with taxpayers’ money, because these are
hard-working individuals who give money to provide a service and you want to make
sure that you’re respectful of that.” (P1, Data Scientist)

Another participant expanded on this, explaining that they understood the taxpayer to be the
one who paid for the service provided by the DWP, and also that deemed it necessary to
balance the taxpayers’ against those of claimants, since the department, in their
understanding, was spending the taxpayer’s money:

“So, in a sense, every pound that we pay out to people in benefits is a pound that’s
taken from other people in taxes — very simplistically. So, you need to be fair to both
sides.... [..] how much weight you put on one set of values, being fair to the people
who are direct customers, versus how much you put in another set of values, which is
how fair we are to the people who pay for these services.” (P4, Analyst)

As these participants reflected on this, they appeared to treat the claimant and the taxpayer
as two discrete categories. Moreover, the taxpayer in these conversations was often
conceptualised as an income tax paying citizen, rather than corporations who pay tax, or
citizens who pay VAT. In doing so, the fact that someone’s claimant or income tax-paying
status often changes across their lifetime was overlooked. Those who are currently paying
income tax may previously have claimed benefits, and those who are currently claiming
benefits may previously have paid income tax. Furthermore, income tax is not the UK’s only
source of tax revenue. In 2022/23, VAT, a tax which is paid by all citizens regardless of their
working status, was the third largest revenue source after income tax and national insurance
contributions — generating £160bn towards the UK’s annual revenue (Keep, 2023).
Additionally, my participants’ conceptualisation of taxpayers and claimants as two distinct
groups overlooked how the social security net works across the course of a citizen’s life,
funded by National Insurance, paid by all citizens in case of illness, circumstance, and old age.
It is worth noting that not all participants mentioned the importance of balancing claimant
and taxpayer needs, however most participants did at some point refer to the importance of
the taxpayer when discussing values within the context of their work.

However, while participants perceived cost effectiveness to be a value the taxpayer held, they
also imagined there was diversity in the opinions of taxpayers regarding how the DWP should
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be run. Furthermore, participants admitted it was difficult to assess what the values in groups
as large and heterogeneous as taxpayers and claimants might be. One participant, when
discussing his perception of the values of the public, said:

“[Dlifferent stakeholders have different requirements, the taxpayer probably wants
you to accept the first... or some taxpayers would want you to accept the first job
offered to you, like any job’s a job, sort of mentality. Whereas [...] nicer citizens might
be like, you know, we want you to take a job that you’re happy in.” (P1, Data Scientist)

During the follow-up interviews, the perceived taxpayers’ opinion was often referred to when
discussing how the department is run. Participants stated that ministers and politicians were
the ones who moved the department along, as well as being the ones responsible for ensuring
the department met the taxpayers’ needs. Respect for the taxpayer, and the democratic
structures which gave ministers their responsibility towards the taxpayer, was clearly valued
amongst many of my participants.

Costanza-Shock’s (2020) discussion of value sensitive design, states that when data scientists
favour their own perspectives they subjugate those already marginalised (Costanza-Chock,
2018; Green, 2021). They also assert that technology must be designed around marginalised
groups’ needs in order to mitigate the effects of algorithmic bias. Their discussion then uses
Freidman and Nissenbaum’s (1996) taxonomy from Bias in Computer Systems to describe how
already present institutional values become hard coded within algorithmic systems, known
as preexisting biases. Furthermore, Costanza-Shock argues that these preexisting biases must
be addressed to mitigate bias in algorithmic technologies (Friedman and Nissenbaum, 1996;
Costanza-Chock, 2020). In the approach advocated by Costanza-Chock, the consideration of
marginalised groups, and analysis of the wider dynamics which lead to these groups
marginalisation, is at the heart of social justice based approaches to moral dilemmas (Dencik,
Hintz, and Cable, 2016).

However, my findings suggest there are limitations in the extent to which these approaches
can be applied in a DWP context, due to the ways in which the organisation is embedded
within its broader social and political structures — that is, due to the importance of the
ecological organisational level. Or, to put it another way, the DWP is limited in how it can
utilise social justice-based approaches due to its UK civil service context. Within this context,
civil service departments operate in a manner dictated by the political structure of the UK,
which is based on a form of representative democracy, where government spending and
policy priorities are decided by ministers in part to satisfy campaign promises and win
subsequent political campaigns (Guinaudeau and Guinaudeau, 2022). Moreover, political
parties must secure a majority share of the votes during an election to form a government —
meaning that to a degree, they rely on popularity within the majority. This suggests
practitioners may face tensions in their roles as civil servants, in trying to centre technologies
around marginalised groups while at the same time serving a government which relies on
popular appeal — a point | return to in the next paragraph.

Relatedly, participants discussed how the values present in an algorithm might result from
policy, or the influence of political lobbying. For example, in a follow up interview with a policy

Hadley Beresford



Chapter 6: Paper three, The influence of DWP organisational culture on the adoption of algorithmic bias
mitigation practices and implications for practice

analyst, this participant described how some lobbying groups held more influence than other
lobbying groups. When discussing The Bedroom Tax’, this participant described how the
lobbying groups representing the armed forces held more sway than those representing
disabled people, and thus were more successful in gaining an exemption to the new policy.
Expanding on this observation, this participant noted that “certain groups have more political
sway than others. So, [they’re] more likely to get things written into your algorithm too” (P7).
Again, this suggests the significance of the political system within which government civil
service departments are embedded at the ecological level when attempting to mitigate
algorithmic bias. Those most at risk of algorithmic bias within a UK welfare context come from
already marginalised groups within the UK political system, a system which directly influences
how civil service departments operate. This suggests there is work to be conducted to scope
out what work civil service data practitioners have the agency to do if they want to centre
marginalised groups in the development of algorithmic technologies within the current
political structure.

Allied to this, participants saw the DWP as being under pressure from the media within the
context of their work. DWP is often mentioned in news media, with articles focusing on topics
such as benefit-related suicides and food bank use, reports of benefit fraud, and
sensationalised content about criminals receiving benefits (Alibhai, 2019; BBC News, 2021,
Butler and editor, 2022; Heffer, 2022). Although the news media in the UK is diverse and
varied, and not always critical of the DWP, participants nonetheless felt that the media could
at any moment criticise any DWP policy or (and sometimes falsely, according to my
participants, with coverage of projects which had not even been planned or investigated).
These news articles impacted department morale, with one data scientist participant
mentioning he was anxious about the possibility of seeing new articles describing how
another claimant had committed suicide while waiting for benefits. Moreover, participants
felt portrayal of the department could fluctuate between either wastefully left wing or cruelly
authoritarian. My participants perceived the department as being influenced by the types of
stories written about them, at an ecological organisational level. When reflecting on the
department’s future plans for algorithmic technology, one participant said:

“1 think, any government department, it’s pretty risk-averse on this sort of thing. So,
like, you know, they’d rather not do something than risk something going wrong
because you know everything you do is open to, like, media scrutiny and stuff.” (P1)

According to my participants, members of the public who are “nicer people,” as one
participant put it, will be more upset by news articles about claimants’ mental health,
whereas those who are “spendthrifts” might be angered by articles saying claimants are being
treated leniently (P1). The concept of ‘nicer people’ is problematic in this context, and
research on the perceptions of citizens regarding public sector use of data suggests citizens
have a diverse range of perceptions, as previously discussed in Chapter 2 (Ditchfield et al.,

7 The bedroom tax is a colloquial description of a change in in public housing policy where tenants in public
housing receiving payments towards their rent would receive a payment reduction if their house was
‘underoccupied,” meaning having more bedrooms than there were tenants.
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2022). Moreover, as civil servants, some participants felt the need to respect the diverse
values they perceived the public to hold, including both those whose primary concern was
that the department did not overspend, and those who were concerned about harsh policies
causing claimants to have mental health difficulties. Participants said this was important even
when they disagreed with the values they perceived the public as having, and that it was
necessary to create a sense of distance between their personal values and those of the
department.

Because of these diverse factors, participants saw substantial difficulties in assessing what
would constitute the right or wrong values to prioritise within the context of their work.
During one of the follow up interviews, one of the data scientists reflected on the difficulty of
knowing what was fair in the context of the organisation’s work:

“[O]lnce you get into murkier waters... we’re talking about people’s perception of
fairness, right? And again, everyone is different, and we’ll have different backgrounds,
different norms and values, and there we go.... We’ve got many definitions of fairness,
so how do you then get an objective view of what is fair?” (P2, Data Scientist)

Jenson et al. (2009) argue that guidelines and codes of practice can only take someone so far
in ethical conduct. Moreover, they identify ‘the moral dilemma’ as something which only
occurs when it is unclear what the right course of action might be (Jensen, Sandstrém and
Helin, 2009b). The sense of uncertainty about what is ‘fair’ felt by my participants was
exacerbated by many of the DWP’s ‘products’ serving large populations — with different
needs, imagined values, and expectations and beliefs about how a society, and its welfare
service, should function. Using Jensen’s understanding of the place of uncertainty in ethical
behaviour, | suggest that the organisational culture of legal and policy compliance found
within my research (and also discussed in Chapter 4) may encourage an expectation of
formalizable processes regarding moral dilemmas. In Jensen et al.’s (2009) view, for someone
to engage in moral action, they must practice self-reflection and have a sense of personal
responsibility for the consequences of their own actions. Jensen et al. (2009) also argued that
this is not encouraged by organisational cultures which favour strict adherence to codes of
conduct (Jensen et al., 2009; Dillard and Yuthas, 2002).

Responsibility for embedded values

As can be seen in the previous section, when considering the values embedded in algorithmic
technology, it is difficult for civil service practitioners to adopt social justice framings due to
the political structures the department is embedded within, in addition to the diverse values
which are perceived to be held by the public. This section focuses on what my participants
felt their personal responsibilities were regarding the values embedded within the algorithmic
technologies they worked on.

Due to the self-selecting nature of my participants in this study, it is perhaps unsurprising that
nearly all were aware of the ethical and political tensions which existed within their own work
and that of the department more generally. As discussed previously, the ecological

Hadley Beresford



Chapter 6: Paper three, The influence of DWP organisational culture on the adoption of algorithmic bias
mitigation practices and implications for practice

organisational level creates difficulties for practitioners to assess how to approach moral
issues within the context of their work, because civil service practitioners are required to
enact the policies of the current government. In conjunction with this, participants described
the importance of team support when broaching moral issues within their work. Talking about
his experiences when being asked to work on a project he felt was of moral concern, P6, a
data scientist, said:

“I've been quite lucky in that I’'ve always worked in teams that have had a good leader,
basically able to go back and say like, no, this has got to be pushed back up [...] But it’s
very much down to | think, the individual... if you get someone who’s good at it [who's]
like, “we’re just not doing it”, but like, [who’s] quite tactful and basically just like
chaperone in that way.” (P6, Data Scientist)

This suggests the importance of relationships at the socio-psychological level of the
organisation, and the significance of individuals who can sensitively approach topics of moral
concern.

However, participants did not see all uses of algorithmic technologies as being of moral
concern. Some data scientists expressed concern that the public imagination had been
narrowly fixed on the most harmful examples; on the “truly horrifying car crash stories”
(WS7), such as the example of the US criminal justice algorithm identified in the ProPublica
investigation and described above (Angwin et al., 2016) While all participants sought to
prevent similar issues occurring within the context of their work, some described their work
as often far more mundane. Examples of these mundane situations included algorithms to
sort through emails or filter survey responses.

Some of these participants were concerned that by only focusing on the most harmful
examples, there was the potential to create a misunderstanding that all algorithmic or data
driven systems had the potential for harmful or biased outcomes. Furthermore, some
participants were concerned that the focus on harmful examples might contribute towards
practitioners working on algorithmic technologies having more responsibility for the decisions
made by the algorithms they developed than human-decision makers for similar decisions.

Participants from various sections of the organisation were aware of how cases of human-
based discrimination and bias might develop within their departments. During the algorithm
prototyping session (Workshop 6), a participant said that they would feel uncomfortable using
certain DWP data sources for their hypothetical algorithm. This was because these data
sources contained human made health assessment decisions, the decisions that could be
overturned at a later date due to additional evidence. Conversely, a participant who worked
on the diversity team mentioned that she felt cases of human discrimination still did not
receive enough attention within the department. This was also mentioned by a participant
who was a work coach, who commented that he thought the Universal Credit system — a
system designed by human decision makers —contained biases against migrants and part time
workers. Although these decisions were made by humans, my participants did not think this
made these decisions ‘fairer.’
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These reflections point to three complications in the comparison between algorithmic and
human decision making. One, algorithmic technologies are often trained on human decision
making. This point has been well documented by academics regarding supervised machine
learning (Balayn and Giirses, 2021; Jaton, 2021; Pessach and Shmueli, 2023). When an
algorithm is given biased data to learn what is a ‘correct’ or ‘incorrect’ decision, it will learn
the biases of the label assigning system. However, a less discussed point here is that if the
algorithmic technology’s outputs are based on human decision makers’ judgements, then
removing the algorithmic technology will not prevent systematic bias. Specifically, if little
attention is paid to systematic bias across human made decisions in an organisational context,
and little progress is made towards removing these biases in human decision making, then
the net result might be said to be quite similar to the effect of algorithmic bias — marginalised
groups are still systematically discriminated against. | suggest this indicates the importance
of approaching human bias within decision making processes alongside algorithmic bias
mitigation methods. To be clear, this would mean addressing not just the human biases of
data scientists, but also those of human decision makers who make the types of decisions
which might be automated.

Direct comparisons between human and algorithmic decision-making processes have been
scarce. Dressel and Farid (2021) investigated algorithmic versus human decision making in the
context of recidivism risk assessment, risk assessments in the criminal justice system which
look at a defendant’s likelihood of reoffending. The researchers compared the judgements of
naive participants, by which they mean those who were not legally trained on the judgements
produced by recidivism risk assessment algorithms (Dressel and Farid, 2021). The researchers
found that naive assessors performed similarly to the algorithmic risk assessment tool.
However, perhaps more interestingly, the authors also mention that they approached judges
in the criminal justice system to participate in a similar study. The similar study would involve
the risk assessment algorithm’s judgements being compared to participant judges’
assessments. However, their request was denied; according to one judge’s clerk, this was
because the judge was concerned they would perform no better than, or worse, than the
naive assessors in their study (ibid).

There have been calls for data scientists to be more realistic in their assessment of the abilities
of algorithmic technologies (Green, 2020). This is because some data scientists, and some
organisational managers, over-estimate the accuracy of insights which are possible,
positioning these technologies as more objective and intelligent decision-makers than human
decision-makers. Green (2020) states that employers and data scientists often over-estimate
what algorithmic technologies can do. There is an adjacent need to ensure that algorithms
are not judged by a higher standard than the human decision makers within the decision-
making context. | suggest there is a need to view algorithmic technologies alongside human
decision making, and consider these two issues in tandem, and not as two opposing issues.
Or, to put it another way, it is important that algorithmic decision making is not judged against
a non-discriminatory ideal, rather than the options realistically available to organisations. This
suggests the need for careful consideration as to how algorithms are judged, and for further
research into how they compared to human decision makers in real life contexts. This issue
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of comparison to human decision-making processes will be returned to again in the following
section.

Laws and guidelines culture

Outside of value-based approaches, algorithmic bias mitigation can be approached through a
legal perspective. This theme focuses on how participants engaged with and understood laws
and guidelines within the context of their work, and notably, how some participants felt
certain laws were unclear regarding their professional responsibilities.

As Orr and Davis (2020) found in their empirical work on attributing ethical responsibility with
Al practitioners, practitioners relied primarily on legal structures to decide what is fair within
their working practices. This section suggests that legal frameworks not only provide a
minimum standard to adhere to, but also impact the actions practitioners and organisations
may see as feasible when looking to mitigate algorithmic bias. My participants were incredibly
positive about algorithmic impact assessments (AlAs) and saw them as similar to other
assessments they use within their work. For example, they felt that AlAs were similar to DPIAs
(Data Protection Impact Assessments)®. The department is already legally accountable for
producing DPIA documents. Documentation such as DPIAs and AlAs have been criticised as
potentially being box ticking exercises, as they are detached from the harms they are meant
to assess (Metcalf, et al., 2021; Yam and Skorburg, 2021). However, participants described
mechanisms such as these as important in providing them with a skeletal framework with
which to consider issues during the development process. For example, in workshop 6, in
which participants reflected on frameworks for mitigating algorithmic bias, one participant
stated he felt “the idea of the framework is basically to set out seemingly obvious things, just
to put it on paper, so you put most rules and laws down just so, you know, it’s been considered
and it’s a general sort of [don’t] take anything for granted” (WS6), rather than to prescribe
any particular set of action.

Participants were aware of regulatory requirements for a ‘human in the loop’ for projects
deemed as being ‘high risk,” in the GDPR. The ‘human in the loop’ requirement requires data
controllers to ensure decisions are not solely made on the basis of an algorithm — for there to
be a ‘human in the loop.” However, some participants questioned how much this really
improved decision making. Some participants expressed that, in a DWP context, humans
might assume algorithmically generated decisions were correct and defer to them, as was
found during Eubanks’ study of US public sector workers (Eubanks, 2018). Participants shared
various experiences with human and machine generated recommendations, including where
people had ignored the machine generated recommendation altogether, or only followed the
recommendation so they would not get in trouble for ignoring them. Similarly, during
conversations, some participants challenged the notation that following recommendations
without critically scrutinizing them was only of concern within the remit of algorithmic
decisions. Instead, participants saw this as an issue with recommendations more generally,

8 An assessment process designed to identify and minimise the risks associated with data use on a project and
required by the GDPR if a project is likely to be of high risk to individuals.
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including recommendations provided by other human beings. One participant discussed this
within the context of human produced assessment scores, which were produced for the DWP
by a third-party organisation independent of the department for the purpose of assessing
whether Personal Independence Payment (PIP)° applicants met the criteria for the benefit.
He spoke about his concerns regarding whether there was any meaningful intervention from
case managers once they received the assessment scores:

“the thing is that there is a related issue in health assessments, which is that
technically, all decisions on whether to award people benefits are made by DWP
decision makers, not by the assessment service, but as far as | know, the proportion
of cases where decision makers do something other than accept the recommendation
is vanishingly small.” (WS5)

Returning to the issue of legal frameworks, participants expressed a lack of certainty
regarding how to apply anti-discrimination laws to their own work. One participant, an
analyst, recalled a trial the department had conducted which aimed to offer more support to
people who had not been able to obtain certain educational qualifications. This trial had been
cancelled due to potential unequitable treatment across protected characteristics, as analysts
found there was a large overlap with variables relating to educational qualifications and race.
The participant recalled that it had been asked whether the intervention would be indirectly
discriminating against people based on race, using education as a proxy. Although this
intervention would be providing support for these particular groups, there were still concerns
this would be discriminatory. In response to this, one participant suggested The Equality Act
(2010) might provide a useful definition of how to treat different groups fairly. However, after
some deliberation, both participants agreed that “that’s fairly vague as well” (WS6). While
there have been calls for greater regulatory protections in relation to algorithms, my
participants were more concerned with the lack of clarity they perceived within anti-
discrimination law, and how this applied to using statistical methods. As participants were
strongly influenced by legal frameworks such as The Equality Act (2010), this may suggest the
need for civil service departments to provide their employees with greater clarity around
discrimination law.

Additionally, while criticisms of procedural and statistical parity-based methods have been
influential within algorithmic bias mitigation communities (Green and Hu, 2018; Hoffmann,
2019), itis important to consider these methods in relation to how practitioners perceive legal
limitations. While the law makes exceptions for unequal treatment if it can be proven this is
to achieve a “legitimate aim,” it may be difficult for those who are not legal experts to
understand where these exceptions lie and to apply the law with confidence. To further
complicate matters, within UK discrimination law, what constitutes a “legitimate aim” is
usually uncovered during case law. An example of a legitimate aim might be a company hiring
someone on the basis of them speaking Hindi due to the company’s work with India overseas.
While it could be argued this is indirect discrimination against those without Indian heritage,

9 PIP is a UK social security benefit targeted at people with disabilities or health conditions which significantly
impact their day-to-day life.
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the employer could argue this criterion was a proportionate means to a “legitimate aim”. In
this case, the legitimate aim would be a “genuine business need” (Acas, 2023). In this context,
risk averse organisations may be reluctant to act if there is any uncertainty as to the legality
of their actions.

Diversity

As discussed earlier, diversity initiatives are where an organisation aims to either recruit more
employees with certain characteristics, or promote employees with certain characteristics
who are underrepresented in the organisation at a senior level. Although | did not discuss
diversity initiatives as a method of algorithmic bias mitigation, and did not ask about them
during interviews, participants often discussed diversity initiatives as a pathway for
algorithmic bias mitigation of their own volition. This section focuses on how my participants
saw diversity within algorithmic bias mitigation, specifically around a) how more diverse
teams might be able to offer greater insight into the types of discrimination an algorithm
might produce, and b) how difficult it is to increase diversity within the department.

Expanding the diversity of data science teams has been posited as one way of mitigating
algorithmic bias (Kuhlman, Jackson and Chunara, 2020). It is argued that the lack of diversity
found in data science teams makes it challenging for these teams to interpret data in a way
which does not perpetuate social biases (ibid). By having more diverse teams, Kuhlman,
Jackson and Chunara argue, the gap between data scientists’ perceptions of marginalised
communities and the communities themselves could be decreased (ibid). Participants felt that
having more diverse teams engaged on their projects would help them spot biases earlier on
in the project, and would help make projects more inclusive. For example, talking about team
diversity, one white male data scientist said:

“Certainly, in the team that I’'m in at the minute, it’s not very diverse at all.... As a
group, it’s really hard to like have an idea of your unconscious bias, but unless you
have that diversity, you don’t know what you’re missing. You don’t know what you
don’t know, you know? So, it’s like unknown unknowns, you have an idea of it, but
you don’t get necessarily what other people’s lived experiences are.” (P6, Data
Scientist)

However, despite hope that more diverse teams might fix the issue of algorithmic bias, this is
not without its own challenges. One participant, a black queer work coach who helped
claimants on the operations side of the business, said he wanted to “go up the grades” to
improve things for minorities from the inside (p3). He argued that it was incredibly important
that the DWP had more diverse voices at higher levels, to ensure fairer and more just decision-
making processes within the organisation. However, during our conversation he also
expressed uncertainty as to whether he would be able to make any difference at all, saying
that:
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“] even feel if | even get up near there, I'm still not gonna be able to change much
because you kind of become part of the fabric of where you’re working” (P3, Work
Coach)

As Costanza-Chock argues, having diverse designers of systems still often leads to projects
which have the majority or dominant culture in mind (Hamraie, 2013; Costanza-Chock, 2020).
A potential explanation for this is that marginalised designers design for the majority
dominant culture because they are continually exposed to it, and so struggle to envision what
technologies designed for marginalised users would look like (ibid).

Furthermore, it has been noted that for minority groups to be allowed access to particular
spaces, they may have to adopt certain stances, viewpoints and behaviours in order to be
considered welcome and viewed as the right “fit” for the organisation (Ashley, 2010). These
expectations may exclude those who are most likely to bring a critical eye to a project, and
instead favour those best able to “play the game” (Carbado and Gulati, 2000; Ashley, 2010).
One participant, who worked on the diversity team, said she often had to explain to diverse
employees that the organisation cannot change as fast as they would like, and they would
need to be patient and play the “longer game” in convincing others to make the necessary
steps to increase diversity in the organisation (P5). By this the participant meant she thought
marginalised employees often wanted change to occur faster than was possible within the
organisation, and by pushing for things too soon, there was a risk of making the situation
worse. This participant, who works in the diversity team, said:

“So, | know sort of from when | presented the long term view of trying to get
sort of movement in race, which is quite difficult as a white woman [...] when
you’re in the minority, and you’re kind of going “I’'m trying to help you here,
but we need to stop talking about race quite as much, because otherwise we’re
making things worse” (P5)

In Workshop 7, a data scientist commented that those in attendance were “closer to the
Silicon Valley types which invented [these] algorithms” (WS7). By this, he meant many at the
workshop were either white, affluent, well educated, or men. Similarly, some participants
expressed they couldn’t imagine this overrepresentation of particular demographic groups
would be solved “any time soon” (WS1). One participant, who worked within the DWP’s
diversity team, explained that movement in this area had been slow in the organisation. Not
only did the department have difficulty when it came to hiring people with certain protected
characteristics, such as black people and people with certain disabilities, but there were also
difficulties when it came to promotion and retention. Due to The Equality Act (2010), hiring
or promoting on the basis of having a certain protected characteristic — even if a marginalised
one. The two exceptions are if it is to meet a “legitimate aim” (as described above), or in the
case of two applicants being equally well matched to a vacant post, the organisation can
choose to appoint an applicant from an under-represented background because that group
is under represented (The Equality Act, 2010). Organizations can instead engage in what is
known as positive action, which is encouraging certain groups to apply for jobs, although all
applicants still must meet the job application criteria.
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These insights suggest participants felt that greater diversity could improve the organisations’
approach to algorithmic bias mitigation, although they did not feel that this was an approach
which could be actioned within the short term. However, this approach may potentially divest
non-marginalised practitioners from the responsibility of reflecting on their own social biases.
Instead, it makes future marginalised practitioners responsible for closing the interpretation
gap between data scientists’ perceptions of marginalised communities and the communities
themselves. Moreover, this not only places this responsibility on individuals who do not
currently work in the relevant role, but on individuals who may already be struggling to gain
work in that role due to social biases in the workplace. In other words, it makes future
marginalised practitioners responsible for algorithmic bias mitigation, when this should be
the responsibility of all department employees, marginalised or not.

6.5. Discussion and conclusion

In this paper, | have investigated how the DWP might implement algorithmic bias mitigation
techniques such as AlAs, value sensitive design, and critical thinking skills regarding data. In
doing so, this paper aimed to consider both the opportunities and barriers present in the
organisational environment, and the implications this may have for public sector bias
mitigation practice more generally. This study suggests that while algorithmic bias mitigation
techniques such as algorithmic impact assessments and value sensitive design seem highly
suitable for organisations such as the DWP, the implementation and potential impact of these
techniques is difficult in practice. The findings from this paper assist in understanding
algorithmic bias mitigation methods in the civil sector in three ways, by identifying two
challenges and one opportunity within the civil service context. The first challenge is that it is
difficult for practitioners to align technologies to the social justice values that underline socio-
technical mitigation approaches when servicing a large heterogenous public. The second
challenge is that practitioners’ perception of a lack of clarity in anti-discrimination legislation
can lead to uncertainty as to how conflicting needs within the population should be
addressed. The opportunity presented is that participants were enthusiastic for more diverse
teams as a means to uncover unknown biases within their interpretation of their data and
data analysis processes. However, adopting this strategy has its own difficulties. | expand on
these below.

Regarding the first challenge, the civil service context provides particular challenges in
adopting algorithmic bias mitigation methods. This is due to the tension between social
justice advocates’ expectations of best practice (Costanza-Chock, 2018; Green, 2021), and the
feasibility of this within a civil service context. Costanza-Chock’s (2020) discussion of value
sensitive design, argues that for practitioners to mitigate the risks of algorithmic bias the
values of marginalised groups must be centred in the design process. My findings suggest that
civil servants may struggle to utilise this approach for two reasons. The first rests on the
challenge of designing technologies for a large and heterogenous population, who are
perceived by practitioners as having differing viewpoints and cultural values. My participants
expressed these concerns by describing how they believed that citizens hold conflicting values
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by using taxpayer discourses —that is, narratives around the place of the taxpayer with regard
to public sector services, and narratives around the perceived expectations of taxpayers. The
second reason relates to how biases become embedded within organisational practice
through the ecological organisational level, specifically through the organisation’s
relationship to the wider political structures within which it is embedded. Or, to put it another
way, practitioners in a civil service context may struggle to centre marginalised groups in the
development of their technologies due to government policy or influence from political
lobbying groups.

Green (2021) proposes that there is a need for data scientists to view themselves as political
actors and to reflect upon the political orientation of their work. In his argument, he provides
an example in which ‘tech workers’ have protested against their organisations working with
the US military and Immigration and Customs Enforcement (ICE), in addition to refusing to
work on these projects in some circumstances (ibid). However, refusing to work on a project
is more challenging within a welfare context, where refusal to work on projects in the
department may lead to the public being underserviced in a critical public sector service.
Furthermore, while civil servants at varying levels of the DWP do have some agency in their
work, the stipulation that civil servants are publicly apolitical may limit the routes available
for practitioners to protest against unjust projects in this context. Specifically, it prevents
practitioners from engaging in any form of public protest against government policies which
may increase the risks of algorithmic bias. This suggests that civil service data scientists may
need to scope out the possibilities for potential action within their own organisational
contexts, in order to identify what routes are available to them to effectively advocate against
political influences which may lead to algorithmic bias. Specifically, this could mean
addressing the following questions: what does centring marginalised groups look like in a civil
service context? How might this be at odds with the structures of government it is embedded
within and reliant upon? What other limitations might practitioners face in this space? In part,
algorithmic bias develops due to the hard-coding of institutional values (Friedman and
Nissenbaum, 1996; Costanza-Chock, 2020), and this raises the question of how far civil service
practitioners can go in algorithmic bias mitigation without the radical transformation of the
institutions they work within?

I now move on to the second challenge, that practitioners struggle to navigate guidelines and
regulatory frameworks due to their perceived lack of clarity in these frameworks. My findings
suggest that some practitioners find the definitions of discrimination provided in The Equality
Act (2010) are not clear, which may lead to practitioners feeling uncertain of their options
when attempting to mitigate algorithmic bias. Specifically, participants were concerned that
The Equality Act (2010) prevented unequal treatment of people on the basis of protected
characteristics. In Wachter et al.’s (2017) paper on automating decisions and the GDPR, they
state that positive discrimination is legal in the UK and EU context if it is proportional and
required to meet a ‘legitimate aim’ (Wachter, Mittelstadt and Russell, 2017). However, my
findings suggest it is difficult for practitioners to judge what constitutes proportional or a
legitimate aim. This raises questions surrounding how non-legal practitioners can be
confident of whether their design choices do indeed constitute working towards a legitimate
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aim and being proportional in achieving that aim. While critiqgues around the concepts of
statistical and procedural fairness are rightfully important (Green and Hu, 2018; Hoffmann,
2019), these findings suggest that practitioners may face difficulties moving beyond these
types of approach. This is due to practitioners’ perceptions that regulatory frameworks
require treatment to be equal, and so their work requires, at least in part, attention to be paid
to statistical and procedural conceptualisations of fairness.

The findings presented here suggest it is important to recognise that practitioners’
perceptions of these laws will shape their working practices and interpretation of legal
frameworks. Social justice-based approaches to algorithmic bias mitigation often include a
degree of positive discrimination to provide marginalised groups what they are ‘owed’ by the
social contract, in addition to suggesting mechanisms for equality of opportunity. This
suggests that for practitioners to become more comfortable operationalising social justice
values, further clarity around regulations is necessary. This should be provided at an
organisational level, so that practitioners are provided with examples relevant to their
working practices.

Turning to the opportunity presented within my findings, participants perceived that the
organisation’s algorithmic bias mitigation efforts would benefit from having a more diverse
workforce, both to assist in identifying harmful biases as well as to help implement
algorithmic bias mitigation methods. However, while changes to organisational diversity
practices may provide some assistance in mitigating algorithmic bias, it is important to
remember this can be but one part of an approach. It is still important that all practitioners
become more aware of how discrimination occurs. Furthermore, while organisations may
want a more diverse workforce for the proposed benefits, such as assisting with issues such
as discrimination and the organisations’ diversity portfolio, this may be a heavy responsibility
for individuals to take on. Specifically, for practitioners to assist in this way it requires them
to use their lived experience of discrimination within the context of their working life, which
marginalised individuals may not feel comfortable discussing with their non-marginalised
colleagues. Additionally, for more diverse teams to be able to produce fairer outcomes,
changes to organisational diversity policy may be needed to ensure workers feel confident
and supported enough to make suggestions which go against the grain of current company
culture.

This paper contributes towards answering my thesis’ overarching research aim: to investigate
how DWP practitioners might mitigate the impacts of algorithmic bias? The findings
presented in this study suggest that while practitioners saw the value in adopting some
algorithmic bias mitigation methods, in particular AlAs, much of the work necessary to work
towards algorithmic bias mitigation will need to occur through the restructuring of
relationships between the organisation, practitioners, and the wider ecological organisational
level in which they are embedded. Additionally, while practitioners were eager to approach
issues of algorithmic bias, they required assistance from other practitioners at the socio
psychological organisation level to resist suggestions to do work they were not morally
comparable with. These findings will be further examined in Chapter 7 (Conclusion).
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The motivation for my thesis was the rising concern surrounding the power that data and
algorithms have to discriminate against minoritised groups, and how the public sector might
seek to mitigate the impact of this problem. My three papers had the overarching research
aim of exploring thecﬁféaélteé}ggs @B%SCqﬁtsiigntrying to mitigate algorithmic bias within a UK
government department, the Department for Work and Pensions (DWP). A further aim was
to investigate the way in which algorithmic bias mitigation practices could be incorporated
into DWP practice. In this chapter, | provide a summary of each of my research papers and
their empirical contributions. | then discuss the overarching contributions which my thesis
makes to the emerging field of critical algorithm studies, and to fields interested in the
influence of algorithmic technologies on society and culture, such as information studies,
sociology, and communication studies. After this, | discuss the recommendations for practice
which emerged from my research. Finally, | discuss the limitations of my research and point
towards opportunities for further research regarding algorithmic bias mitigation in the public
sector.

7.1. Summary of empirical contributions

In Chapter 4, Investigating the role of current DWP working practices in mitigating algorithmic
bias, | investigated the working practices of DWP practitioners regarding algorithmic bias, and
discussed the limitations of these practices. To do this, | focused on the following research
guestions; RQla: what algorithmic bias working practices are currently practiced by data
science practitioners? and RQlb: What are the limitations of these practices? To address
these questions, | conducted eight interviews with DWP practitioners about two recent data
projects on which my participants had worked; the Digital Trialling Framework and the Digital
Plus Trial. These projects sought to develop a real time randomised controlled trial system
which assessed claimants for a new DWP service, which was being developed to allow the
department to oversee randomised controlled trials more efficiently. This study identified
two key empirical findings. Firstly, my participants strongly relied on legal frameworks due to
their position as civil servants, yet the legal frameworks they were required to adhere to did
not facilitate accountability to the population they served. Furthermore, participants felt a
strong sense of responsibility to citizens, but they perceived they were accountable to the
state. Secondly, my participants’ working practices in relation to bias checking were limited
by previous research conducted by DWP, and by influences from the department’s
organisational culture.

Additionally, this paper contributed towards my overarching research aim; to investigate how
DWP practitioners might mitigate the risk of algorithmic bias. The empirical findings
presented in this study suggested the civil service context has its own challenges regarding
algorithmic bias mitigation. Specifically, the organisational culture may place a different set
of responsibilities on civil servants in relation to rules and guidance than those experienced
in the private sector, and practitioners related this to their responsibilities as civil servants.
This was then further explored in Chapters 5 and 6.
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In Chapter 5, Lessons in mitigating bias from the field: Exploring good practice and moral
challenges on the Aurora Al project, | investigated how practitioners on the purportedly
progressive Aurora Al project by the Finnish Ministry of Finance were attempting to mitigate
algorithmic bias. The paper presented in this chapter focused on the following research
guestions; RQ2a: What might ‘good practice’ on an algorithmic project look like? and RQ2b:
What challenges does good practice on an ‘ethical Al’ project face in practice? To investigate
this issue, | collected qualitative data through semi-structured interviews and utilised
document analysis to understand how stakeholders on the Aurora Al project were responding
to the challenges posed by algorithmic bias. Additionally, | interviewed Al Ethics experts,
predominantly from algorithmic justice organisations, about the Aurora Al team’s proposed
algorithmic bias mitigation plans.

In the paper, | identified two key empirical findings. First, even in this purportedly progressive
project, there was a lot of disagreement about what constituted good practice in mitigating
algorithmic bias and the types of solutions that might be practically implementable. These
differences in understanding, combined with systemic issues such as funding and
organisational working practices, meant that more socially focused participants felt moral
concerns were sidelined. Additionally, Al Expert participants perceived good practice
regarding algorithmic bias differently. Participants from the Data Justice Lab placed a stronger
emphasis on consideration of the wider ecosystem of inequality, and on approaches which
de-centred technology (that is, focusing on how people are discriminated against outside of
technological contexts), than the Ada Lovelace Institute participants. Moreover, the Ada
Lovelace participants were more interested than participants from the Data Justice Lab in the
use of AlAs as an instrument in mitigating algorithmic bias. The second key finding was that
project management styles which focus on technological pursuits may not allow enough time
to focus on how to mitigate the impact of biases. The project utilised an ethics committee as
its primary instrument for mitigating algorithmic bias; however, members of the ethics
committee were concerned that moral issues were sidelined in favour of prevailing value-
based assumptions. These findings move beyond existing understandings of algorithmic bias
mitigation practices which focus on either individual constraints or macro-level analysis, to
address the importance of contextual organisational and structural constraints in public
sector algorithmic bias mitigation.

Additionally, the research | undertook for this paper suggested three socio-technical
algorithmic bias mitigation methods; Value Sensitive Design (VSD), algorithmic impact
assessments (AlAs), and thinking more critically about how algorithmic technologies are used
and developed; specifically, considering the wider context in which they are embedded. These
socio-technical algorithmic bias mitigation methods were taken forward in the design of
Chapter 6, where | investigated how practitioners perceived these might be incorporated
within a DWP context.

In Chapter 6, The influence of DWP organisational culture on the adoption of algorithmic bias
mitigation practices and implications for practice, | discussed the results of a study with the
DWP, in which | investigated barriers to and opportunities for public sector workers to
implement algorithmic bias mitigation techniques. In this paper, | focused on the following

Hadley Beresford



Chapter 7: Conclusion 141

research questions: RQ3a: What aspects of DWP organisational culture might influence the
adoption of mitigation approaches? and RQ3b: And, what does this mean for what might work
to mitigate algorithmic bias in practice? The data for this paper were collected through
conducting a series of seven educational workshops on algorithmic bias mitigation, and seven
follow up interviews with practitioners in the UK government department, The Department
of Work and Pensions (DWP). The workshops focused on how algorithmic bias might develop,
and explored bias mitigation tools such as algorithmic impact assessments and value sensitive
design. After these workshops participants were invited to take part in a follow up interview,
to allow them to reflect on the content of the workshops and its relevance to their working
practices.

This third paper identified three key findings, presented as two challenges and one
opportunity. The first challenge is that it is difficult for civil service practitioners to align
technologies to the social justice values which underline socio-technical bias mitigation
approaches when servicing a large diverse public. Participants explored this issue by talking
about the rights and perceived expectations of taxpayers, and how taxpayers often had
diverse and conflicting views. Furthermore, civil service practitioners’ room for action is
limited by the political structures they work within, and government policy approaches may
sometimes be in opposition to social justice values. The second challenge is that practitioners
perceived a lack of clarity within organisational guidance and anti-discrimination legislation
about when it was fair to treat different groups differently, which can lead to additional
uncertainty over how conflicting needs within the population should be addressed. The
opportunity identified in this paper is that participants perceived diversity in the workforce
as important to algorithmic bias mitigation efforts. However, due to influences at the
organisational level, some participants were uncertain as to how effective this might be.

In the following section, | turn to the general conclusions which can be drawn from these
research papers.

7.2. Qverarching contributions

In addition to the findings suggested by each of my three empirical papers, some general
conclusions have been drawn from analysing these papers together. To consider the
overarching contributions of the thesis, | return to its overarching aim: to investigate how the
DWP might mitigate the risks of algorithmic bias within their data science team. This aim
focuses on the practical implementation of algorithmic bias mitigation methods, and
specifically, on the DWP context. Therefore, in analysing my three research papers, it was
important to consider both the practical and contextual aspects of algorithmic bias mitigation.

Three overarching contributions and one methodological contribution emerged from this
analytical process. The first overarching contribution, Time management and project
deliverables focuses on how the type of fast paced working practices found in the
development of algorithmic technologies is not conducive to the type of slower paced
thinking needed to consider the issue of algorithmic bias. The second, The significance of the
civil service context, focuses on the challenges presented by the civil service context. The
third, The missing public addresses how while practitioners’ perceptions of the public were
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ever present during the interviews, the voice of the public themselves was missing. In addition
to these overarching contributions, | make a methodological contribution in the form of a
reflection on the use of workshops as a data collection method. | expand on these below.

Time management and project deliverables

In the findings of papers one and two, participants described fast paced agile working
practices. | suggest that these papers show that these types of working practices are not
conducive to the slower type of thinking required to consider the issue of algorithmic bias. In
the first paper, DWP data science practitioners worked in a team which took on work from
other DWP teams. These other teams would be the project’s clients. Participants described
how the turnaround time on projects was rapid and relied on agile-styled project
management working practices. Additionally, participants stressed the importance of
practitioners understanding their remit on the project to further expedite efficient working
practices. In the second paper, a participant on the Aurora Al ethics committee described how
he felt the ethics committee’s concerns regarding algorithmic bias had been sidelined due to
delivery pressures on the Aurora Al project. Furthermore, one of the project’s senior advisors
described how he expected the Aurora Al ethics committee to be in alignment with the aims
of the project and not impede the project’s development. The working practices and
organisational culture described in these papers suggest typical project management styles
found in technological development may not be conducive to the type of thinking required to
consider wider issues regarding injustice.

When studying the ways in which Al practitioners attribute ethical responsibility, Orr and
Davies (2019) found that due to limited time, data scientists were unable to use what they
perceived as the most thorough quantitative methods when developing an algorithmic
technology. Additionally, they found that the client-customer relationship they had in the
context of their work limited the approaches available to them, which echoes the findings
from my first paper. Furthermore, the findings presented in my research papers advance this
observation, finding not only that organisational culture limits the time available to use more
thorough quantitative methods, but also that the fast-paced culture and agile project
management style encouraged data scientists to prioritise delivering on the project’s
technical outcomes over considerations of algorithmic bias mitigation. This system of
prioritisation and its accompanying time pressure did not appear to provide practitioners with
the time for reflective contemplation regarding the technologies’ potential biases from a
socio-technical standpoint. In other words, it not only limits practitioners’” methodological
choice regarding how to develop algorithmic technologies, but also limits thinking which is
not geared towards delivering the product on time.

Whilst it could be argued that allowing practitioners more time to develop algorithmic
technologies, and de-prioritising the completion of a finished product, will not address issues
of algorithmic bias by itself, | suggest this would provide a starting point for practitioners to
discuss issues of algorithmic bias using a socio-technical lens. As discussed in Chapters 2 and
4, much of the critique surrounding technical de-biasing methods is rooted in the ‘framing
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trap’ (Selbst et al., 2018). To move beyond a data and algorithm-based framing of algorithmic
bias mitigation, practitioners will need to have the time to consider approaches and methods
which are outside of their typical approach. This suggests that organisational working
practices which emphasise the need to deliver unbiased algorithmic technologies, alongside
sufficient time to consider algorithmic bias from a socio-technical perspective, needs to be
embedded within the digital development cycle.

Agile project management working practices which aim to incorporate and prioritise
consideration of the potential harms of algorithmic technologies have been put forward.
Moss and Metcalf’s (2020) research on Silicon Valley ethics workers reported that some
companies have considered how agile working methods might be adjusted to create more
ethical working practices. One of these adjustments includes incorporating a component
called ‘consequence scanning’ into the process. However, while this provides a mechanism
for reflecting on the potential harms caused by a project during the development process, it
does not address the issue of time pressures. As found within my research, practitioners often
have mechanisms aimed at incorporating ethical insight (ethics applications, ethics
committees, etc.), however, the effectiveness of these methods is hampered by the pressure
to quickly deliver tangible results.

The significance of the civil service context

In the findings presented in papers one and three, participants described the challenges
present in mitigating algorithmic bias within a civil service context. | suggest that these papers
show that challenges are presented by the civil sector context regarding algorithmic bias
mitigation. Specifically, these challenges are caused by the influence of political processes
within this context. In the first of my research papers, DWP participants described how pre-
existing organisational knowledge production limited what approaches might be considered
to mitigate algorithmic bias. In particular, participants described how the team was expected
to incorporate the department’s previous research findings regarding the success of
conditionality into the Digital Plus Trial project. In my third research paper, DWP participants
described the difficulty for practitioners to align technologies to social justice values when
servicing a large heterogenous public, due to the political structures within which DWP is
embedded. Furthermore, these structures restricted how practitioners might engage with
social justice concepts, due to the political influence of the government and political lobbying
groups.

In paper one, my findings showed participants needed to ensure that welfare conditionality
persisted throughout the Digital Plus Trial. Rodger (2012) argues that welfare systems which
enforce conditionality allow the state to criminalise benefit claimants, by attempting to
compel claimants into behaving in a specific way to qualify for assistance which gives them
access to necessary material goods, such as food and housing (Rodger, 2012). Furthermore,
he argues that conditionality is ideologically aligned with systems that support discourses
framing those in receipt of benefits as being either the ‘deserving’ or ‘undeserving’ poor. As
Eubanks highlights in Automating Inequality, it is these discourses that serve to individualise
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the struggles of those in poverty and minimise their framing as a societal issue (Eubanks,
2018). Thus, the political environment in which the civil service develops algorithmic
technologies, and the power relations which exist therein, is of particular interest in assessing
the potential harms caused by these technologies.

The findings in paper three are particularly relevant to the challenges in addressing
algorithmic bias in the public sector and the civil service. In Chapter 3 it was argued that data
scientists must adopt social justice-based approaches in order to address algorithmic bias
(Green, 2021). However, practitioners may perceive themselves as having a duty to respect
the values of all citizens, not only those whose values align with those of social justice.
Research from the Living With Data project investigating public perception regarding the use
of data sharing in three public sector contexts, stresses the need to recognise there is not a
single ‘public’, but diverse publics (Ditchfield et al., 2022). This research demonstrated that
diverse publics perceived data uses differently — they had diverse concerns, expectations, and
envisioned different possibilities and risks regarding the use of their data.

These findings suggest that the civil service context has particular challenges in regard to
algorithmic bias mitigation. Firstly, algorithmic technologies deployed in this context are
strongly influenced by political processes, and build on policy decisions already put in place
by government officials. Second, due to data practitioners’ roles as civil servants in this
context, these practitioners may be required to balance the views of diverse publics in a way
private organisations do not. Since these findings result from the embedding of civil service
institutions in the wider political landscape, they are likely generalisable to other UK civil
service contexts.

The missing public

In the findings presented in all three papers, participants described their difficulties in
attempting to include the voice of the publicin algorithmic bias mitigation processes. In paper
one, participants described how they had engaged the public regarding the DTF and Digital
Plus Trial. However, this engagement was primarily to elicit claimants’ perceptions of the trial,
rather than participants’ feelings regarding concerns about the possibility of bias arising from
their data use in the trial. Furthermore, this paper presented the finding that although
participants on the DTF and Digital Plus Trial felt a strong sense of responsibility to the general
public, they were directly accountable to the government, and not the public. In paper two,
participants described how they had attempted to use co-design principles in the
development of the Aurora Al project. However, during these attempts, only a very narrow
range of citizens were engaged with about their thoughts and feelings on the project. These
citizens were, for the most part, from more privileged backgrounds, and it is unlikely they
would be able to comment on the experiences of people from other marginalised
backgrounds. Furthermore, the manner in which these data were collected more strongly
resembled user feedback. In paper three, participants explained how it was difficult to assess
public perception, and when faced with diverse views, it was difficult to know whose voice
should be prioritised.
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For socio-technical algorithmic bias mitigation methods such as AlAs to be effective, it is
important they include the voice of the public to assist in co-constructing the potential harms
and impacts posed by these technologies (Metcalf et al., 2021). Without this input, it is
difficult to know whether the potential harms documented in these assessments reflect the
publics’ concerns regarding these technologies. The Ada Lovelace Institute’s report from their
work piloting an AIA for an NHS context (2022), stresses the need for the public to participate
in these assessments. The report also highlights how participatory mechanisms for involving
the public will likely be different depending on the context within which the algorithmic
technology will be deployed. These findings suggest the need for further research in
incorporating the missing public into the discussion of algorithmic bias mitigation. However,
exploring the effectiveness of different participatory mechanisms for this purpose is beyond
the scope of my research.

Reflections workshops for data collection

In my third paper, | used educational workshops as a data collection method. This served two
purposes beyond data collection. First, it allowed me to introduce participants to the socio-
technical algorithmic bias mitigation methods which emerged from the findings of the second
paper in an environment characteristic of DWP working practices. Workshops also allowed
me to bring together participants from different backgrounds, based on the finding from my
second research paper that practitioners needed to create a shared understanding of
algorithmic bias. Secondly, using workshops as a research method gave me the opportunity
to strengthen the partner relationship between myself and the DWP by providing value in
return for their support early on, rather than waiting for the project’s research outputs. |
expand on these points below.

To discuss the benefits of using this method, it is important to return to the overarching aim
of my thesis; to investigate how the DWP might mitigate the risks of algorithmic bias within
their data science team. The aim of my thesis was not only to address research questions of
academic interest, but also to provide insight into algorithmic bias mitigation for use in a
public sector organisation. As discussed in Chapter 3, Blaikie (2005) describes this type of
research as “applied research” — research which typically focuses on change, evaluation, or
assessing social impacts. The type of applied research most relevant to my third research
paper was ‘change’. Blaikie (2005) describes research focusing on change as “[intervening] in
a social situation by manipulating some aspects of it, or to assist the participants in doing so,
preferably on the basis of established understanding or explanation.”

For my thesis to provide a ‘change’ outcome, it was necessary for my third paper to include
an intervention based on the findings of paper two. This intervention was split into two parts.
First, it introduced participants to the socio-technical algorithmic bias mitigation methods
which emerged from the findings of the second paper. Second, as the findings of the second
research paper suggested that mitigating algorithmic bias is challenged by practitioners
lacking a shared sense of understanding of algorithmic bias, the workshops aimed to bring
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together practitioners from different backgrounds, departments, and roles, to discuss
algorithmic bias together and gain that sense of shared understanding.

As discussed in Chapter 3, workshops, like focus groups, include interaction between
participants, and allow opinions to be revealed which might not otherwise have surfaced in a
traditional one to one interview (Morgan, 1998). This echoes my experience using workshops
as a research method. During my follow up interviews, participants mentioned one of the
things they had found insightful during the workshops was speaking to colleagues in other
segments of the organisation. They stated themselves these participants were often working
on things they that had not been aware of, and they found this aspect of the workshops
particularly valuable. Reflecting on my experience running these workshops, they provided
participants with a space to discuss these issues, and to form relationships throughout the
organisation. Whilst analysing the workshop transcripts from the breakout rooms, it was
interesting to see different participants take on different roles in the group. Some of the more
‘techy’ participants would take on the role explaining how algorithms worked, and answer
the less ‘techy’ participants questions about algorithms. Other participants would share their
experiences of working on diversity initiatives and how they felt this related to algorithmic
bias. During brainstorming activities, some participants would take on the role of the ‘ideas
person’, while others would be the ‘details person’. Throughout the workshops and the
workshop activities, it was interesting to see how people came together to focus on these
tasks. This gave insight not only into organisational practices at the DWP, but also how
practitioners from different backgrounds might think about these issues and communicate
about them with others.

Regarding the second purpose, the workshops allowed me to provide my partner organization
value with respect to their continued support during my PhD research. As these workshops
were designed to be educational, they provided the DWP with value from the research
partnership prior to the finished research outputs, and strengthen the relationship between
myself and DWP contacts. Mason and Siddique (2023), reflecting on the challenges they have
experienced during academic-community research collaborations, argue that social science
research is often extractive and rarely provides value for the partnership organisation.
Additionally, they proposed that academics often do not provide their partner organisation
with value or insights in a timely manner. Failure to provide value in these partnerships may
put stress on the academic-organisation relationship. This can be a prominent issue if
researchers, in the course of their research, make frequent requests on organisation time and
resources. In using workshops, | combined both my own and my DWP contacts’ goals
regarding the research. | was able to investigate DWP practitioners’ perceptions of
algorithmic bias mitigation methods, and they received workplace training on issues of
algorithmic bias.

By combining these aims, DWP practitioners were able to see value in the research | was doing
within the organisation. This was demonstrated by a participant approaching me after they
had attended some of the original six workshops, to ask me about conducting another
workshop in a different segment of the organisation, which suggests the DWP found these
workshops valuable in their approach to algorithmic bias mitigation. Following my PhD
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research, | am in discussion with the DWP about conducting further research and knowledge
exchange events based on the workshop content | used in my third paper. This may also
suggest that by providing value to organisations throughout the course of research, following
through with one’s promises, and building a steady relationship built on trust, participants
may be able to assist researchers in accessing other areas of the organisation in question.

However, in hindsight, the workshop format also presented its own challenges. | designed the
first six workshops as a series covering different topics related to algorithmic bias mitigation,
as | wanted to thoroughly cover each topic. This plan was not well suited to the DWP
organisational context - the original series of six workshops proved too long for participants
to be able to continually attend alongside their other work commitments. Although the first
workshop of the original six was attended by eighteen participants, this reduced to two in the
final two workshops. As the workshops were designed to lead on from one another, this
presented particular barriers during the research process. Participants who joined the series
halfway through were given the slides from previous lectures, and links to the video recording
of the session on the DWP’s system. In retrospect, it would have been beneficial to reduce
the number of workshops to ensure they fitted easily into my participants’ schedules. My
experience echoes Mason and Siddique’s (2023) comments regarding how time intensive it
can be for organisations to work with academics and suggesting the need for researchers to
adjust their approach to stay respectful of the organisations who are collaborating with them.

7.3. Recommendations for practice
From my papers, | identify three recommendations for practice:

(1) Practitioners from different disciplines and roles need to create a shared
understanding of algorithmic bias, and

(2) UK civil servants seeking to further social justice aims must scope out potential routes
that are possible within the constraints of the civil service, and

(3) Practitioners should seek to adopt socio-technical algorithmic bias mitigation
methods, such as AlAs, VSD, and critical thinking about data and their wider
environment.

| expand on these below:

The first of my recommendations is that effort is required to create a shared understanding
of algorithmic bias across stakeholders with often disparate skillsets, expertise, knowledge-
bases, values, and beliefs. Across the three chapters, participants operationalised different
definitions of bias and discrimination, with more technical participants focusing on
accessibility or legal frameworks. In the second of my research papers, these differences in
understanding, combined with systemic issues such as funding and organisational structures,
meant the Aurora Al ethics committee felt ethical concerns were sidelined. Thus, attempts to
mitigate bias can be hampered by a lack of a shared understanding of core concepts and of
the potential impacts of these technologies. This may be achieved by ensuring projects
include a range of interdisciplinary perspectives, and those working on a project are
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encouraged to discuss any differences which may exist between what can seem like a shared
vocabulary.

The second of my recommendations is that civil servants wishing to further social justice aims
in mitigating the risks of algorithmic bias may need to scope out the possibilities for potential
action within their own organisational contexts. This results from two unique challenges
presented by the UK civil service sector. One, the political structures within which civil service
departments are embedded restrict how practitioners might engage with social justice
concepts, due to the political influence of the government and lobbying groups. Two, the
stipulation that civil servants are publicly apolitical may limit the routes available for
practitioners to protest against unjust technological outcomes in this context. Thus, when
attempting to further social justice aims, civil servants will need to identify what routes are
available to them to effectively protest against political influences which may lead to
algorithmic bias. Specifically, this could mean addressing the following questions; what does
centring marginalised groups look like in a civil service context? How might this be at odds
with the structures it is embedded within and relied upon? What other limitations might
practitioners face in this space?

The third of my recommendations is the use of socio-technical algorithmic bias mitigation
methods such as VSD, AlAs, and critical thinking around datasets. During my first and third
research papers, participants found established processes for ethical decision making crucial
in the context of their work. Additionally, during the third of my research papers, participants
found the AIA workshop to be the most useful and relevant to their everyday working
practices. Whilst participants did not find the VSD and critical thinking exercises as useful from
a working practices perspective, they still found these sessions interesting. | recommend
public sector organisations intending to mitigate the impact of algorithmic bias should seek
to incorporate socio-technical algorithmic bias methods in a way which matches the working
context. Furthermore, methods which resemble current working practices may be more easily
adopted.

7.4. Theoretical contribution: A meso-level intervention

With the overarching contributions of my thesis in mind, | now turn to how these, and the
empirical contributions of each paper, form the basis of the theoretical contribution of my
thesis — furthering the study of algorithmic bias from a meso-level of analysis in the UK civil
service sector. Additionally, | suggest the importance of furthering the study of this level of
analysis in other sectors, due to the likelihood of meso-level social dynamics which are
context specific.

To date, much of the research on algorithmic bias has focused on developing an
understanding of the micro-level (actions of individuals) and macro-level (political and
societal influences) factors involved in the development of algorithmic bias. Eubanks (2018)
investigates numerous algorithmic projects, including algorithms designed to assess the risk
of a child being abused, housing support algorithms, and more general welfare provision
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algorithms. She describes the connection between the actions of individuals, both those
who use these algorithmic technologies and those subject to their decisions, and political
ideologies such as neoliberalism. Furthermore, she argues that neoliberal values become
embedded in algorithmic technologies due to the decisions made during the development
of algorithmic technologies, which are influenced by political agenda setting. However,
whilst she describes many factors of this phenomenon at both a micro and macro-level, less
attention is paid to the organisational and project level dynamics which mediate the
influence of macro-level factors. Or, to put it another way, less attention is paid to how
organisations may interpret and implement these policies, and what other factors
organisation’s may be influenced by during this process.

Similarly, O’Neil (2017) investigates several algorithmic projects from the perspective of a
data scientist. From this perspective, she provides a theory if how the individual worldviews
of a data scientist can become embedded within algorithmic technologies. Furthermore, she
describes how these micro-level influences are tied to wider injustices and societal
prejudices, such as how people are oppressed on the basis of race, class, gender, etc. In a
similar vein, Orr and Davies (2020), Veale et al. (2018), and Holstein (2017) have interviewed
practitioners to understand how they are situated within the development of algorithmic
bias, and their responsibilities and engagements within their working context. However,
their analysis is primarily focused on how individual actors are constrained within a
collective system (Holstein, McLaren and Aleven, 2017; Veale, Van Kleek and Binns, 2018;
Orr and Davis, 2020).

My research attempts to extend the meso-level of study of algorithmic bias by suggesting
the importance of the organisational context, in addition to suggesting factors and dynamics
which might be saliant to the UK civil sector. Furthermore, | identify organisational working
practices as important factors for consideration, such as project management styles,
organisational guidance, and organisational perceptions of responsibility and accountability
within a complex environment. | expand on this below.

My research highlights the importance of the organisational context when analysing
algorithmic bias development and mitigation efforts. As discussed in my overarching
contributions, the findings in my research papers suggest that the UK civil service context
has unique challenges in regard to algorithmic bias mitigation. Firstly, algorithmic
technologies deployed in this context are strongly influenced by political processes and
build on policy decisions already put in place by government officials. Second, due to data
practitioners’ roles as civil servants, these practitioners may be required to balance the
views of diverse publics in a way private organisations do not. This is due to the requirement
that civil servants must demonstrate political impartiality and must not allow their political
position to determine any advice they may give or their actions (Civil Servants, Ministers and
Parliament, n.d.). This suggests the importance of considering organisation and sector
specific guidance as valuable factors of study in the development of algorithmic bias
mitigation theory. Extrapolating from this, one may assume, each sector will have its own
challenges. | therefore argue that it is important to develop a strong meso-level
understanding of different sectors approaches, challenges, and working practices in relation
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to algorithmic bias. This is important in order to uncover sector specific factors which may
help or hinder algorithmic bias mitigation efforts.

Furthermore, as suggested by the findings in my third research paper, it is important to
recognise that organisational culture may influence practitioners’ perception and
interpretation of laws related to algorithmic bias mitigation, and this may shape
practitioner’s working practices. Within the context of my third research paper,
practitioners perceived that regulatory frameworks require treatment to be equal, and so
their work requires, at least in part, to pay careful attention to statistical and procedural
conceptualisations of fairness. This builds on previous theory regarding algorithmic bias
mitigation, where critiques of statistical and procedural fairness have rightfully come to the
fore (Green and Hu, 2018; Hoffmann, 2019), and suggests organisational factors which
influence practitioners’ perceptions of regulatory frameworks may provide obstacles to
moving beyond these types of approach. Furthermore, while organisations are required to
uphold the law, there is little research in the field of critical algorithm studies into whether
the interpretation and implementation of the law differs between organisations and sector
specific contexts. This highlights the importance of meso-level analysis, as differences in
organisation or sector interpretation of the law or other types of algorithmic bias mitigation
guidance may help or hinder algorithmic bias mitigation processes.

Alongside these factors, | also argue that organisational working practices such as project
management styles, organisational guidance, and organisational perceptions of responsibility
and accountability within a complex environment are important. As discussed by Moss and
Metcalf (2020), Silicon Valley ‘ethics workers’ are often constrained by the organisational
values, organisational structure, and working practices they are embedded within. This is
supported by Orr and Davies (2019), who found that due to limited time, data scientists were
unable to use what they perceived as the most thorough quantitative methods when
developing an algorithmic technology. The findings presented in my research papers advance
this observation, finding not only that organisational culture limits the time available to use
more thorough quantitative methods, but also that the fast-paced culture and agile project
management style encouraged data scientists to prioritise delivering on the project’s
technical outcomes over considerations of algorithmic bias mitigation. This system of
prioritisation and its accompanying time pressure did not appear to provide practitioners with
the time for reflective contemplation regarding the technologies’ potential biases from a
socio-technical standpoint. | suggest these findings support my argument for the importance
of meso-level analysis in the development of algorithmic bias and algorithmic bias mitigation
theory.

/.5. Limitations
Each of the chapters forming this thesis has its own limitations. In Chapter 4, the fieldwork
was greatly impacted by the outbreak of Covid-19, and therefore its methodology had to be
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altered from its original plan. The original methodology planned for the fiel[dwork to occur in
two stages. In the first stage, | would conduct scoping interviews with key members of the
DTF project, and in the second stage, | would conduct code-based elicitation interviews with
data scientists. These interviews would have involved data scientist participants showing me
code they had developed on the DTF and Digital Plus Trial as an elicitation device to
understand their working practices. To compensate for the interruption of Covid-19, changes
were made to the methodology to expand the number of first stage interview participants, to
interview some participants twice. However, the small team size on the Digital Trialling
Framework project, this limited the available sample. Because of the small sample size in this
case study, its findings may lack transferability to other contexts. In addition, as some of the
interviews were conducted during the pandemic — and after the DTF project had been
cancelled — participants may not have remembered as much as they would have without the
interruption.

The Digital Plus Trial was being designed to investigate whether work coaches could save time
by engaging with the more ‘digitally competent’ claimants with ‘less complex needs’ online,
instead of seeing them in a face-to-face setting. Prior to the outbreak of Covid-19, the DWP
primarily engaged with claimants face-to-face, during which time the proposed Digital Plus
Trial was considered controversial in the department. This was because The Treasury was
concerned that by moving the service online, claimants would not be subject to the same
level of conditionality as in a face-to-face setting. However, due to the outbreak of Covid-19,
DWP were required to move all claimants’” work coach meetings online. Consequently,
participants interviewed after the outbreak of Covid-19 may have been less critical of the
Digital Plus Trial than they were previously, following the department’s recent shift towards
digital engagement.

In Chapter 5, six of the participants had worked on the Aurora Al project and seven were Al
Ethics experts. In total, 13 participants were interviewed during this study, which can be
considered a small sample size. Furthermore, of the Aurora Al participants, all had different
roles on the project. While a qualitative study does not aim to be generalisable, it would have
been beneficial to have interviewed more people on the Aurora Al project — particularly, with
the sample having multiple people with similar roles on the project, to improve the
robustness of the findings. Another important limitation on this project resulted from the fact
that | only speak in English, and therefore interviews had to be conducted in English. On the
Aurora Al side of my sample, some participants were less comfortable than others speaking
in English, which will likely have led me to missing some of the linguistic and cultural nuance
in these exchanges.

Finally, as applied research using qualitative methods, it is important to note that the findings
of my papers may not be generalisable to other contexts. Whilst there will likely be some
generalisability to other UK civil service contexts, due to the similarity of the organisations
and the way they are embedded within UK political structures, further research is required to
better understand the differences which might exist between civil service organisations in the
UK. In addition, comparative research with other countries’ civil service organisations would
be beneficial.
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7.6. Further research
My findings suggest an avenue for further research into the relationship between human and
algorithmic decision making.

Direct comparisons between human and algorithmic decision-making processes have been
scarce. In paper three, participants described their uncertainty over whether humans
defaulted to algorithmically generated decisions in their decision-making processes, as
suggested by previous research (e.g., Eubanks). Instead, participants suggested decision
makers may default to recommendations provided to them by either algorithmic technologies
or human decision makers. Participants made this observation using their experiences with
human recommendations provided to the department from a third sector organisation when
conducting health assessments. These recommendations went on to inform whether a
claimant would receive health related benefits. Participants noted that in these cases, they
would often defer to the third sector organisation’s recommendation. Participants also
described how they were aware of cases in the department in which humans did not follow
machine generated recommendations. This suggests a need to further research the complex
interplay of human and algorithmically derived decisions and their consequences, in specific
contexts.

Additionally, my findings suggest the need for further research regarding the implementation
of socio-technical methods such as VSD and AlAs. While practitioner perceptions in my
research suggest these may be promising for the civil service context, there is still little
research which has implemented these mechanisms in practice. Furthermore, my thesis
suggests the need for research which focuses on how practitioners might incorporate the
public’s voice into the process of using either VSD or AIA methods. The Ada Lovelace Institute
has started this work with the NHS Imagining library (Ada Lovelace Institute, 2022), and the
participatory design process they have developed as part of it. However, more research is
needed to understand how these mechanisms differ in different organisational contexts and
fit into established working practices.

7.7. Concluding remarks

Mitigating the effects of algorithmic bias completely will be very difficult to achieve. Although
my research investigated how the DWP might seek to mitigate algorithmic bias, | am aware
that my findings appear to have unearthed more challenges than solutions to this problem.
This is partly due to my own orientation to the problem; | am researching this because | care
about social justice and discrimination, and | am critical of technology uses which result in
discrimination. However, it is important to note the positives which came out of this research
process, in particular the involvement and engagement of the DWP in supporting this PhD.

As mentioned above, during the research for paper three, | was contacted by a data scientist
about giving an extra workshop because of the interest in this topicin the cyber security team.
After sending out invitations, word spread to other segments of the organisation, and | had
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more emails about whether people could drop in. My participants were incredibly engaged
during the event, and during the follow up interviews many expressed a wish to know more
about algorithmic bias and algorithmic bias mitigation methods.

Additionally, the research partnership upon which this PhD has been built has been extremely
positive. Since finishing my research, my contacts at the DWP have expressed interest in the
content of my workshops being suitably packaged for the DWP intranet, so others in the
organisation can access the same resources. It has also been suggested that | return to provide
workshops for different teams. Furthermore, my research on algorithmic bias mitigation and
AlAs was included in a recent DWP submission to the Cabinet Office on how the department
is ensuring that it uses Al responsibly. While mitigating algorithmic bias is incredibly complex,
challenging, and requires co-ordination between many different actors, my experience during
my PhD suggests there is substantial interest in meeting these challenges.
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Slide 4

Slide 5

Slide 6
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What is an algorithm? What is algorithmic bias?

e An algorithm is a “description of the method by which a task is to
be accomplished” (Goffey, 2006)

e “[A]l senior software engineer with a prestigious undergraduate
degree in computer science told me that her training on algorithms
in theory was irrelevant to her work on algorithms in practice,
because algorithms in practice were harder to precisely locate [..]
The ‘algorithm’ here was a collective product, and consequently
every- one felt like an outsider to it” @eaver, 2017)

e “[plublic discussions of algorithmic bias currently conflate many
different types, sources, and impacts of biases, with the net result
that the term has little coherent content” (Danks and London, 2017,

p2)

My working definition

e ‘“unfair outcomes caused by the automation of statistical techniques which aim to
predict outcomes based on historical data and probabilistic understandings”
(Beresford, 2020)
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Slide 7

Slide 8

Slide 9

Where does algorithmic bias come from?

Algorithm/model

frame: e.g. binary v non-
binary classification, bias

towards popularity (i.e.
recommendation/search
algorithms)

Data frame: e.g. biased
data, historical data, poor use

of proxy data
Socio-technical frame:
e.g. reproducing historical social
inequalities, biases of data
scientists, biases of those acting on
results

(J. Bates, 2018, adapted from Selbst, Boyd, Friedler,
Venkatasubramanian, & Janet, 2018)

Algorithmic Bias PhD

Paper 1
(Dwp)

Paper 3

RQ1L: What aspects of frameworks for mitigating algorithmic bias are | Report on Bias
most relevant to DWP?

RQ2: Within these aspect
using a technical lens on bias?

ks, what are the limi

RQ1: How might approaches to algorithmic bias miti
be incorporated into DWP practice?

A set of practical guidelines for
fairer algorithmic systems from a
sociotechnical viewpoint

Project 1: findings

Social and technological solutions are context sensitive
Each environment each project is created in is different
Data governance frameworks are incredibly useful for staff
Stakeholder engagement is important

Outside organisations can provide external insight, and be
used to increase understanding of stakeholders needs

4

Department
for Work &
Pensions
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Slide 10

Slide 11

Slide 12

Project 2: findings

e No ‘one size fits all’ solution

e There’s often disagreement about terminology around ethics and
algorithms, as well as disagreements about the risks involved

e Funding and support should last the entire lifecycle (esp post project)

e Things can, and will, go wrong and cause harm - how this is handled post-
project is key

e Mixed methods, ethnography and other qualitative research methods aid in
guiding the choice of parameters

e With new technologies comes new needs in impact assessments,
transparency, auditing

AURDRAM

Paper 3: what are we doing

e So we've analysed some challenges, found some
solutions, now testing these solutions

e Assessment of a range of mitigation techniques

e Active qualitative research techniques

e Evaluation of fit with DWP context

Paper 3: what are we doing

1 Introductory session. 1 hour 17/03/2022,
1pm-2pm
Impact assessments for data-driven technologies. 24/03/2022

Algorithm prototyping session. 31/03/2022
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Slide 13

Wrapping up

Questions?

Workshop two (WS2)

Slide 1

WS2: Values and stakeholders

Slide 2

\ Values embedded within technology

e Value Sensitive Design (Friedman and Kahn,
2017)

“The ‘values’ in VSD refer to ‘what a per:
group of people consider important in life’ -

things like freedom, community, or clean air. In
order to investigate the impact on people’s
values, VSD integrates three types of
investigations - conceptual, empirical and
technical - in an iterative process”(Watkins et al,
2013, p297)

e COVID-19 Exam software
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Slide 3

What does this have to do with algorithmic
\ bias?

® “Our own values and desires influence our choices, from
the data we choose to collect to the questions we ask.
Models are opinions embedded in mathematics” (O'Neil,

2016, p89)

Values can also become embedded in the life cycle
process, e.g. accountability, transparency, fairness

Different opinions on how these values can be
materialised

Slide 4

\ Examples in empirical research

e Watkins et al 2013, transport study where they surveyed
indirect stakeholders to better understand the service
ecosystem
Their research found that decisions about applications designed
for bus drivers had impacts beyond the drivers themselves
Czeskis, et al, 2010, researched child monitoring technology
They're research discovered tensions between teenagers’
freedom and safety
They're research also uncovered how this related to trust
between parents and children

Slide 5

\ Today’s tasks

o Direct and Indirect Stakeholder Analysis (10mins, and then groups
report back)
Value source analysis (15mins, and then groups report back)

Full instruction is on the Jamboard
If you have any issues during a breakout room, send me an email as
it's more reliable than the chat
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Workshop three (WS3)

Slide 1

WS3: Impact
Assessments

Ruth Beresford, University of Sheffield

Slide 2

Impact assessments

Data Protection Impact Assessments (DPIAs) from the GDPR
Like DPIAs, detailing the risks and how these might be mitigated

“AlAs (Algorithmic Impact Assessments) are an emerging mechanism, proposed as a
method for building algorithmic accountability, as they have the potential to help
build public trust, mitigate potential harm and maximise potential benefit of Al
systems” (Ada Lovelace Institute, 2022)

“AlAs will not solve all of the problems that automated decision systems might
raise, but they do provide an important mechanism to inform the public and to engage
policymakers and researchers in productive conversation.” (Al Now Institute, 2018)

Slide 3

Results from Ada Lovelace and NHS’ National
Medical Imaging Platform (NMIP) pilot

Greater accountability / Transparency

Reflection / Reflexivity

Standardisation

Independent scrutiny / Multi-stakeholder engage

Documentation

Participation / meaningful opportunity to respond or dispute a system

(Adapted from Ada Lovelace 2022)
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Slide 4

Workshop four (WS4)
Slide 1

Slide 2

173

Today’s activity

Go to and look through the
standardised Canadian AlAs

Read the fictional scenario on the jamboard

Fill in the AIA together to the best of your ability considering the
information you have to hand (20mins)

Reflect on the type of information it asked you did not have answers to (10-
20mins)

The people
behind
The datasets

Brief recap

In workshop 1, we looked at direct and indirect stakeholders and how
tensions might arise amongst stakeholders differing values and those of
the project

We also considered unforeseen consequences of a project, such as
how projects might impact stakeholders mental health or work they
perform

In workshop 2, we looked at how algorithmic impact assessments are
used to reflect on the risks and mitigation techniques associated with
each project

We also considered who might be involved in
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Slide 3

174

The need for data empathy

Slide 4

Data empathy is an ability to understand data, coming from in-
depth subject and operational knowledge relevant to the type of
data collected

“[There can be] a distance between these analysts and the data,
specifically their lack of knowledge and direct experience of how,
why, and where health data were collected. [...] This ‘lack of data
empathy’ can limit their ability to recognize bias and optimize the
analyses because they are too far ‘from the source.”(Ferryman,
Kadija, Pitcan, Mikaela, 2018)

The benefits of using different types of data to
minimise bias

Slide 5

“Most design challenges benefit from a combination of both big
and small data. Use this to your advantage—talk to the people
behind the numbers. A human story alongside your data creates
empathy.” (IDEO, Al Ethics Cards, 2019)

Qualitative studies into algorithmic bias suggest the importance
of being able to tie together a range of data sources, and use
descriptive methods alongside quantitative data (Ferryman,
Kadija, Pitcan, Mikaela, 2018)

Sepsis Watch Tool

Duke University developed a tool using neural networks to predict whether
emergency department patients might develop sepsis (Sendak, M. et al,
2020)

The team conducted in-depth interviews with nurses to ensure the data
used and the parameters for the model would be beneficial to clinicians
Bias was considered from the outset, and clinicians were engaged in
conversations as to how the tool might work in practice

The tool was integrated in a way which kept the clinicians in charge

The reports which were provided mirrored those of other clinical reports
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Slide 6

Today’s task

The Jamboard with instructions will be linked in the chat

In the first section, you will be given a dataset to look through, accompanied by some
questions about the dataset

In the second section, you'll be using the same dataset to create some very brief short
stories about a couple of the rows of data

Slide 7

References

Ferryman, K. and Pitcan, M. (2018) ‘Faimess in Precision Medicine’, Data & Society, February(February), p.58.
Available at:

IDEO (no date) ‘Al Ethics Cards'. Available at: https://page.ideo.com/download-ai-ethics-cards (Accessed: 27
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Sendak, M. et al. (2020) “The human body is a black box": Supporting clinical decision-making with deep
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Workshop five (WS5)
Slide 1

Workshop 5: Algorithm
prototyping session

Ruth Beresford, PhD Researcher
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Slide 3
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Recap: where does algorithmic bias come
from?

Algorithm/model

frame: e.g. binary v non-
binary classification, bias

towards popularity (i.e.
recommendation/search
algorithms)

Data frame: e.g. biased
data, historical data, poor use

of proxy data
Socio-technical frame:
e.g. reproducing historical social
inequalities, biases of data
scientists, biases of those acting on
results

(J. Bates, 2018, adapted from Selbst, Boyd, Friedler,
Venkatasubramanian, & Janet, 2018)

A brief recap: WS2, Values and Stakeholders

Slide 4

Technology is not neutral, and design decisions leverage and promote
certain values (e.g. safety, efficiency, agency, self-fulfilment)
Technology has both direct and indirect stakeholders

To discover more about stakeholder’s needs

Small design decisions can have widespread impacts

The values and desires of different stakeholders are often in tension,
leaving the designers with decisions to make about which will be
prioritised

A brief recap: WS3, Algorithmic Impact
Assessments

Algorithmic Impact Assessments (AlAs) are a way of formally
documenting the risks on an algorithmic project, as well as planning
how to mitigate the risks

AlAs can help promote greater transparency and accountability

AlAs are not a solution, but they promote many of the activities which
are useful in mitigating bias such as documentation, reflective and
reflexive thinking, and stakeholder engagement

Hadley Beresford



Chapter 7: Conclusion

Slide 5

Slide 6

Slide 7

A brief recap: WS4: The People Behind The
Datasets

e Data empathy is an ability to understand data, coming from in-

depth subject and operational knowledge relevant to the type of
data collected as well as understanding the impact this data may
have on the lives who the data is about

A lack of data empathy may lead data scientists to miss biases
within a dataset, or optimize them in ways that are harmful to the
people who are subject to their outputs

Data empathy can be developed by engaging stakeholders and
taking their knowledge and lived experience on board throu,

the product development life-cycle

Today’s task

“Rapid prototype” an algorithmic technology (the best we can within
the time frame!) with everything we've been talking about in the past
couple of weeks

Open the jamboard (the link will be put in the chat)

The jamboard has instructions for the exercise, which includes a step-
by-step design process including the topics we discussed in earlier
workshops

Once you've finished creating your algorithm, you'll briefly present a
business case for the project including how it will meet ethical
standards

R E

Selbst, A. D. et al. (2018) ‘Faimess and Abstraction in Sociotechnical Systems’, in 2019 ACM Conference on
Fairness, Accountability, and Transparency (FAT). Available at: https:/fpapers.ssm.com/abstract=3265913
(Accessed: 11 November 2020).

Sendak, M. et al. (2020) “The human body is a black box": Supporting clinical decision-making with deep

learning’, FAT* 2020 - Proceedings of the 2020 Conference on Faimess, Accountability, and Transparency, pp
99-109. doi: 10.1145/3351095.3372827
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Workshop six (WS6)
Slide 1

Workshop 6: Algorithmic Bias
Mitigation Framework
prototyping session

PhD researcher, Ruth Beresford

Slide 2

A very brief recap

o Technology is not neutral, and design decisions leverage and promote
certain values (e.g. safety, efficiency, agency, self-fulfilment)
AlAs can promote greater reflexive thinking, transparency, and
accountability, and stakeholder engagement, however are not a
solution
Data empathy is an ability to understand data, coming from in-depth
subject and operational knowledge relevant to the type of data
collected as well as understanding the impact this data may have on the
lives who the data is about

Slide 3

Frameworks

“A framework is a generic term commonly referring to an essential
supporting structure which other things are built on top of” (Wikipedia,
2022)

“A framework is a particular set of rules, ideas, or beliefs which you use
in order to deal with problems or to decide what to do” (Collins
Dictionary, 2022)

There are different types of frameworks; high level, legal, governance,
technical, theoretical

Hadley Beresford



Chapter 7: Conclusion

Slide 4

Today’s task

e Stage 1 of this task will involve each of you individually picking one of the frameworks
provided on the jamboard, and taking 15-20 minutes to read/skim through the
framework
On the jamboards following this, the questions will help you discuss and destruct the
frameworks you each read as a group
In Stage 2, the questions will be focused around what a DWP specific framework might
look like - this can be as specific or high level as you feel appropriate

Slide 5

Frameworks discussed

PwC's Responsible Al: https://www.pwc.com/gx/en/issues/data-and-analytics/artificial -
intelligence/what-is-responsible-ai.html

ing and addressing algorithmic bias in practice:
interactions.acm.org/archive/view/november-december-2018/assessing-and-addressing-
algorithmic-bi practice

The Government's Landscape Summary on Bias in Algorithmic Decision Making:
https://assets.publishing.service. uk/government/uploads/system/uploads/attachment_data/file/81
9055/Landscape_Summary_-_Bias_in_Algorithmic_Decision-Making.pdf

The UK Government's Ethics, Transparency and Accountability Framework for Automated Decision
Making: https://www.gov.uk/government/publications/ethics-transparency-and-accountability-
framework-for-automated-decision-making/ethics-transparency-and-accountability-framework-for-
automated-decision-making

OECD principle's of Al: https://oecd.ai/en/ai-principles

Workshop seven (WS7)
Slide 1

Housekeeping

e Consent forms
e Safeguarding contact,

Wellbeing contact: Pam Assist service ol any time of
day or night).
e Confidentiality
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Slide 2

Algorithmic bias:
patterns, consequences
and alternatives

Ruth Beresford, PhD
researcher

Slide 3

A bit about me

Studying algorithmic bias in public services

PhD researcher at the University of Sheffield
Supervisors Professor Helen Kennedy and Dr. Jo Bates
Data Analytics and Society Centre for Doctoral Training
MSc Data Analytics & Society

Slide 4

Examples of Algorithmic Bias in the public sector

Criminal justice system A-level algorithm

w ETONIANS
WERE HARMED

1N THE MAKING
& ALGORITHM S

5
| Re—m
/VERNUNFPRE"(ER BRISHA BORDEN

LOW RISK HIGH RISK

Hadley Beresford



Chapter 7: Conclusion

Slide 5

Slide 6

Slide 7

What is an algorithm? What is algorithmic bias?

e An algorithm is a “description of the method by which a task is to
be accomplished” (Goffey, 2006)

e “[A]l senior software engineer with a prestigious undergraduate
degree in computer science told me that her training on algorithms
in theory was irrelevant to her work on algorithms in practice,
because algorithms in practice were harder to precisely locate [..]
The ‘algorithm’ here was a collective product, and consequently
every- one felt like an outsider to it” (geaver. 2017)

e “[plublic discussions of algorithmic bias currently conflate many
different types, sources, and impacts of biases, with the net result
tha)!t the term has little coherent content” (Danks and London, 2017,
p2

My working definition

“unfair outcomes caused by the automation (?) of statistical techniques which aim
to predict outcomes based on historical data and probabilistic understandings”
(Beresford, 2020)

Where does algorithmic bias come from?

Algorithm/model

frame: e.g. binary v non-
binary classification, bias

towards popularity (i.e.
recommendation/search
algorithms)

Data frame: eg. biased
data, historical data, poor use

of proxy data
Socio-technical frame:
e.g. reproducing historical social
inequalities, biases of data
scientists, biases of those acting on
results

(J. Bates, 2018, adapted from Selbst, Boyd, Friedler,
Venkatasubramanian, & Janet, 2018)
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Slide 8

Slide 9

Slide 10

Algorithmic Bias PhD

Paper 3

RQ1: What aspects of frameworks for mitigating algorithmic bias are | Report on Bias
most relevant to DWP?

RQ2: Within these aspects/frameworks, what are the limitations to
using a technical lens on bias?

RQ1: How might successful approaches to algorithmic bias mitigation | A set of practical guidelines for
be incorporated into DWP practice? fairer algorithmic systems from a
sociotechnical viewpoint

Project 1: findings

e Data science project at DWP
e Solutions are context sensitive
e Data governance frameworks are incredibly useful for staff
e Stakeholder engagement is important
e Outside organisations can provide external insight, and be
used to increase understanding of stakeholders needs
Department
for Work &
Pensions

Project 2: findings

No ‘one size fits all’ solution

There's often disagreement about, as well as disagreements about the risks
involved

Funding and support should last the entire lifecycle (esp post project)
Things can, and will, go wrong and cause harm - how this is handled post-
project is key

Mixed methods, ethnography and other qualitative research methods aid in
guiding the choice of parameters

Value sensitive design, algorithmic impact assessments, data empathy

AURDRAM
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Slide 11

Paper 3: what are we doing

e So we've analysed some challenges, found some
solutions, now testing these solutions
Assessment of a range of mitigation techniques
Active qualitative research techniques
Evaluation of fit with DWP context

Follow up interviews

Slide 12

Paper 3: what are we doing

1 Introductory session. 1 hour 17/03/2022,
1pm-2pm
Impact assessments for data-driven technologies. 24/03/2022

Algorithm prototyping session. 31/03/2022

Slide 13

A brief recap: WS2, Values and Stakeholders

e Technology is not neutral, and design decisions leverage and promote
certain values (e.g. safety, efficiency, agency, self-fulfilment)

e Technology has both direct and indirect stakeholders
e Small design decisions can have widespread impacts

e The values and desires of different stakeholders are often in tension, leaving
the designers with decisions to make about which will be prioritised
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Slide 14

Slide 15

Slide 16

A brief recap: WS3, Algorithmic Impact Assessments

Algorithmic Impact Assessments (AlAs) are a way of formally documenting
the risks on an algorithmic project, as well as planning how to mitigate the
risks

AlAs can help promote greater Greater accountability / Transparency,
Reflection / Reflexivity, Standardisation, Independent scrutiny / Multi-
stakeholder engagement, Participation / meaningful opportunity to respond
or dispute a system (Adapted from Ada Lovelace 2022)

AlAs are not a solution, but they promote many of the activities which are
useful in mitigating bias such as documentation, reflective and reflexive
thinking, and stakeholder engagement

A brief recap: WS4: The People Behind The Datasets

Data empathy is an ability to understand data, coming from in-depth
subject and operational knowledge relevant to the type of data
collected as well as understanding the impact this data may have on the
lives who the data is about

A lack of data empathy may lead data scientists to miss biases within a
dataset, or optimize them in ways that are harmful to the people who
are subject to their outputs

Data empathy can be developed by engaging stakeholders and taking
their knowledge and lived experience on board throughout the product
development life-cycle

Today’s task

“Rapid prototype” an algorithmic technology (the best we can within the
time frame!) with everything we’ve been talking about in the past couple of
weeks

Open the jamboard (the link will be put in the chat)

The jamboard has instructions for the exercise, which includes a step-by-
step design process including the topics we discussed in earlier workshops

Once you've finished creating your algorithm, you'll briefly present a
business case for the project including how it will meet ethical standards
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Appendix: B — Paper three, educational workshop activity jamboards

Workshop two (WS2)

Instructions: Part 1

Today's tasks will be focusing on stakeholders and their values. First, we'll look at mapping the stakeholders. Second, we'll
look at considering what their values might be. To help us think about this issue more, we're using a pre-written scenario
which can be found on the next page. Please take some time to read it, and then consider the next exercises.

On the next two pages there are two exercises, which map onto the questions;

a) Who might be the direct stakeholders in this situation? Who might be the indirect stakeholders?
b) How might you go about investigating the indirect stakeholders?

You have 10mins for these two tasks, then we'll come back to the main group. Each group should nominate someone to
report back the groups reflections.

WS2 Scenario: Jobs Quiz

The department of work and welfare in Avalon have been having recent difficulties due to shifts in the
economy, which have meant a lot of job-seekers have been required to look into other work or take up
retraining courses. Due to the high number of job-seekers the department is currently working with,
the department have been trialling a new piece of algorithmic technology which predicts which jobs
are the most suitable for them to enter or retrain into.

The software involves a skills and interests quiz, and also some optional data such as age, gender,
and postcode. The optional data allows the algorithm to tailor its results to those which may be more
suitable for the job-seeker considering where they live and at what point of their life they're currently
in. The software relies on a combination of data from the department and third party sources, namely
Experian’s business services.

During the pilot, there have been some concerns that the algorithm is working better for some job-
seekers than others, and those running the pilot have been keen to get more feedback before rolling
out this nationwide.
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Stakeholder statements from the pilot:

Client 1#
| really liked the quiz, think it helped me think more about the skills I've picked up in my past jobs. | used to work in a call centre for
an energy supplier, but they downsized in the pandemic and it seems safer to take voluntary redundancy.

The job quiz has given me more confidence when putting my cv together. | have got 2 interviews since | widened my job search.
Haven't heard back from either of them, which I'm a bit worried about with my mental health, might still take a while to land on my
feet, but hopefully ill get there soon.

Client 2#

Some of the questions felt intrusive. I've been looking after our children for the past few years, and am currently looking for work as
my partner got made redundant. The algorithm suggested a lot of care work options, despite having a degree in illustration from 10
years ago. I've kept up my art work on the side, and | was expecting more help trying to get into an industry which is more suitable to
my skillset.

Work coach:

The new system has definitely reduced some of our workloads, and I'm happy to see it's really working for some customers. There's
a few issues I'm hoping they'll get around to fixing though I've mentioned them to my manager but haven't heard much back about
them. The system isn't as localised as we’d been told it was going to be, so sometimes we get customers getting suggestions that
aren't really viable in this area - like fruit picking. I've been a bit concerned it's also killed the confidence of some of my customers,
I've had to stress it's more of an aid than predictive.

Who might be the direct stakeholders in this situation? Who might be the indirect stakeholders?
Direct stakeholders: People, organisations or groups who are either directly involved in the design, or directly impacted by the
technology

Indirect stakeholders: People, organisations or groups who may not be directly involved or impacted, but who's work or day-to-
day life may be influenced in some way
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Finding out who the indirect stakeholders of a project are trickier than the direct stakeholders, however these are still
people and organisations which might be impacted by this technology. What do you think the design team in the scenario
could do to uncover more of these indirect stakeholders? How could they discover more about their needs? Jot down
some ideas on post-it notes below.

Instructions: Part 2

So, now we've got our direct and indirect stakeholders sorted, it's time to think about values! On the next two
pages there’s two questions :

- During the design process of this algorithmic technology, what values does it seem to support?
— Considering both your direct and indirect stakeholders, what values might be in tension between these
stakeholders?

Remember from the short talk, values can be anything which mean something to someone or an organisation. If
you feel like it'll be important to someone in this situation, pop it on the board.

You have 15mins for these two tasks, then we'll come back to the main group. Each group should nominate
someone to report back the groups reflections.
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From reading the scenario, what values does it sound like the organisation is trying to promote? What might
the values be of the designers who originally came up with the project? Take a moment to think about this as a
group, and put your ideas down using the post-it notes below.

Considering both your direct and indirect stakeholders, what values might be in tension between any of these
stakeholders? Do they all want the same thing? Might their needs and expectations clash? Jot down your ideas
using the post-it notes below.
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Workshop three (WS3)

Instructions

So, in this workshop we'll be reflecting on an algorithmic impact assessment. To complete this exercise, you'll need to go
to the link here: https://open.canada.ca/aia-eia-js/?lang=en. This is the Canadian government's online assessment tool
and includes questions about the project the designers have in mind, to assess what steps need to be put into practice to
meet the Canadian government's standards. While this is specific to Canada's frameworks, it will still help us think through
how these assessments work.

Now, on the next page, there is a small scenario about a fictional algorithm being designed. Please read through this. Once
you've read through this, open up the government of Canada's algorithmic impact assessment questionnaire tool. Once
you've opened this, as a group, try and fill in the questionnaire using the scenario material the best you can. In some places,
you may not feel you can answer some of the questions - make notes of these on the slide following the scenario. This
should take about 20mins. If you feel uncomfortable putting answers directly into the tool, please feel free to discuss them
and use the jamboard to make notes instead. We might not get through the whole assessment today, however it will

provide a taste of an active and standardised AlA (algorithmic impact assessment). Similarly, feel free to decide if you

want to skip discussing a question which doesn't seem relevant.

Once you've done this, move to slide 4. On slide 4 you'll be reflecting on the list of unknowns you created in the first section
of the exercise. How might the designers of this algorithm find the answers to these questions? Who would they need to
talk to? Would any new technical, or organisational procedures need to be put in to do so?

Today's scenario

In Avolon, the department of work and welfare have recently uncovered a series of overpayments to people
claiming job-seeking benefits. The problem looks to have occurred due to the way some local authorities
handled housing data, which has meant some job-seekers were entitled to less financial assistance than they
recieved.

All affected citizens need to be contacted to explain the error, however the department wants to ensure
proper care and attention is taken to inform citizens who may still be out of work, have health difficulties or
other complex needs. While the department usually contacts people by post in these circumstances, they
want to contact those individuals by phone or through a job centre if they can.

To help them do this, they start an algorithmically focused project which sorts through 'regular’ individuals,
and 'needs extra care' individuals. After these individuals are sorted, the system will then automatically send a
letter to each of the individuals in the 'regular’ process group a letter stating the mistake and the amount now
owned to the department, and those in the 'need extra care' group will be contacted by phone or in person.
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Take 20mins to complete the Canadian government's online assessment tool. If you'd
like to make notes while discussing it, feel free to use the space below to do so.

Using the fictional scenario, which of the questions on the algorithmic impact assessment
questionnaire can you answer? Which did you struggle with? Think about these as a group and put
your thoughts down using the post-it notes below.
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Now you'll be reflecting on the list of unknowns you created in the first section of the exercise. How might the designers
of this algorithm find the answers to these questions? Who would they need to talk to? Would any new technical, or
organisational procedures or working practices need to be created to do so?
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Workshop four (WS4)

Instructions

So, today we're looking at developing our data empathy and getting into the people behind the numbers! To do this, we're
going to be looking at a datasets, and asking ourselves questions about what we might know about the people who
contributed towards the dataset.

On slides 2 and 3, you'll see a dataset relating to an American public service. Look through these columns, and then
consider the following questions:

— Where does this dataset come from? Who might be the owner of this dataset? What might the datasets purpose be?
(Jamboard slide 4) (5mins)

— For 2 or 3 of the variables, write down some ideas of what these variables might mean. Why might these be logged? Who
are these variables useful for? Why are they stored the way they are? (Jamboard slide 5 & 6) (10mins)

Once you've completed these two exercises, we'll be doing something a little different. For the exercise on Jamboard slide
7, you'll be picking 2 or 3 rows from the dataset and jotting down some ideas of the event the row describes. Consider what
the area might be like, what might be happening in the area considering the information you've gathered from the other
rows of data, what it might be like to live in this place and what your attitudes might be if you did. Tip, google is a great
source of inspiration. (20mins)
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American Public Service dataset 1(b):
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What might the dataset's purpose be?

Where might this dataset come from? Or who might be the owner of this dataset?

Looking at the dataset on the previous slides, please consider the following questions (5mins).
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For 2 or 3 of the variables from either this slide (a) or the next (b), write down some ideas of what these
variables might mean. Why might these be logged? Who are these variables useful for? Why are they stored

the way they are?

Varaiables (a)

Varaiables (b)
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For this exercise, you'll be picking 2 or 3 rows from the dataset and jotting down some ideas of how the call might have
gone. |'ve put some post-it notes down below to get you started (15-20mins)
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Workshop five (WS5)

Instructions

Today, we'll be rapid prototyping an algorithm. We're going to go through this in the following steps;

- brainstorming potential project ideas

- mapping out your stakeholders

- deciding on your data

- deciding on assessment and documentation standards

This should take approximately a little over an hour. Once you have finished prototyping your algorithm, we'll take a quick
comfort break of 5mins, and then you will present a business case for the algorithm. The presentation should last
approximately 10mins, and include a detailed business case including how the project will meet ethical standards.

Take 10mins to jot down any work problems you believe it would be beneficial to either automate
using algorithmic methods, or would benefit from algorithmic insights. Try and come up with ideas
which include a variety of your experiences as a group.
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Thinking back to the values and stakeholders’ workshop, it's time to think about who the direct and indirect
stakeholders might be for this algorithm. Take 10mins to map the indirect and direct stakeholders, including
information about in what ways they may be affected and how this could be investigated prior to development.

Now we've thought about who the stakeholders here might be, let's think about how they might best be engaged with.
Take 15mins to note down the following things; how might you contact them? How might you find out more about their
needs in this project? How might you document this? How might you manage tensions which come up between these
stakeholders?
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Take 10mins to consider what sort of data this algorithm would need to fulfil this task. This might take different
forms, such as thinking about what or who the data would be about, what sort of data is readily available about
this already, what these might look like at a variable level. At the end of this task, you should have a list of
variables alongside post-it notes detailing how this data would be collected.

Now you have some idea of what sort of data you'll be collecting, it would be good to consider what sort of
documentation the project is going to need. Will you do an impact assessment? How will you document your
design, data collection, and stakeholder decisions during the project? Who will these be available to? Take
10mins to think these through, and note them on the post-it notes below.
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Now you've thought through these issues, it's time to take 10mins to consider how you might
present a business case, which includes how this will meet ethical standards, for your project. This
doesn't need to be anything new, but a space is provided below incase you wanted to make notes
before presenting your idea.
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Workshop six (WS6)

Instructions

In today's session, we're going to look at prototyping our framework specific for a DWP context. To do so, we're going to look at
deconstructing a few other frameworks first. For the first part of this task, each individually pick one of the frameworks below and take
15-20mins to read or skim through the framework. No worries if you pick a longer one, just get through what you can. Once you've done this,
they’ll be questions relating to the frameworks on the next few slides, designed to help you break them down. Use these questions to discuss
the differences between the frameworks you each read.

PwC's Responsible Al:
https://'www.pwc.com/gx/en/issues/data-and-analytics/artificial-intelligence/what-is-responsible-ai.html

Assessing and addressing algorithmic bias in practice:
https://interactions.acm.org/archive/view/november-december-2018/assessing-and-addressing-algorithmic-bias-in-practice

The Government's Landscape Summary on Bias in Algorithmic Decision Making:
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/819055/Landscape_Summary_-
_Bias_in_Algorithmic_Decision-Making.pdf

The UK Government's Ethics, Transparency and Accountability Framework for Automated Decision Making:
https://www.gov.uk/government/publications/ethics-transparency-and-accountability-framework-for-automated-decision-making/ethics-
transparency-and-accountability-framework-for-automated-decision-making

OECD principle's of Al:
https://oecd.ai/en/ai-principles

In the next few slides, we're going to think about deconstructing these frameworks, and think about what each of them offers. There are no
right answers here, and all contributions about why these may or may not be useful will be useful for stage 2 - constructing your own
framework.

For the following section, we're going to explore what jumps out at you from these frameworks.
Consider the following questions: What would you say their core themes are? Who do you think
they've been written by? for? What do you think the specific goals of these frameworks are?
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Remember back in the introduction, we introduced this model for understanding how algorithmic bias occurs. We have
the more technical aspects of a model, such as those in the algorithm and data frame, the social technical aspects such
as reproducing historical biases and biases which are introduced by the biases of those designing the algorithm.

On the next slide, we're now going to look at trying to categories some of the elements of the frameworks you've been
looking at. We'll also be looking at another category, which is the 'social frame', which includes elements such as policy
and assessments which algorithmic technologies sit within, even if they aren't specific to the algorithm itself.

Algorithm/model

frame: e.g. binary v
non-binary classification, bias
towards popularity (i.e.
recommendation/search
algorithms)

Data frame: e.g. biased

data, historical data, poor use
of proxy data

Socio-technical frame:
e.g. reproducing historical social
inequalities, biases of data scientists,
biases of those acting on results

Below are 3 post-it notes, Technical, Sociotechnical, and Social. Which elements you've drawn from the frameworks
you've looked at fit in these categories? Where do they fit? Which don't feel like they fit very well?

201
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As you might have realised, these frameworks leave a lot of gaps when thinking about using them for a
specific project or organisation. Take a few minutes to think of what is missing from these frameworks for a
DWP context, and put them on post-it notes on the space below.

Stage 2

Now we're going to think about what a governance framework for algorithmic projects at DWP might
look like. Thinking back to workshop 2 (values and stakeholders), what values and types of action
should the framework uphold? And for which stakeholders are these attached to?
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Now we’'ve considered the values at play here, we're going to consider how these relate to organisational
risks. Take a few minutes to consider what specific risk areas there might be for algorithmic projects at
DWP and note them down below. Risk areas can be as specific or as high level as you feel is relevant.

Now we’ve considered the specific risk areas the framework would need to cover, let’s consider what sort of
situations it's envisioned this framework would provide support and structure in. Below, take a few minutes
to jot down a few situations where an algorithmic bias mitigation framework might be useful. Thinking back
to our discussion of values, consider what sort of tensions might exist amongst stakeholders in these
situations.
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For the final task, look back through your previous answers and consider the following; who would be
responsible for ensuring the values of the framework would be upheld? What actions would need to be
taken by these responsible parties to ensure these values are upheld? How do these relate to the risk areas
you've highlighted?
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Workshop seven (WS7)

Instructions

Today, we'll be rapid prototyping an algorithm. We're going to go through this in the following steps;

- brainstorming potential project ideas

- mapping out your stakeholders

- deciding on your data

- deciding on assessment and documentation standards

This should take approximately a little over an hour. On the next 5 slides, there will be questions designed to help you think
through each of these stages together as a group. If you have any questions, please don't hesitate to ask.

Take a few minutes to jot down any work problems you believe it would be beneficial to either
automate using algorithmic methods, or would benefit from algorithmic insights. Try and come up
with ideas which include a variety of your experiences as a group.
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Thinking back to the values and stakeholders’ workshop, it's time to think about who the direct and indirect
stakeholders might be for this algorithm. Take a few minutes to map the indirect and direct stakeholders,
including information about in what ways they may be affected and how this could be investigated prior to
development.

Now we've thought about who the stakeholders here might be, let's think about how they might best be engaged with.
Take a few minutes to note down the following things; how might you contact them? How might you find out more about
their needs in this project? How might you document this? How might you manage tensions which come up between
these stakeholders?
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Take a few minutes to consider what sort of data this algorithm would need to fulfil this task. This might take
different forms, such as thinking about what or who the data would be about, what sort of data is readily

available about this already, what these might look like at a variable level. At the end of this task, you should have
a list of variables alongside post-it notes detailing how this data would be collected.

Now you have some idea of what sort of data you'll be collecting, it would be good to consider what sort of
documentation the project is going to need. Will you do an impact assessment? How will you document your
design, data collection, and stakeholder decisions during the project? Who will these be available to? Take a few
minutes to think these through, and note them on the post-it notes below.
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Appendix: C—Workshop outlines from my proposal document to the
DWP

Workshop Session 1

Outline: To kick off the workshop series, the first workshop session will include a talk on
data-driven discrimination, focusing on the research undertaken as part of projects 1 and 2
of my PhD programme. The talk will also include information about the research being done
as part of project 3, how attendees can get involved, and how the findings generated aim to
generate a discrimination mitigation framework specifically tailored to the DWP context.

Proposed activities:
¢ Atalk on the findings generated from projects 1 and 2 and how to get involved in
project 3
e A question-and-answer session and discussion.

Workshop Session 2

Outline: In session 2, we'll be undertaking a series of thought-provoking exercises around
value sensitive design and stakeholder analysis. Using techniques based on previous
interdisciplinary research, this workshop aims to help participants reflect on how values are
embedded within design practices and recognise how this happens. This will generate
knowledge around organisational practices and values, and how these can be linked to
discrimination mitigation practices.

Proposed Activities:

o A small talk on value sensitive design, and how values are embedded within all tools
and technologies.

¢ A stakeholder analysis activity which encourages participants to reflect on
stakeholder relationships as well as looking further afield to how technology can
impact upon indirect stakeholders. This is to encourage broader societal thinking,
and ecosystem consideration and management.

o Afterwards, there will be a value source analysis exercise, which will encourage
participants to reflect on the projects’ values, organisational values, personal values,
and the values of direct and indirect stakeholders.

Workshop Session 3

Outline: In this workshop, participants will complete and assess new data-driven impact
assessments, giving participants the opportunities to assess prevailing data-driven
discrimination themes such as transparency, audits, and standardisation in the context of
data-driven technologies. This will generate knowledge as to how organisations and
individuals make sense of the administrative elements of data-driven technologies.

Proposed activities:
e This workshop will start off with a 20min talk on developments within organisational
impact assessments for data-driven technologies.
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e Depending on the number of participants, different groups will be given a different
impact assessment to complete for a fictional data-driven system.

e Once each group has reflected on their impact assessment we’ll come back to
discuss their findings

Workshop Session 4

Outline: In this session, we’ll be building on the previous skills by expanding our
consideration of data-driven systems. We'll be using story-telling methods to bring the
people behind datasets to life, and to consider how technologies play a pivotal role in other
people’s life courses through the use of ethical vignettes. This will generate knowledge as to
how teams make sense of the human side of data and technologies when trying to mitigate
the risks of discrimination.

Proposed Activities:

e The first 10mins will include a brief overview of the session.

e Participants will be encouraged to discuss a couple of ethical vignettes which focus
on fictional work and welfare data-driven technologies, and asked to reflect on how
they would manage the impact of these technologies.

e The groups will then present their reflections back at the end of the session

Workshop Session 5

Outline: This session will bring together the skills and strategies from previous sessions, and
give participants the opportunity to design their own data-driven technology and safeguards
against discrimination. From a research standpoint this session will provide rich data as to
how teams make sense of the mitigation efforts discussed in the previous sessions, and
learn valuable insights as to how these methods work in the moment.

Proposed Activities:

e In the first activity participants will be asked to brainstorm as many ideas as possible
for a beneficial data driven system.

o Participants will be given an hour to prototype a data driven system. Participants will
be asked to either write, draw, or both, a guide which explains what the system
does, where it gets its data, what precautions are in place, and how data and
discrimination consideration are treated throughout the projects lifecycle.

e Atemplate on a jam board will include all of these categories, as well as an impact
assessment for the data-driven system.

e Assuming there are two groups, then the groups will be asked to present their ideas
to each other at the end of the session, followed by a discussion.

Workshop Session 6

Outline: The sixth session will wrap up the series with a framework prototyping session. In
this session participants will create their own DWP specific framework for mitigating the
risks of data-driven discrimination. The outputs from this session, combined with the

Hadley Beresford



Chapter 7: Conclusion 210

knowledge generated in previous sessions, will be used to provide DWP with a framework
which brings together all these understandings.

Learning Activities:
e The session will begin with a short 15min talk, covering some of the latest research
into data-driven ethical frameworks from a number of sources.
e Participants will reflect on their experiences from the previous sessions, and be
asked to use their unique perspectives at DWP to mock-up their own ethical
framework for data-driven technologies at DWP
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Appendix: D — Ethics approval from the University of Sheffield

The
University

2 Of
Sheffield.

Downloaded: 23/10/2023
Approved: 27/01/2020

Hadley Beresford
Registration number: 180116133

Sheffield Methods Institute

Programme: Yr2 Data Analytics and Society

Dear Hadiay
PROJECT TITLE: Mapping Algorithmic Bias
APPLICATION: Reference Number 032329

On behall of the University ethics reviewers who reviewed your project, | am pleased (o inform you that on 27/01/2020 the above-named
project was approved on ethics grounds, on the basis that you will adhere 10 the folowing documentation that you submitied for elhics review:

* University research ethics application form 032329 (form submission date: 23/01/2020); (expectad project end date: 01/052020).
o Participant information sheet 1073985 version 3 (23/01/2020).

« Parlicipant information sheet 1073984 version 3 (23/01/2020).

* Parlicipant congent form 1073986 version 2 (23/01/2020).

Il during the course of the project you need 10 geviale significantly from the above-approved documentation please inform me since written
approval will be required.

Your regponsbilities in delivering this research project are set out at the end of this letier.

Yours sincerely

Todd Hanman
Ethics Adminstrator
Sheflield Methods insliule

Please note the following responsibilties of the researcher in delivering the resaarch project:

« The project must abide by the University's Resaarch Ethics Policy: hilgs ) ‘wae she 3
. The pro;ea musl amde by the Unlversnys Good neeeara' a Innavation Practices Poicy

. The cesemv must inform their stpervlsov (-n me caseola student) or Ethics Administrator (in the case of a member of stalf) of any
significant changes 10 the project or the approved documentation.

o The researcher must comply with the requirements of the law and relevant guidelines relating 1o sacurity and confidentiality of personal
dala.

o The researcher is responsible for effectively managing the data collecied both during and aler the end of the project in Ene with best
practice, and any relevant legisiative, reguiatory or contraciual requirements.
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The
University

Of
Sheffield.

Downloaded: 231 0/2023
Approved: 02/032021

Hadley Berestord

Regstration nurmber: 180116133

Sheffield Methods Instiute

Programme: SMI-Data Analytics & Socisty GDT

Dizar Hadley
PROJECT TITLE: Exploring attempts to mitigate bias in public services
APPLICATION: Raferance Mumbsr 038401

On behalf of the Uiniversity ethics reviewsrs who reviewed your project, | am pleased o inform you that on 080372021 the above-named
project was approved on ethics grounds, on the basis that you will adhere to the following docementation that you submitted for athics review:

= University research ethics apphication form 038401 (form submission date: 17/02/2021}); (expected project end date: 31/07/2021).
« Participant information sheel 1087898 version 1 (170202021},
« Parficipant consent form 10BTESY wersion 1 (1702/2021).

It charing the course of the project you need to devighe 5
approval will be required.

afion please inform me since writhen

Your responsibilities in delivening this research project are set out &t the end of this lether.

Yours sincerehy

Joanna Eve
Ethics Administrator
Faculty of Social Sciences

Pleasa note the Tollowing responsibilites of the researcher in delivering the research project:

The progect must ablde by the University's Research Ethics Policy: Ditps s she i
The prc}ect must amde by the Unn.lers.rrg.n‘s Good Heseamh & Innul.'emnn Practices Pnlu:'_.'

ThE resaan:her rnust |nfurrn thalr sq:-ar'.llscr |:|n tha case of & studant] or Ethics Administrator (in the case of @ memiper of s1aff) of any
significant changes to the project or the approved documentation.

The researchar must comply with the requiremants of the law and relevant guidelines relating to security and confidentiality of parsonal
data.

The resarchar is responsibhe for glectively mangging the data collected both during and after e and of the project in line with bast
practice, and any relevant legislative, regulatory of contrachesl requirements.
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Shedfield Methods Instilule

Programme: SMI-Dala Analylics & Saciety COT

Dear Hadlay

PROJECT TITLE: Algarithmic bias in the public sechor
APPLICATION: Reference Number 045062

On behall of the University sthics reviewers who réviewed your project, | am pleaged 1o infarm you that on 03032022 the above-named
project was approved on ethics grounds, on the basis thal you will adhere o the fallowing docwmentation thal you submibled for ethics review:

Universily research elhics application lorm 045062 [lonm submission date: 2402/2022); [expected praject end date: 31062022,
Parlicipan! information sheel 1101670 version 3 (24/02/2022).

Particigant information sheel 1101663 version 3 (24/02/2022).

Participant eongenl fomn 1101673 version 2 (24/02/2022).

Parlicipani congent lom 1101672 version 2 (24/02/2022).

It during the course of the project you nesd 1o g jon pleage inlarm me Since writlen

approval will be requined.
Your responsibililies in delivering this resaarch project are sel oul al the end of this leber.

Yours sincenly

Karen Braigiond
Ethics Adrminiziralon
Shedlield Methods Ingiilule

Plegss note the following raspansibiilies of the researcher in defvering the regesnch project:

The project must abide by the Univergity's Resaanch Elhics Palicy: hilps ] 3
The progect miust abide by the Univergity's Good Resasneh & Innovation Praclicas Pui::y

nilps: oy SheTeld. ac. uk) .67 1068 e GRIFPO

The researcher must inform their supervisor (in the case of & stm:lmn or Ethics Adminisirator (in the case of & member of stal) of any
significant changes 1o the project or the approved documentation.

The researcher must comply with the requirements of the law and relevant guidelines relating 1o sacurity and confidentiality of pergonal
data.

The researcher is responsible for effectively managing ihe data collected bath during and afier the end of the project in Ene with besi
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