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ABSTRACT 

A novel sensorless rotor position and speed estimator is presented in this thesis. The method is 

based on the measurement of the current response to conventional space-vector pulse width 

modulation (SV-PWM) for sensorless PMSM drives applications. Model-Reference Adaptive 

Systems (MRAS) estimators are frequently used for sensorless angle estimate. They are 

typically based on the comparison of two stator flux estimations based on current and voltage 

models. The voltage model uses integration of stator voltages to calculate the stator flux. The 

integration process, however, results in phase delays. The proposed method uses oversampling 

and averaging over a switching SV-PWM cycle, eliminating the need for integrators. Extensive 

experiments are provided to assess the effectiveness of the proposed estimator. The results of 

the experiments demonstrate good performance at various speeds and under various load 

circumstances, in both motoring and regenerating mode. The proposed method also shows 

robustness to changes in motor parameters. 

This thesis also introduces an innovative predictive model reference adaptive system position 

and speed estimators for Permanent Magnet Synchronous Machines. The speed estimator is 

based on the finite control set model predictive control (FCS-MPC) principle. A search method 

is utilized to find the best estimated speed at each sampling interval that produces the smallest 

speed tuning error signal. Consequently, the need for a PI controller in MRAS estimators is 

eliminated. The problem with a fixed PI controller is that it is unable to maintain optimal 

performance under all different operation conditions. Therefore, an adaptive PI controller is 

required for a satisfactory performance, however, this is a difficult process that takes time and 

effort. In contrast to MRAS methods based on PI controllers, the suggested approach eliminates 

the need for gain tuning, simplifying the process and ensuring optimal performance. The 
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experimental testing of the proposed estimator demonstrates enhanced performance compared 

to the PI-based MRAS method. 
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Chapter 1: Introduction and Thesis Scope  

1.1 Introduction 

Controlled AC drives have gained significant popularity in various high-performance industrial 

applications. Traditionally, DC drives were preferred due to their simple structure. However, 

AC motors offer several advantages over DC motors, including affordability, compact size, 

robustness, and reduced maintenance requirements [1]. Recent advancements in power 

electronics, control technology, and signal processing have contributed to the remarkable 

growth of AC drives. 

In applications requiring rapid dynamic response, permanent magnet synchronous motors 

(PMSM) are increasingly replacing conventional DC motors [1]. The improved performance 

and efficiency of PMSM, coupled with the advancements in control systems, make them a 

favourable choice in a wide range of applications. 

Permanent magnet synchronous motors (PMSM) utilize permanent magnets instead of 

electromagnets to generate the magnetic field in the air gap. This design choice offers numerous 

advantages, such as high efficiency, a favourable torque-to-inertia ratio, lightweight 

construction, and a straightforward structure. These benefits have led to the widespread 

adoption of PMSM motors in diverse applications, including robotic automation and electric 

vehicles [2], [3, 4]. 

Speed control of PMSM can be achieved through various techniques, including scalar control, 

vector control, or field-oriented control (FOC). For applications such as pumps and fans where 

precise speed control is not critical, scalar control can provide satisfactory dynamic 

performance [5]. However, scalar control poses a challenge as the motor flux and torque are 

interdependent. On the other hand, vector control allows separate control of torque and flux, 
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enabling more precise control of PMSM. This technique facilitates the matching of dynamic 

performance with that of a DC machine drive [6]. By employing vector control, the PMSM can 

be effectively controlled to achieve the desired performance characteristics. 

The fundamental principle behind FOC is to transform the three stator currents that are 

represented by a three-coordinate reference frame into two fixed currents on rotating reference 

frames [1, 5]. The motor voltage command, which is the output of the current control, is then 

transformed back from the rotating to stationary reference frame and instructs the voltage 

inverter to create the sinusoidal voltages that are supplied to the motor. 

The fundamental principle of field-oriented control (FOC) involves transforming the three-

phase stator currents, represented in a three-coordinate stationary reference frame, into two 

fixed currents in rotating reference frames [1, 5]. These transformed currents serve as the control 

input. The resulting motor voltage command, which is the control output, is then transformed 

back and used to generate sinusoidal voltages through the voltage inverter. These voltages are 

subsequently supplied to the motor for operation. 

Field-oriented control (FOC) of PMSMs traditionally relies on knowledge of the rotor position. 

This information is commonly obtained through the use of shaft encoders, resolvers, or Hall 

sensors. However, incorporating such position sensors can compromise the overall robustness 

and reliability of the drive system, increase costs, and add weight. Moreover, in compact 

assembly spaces and demanding operating environments characterized by vibrations and high 

temperatures, installing and maintaining position sensors can present challenges. 

As a result, significant efforts have been dedicated to developing position-sensorless control 

systems for estimating the rotor position and speed of PMSMs, particularly within the last 

decade [7-11]. These sensorless control systems aim to overcome the limitations associated 
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with position sensors, offering a cost-effective and reliable alternative for precise control and 

operation of PMSMs without the need for additional sensors. 

1.2 Sensorless techniques 

As mentioned previously, obtaining precise shaft position in a high-performance PMSM control 

system is essential. However, using position sensors can lead to increased costs, larger motor 

volume, and decreased system reliability [2]. To overcome these challenges, position sensorless 

control strategies are suggested with the goal of eliminating the necessity for position sensors. 

By adopting sensorless methods, the cost of encoders can be eliminated, and the overall system 

reliability can be enhanced. Sensorless techniques have undergone extensive development and 

are classified into saliency-based and model-based approaches, as illustrated in Figure 1.1. 

 

 

 

Figure 1.1 Sensorless control techniques 

 

 



16 
 

1.2.1 Model-based Sensorless Strategies 

These sensorless methods rely on the assumption of a sinusoidal flux distribution across the air 

gap. These approaches employ the mathematical model of the machine, integrating 

measurements of stator voltages and/or currents to predict both the rotor position and speed 

[11]. Model-based techniques are well-suited for accurately estimating motor position [1]. 

However, they face challenges at very low speeds due to increased sensitivity to variations in 

machine parameters, inverter nonlinearity, low signal-to-noise ratio, and non-observability of 

the back-EMF signal [1, 7, 12]. 

Among the model-based sensorless strategies, MRAS (Model-Reference Adaptive Systems) 

methods are widely used due to their simplicity and performance. These techniques encompass 

reactive power-based MRAS [13-16], back EMF-based MRAS [17], and flux-based MRAS 

[18]. Figure 1.2 illustrates the overall configuration of a model-based sensorless control drive 

system. 

 

 

+  

Figure 1.2 Illustration of model-based sensorless drive  
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1.2.2 Saliency-based Sensorless Schemes 

In PMSMs, saliency emerges due to the uneven distribution of air gap permeance, leading to 

asymmetrical magnetic pathways for the q-axis and d-axis armature responses. In this 

sensorless strategy, high-frequency signals are injected into the machine windings. These 

signals contain rotor-related information, which is then processed to determine the rotor 

position [19]. The amplitude of saliency (or saliency inductance amplitude) remains unaffected 

by the rotor speed, enabling precise position estimate even at zero speed [20]. 

However, it's important to note that these saliency-based methods may introduce some 

drawbacks. They can potentially induce torque variations, generate audible noise, and result in 

vibrations on the rotor [21]. 

1.2.3 Predictive Sensorless Control  

Predictive control (PC) has emerged as an alternative to conventional PI controllers in power 

electronics and electric drive applications [22]. Initially, the application of PC was limited due 

to its high computational demands [23, 24]. However, recent advancements in microcontrollers 

have mitigated this issue [25]. As a result, PC has become increasingly popular for 

implementing sensorless control in electrical drives [26-29]. 

The utilization of predictive control has demonstrated improved performance in sensorless drive 

systems. It enhances robustness against motor parameter variations [30] and enables fast 

transient response and accurate tracking response [29]. These advantages make predictive 

control an appealing choice for achieving high-performance sensorless control in electric drive 

systems. 
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1.3 Thesis Scope and Innovation  

This thesis introduces an innovative flux-based Model-Reference Adaptive System (MRAS) 

for the estimation of both position and speed. Unlike the classical flux-based method, the 

proposed technique does not rely on integrators, leading to improved performance at low 

speeds compared to the traditional approach. Additionally, the new method exhibits stability 

in all four operating quadrants. 

The performance of the proposed estimator was evaluated through extensive experimental 

testing, utilizing a 2.1-kW Permanent Magnet Synchronous Motor with FOC scheme as the 

control technique. The experiments showcased the estimator's good performance across 

various speeds and load conditions. The suggested approach also exhibited resilience to 

variations in motor parameters. 

Furthermore, a comprehensive comparison was conducted between the novel method and the 

conventional flux MRAS estimator, providing insights into the advantages and improvements 

offered by the novel approach. 

Finally, this study presents a novel speed estimator for Permanent Magnet Synchronous Motors 

(PMSMs) based on Finite Control Set Model Predictive Control (FCS-MPC). The adaptation 

mechanism of this estimator aims to minimize the error signal in speed across a finite range of 

rotor speeds. To ensure optimal speed estimation at each sampling time, a rotor speed search 

algorithm is employed. 

The performance of the proposed estimator is evaluated through experimental testing. 

Additionally, a comparison is conducted between the proposed FCS-MPC-based estimator and 

the classical PI-based Flux MRAS estimator. 
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1.4 Objectives of the thesis 

1. Develop a novel flux-based Model-Reference Adaptive System (MRAS) position estimator 

for sensorless control of Permanent Magnet Synchronous Motors (PMSM) that does not rely 

on integrators, distinguishing it from classical flux-based MRAS methods. 

2. Evaluate the performance and effectiveness of the novel position estimator through 

simulation and experimental analysis, considering various speeds and loading conditions, and 

compare it to the classical method. 

3. Design and develop a novel Finite Control Set Model Predictive Control (FCS-MPC) -based 

speed estimator for PMSM, aiming to replace the Proportional-Integral (PI) controller used in 

the classical MRAS method. 

4. Conduct experimental investigations on the proposed predictive estimator to assess its 

performance in terms of estimated speed and position error, considering different speeds and 

loading conditions. 

1.5 Thesis Layout 

The organization of the thesis is as follows: 

Chapter 1: Introduction 

This chapter provides the background information for the thesis, highlighting the importance 

and significance of the study. It also outlines the research objectives that will be addressed. 

Chapter 2: Literature Review 
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In this chapter, various sensorless estimation schemes, particularly focusing on MRAS-based 

estimators, are reviewed. The chapter provides an overview of the existing research and 

developments in the field. 

Chapter 3: PMSM Modelling and MRAS 

Chapter 3 delves into the modelling of Permanent Magnet Synchronous Motors (PMSM) and 

explains the principles of vector control. Additionally, the chapter covers the details of the flux-

based MRAS model, which is relevant to the proposed estimation schemes. 

Chapter 4: Proposed Flux-Based MRAS Estimator 

In this chapter, a comprehensive description of the proposed flux-based Model-Reference 

Adaptive System (MRAS) estimator is provided. The chapter includes details of the 

methodology, simulation setup, and experimental implementation. Both simulation and 

experimental results are presented and analysed to evaluate the performance and effectiveness 

of the proposed estimator. Furthermore, the chapter includes a comparative analysis between 

the classical MRAS estimator and the proposed estimator. 

Chapter 5: Proposed Predictive Observer 

This chapter provides a comprehensive description of the proposed predictive observer. The 

chapter provides an in-depth explanation of the methodology and implementation of the 

observer. Additionally, it covers the experimental results obtained from the implementation of 

the proposed predictive observer. Furthermore, a comparative analysis is conducted between 

the proposed predictive observer and the PI-based estimator. 

Chapter 6: Conclusion and Future Work  

Chapter 6 serves as the conclusion of the thesis, summarizing the key findings, contributions, 

and implications of the research conducted. It provides a comprehensive overview of the main 
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results obtained from the proposed estimators. The conclusion chapter also highlights the 

limitations of the proposed methods and discusses potential areas for future research. It 

identifies possible improvements, extensions, and directions that can be explored to enhance 

the performance and applicability of the proposed techniques. 
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Chapter 2: Literature Review on Model Reference 

Adaptive Systems for Position Estimator 

Saliency-based approaches and model-based methods are among the numerous sensorless 

techniques that have been extensively developed. The saliency-based technique relies on the 

anisotropic property of PMSMs and is particularly reliable at zero and low speeds, as it is 

independent of speed. However, its effectiveness diminishes at high speeds attributed to the 

reduced signal-to-noise ratio of the signal.  

On the other hand, model-based methods demonstrate good performance in the medium to high-

speed range. This is because these methods ultimately rely on the detection of the rotor flux-

induced back-EMF which is proportional to speed. By leveraging the accurate machine model, 

model-based techniques can accurately predict the rotor position, enabling reliable sensorless 

control.  

In the following sections, a brief review of various model-based position estimators utilized for 

sensorless techniques is provided, and a focus is given to the MRAS-based observers. 

 

2.1 Model-Based Speed and Position Estimators 

Model-based speed and position estimators utilize the mathematical model of the machine to 

estimate the rotor speed and position. These estimators can be categorized into open-loop 

estimators, which are sensitive to variations in machine parameters [31], and closed-loop 

estimators, which offer improved performance and robustness by minimizing the error between 

measured and estimated quantities [32]. 
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Closed loop estimators can be further classified into the extended Kalman filter (EKF) [33, 34], 

MRAS estimators [13-18], sliding mode (SM) estimators [35-38], artificial neural network [39] 

and Fuzzy Logic [40]. 

The Extended Kalman Filter (EKF) [41] is a widely used estimation algorithm for systems that 

involve nonlinear dynamics. It's an extension of the standard Kalman Filter (KF), which is 

designed for linear systems. The EKF handles nonlinearities by linearizing the system dynamics 

at each sample point and takes care of model inaccuracies and measurement noise in a system. 

Kalman-filter-based methods are known for their robustness to noise. However, these methods 

are sensitive to parameter variation and require significant computational demands. 

Furthermore, the tuning process involves trial and error to choose the optimal values for the 

covariance matrices, which can be challenging and time consuming. 

A comparative study investigating the performance of three different observer methods—

MRAS, SM, and EKF—for controlling Permanent Magnet Synchronous Motors (PMSMs) has 

been conducted in [42]. The study encompassed a diverse range of conditions for testing. 

Notably, MRAS exhibited a notable advantage over the other two methods in terms of 

performance. 

Firstly, the dynamic response analysis demonstrated that MRAS achieved the fastest response 

dynamics among the three methods. Regarding fluctuation analysis, the findings indicated that 

MRAS exhibited the least amount of fluctuation, indicating its inherent stability and its ability 

to maintain smoother motor operation. In contrast, SM demonstrated the highest level of 

fluctuation. 

In the evaluation of speed error, MRAS showcased the smallest error, particularly during 

transient speed variations. This suggests that MRAS is adept at minimizing speed errors during 

periods of rapid speed changes. On the other hand, Sliding Mode (SM) exhibited the largest 
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speed error, this is because the presence of chattering. But when changing speeds, the EKF 

produces a larger error than SM observer. Furthermore, the observer methods were subjected 

to tests involving variations in motor parameters. Notably, all three methods demonstrated low 

sensitivity to variations in motor resistance. However, with changes in motor inductance, the 

Sliding Mode (SM) method displayed sensitivity, particularly to reductions in inductance. 

The comparison was extended to torque mode testing, revealing that SM exhibited more 

pronounced torque ripples compared to the other methods. In contrast, MRAS showcased the 

lowest level of torque ripples, further solidifying its superiority in terms of minimizing 

undesirable torque fluctuations. 

Table 2. 1 Comparison between MRAS, SM and EKF observers [42] 

Observers MRAS SM EKF 

Speed error at steady state operation 0.42% 2% 0.5% 

Speed error at transient operation 0.42% 4.2% 4.5%<error<6.5 

Robustness to resistance change Not sensitive Not sensitive Not sensitive 

Robustness to inductance change Not sensitive Not sensitive Sensitive 

Robustness to load change Error 0.8% Error 10.4% Error 4.2% 

 

[43] and [44] reviewed various sensorless speed control techniques for Permanent Magnet 

Synchronous Machines, and a summarized comparison of these techniques are shown in table 

2. 2. 
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Table 2. 2 Comparison between Open loop and close loop methods 

Methods Types Advantages Disadvantages 

 

 

 

Open loop methods 

 

 

Flux Linkage-Based 

Methods 

Suitable for high and 

medium speeds,  
robust 

Not accurate at low speeds, 

contains integrator 

 

Inductance-Based 

Methods 

 

Work at very low 

speeds and standstill 

Highly affected by 

measurement noise, poor 

performance  for non-

salient motor 

 

 

 

 

Close loop methods 

 

 

Extended Kalman 

Filter 

Less sensitive to 

noise 

High computational 

requirements, poor  at low 

speeds   

Sliding-Mode 

Observers 

Insensitivity to 

parameter variations 

Chattering issues, 

Inefficient at low speeds 

 MRAS-Based 

Methods 

High speed of 

adaptation 

Sensitive to motor 

parameters 

Extended EMF Improved robustness 

against external 

disturbances 

The accuracy is slightly 

affected by parameter 

variations 

 

2.2 Model Reference Adaptive Systems 

Model Reference Adaptive Systems (MRAS) have gained popularity in electric motor 

applications due to their performance and simplicity in parameter estimation. The block 

representation of a typical MRAS is depicted in Figure 2.1. The MRAS consists of two models: 

the reference model (a voltage model) and the adaptive model (a current model).  

The two models utilise different methods to estimate the same state vector �̂�, which is used to 

estimate the needed value of the state vector 𝑌. As a result of a comparison of their outputs, an 

error is generated. This error is then used to drive an adaptation process, which modifies the 

parameters of the adjustable model until the error is minimized to zero. 
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Figure 2.1 Illustration of MRAS observer. 

Several variations of MRAS estimators have been developed, including back EMF-based 

MRAS [17], flux-based MRAS [18], power-based MRAS [13-16] and Model Predictive 

MRAS estimator. 

2.2.1  Power-based MRAS position Estimator 

In [45], a proposed method based on the Model Reference Adaptive System (MRAS) is 

introduced to estimate the rotor speed and position using the reactive power equation. The 

method utilizes the reference model to obtain the instantaneous reactive power, which is 

independent of speed. On the other hand, the adaptive model calculates the same quantity but 

as a function of speed. 

The voltage equations of a Permanent Magnet Synchronous Motor (PMSM) represented in the 

rotating dq-reference frame are expressed as follows: 

 

𝑣𝑑 = 𝐿𝑑

𝑑𝑖𝑑
𝑑𝑡

+ 𝑅𝑠𝑖𝑑 − 𝑤𝐿𝑞𝑖𝑞 
(2.1) 

𝑣𝑞 = 𝑅𝑠𝑖𝑞+𝐿𝑞

𝑑𝑖𝑞

𝑑𝑡
+ 𝑤(𝐿𝑑𝑖𝑑 + 𝜓𝑚) 

 (2.2) 
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where 𝑣𝑑 , 𝑣𝑞 , 𝑖𝑑 , 𝑖𝑞 are dq-axis voltages and currents, respectively; 𝐿𝑑, 𝐿𝑞, are the dq-axis 

inductances, 𝑅𝑠  is the stator resistance, 𝜔  is the rotor speed, and 𝜓𝑚  is the rotor PM flux 

linkage. 

At steady state and for vector controlled PMSM drive  𝑖𝑑 = 0, rearranging the equations (2.1) 

and (2.2) to become as: 

 

𝑣𝑑 = −𝜔𝐿𝑞𝑖𝑞 (2.3) 

𝑣𝑞 = 𝑅𝑠𝑖𝑞 + 𝜔𝜓𝑚 (2.4) 

The instantaneous reactive power 𝑞𝑟, which is used in the reference model, is expressed as: 

𝑞𝑟 = 𝑣𝑞 ∗ 𝑖𝑑 − 𝑣𝑑 ∗ 𝑖𝑞 (2.5) 

Substituting (2.3) and (2.4) in (2.5), 

𝑞𝑟 = 𝜔𝐿𝑞𝑖𝑞
2 (2.6) 

The reactive power in (2.6) is dependent on the speed, so it will be used in the adaptive model. 

The speed tuning error is determined by the difference between the reference and adjustable 

models, as follows:  

ϵ = (𝑣𝑞 ∗ 𝑖𝑑 − 𝑣𝑑 ∗ 𝑖𝑞) − 𝜔𝐿𝑞𝑖𝑞
2 (2.7) 

The estimated speed is obtained by passing the error in (2.7) to a PI controller and integrating 

to obtain the estimated position, as shown in Figure. 2.2. 

While the method described is simple and has no integrator or stator resistance in the reference 

model and offer improved performance at low speeds compared to the flux-based and back-
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EMF-based techniques, it is important to note that it has a drawback related to instability at 

certain operation points [13, 14]. And the accuracy may decrease at high speeds. Although a 

new formula has been proposed to overcome stability issues, it cannot guarantee stability in 

the presence of large disturbances [15, 16]. 

 

 

Figure 2.2 Illustration of power-based MRAS observer 

 

2.2.2 Back EMF-based MRAS Estimator 

The back electromotive force (EMF) of the PMSM in the stationary reference frame for the α-

axis and β-axis can be expressed as [46] 

𝑒𝛼 = 𝑣𝛼 − 𝐿𝑠

𝑑𝑖𝛼
𝑑𝑡

− 𝑅𝑠𝑖𝛼 
(2.8) 

𝑒𝛽 = 𝑣𝛽 − 𝑅𝑠𝑖𝛽−𝐿𝑠

𝑑𝑖𝛽

𝑑𝑡
 

(2.9) 

 

Where  𝑣𝛼, 𝑣𝛽 are the stator voltages, 𝑖𝛼, 𝑖𝛽 represent the stator currents, 𝑅𝑠 is the stator 

resistance and 𝐿𝑠 donates the stator inductance. 

The estimated back-EMFs in the stationary reference frame can be expressed as 
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�̂�𝛼 = −�̂�𝑘𝑒 sin 𝜃 (2.10) 

�̂�𝛽 = �̂�𝑘𝑒 cos 𝜃 (2.11) 

Where �̂� and 𝜃 are the estimated speed and position respectively. 𝑘𝑒 is the back-EMF 

constant. 

The speed tuning signal for the back EMF based method which is used to estimate the speed 

is expressed as 

 

ϵ = 𝑒𝛽 ∗ �̂�𝛼 − 𝑒𝛼 ∗ �̂�𝛽 (2.12) 

Although the back EMF estimation method is very common method for sensorless PMSM 

control, and showing great performance at medium and high speeds, it has a poor performance 

and stability issue at low speeds. This is ultimately due to the fact that, as shown in (2.10-2.11) 

back electromotive force (EMF) is directly proportional to the speed and therefore these signals 

become unobservable as the speed approaches zero. Moreover, Due to the differentiation term 

in the reference model, it is sensitive to measurement noise. 

 

 

 

Figure 2.3 Block diagram of the MRAS estimator based on back EMF. 
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2.2.3 Flux-Based MRAS Estimation Method 

The initial introduction of the first flux-based estimator was documented in [47]. Flux-based 

MRAS observers have undergone extensive research over the past two decades, demonstrating 

superior performance across a broad range of speeds. 

Nevertheless, this method encounters several challenges, particularly at low speeds. These 

challenges include the pure integration problem, measurement errors and the MRAS adaptation 

mechanism problem [6]. In the subsequent chapter, a detailed examination of this observer will 

be conducted, focusing on these issues, and exploring potential solutions. 

2.2.4 Model Predictive MRAS Estimator 
 

Model Predictive-based Controllers (MPCs) with sensorless applications have gained 

significant attention recently, and they can be categorized into two types: classical MPCs and 

finite control set-model predictive controllers (FCS-MPCs) [48]. In classical MPCs, the 

controller generates a continuous voltage vector that is then applied to the inverter through a 

modulator. On the other hand, in FCS-MPCs, the controller directly generates the switching 

state of the inverter. 

Sensorless induction machine control systems with predictive current controllers have been 

proposed in [30], which enhance robustness against changes in motor parameters. Similarly, in 

[29], speed and current predictive controllers for a sensorless Permanent Magnet Synchronous 

Motor (PMSM) drive system were introduced, achieving fast transient responses and accurate 

tracking responses. Comparative studies have shown that the proposed predictive current 

control method in [49] outperforms Pulse Width Modulation (PWM) and hysteresis current 

controls. 
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Furthermore, in [50], a sensorless Induction Motor (IM) drive system is utilized with predictive 

torque control (PTC) combined with sliding mode feedback. By combining the proposed 

prediction model with a sliding mode full-order observer, a robust sensorless PTC is achieved, 

which is stable even at very low speeds and does not require parameter estimation. 

Finite Control Set Model Predictive Control (FCS-MPC) has gained popularity in various 

applications due to its user-friendliness and flexibility to accommodate different performance 

specifications [51-53]. It has been successfully employed in different fields and industries. 

In [54], Finite Control Set Model Predictive Control (FCS-MPC) was employed to operate an 

Induction Motor (IM) to improve system performance. Similarly, in [27], a control scheme 

based on the predictive deadbeat algorithm was proposed for a sensorless vector-controlled 

Permanent Magnet Synchronous Generator (PMSG). The scheme demonstrated excellent 

performance and robustness against parameter variations. 

Furthermore, in [55], a sensorless system for an Induction Motor based on FCS-Predictive 

Torque Control (FS-PTC) was introduced. This method incorporated an Extended Kalman 

Filter (EKF) to enhance speed accuracy, and the estimated stator currents were utilized instead 

of the measured currents to improve current Total Harmonic Distortion (THD). 

In contrast to the previously mentioned methods, [56] presents a novel approach that utilizes 

Finite Set Model Predictive Control (FS-MPC) for position estimation in an Induction Motor 

(IM). Unlike traditional approaches where prediction principles are applied to the design of the 

controller, this approach applies prediction principles directly to the design of the position 

estimator. 

In this approach, a rotor position search algorithm is employed to discretize the rotor position 

into a finite number of positions. At each sampling time, the cost function is evaluated for each 
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of these positions, and the optimal position corresponding to the minimum cost function is 

determined to remove the requirement for PI controller. 

Figure 2.4 presents the flow chart of the search algorithm, while Figure 2.5 displays the block 

diagram of the predictive Model Reference Adaptive System (MRAS) estimator. The process 

begins by computing the voltage model outputs 𝜓𝛼𝑣  and 𝜓𝛽𝑣  using the stator voltages and 

currents as inputs. 

To discretize the rotor position, the 360⁰ search space is divided into 𝑗 sectors. The algorithm 

then identifies the sector that yields the minimum cost function. Subsequently, this sector is 

further subdivided, and the search process is iteratively repeated. In this search, eight sectors 

and eight iterations are employed, resulting in a resolution of 0.35° for each search result. 

The displacement angle (Δθ𝑖)  is calculated as follows: 

Δ𝜃𝑖 = 45° · 2−𝑖 (2.13) 

 

Where 𝑖 is the order of the iteration. 

The displacement of the base position within each iteration is performed to obtain eight discrete 

rotor positions. This process is carried out as follows: 

𝜃𝑖,𝑗 = 𝜃𝑏 + Δ𝜃𝑖 . (𝑗 − 4) (2.14) 

Where 𝑗 is the order of the displacement = 1 …8 and 𝜃𝑏 is initialised as the rotor angle from 

the previous time step. 

In the first iteration, a displacement of  Δθ0 = 45°  is applied with a base position θ𝑏 = 0. By 

applying Equation (2-14), eight discrete positions are obtained: 0° , 45° , 90° , 135° , 180° , 

−45°, -90°, −135°.  
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For each of these discrete positions, the adaptive model outputs are calculated. This allows for 

the determination of eight different cost functions, each corresponding to a specific angle. The 

cost functions capture the discrepancy between the reference and adaptive model outputs for 

each angle, providing an assessment of the estimation accuracy. 

In the study conducted by [18], the predictive method described above was implemented on the 

previously mentioned flux-based method. As a result, the error (ɛ𝑖,𝑗) is computed for each 

estimated position using the following: 

ɛ𝑖,𝑗 = 𝜓𝛼𝑣𝜓𝛽𝑖,𝑗 − 𝜓𝛽𝑣𝜓𝛼𝑖,𝑗 (2.15) 

The angle associated with the minimum error is selected as the base angle θ𝑏,1 for the next 

iteration. 

In subsequent iterations (𝑖 = 1), the angular displacement is reduced to Δθ0 = 45° ·  2−1 =

22.5°. The second iteration of the search begins from the updated angle θ𝑏,1 to identify the 

position that yields the smallest error. 

In [18], the number of sectors was set to 8, and the number of iterations was set to 13. These 

parameters were chosen to achieve an angle with an error of 0.005° for each search result. The 

estimated speed was obtained by utilizing a phase-locked loop (PLL), which calculates the 

speed based on the estimated position. This method produces a speed estimation with less noise 

compared to the differentiation method used in [56]. This technique shows fluctuations in the 

estimated rotor speed. To address these variations an adaptive low-pass filter is implemented. 

In practice, the search time can be effectively reduced by setting the initial value of the 

algorithm output to be the algorithm output at the last sampling instant, θ𝑏,7, instead of starting 
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from the zero angle in each sampling period. This approach is based on the observation that 

the rotor angle does not undergo substantial changes between two consecutive time samples. 

 

Figure 2.4 Flowchart of the algorithm for searching the rotor position. 

 

 

 

Figure 2.5 Block diagram of the MP-MRAS observer. 
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This method has been simulated using Matlab/Simulink and applied to a PMSM with the 

following parameters: Pole-pairs = 3, stator resistance = 2.2 ohms, PM flux = 0.356 V/Hz, 

d- inductance  = 12.5 mH, q-inductance  = 15 mH and inertia = 0.00077 Kg.m2 

Fig 2.6 shows the simulation results for MP-MRAS estimator compared to the classical 

estimator. The reference speed is initially set to 20 rad/s and then increased to 80 rad/s at the 

time instant 2s at no load. The results show the superiority of MP-MRAS. During the transient 

phase, the estimated speed for both approaches tracks the reference speed, and it takes about 

0.3s to get to steady state. It is notable that the cost function in the MP-MRAS remains very 

small even during transient operations, in contrast to 0.04 observed in the conventional MRAS 

case. Moreover, the MP-MRAS has more accurate estimated position during the transient 

operation compared to the classical method. 

 

(a) 
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(b) 

 

(c) 

Fig 2.6 Simulation results of MP-MRAS and classical estimators (a) estimated speeds (b) 

speed tuning signals (c) position errors. 
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2.3 Conclusion  

This chapter provides various sensorless methods utilized for position estimation in PMSM 

drives, including Extended Kalman Filter (EKF), Sliding Mode methods, and MRAS-based 

methods. The chapter has concentrated on MRAS-based schemes, offering a detailed 

explanation of these methods with their advantages and disadvantages. A Model Predictive-

MRAS based method has been introduced and compared to the classical MRAS based method. 

It was tested in simulation and the results showed the superiority of this method compared to 

the classical method. 
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Chapter 3: Modelling and Model Reference 

Adaptive Systems for Vector Control PMSM 

 

PMSM (Permanent Magnet Synchronous Motor) can be categorized into two types based on 

rotor structures: Surface Mounted PMSM (SPMSM) and Interior PMSM (IPMSM) [57]. 

In SPMSM, the permanent magnets are mounted on the surface of the rotor. Due to the 

similarity in relative permeability between the permanent magnets and air, the active air gap in 

SPMSM is roughly equal to the sum of the air gap length and the magnet radial thickness. As a 

result, the stator windings in SPMSM have low and equal inductances along the dq-axes. 

On the other hand, in IPMSM, the permanent magnets are located inside the rotor structure. In 

these machines, there is a saliency effect, which means that the inductance along the d-axis (𝐿𝑑) 

is lower than the inductance along the q-axis (𝐿𝑞). This difference in inductance is a result of 

the d-axis flux traveling through a higher reluctance path compared to the q-axis flux. 

 

 

a. SPMSM b. IPMSM 

 

Figure 3.1 Rotor topologies of PMSM  
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Based on the type of back-EMF, PMSM can be categorized into two types: brushless DC 

machines (BLDC) and brushless AC machines (BLAC) [58, 59]. BLDC machines have a 

trapezoidal back-EMF waveform and fed by square-wave currents. On the other hand, BLAC 

machines have a sinusoidal back-EMF waveform and are fed by sinusoidal stator currents. 

BLDC drives are commonly used in low-cost applications where high-resolution position 

sensors are not required. In certain cases where the dynamic response of the speed is not critical, 

even the current sensor can be eliminated. BLDC drives offer simplicity and cost-effectiveness 

in such applications. 

In contrast, BLAC motors are employed in applications that demand low torque ripple and fast 

torque response. Compared to BLDC motors, BLAC motors generate smoother torque due to 

their sinusoidal back-EMF waveform [60]. This makes them suitable for applications where 

precise control of torque and speed is crucial. 

In this thesis, the focus will be on the control system of BLAC motors, which involves achieving 

low torque ripple and fast response in various applications. 

To achieve high-performance control of PMSM, the field-oriented control (FOC) technique is 

utilized. FOC allows for the independent control of torque and flux, enabling the attainment of 

a similar dynamic performance as that of a DC machine drive [3]. In FOC, the three-phase time 

and rotor position-dependent model of the PMSM is transformed into a two-coordinate (d and 

q) time and position-invariant model. This transformation involves shifting from a stationary 

frame (such as the stator reference frame a, b, c or the orthogonal reference frame α-β) to a 

rotating frame (d-q) that rotates at the synchronous speed. 

In the rotating frame, the d-axis is aligned with the rotor flux. This enables the independent 

control of flux and torque by manipulating the d and q components of the stator currents [61]. 

Accurate modelling of the PMSM is crucial for both  FOC and MRAS sensorless control. 
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Therefore, this chapter presents the modelling of PMSM along with a flux-based MRAS 

estimator. 

 

 

Figure 3.2 FOC control of PMSM  

 

3.1 The Dynamic Model of PMSM 

In a three-phase PMSM, the space vector of the stator current in the stationary reference frame 

is represented as: 

𝑖𝑠 =
2

3
(𝑖𝑎 + 𝑎𝑖𝑏 + 𝑎2𝑖𝑐) 

(3.1) 

 

Here, 𝑖𝑎, 𝑖𝑏  and  𝑖𝑐  denote the phase currents, The variable ' 𝑎  ' represents the complex 

exponential term 𝑎 = 𝑒𝑗
2𝜋

3 , where 𝑗 is the imaginary unit. 
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To obtain the two orthogonal components (αβ) of the stator current vector, the value of 'a' in 

equation (3.1) is substituted. The α component represents the real part, while the β component 

represents the imaginary part. This substitution leads to the following expressions: 

𝑖𝛼 =
2

3
𝑖𝑎 −

1

3
𝑖𝑏 −

1

3
𝑖𝑐 

(3.2) 

𝑖𝛽 =
1

√3
(𝑖𝑏 − 𝑖𝑐) 

(3.3) 

This can be represented in a matrix as: 

 

[
𝑖𝛼
𝑖𝛽

] =
2
3

[
 
 
 
 1 −

1
2

−
1
2

0
√3
2

−
√3
2 ]

 
 
 
 

[

𝑖𝑎
𝑖𝑏
𝑖𝑐

] 

 

 

Figure 3.3 The space vector of the stator current 

 

(3.4) 

 

The current vector can be easily converted from (𝛼𝛽) frame to the three-phase frame by 

inversing the above matrix and multiplying it by 𝛼𝛽 components as following: 
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[
𝑖𝑎
𝑖𝑏
𝑖𝑐

] =

[
 
 
 
 

1 0

−
1

2

√3

2

−
1

2
−

√3

2 ]
 
 
 
 

[
𝑖𝛼
𝑖𝛽

] 

 

 

(3.5) 

 

The d-q components of the phase current vector in the rotating frame can be obtained from the 

(αβ) components in the stationary frame using the following equation: 

𝑖𝑑 + 𝑗𝑖𝑞 = (𝑖𝛼 + 𝑗𝑖𝛽)𝑒−𝑗𝜃 (3.6) 

This transformation can be represented in matrix form, known as the Park transformation 

matrix, as follows: 

[
𝑖𝑑
𝑖𝑞

] = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝑖𝛼
𝑖𝛽

] 

 

 

(3.7) 

 

Figure 3.4 Park transformation  

Similarly, the (𝛼𝛽) components can be obtained from the d-q components using the Inverse 

Park transformation as: 
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[
𝑖𝛼
𝑖𝛽

] = [
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝑖𝑑
𝑖𝑞

] 
(3.8) 

 

For a 3-phase brushless AC motor with a PM rotor, the 3-phase voltages can be calculated as: 

 

[

𝑣𝑎

𝑣𝑏

𝑣𝑐

] = 𝑅𝑠 [
𝑖𝑎
𝑖𝑏
𝑖𝑐

] + 𝜌 [

𝜓𝑎

𝜓𝑏

𝜓𝑐

] 

 

(3.9) 

 

Where 𝑣𝑎, 𝑣𝑏, 𝑣𝑐, 𝑖𝑎, 𝑖𝑏, 𝑖𝑐, 𝜓𝑎, 𝜓𝑏 and 𝜓𝑐 are the  phase voltages, currents and flux-linkages, 

Rs the stator resistance, and 𝜌 =
𝑑

𝑑𝑡
. 

(3.9) can be written in 𝛼𝛽 frame as: 

 

[
𝑣𝛼

𝑣𝛽
] = 𝑅𝑠 [

𝑖𝛼
𝑖𝛽

] + 𝜌 [
𝜓𝛼

𝜓𝛽
] 

(3.10) 

By left-multiplying equation (3.10) with the Park transformation matrix on both sides, the 

equation can be expressed as follows: 

 

[
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝑣𝛼

𝑣𝛽
] = 𝑅𝑠 [

𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝑖𝛼
𝑖𝛽

] + [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] 𝜌 [
𝜓𝛼

𝜓𝛽
] 

(3.11) 

 

[
𝑣𝑑

𝑣𝑞
] = 𝑅𝑠 [

𝑖𝑑
𝑖𝑞

] + [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] 𝜌 [
𝜓𝛼

𝜓𝛽
] 

(3.12) 

The flux term in (3.12) can be expressed as: 
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[
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] 𝜌 [
𝜓𝛼

𝜓𝛽
] = 𝜌 ([

𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝜓𝛼

𝜓𝛽
]) − 𝜌 [

𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝜓𝛼

𝜓𝛽
] 

 

 

 

= 𝜌 [
𝜓𝑑

𝜓𝑞
] − 𝑤 ([

−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃
−𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃

] [
𝜓𝛼

𝜓𝛽
]) 

 

 

 

 

 

= 𝜌 [
𝜓𝑑

𝜓𝑞
] − 𝑤 [

𝜓𝑞

−𝜓𝑑
] 

(3.15) 

 

Therefore, based on equation (3.15), equation (3.12) can be written as follows: 

[
𝑣𝑑

𝑣𝑞
] = 𝑅𝑠 [

𝑖𝑑
𝑖𝑞

] + [
𝜌𝜓𝑑 − 𝑤𝜓𝑞

𝜌𝜓𝑞 + 𝑤𝜓𝑑
] 

(3.16) 

For salient PMSM, the fluxes can be expressed as: 

𝜓𝑑 = (𝐿𝑑𝑖𝑑 + 𝜓𝑚) (3.17) 

𝜓𝑞 = (𝐿𝑞𝑖𝑞) (3.18) 

By substituting (3.17) and (3.18) in (3.16), it yields the following: 

 

[
𝑣𝑑

𝑣𝑞
] = 𝑅𝑠 [

𝑖𝑑
𝑖𝑞

] + [
𝐿𝑑𝜌𝑖𝑑 − 𝑤𝐿𝑞𝑖𝑞

𝐿𝑞𝜌𝑖𝑞 + 𝑤(𝐿𝑑𝑖𝑑 + 𝜓𝑚)
] 

(3.19) 

For non-salient PMSMs drive, the maximum torque per unit current operation is obtained by 

setting 𝑖𝑑 = 0. In this case, rearranging equation (3.19), we can express it as follows: 
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[
𝑣𝑑

𝑣𝑞
] = 𝑅𝑠 [

0
𝑖𝑞

] + [
−𝑤𝐿𝑞𝑖𝑞

𝐿𝑞𝜌𝑖𝑞 + 𝑤𝜓𝑚
] 

(3.20) 

The electromagnetic torque can be expressed as: 

 

𝑇𝑒 =
3

2
𝑝(𝜓𝑑𝑖𝑞 − 𝜓𝑞𝑖𝑑) =

3

2
𝑝𝜓𝑚𝑖𝑞 

(3.21) 

From equation (3.21), it can be observed that the torque is independently controlled by the q-

axis current (𝑖𝑞), similar to that of DC machines. 

 

3.2 Flux-based MRAS Position and Speed Estimators 

In the flux-based MRAS estimation method for PMSM, the estimated speed is determined by 

taking the magnitude of the cross product (error) between the estimated stator flux linkage 

obtained from integrating the back electromotive force (EMF) (equation 3.22) and the stator 

flux linkage derived from the magnet flux and current (equation 3.23). This error is then passed 

through a proportional-integral (PI) controller, and the integrated output is used to obtain the 

estimated position. 

[
𝜓𝛼𝑣

𝜓𝛽𝑣
] = ∫([

𝑣𝛼

𝑣𝛽
] − 𝑅𝑠 [

𝑖𝛼
𝑖𝛽

] )  𝑑𝑡 
(3.22) 

[
𝜓𝑑𝑖

𝜓𝑞𝑖
] = [

𝐿𝑑 0
0 𝐿𝑞

] [
𝑖𝑑
𝑖𝑞

] + [
𝜓𝑚

0
] 

(3.23) 

Equation (3.23) is transformed to the stationary reference frame by employing the Clarke to 

Park transform as: 

[
𝜓𝛼𝑖

𝜓𝛽𝑖
] = [cos 𝜃 −sin 𝜃

sin 𝜃 cos 𝜃
] [

𝜓𝑑𝑖

𝜓𝑞𝑖
] 

(3.24) 
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The magnitude of the cross product of the two estimated fluxes can be calculated using the 

following equation: 

 

ɛ = 𝜓𝛼𝑣𝜓𝛽𝑖 − 𝜓𝛽𝑣𝜓𝛼𝑖 (3.25) 

  

 

 

Figure 3.5 Illustration of the flux-based MRAS method. 

 

The error calculated in equation (3.25) is subsequently input into a proportional-integral (PI) 

controller. The PI controller processes the error and generates an estimation of the rotor speed. 

This speed estimation is then integrated to obtain the estimated position of the rotor. 

As depicted in Figure 3.5, the estimated position is fed back to the current model, where it is 

utilized to drive the error to zero. 

The actual and estimated fluxes  can be expressed as: 

 

𝜓𝑑 = 𝜓 cos (𝜃) 

𝜓𝑞 = 𝜓 sin (𝜃) 

�̂�𝑑 = �̂� cos (𝜃) 
�̂�𝑞 = �̂� sin (𝜃) 

 

(3.26) 
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Substituting (3.26) into (3.25) yields: 

 

                                                         𝜖 = 𝜓�̂� sin(𝜃 − 𝜃) ≈ 𝜓�̂�(𝜃 − 𝜃) (3.27) 

It can be noticed that the relationship is sinusoidal between the error 𝜖 and the position error. 

And the error 𝜖 is approximately proportional to the position error when the estimated position 

is nearly equal to the actual position. Figure 3.6 shows the close loop transfer function of the 

classical estimator. 

 

Figure 3.6 the close loop transfer function of the classical estimator 

To tune the PI controller, the pole placement method, which involves placing the poles of the 

closed-loop transfer function at desired locations to achieve the desired performance is used 

as following.  

The characteristic equation for the system can be written as  

                                                          𝑆2 + 𝑘𝑝𝑆 + 𝑘𝑖 = 𝑆2 + 2𝜁𝜔𝑛𝑆 + 𝜔𝑛
2 (3.28) 

Where 𝜁, 𝜔𝑛 are the damping ratio and the natural frequency, respectively. 

By choosing 𝜁 = 0.7, 𝜔𝑛 = 30 𝑟𝑎𝑑/𝑠, the gains are obtained from equation 3.28 as 

𝑘𝑝 = 2𝜁𝜔𝑛 = 2 ∗ 0.7 ∗ 30 = 42 𝑟𝑎𝑑 𝑉−2 𝑠−3, 𝑘𝑖 = 𝜔𝑛
2 = 900 𝑟𝑎𝑑 𝑉−2 𝑠−3 
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3.3 The Problems for flux-based MRAS method 

The traditional flux-based MRAS estimator encounters several challenges that restrict their 

effectiveness, particularly at low speeds. Here, a summary of these problems: 

3.3.1 The Issue of Pure Integration 

According to [6], the flux-based MRAS speed estimation method demonstrates superior 

performance over a wide range of speeds. However, the presence of a pure integrator in the 

voltage model (3.22) poses a significant disadvantage, specifically at low speeds, as it degrades 

the performance of the estimation. 

The pure integrator used in the voltage model has infinite gain at zero frequency, which can be 

problematic as it amplifies small offsets in current sensors and initial conditions. To mitigate 

this issue, a low pass filter (LPF) is commonly employed in place of the pure integrator. The 

LPF has a similar frequency response as the pure integrator above its cross-over frequency but 

possesses a finite DC gain at zero frequency. This allows the LPF to attenuate any offset and 

bring initial conditions to zero. 

However, at low frequencies, the LPF and integrator exhibit different responses, leading to 

significant amplitude and phase errors. Figure 3.7 presents a comparative view of the frequency 

responses of the ideal integrator and various approximations achieved through distinct first-

order transfer functions using three-time constants: 10𝑠, 1𝑠, and 0.1𝑠. An integrator's frequency 

response leads to a linear decrease in magnitude with increasing frequency, which causes 

significant attenuation of high-frequency components. The integrator introduces a consistent 

90-degree phase shift across all frequencies. Conversely, a low-pass filter's frequency response 

entails gradual attenuation of higher frequencies beyond a defined cut-off point. The filter 

introduces a variable phase shift that becomes minimal at frequencies significantly lower than 
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the cut-off. Longer time constants offer an enhanced approximation of the integrator's behaviour. 

However, this advantage comes at the cost of a slower transient response, resulting in a reduced 

ability to swiftly attenuate undesired initial conditions. 

Fig. 3.8 provides an illustrative example of how the LPF affects the amplitude and angle of the 

flux in comparison to the integrator. It can be observed that the angle error obtained with the 

LPF decreases as the speed increases. In contrast, the amplitude and angle accuracy remain 

unaffected when using the integrator. 

0  

Figure 3.7 Frequency responses of the low pass filters for different values of time constants 

compared with the response of the integrator. 
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(a) 

 

  

(b) 

Figure 3.8 Simulation results of LPF effect on the amplitude and angle of flux compared with 

the integrator (a) flux, (b) flux angle error. 
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Some studies have attempted to address the DC offsets and drifts present in the motor back-

EMFs by employing more intricate systems instead of a basic low-pass filter with a fixed cut-

off frequency.  

In [62], a new integration algorithm is introduced employing fixed cut-off low pass filters and 

feedback mechanisms to replicate the behaviour of pure integration. This approach involves 

significant computational demands. Furthermore, at lower speeds, the influence of DC offsets 

becomes more pronounced, leading to inaccuracies in the stator flux estimation. 

Fig 3.10 shows the simulation results of the integration algorithm illustrated in figure 3.9 for 

sensorless control of PMSM. The cutoff frequency 𝜔𝑐 used in the LP filter is set to 10 rad/s. 

The reference speed was initially set to 2 rad/s and then increased to 7 rad/s at instant 15s. It 

can be seen that the DC offset in the estimated flux is obviously high at low speed and it reduces 

at higher speeds as shown in figure 3.10 (a). As a results, the speed becomes more fluctuated 

as it goes low as seen in figure 3.10 (b). 

 

Figure 3.9 Block diagram of the integration algorithm 
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(a) 

 

(b) 
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(c) 

Figure 3.10 Simulation results of new integrator algorithm (a) estimated flux, (b) measured 

and estimated speeds (c) measured and estimated positions. 

In [63], Programmable Low-Pass Filters are utilized for stator flux estimation. The αβ axis 

back-EMFs are passed through filters with adjustable cut off frequencies. The outputs are then 

aligned with the actual rotor position by a vector rotator, enhancing the accuracy of the 

estimation.  It's important to highlight that accuracy is affected, particularly when operating at 

lower speeds, due to  the presence of DC offsets, which introduce distortion into the fluxes. 

Similarly, this method (illustrated in figure 3.11) is tested in simulation under the same 

operating conditions, and it showed similar results with the prior technique. As depicted in 

Figure 3.12, it becomes evident that as the DC offset gains prominence, the estimated speed 

displays heightened fluctuations, particularly at lower operational speeds. 
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Figure 3.6 Block diagram of programmable low pass filter method 

 

 

 

(a) 
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(b) 

 

(c) 

Figure 3.7 Simulation results of Programmable Low-Pass Filter (a) estimated flux, (b) 

measured and estimated speeds (c) measured and estimated positions. 
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Further research has aimed to improve Model Reference Adaptive System (MRAS) sensorless 

techniques. In [64], a proposed speed estimation method operates independently of the 

integrator and machine parameters. However, it is sensitive to speed error and stability cannot 

be guaranteed during significant changes in speed. In [65], the voltage model is replaced by a 

state observer model to eliminate the need for an integrator, albeit at the cost of increased 

complexity. Additionally, in [66], high-pass filters are employed in both voltage and current 

models to mitigate integrator issues. but the computational complexity of the fuzzy controller 

is the main drawback of this scheme, and it consumes time and effort to tune the three scaling 

factors. 

Other sensorless techniques have been proposed to address the problems associated with 

conventional flux-based MRAS estimators. The full-order flux observers are well-known 

model-based methods utilized for sensorless controls. [67] proposed a design formulation 

aimed at enhancing performance and parameter robustness; however, it suffers from 

deteriorating performance and instability at low speeds due to a significant increase in feedback 

gain values. In response, [68] introduced a full-order flux observer to mitigate the issues 

identified in [67]. Nevertheless, accuracy of the observer is compromised at low speeds and by 

an inaccurate model. Furthermore, control complexity escalates, necessitating careful tuning 

of feedback gains considering system dynamics and operating conditions, as stability relies on 

these gains [69]. Due to the above disadvantages, full-order observers are not used for under -

tested machines. 

[70] presents a comparison of three adaptive full-order flux observers with different feedback 

gains: Proportional poles (PP), Left poles (LP), and Complete stability (CS). The first two 

observers showed instability in low-speed regenerative mode. Conversely, with slower 

sampling frequency the observer with complete stability feedback gains showed a larger speed 
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error compared to the other observers as the sampling frequency decreases further. Moreover, 

the speed error worsens  as the load increases, particularly with CS feedback gains observer. 

3.3.2 The Problem with the MRAS Adaptation Mechanism 

Another issue related to the MRAS adaptation mechanism is the fixed PI controller's inability 

to maintain optimal performance under different operational conditions. Because of its simple 

construction and effective performance across a wide range of speed, the fixed PI control is 

commonly utilized in the adaptation process of MRAS schemes. However, at lower speeds, the 

fixed PI control may not provide the desired performance due to the increasing prevalence of 

variations in machine parameters and inverter nonlinearities. Furthermore, it is difficult to tune 

these PI gains. 

To overcome this challenge, several solutions have been proposed to replace the conventional 

fixed Proportional-Integral (PI) controller with more advanced algorithms. In [35-38], a sliding 

mode (SM) algorithm was proposed as a replacement for the PI adaptation mechanism. This 

approach enhances the dynamic response of the estimator, but it can introduce a chattering 

issue in the speed. Low pass filters are typically employed to mitigate the chattering effect. 

In [40], a fuzzy logic (FL)-based approach is recommended as a substitute for PI control, 

providing an enhancement in the performance of the estimator. However, it involves complex 

computations due to the inherent nature of fuzzy logic systems. 

At low speeds, the PI gains must be tuned to small values to prevent significant increases in 

estimated speed oscillation. However, under transient operation conditions where sudden 

changes in load or speed occur, higher PI gains are necessary for smooth and satisfactory 

system operation. Achieving an adaptive PI controller that can provide satisfactory 

performance under various conditions is a challenging task that requires trial and error tuning. 
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The effect of PI gains on the speed was experimentally tested in [71]. The results demonstrated 

that using high PI gains increases the speed ripples but improves the dynamic performance and 

accelerates the system's response compared to using low PI gains. 

Fig. 3.13 presents simulation results illustrating how the PI gains impact the system's 

performance in terms of speed oscillation and angle error. As depicted in Fig. 3.13(b), 

increasing the PI gains leads to higher speed oscillation. However, this results in a shorter 

settling time and reduced angle error during the transient period, indicating improved dynamic 

performance. The test was carried out with high, medium, and low PI gains. Where 𝑘𝑝 =

150 𝑟𝑎𝑑 𝑉−2 𝑠−3   and 𝑘𝑖 = 1500  𝑟𝑎𝑑 𝑉−2 𝑠−4 for high gains, 𝑘𝑝 = 60   𝑟𝑎𝑑 𝑉−2 𝑠−3  and 

𝑘𝑖 = 600  𝑟𝑎𝑑 𝑉−2 𝑠−4 for medium gains and 𝑘𝑝 = 20 𝑟𝑎𝑑 𝑉−2 𝑠−3  and 𝑘𝑖 = 200 

𝑟𝑎𝑑 𝑉−2 𝑠−4 for low gains. 

These findings highlight the trade-off  between speed oscillation and system response speed. 

Higher PI gains enhance dynamic performance but introduce increased speed oscillation, while 

lower PI gains reduce speed oscillation but result in slower system response. Careful selection 

of PI gains is necessary to strike a balance between these factors based on the specific 

requirements and operating conditions of the system. 
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(a) 

 

 

(b) 

Figure 3.8 Simulation results depicting the impact of PI gains on the system performance (a) 

speed response (b) corresponding position error. 
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3.4 Conclusion  

This chapter has presented the modelling of a three phase PMSM and the principle of vector 

control. It has also introduced the classical flux MRAS based observer and the issues 

influencing the performance of this observer particularly at low speeds such as the pure 

integration and the adaptation mechanism. Some methods have been introduced in this chapter 

to solve the problem of pure integration at low-speed operation. These methods were tested in 

simulation and the results showed an improvement in the performance, but the presence of the 

DC offset causes significant fluctuation in speed at low speed.  
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Chapter 4: PWM-based Speed and Position 

Estimations for Permanent Magnet Synchronous 

Machines 

A novel sensorless rotor position and speed estimator is introduced in this chapter, focusing on 

its application in sensorless PMSM drives. The method relies on measuring the current 

response to conventional space-vector pulse width modulation (SV-PWM). 

As discussed in Chapter 3, Model-Reference Adaptive Systems (MRAS) estimators are 

commonly employed for sensorless angle estimation. These estimators compare two stator flux  

estimations based on current and voltage models. The voltage model utilizes the integration of 

stator voltages to calculate the stator flux. However, this integration process introduces phase 

delays. 

A new flux-based MRAS method is introduced in this chapter, offering an alternative approach 

to speed estimation. Unlike the classical flux-based method, the proposed technique eliminates 

the need for integrators, resulting in improved performance at low speeds. The key idea behind 

this method is to leverage oversampling and averaging over a switching period of the standard 

space-vector pulse-width modulation (SV-PWM). 

By using oversampling and averaging techniques, the proposed method enables the 

computation of the rotor flux without the requirement of integration. This eliminates the 

potential drawbacks and phase delays associated with integrators, leading to enhanced speed 

estimation accuracy, especially at low speeds. The lack of an integrator in the novel method 

ensures that the position accuracy remains unaffected even in low-speed scenarios. 
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This chapter will provide a comprehensive explanation of the proposed flux-based MRAS 

method, including the underlying principles, mathematical formulation, and implementation 

details. Experimental tests and simulations will be conducted to assess the performance of the 

proposed method and compare it with the classical flux-based approach. 

4.1 The Space Vector PWM for Inverter 

The Space Vector Pulse Width Modulation (SVPWM) technique is widely utilized in drive 

applications due to its advantages over Sinusoidal Pulse Width Modulation (SPWM). SVPWM 

allows for a higher DC bus voltage and lower total harmonic distortion (THD) compared to 

SPWM [72]. 

The core concept of SVPWM revolves around representing the inverter output as space vectors 

that rotate at the fundamental frequency. These space vectors serve as a representation of the 

three-phase voltages, combining them into a single rotating vector. The definition of this space 

vector is provided in Equation (3.1). 

Figure 4.1 illustrates a three-phase, two-level voltage source inverter with six power transistors. 

The upper and lower switches operate in a complementary manner. When the upper switch is 

active, the leg voltages 𝑉𝑎, 𝑉𝑏,  and 𝑉𝑐 can attain the DC bus voltage 𝑉𝑑𝑐, with reference to the 

negative of the DC link, while they reach 0V when the lower switch is active. This configuration 

allows for 8 possible outputs, as there are 2^3 combinations. 

The active state vectors 𝑉1 to 𝑉6 (100, 110, 010, 011, 001, 101) while the zero vectors 𝑉0 and 

𝑉7 (000, 111). In this representation, 1 signifies the upper switch being active, and 0 signifies 

the upper switch being inactive. 

In Figure 4.2, the active vectors 𝑉1 to 𝑉6 form a hexagon, with each vector corresponding to a 

60° sector. The rotating voltage vector 𝑉̅ ̅∗   represents the voltage command and can be 



63 
 

transformed into �̅�𝑎  and �̅�𝑏  components, as depicted in the figure. The magnitudes of these 

components designate the period for which the vectors are applied. 

Equation (4.1) establishes the relationship between the phase-to-neutral voltage scalars and the 

switching states a, b, and c, which represent the upper switches of the inverter. 

 

[
𝑉𝑎

𝑉𝑏

𝑉𝑐

] =
𝑉𝑑𝑐

3
[

2 −1 −1
−1 2 −1
−1 −1 2

] [
𝑎
b
c
] 

(4.1) 

 

The switching vectors and the corresponding output phase voltages, are provided in Table 4.1 

 

 

Figure 4.1 A three-phase voltage source inverter. 

 

Table 4. 1 Switching vectors, output phase voltage scalars. 

Voltage 

vector 

Switching states Phase-to-neutral voltage scalars 

a b c 𝑉𝑎 𝑉𝑏 𝑉𝑐 

𝑉0 0 0 0 0 0 0 

𝑉1 1 0 0 2𝑉𝑑𝑐/3 −𝑉𝑑𝑐/3 −𝑉𝑑𝑐/3 
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𝑉2 1 1 0 𝑉𝑑𝑐/3 −𝑉𝑑𝑐/3 −2𝑉𝑑𝑐/3 

𝑉3 0 1 0 −𝑉𝑑𝑐/3 2𝑉𝑑𝑐/3 −𝑉𝑑𝑐/3 

𝑉4 0 1 1 −2𝑉𝑑𝑐/3 𝑉𝑑𝑐/3 𝑉𝑑𝑐/3 

𝑉5 0 0 1 −𝑉𝑑𝑐/3 −𝑉𝑑𝑐/3 2𝑉𝑑𝑐/3 

𝑉6 1 0 1 𝑉𝑑𝑐/3 −2𝑉𝑑𝑐/3 𝑉𝑑𝑐/3 

𝑉7 1 1 1 0 0 0 

 

 

 

Figure 4.2 Reference voltage vector and switching states 

 

4.1.1 Implementation of Space Vector PWM 

In the implementation of SVPWM, the reference voltage is generated by utilizing two adjacent 

active vectors and zero vectors. The selection of the two active vectors depends on the position 

of the reference voltage. Once the active vectors are identified, the next step is to determine the 

duration, also known as the dwell time, for which each vector should be applied. 

To determine the sector, the two orthogonal components (𝑉𝛼, 𝑉𝛽) of the reference vector are 

obtained by converting from three-phase to two-phase applying the conversion shown in Figure 
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3.3. From these components, the amplitude and angle of the reference voltage vector can be 

calculated as: 

 

𝑉∗ = √𝑉𝛼
2 + 𝑉𝛽

2 
(4.2) 

 

𝛼 = tan−1
𝑉𝛽

𝑉𝛼
 

(4.3) 

 

The "equal volt-second principle" is applied to calculate the dwell time. This principle assumes 

a constant reference voltage throughout the switching period. In accordance with this principle, 

the product of the applied voltage vectors and their respective time durations is equivalent to 

the product of the reference voltage and the switching time.  

If the reference voltage vector (𝑉̅ ̅∗) is located in sector one, the two neighbouring active vectors 

are 𝑉1 and 𝑉2. The applied time for 𝑉1 is denoted as 𝑡𝑎, and the applied time for 𝑉2 is denoted 

as 𝑡𝑏. The dwell time, which represents the duration for which the vectors should be applied, 

can be calculated as follows: 

 

𝑉̅ ̅∗𝑇𝑠 = 𝑉1𝑡𝑎 + 𝑉2𝑡𝑏 + 𝑉0𝑡0 (4.4) 

Where 𝑇𝑠 is the switching time, and 𝑡0 is the applied time for zero vectors. 

𝑉̅ ̅∗ = 𝑉∗𝑒𝑖𝛼     𝑉1 =
2𝑉𝑑𝑐

3
      𝑉2 =

2𝑉𝑑𝑐

3
𝑒𝑖

𝜋
3     𝑉0 = 0 

(4.5) 

Substituting the expressions for (𝑉̅ ̅∗) , 𝑉1, and 𝑉2 into equation (4.4), we have: 
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𝑇𝑠𝑉
∗ [

cos 𝛼
sin 𝛼

] = 𝑡𝑎
2𝑉𝑑𝑐

3
[
1
0
] + 𝑡𝑏

2𝑉𝑑𝑐

3
[
cos

𝜋

3

sin
𝜋

3

] 

 

(4.6) 

 

Separating the real (α-axis) and imaginary (β-axis) components, we get 

𝑇𝑠𝑉
∗ cos 𝛼 = 𝑡𝑎

2𝑉𝑑𝑐

3
+ 𝑡𝑏

2𝑉𝑑𝑐

3
cos

𝜋

3
 

(4.7) 

 

𝑇𝑠𝑉
∗ sin 𝛼 = 𝑡𝑏

2𝑉𝑑𝑐

3
sin

𝜋

3
 

(4.8) 

 

Solving equations (4.7) and (4.8) for 𝑡𝑎 and 𝑡𝑏 

𝑡𝑎 =
√3𝑇𝑠𝑉

∗

𝑉𝑑𝑐
sin(

𝜋

3
− 𝛼) 

(4.9) 

 

𝑡𝑏 =
√3𝑇𝑠𝑉

∗

𝑉𝑑𝑐
sin( 𝛼) 

(4.10) 

 

In general, the dwell time for any sector can be calculated as following.  

𝑡𝑎 =
√3𝑇𝑠𝑉

∗

𝑉𝑑𝑐
sin(k

𝜋

3
− 𝛼) 

(4.11) 

 

𝑡𝑏 =
√3𝑇𝑠𝑉

∗

𝑉𝑑𝑐
sin( 𝛼 − (𝑘 − 1)

𝜋

3
) 

(4.12) 

 

𝑡0 = 𝑇𝑠 − 𝑡𝑎 − 𝑡𝑏 (4.13) 

  

where 𝑘 = 1,2, … .6 is the sector number 

Finally, to achieve optimum performance of SVPWM, a minimum number of switching 

operations is required for each switching period. This can be achieved by following a specific 
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pattern. In the first half of the switching period, the zero vector 𝑉0 is applied, followed by two 

neighbouring active vectors, and then the zero vector 𝑉7. 

To create a symmetrical SVPWM, the second half of the switching period should mirror the 

first half. This means that the sequence of applied vectors in the second half should be the 

reverse of the sequence in the first half. 

The switching sequence for sector one follows a specific pattern. In the first half of the 

switching period, the zero vector 𝑉0 is applied for a duration of 𝑡0/4. This is followed by the 

application of 𝑉1 and 𝑉2, each for a duration of 𝑡𝑎/2 and 𝑡𝑏/2  respectively. Finally, the zero 

vector 𝑉7is applied for 𝑡0/4. In the second half of the switching period, this pattern is repeated. 

This switching sequence is depicted in Figure 4.3. It is important to note that similar switching 

patterns are used for all other sectors.8 

 

Figure 4.3 Switch pattern for SVPWM for sector one. 

 

4.2 PWM-Based Speed Estimator 

The voltage equations of a PMSM, when represented in the estimated dq frame can be 

formulated as follows: 
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𝐿𝑑

𝑑𝑖̂𝑑
𝑑𝑡

= 𝑣𝑑 − 𝑅𝑠𝑖̂𝑑 + �̂� (�̂�𝑚𝑞
+ 𝐿𝑞𝑖̂𝑞) 

(4.14) 

𝐿𝑞

𝑑𝑖̂𝑞

𝑑𝑡
= 𝑣𝑞 − 𝑅𝑠𝑖̂𝑞 − �̂�(𝐿𝑑𝑖̂𝑑 + 𝜓𝑚) 

(4.15) 

Figure 4.4 illustrates a PWM switching cycle with three PWM gate signals controlling the 

upper three transistors in a two-stage inverter. It also shows the synchronous reference currents 

𝑖𝑑 and 𝑖𝑞, with a sampling frequency equal to 10 times the switching frequency. 

Considering  𝑡1, 𝑡2, ..., 𝑡8 as the time instants at which distinct voltage vectors are applied, and 

�̂� is constant during one switching period, equation (4.14) can be discretized with a sampling 

time Ts. The resulting relationships between two adjacent sampling points are given as follows: 

𝑣𝑑(𝑡1~(𝑡1+𝑇𝑠) = 𝑅𝑠𝑖̂𝑑(𝑡1~(𝑡1+𝑇𝑠))
+ 𝐿𝑑

𝑑

𝑑𝑡
𝑖̂𝑑(𝑡1~(𝑡1+𝑇𝑠) − �̂�𝐿𝑞𝑖̂𝑞(𝑡1~(𝑡1+𝑇𝑠) − �̂��̂�𝑚𝑞

 
(4.16) 

 

𝑣𝑑((𝑡1+𝑇𝑠)~(𝑡1+2𝑇𝑠)) = 𝑅𝑠𝑖̂𝑑((𝑡1+𝑇𝑠)~(𝑡1+2𝑇𝑠)) + 𝐿𝑑

𝑑

𝑑𝑡
𝑖̂𝑑((𝑡1+𝑇𝑠)~(𝑡1+2𝑇𝑠)) 

−𝐿𝑞𝑖̂𝑞((𝑡1+𝑇𝑠)~(𝑡1+2𝑇𝑠)) − �̂��̂�𝑚𝑞
 

⋮ 

 

(4.17) 

𝑣𝑑((𝑡1+(𝑛−2)𝑇𝑠)~𝑡8) = 𝑅𝑠𝑖̂𝑑((𝑡1+(𝑛−2)𝑇𝑠)~𝑡8) + 𝐿𝑑

𝑑

𝑑𝑡
𝑖̂𝑑(𝑡1+(𝑛−2)𝑇𝑠)~𝑡8 

−�̂�𝐿𝑞𝑖̂𝑞((𝑡1+(𝑛−2)𝑇𝑠)~𝑡8) − �̂��̂�𝑚𝑞
 

 

(4.18) 

where n is the integer number of sampling points in a switching cycle, calculated as n  =

1/(𝑓𝑠𝑤 ∗ Ts), where 𝑓𝑠𝑤 is the switching frequency. The time instant 𝑡8 is defined as 𝑡1 + (𝑛 − 

1) 𝑇𝑠. 

The derivative term can be approximated by the following: 
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𝑑

𝑑𝑡
𝑖̂𝑑 = (𝑖̂𝑑(𝑡1+(𝑘+1)𝑇𝑠) − 𝑖̂𝑑(𝑡1+𝑘𝑇𝑠))/𝑇𝑠 

(4.19) 

By multiplying each of the 𝑛 − 1 equations by 𝑇𝑠 and then adding each equation to the next, 

we obtain the following result: 

 

𝑇𝑠 ∑ 𝑣𝑑(𝑗) = 𝑇𝑠𝑅𝑠 ∑ 𝑖̂𝑑(𝑗) − 𝑡𝑠�̂�𝑟�̂�𝑚𝑞

𝑛−1

1

𝑛−1

1

−�̂�𝑟𝑇𝑠𝐿𝑞 ∑ 𝑖̂𝑞(𝑗) + 𝐿𝑑 ∑ 𝑖̂𝑑(𝑘+1) − 𝑖̂𝑑(𝑘)

𝑛−1

1

𝑛−1

1

 

 

 

(4.20) 

Here, 𝑡𝑠 = 1/𝑓𝑠𝑤, 𝑘 = 0,1 ⋯ 𝑛 – 2 and j is the 𝑗th equation. 

According to [73], the sum 𝑇𝑠 ∑ 𝑣𝑑(𝑗)𝑛−1
1   is equal to the average PWM voltage as: 

 

(𝑡3 − 𝑡2)𝑣𝑑(𝑡3−𝑡2) + (𝑡4 − 𝑡3)�̂�𝑑(𝑡4−𝑡3) + (𝑡6 − 𝑡5)𝑣𝑑(𝑡6−𝑡5) + (𝑡7 − 𝑡6)𝑣𝑑(𝑡7−𝑡6) 

= 𝑇𝑠 ∑ 𝑣𝑑(𝑗)

𝑛−1

1

 

 

       

(4.21) 

Where 𝑣𝑑(𝑡3−𝑡2) , 𝑣𝑑(𝑡4−𝑡3) , 𝑣𝑑(𝑡6−𝑡5) and 𝑣𝑑(𝑡7−𝑡6) represent the estimated switching vectors 

on the estimated d-axis transformed from 𝛼𝛽 -reference frame. The time differences 

(𝑡3 − 𝑡2) = (𝑡7 − 𝑡6) = 𝑡𝑎/2 and (𝑡4 − 𝑡3) = (𝑡6 − 𝑡5) = 𝑡𝑏/2  

Considering that the switching cycle contains two symmetrical switching combinations, it can 

be easily verified that: 

 

(𝑡3 − 𝑡2)𝑣𝑑(𝑡3−𝑡2) = (𝑡7 − 𝑡6)𝑣𝑑(𝑡7−𝑡6) (4.22) 
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(𝑡4 − 𝑡3)𝑣𝑑(𝑡4−𝑡3) = (𝑡6 − 𝑡5)�̂�𝑑(𝑡6−𝑡5) (4.23) 

Therefore, by rearranging equation (4.20), we can express �̂�𝑚𝑞
 as follows: 

�̂�𝑚𝑞
=

𝑓𝑠𝑤
�̂�

[−2[(𝑡3 − 𝑡2) ∗ 𝑣𝑑(𝑡3−𝑡2)+(𝑡4 − 𝑡3) ∗ 𝑣𝑑(𝑡4−𝑡3)]+𝑇𝑠𝑅𝑠 ∑ 𝑖̂𝑑(𝑗) +

𝑛−1

1

 

𝐿𝑑 ∑[𝑖̂𝑑(𝑘+1) − 𝑖̂𝑑(𝑘)]

𝑛−1

1

−�̂�𝑇𝑠𝐿𝑞 ∑ 𝑖̂𝑞(𝑗)

𝑛−1

1

] 

 

 

(4.24) 

The position of the voltage reference vector (figure 4.2) is utilized to compute the average 

PWM voltage at the start of a PWM switching cycle. Therefore, the voltage reference in the 

𝛼𝛽 frame (𝑣∗
𝛼, 𝑣∗

𝛽) should be represented as a rotating space vector. 

The actual reference magnet flux, 𝜓𝑚, lies along the real d-axis and is 0 on the q-axis. On the 

other hand, �̂�𝑚𝑞
, the estimated flux along the estimated q-axis, is proportional to the sine of 

the angle estimation error. The vector product, 𝜖, of these flux components (as shown in (4.25)), 

is then input into a PI controller, which generates the speed. Finally, the integration of the speed 

yields the position, as illustrated in Figure 4.5. 

 

𝜖 = 𝜓𝑚𝑑
 . �̂�𝑚𝑞

 – 𝜓𝑚𝑞
 . �̂�𝑚𝑑

= 𝜓𝑚. �̂�𝑚𝑞
 

 

(4.25) 
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(a) 

 

(b) 

Figure 4.4 PWM signals with the corresponding q-d-currents in a switching cycle. 
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Figure 4.5 Block diagram of the PWM based estimator. 

 

For vector controlled PMSM drive ( 𝑖𝑑 = 0), the equation 4.24 can be simplified as:  

�̂�𝑚𝑞
=

𝑓𝑠𝑤
�̂�

[−2[(𝑡3 − 𝑡2) ∗ 𝑣𝑑(𝑡3−𝑡2)+(𝑡4 − 𝑡3) ∗ 𝑣𝑑(𝑡4−𝑡3)] + −�̂�𝑇𝑠𝐿𝑞 ∑ 𝑖̂𝑞(𝑗)

𝑛−1

1

] 
 

(4.26) 

4.3 Simulation results 

The proposed method was tested offline using MATLAB/Simulink. The control strategy, 

Field-Oriented Control (FOC), is implemented with a sampling frequency of 12.5 kHz to 

control a Permanent Magnet Synchronous Motor (PMSM) model. The PI controller of the 

estimator is executed with a sampling frequency of 12.5 kHz. The model parameters used in 

the simulation are listed in Table 4.2. It was assumed that the motor is fed directly from the 

reference voltage. Consequently, the nonlinearity of the inverter was not considered. 

Additionally, the current sensors were assumed to be ideal, neglecting factors such as DC-

offset and inaccuracies in the current measurement calibration. It is worth noting that all speeds 

and positions in simulation and experimental results are electrical. All units for proportional 

and integral controller gains of the estimators are in 𝑟𝑎𝑑 𝑉−2𝑠−3 and  𝑟𝑎𝑑 𝑉−2𝑠−4 respectively. 
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Figure 4.6 Simulink model for PWM-based estimator 

Figures 4.7 and 4.8 depict the performance of both the proposed and conventional estimators 

under rated torque when the speed reference is changed from 40 rad/s to 80 rad/s. The test 

results demonstrate the superior performance of the proposed observer compared to the 

conventional method in terms of both speed signal and position accuracy during the transient 

period. Furthermore, from Fig. 4.7(b) and Fig. 4.8(b), it is evident that the position accuracy of 

the novel estimator remains unaffected by changes in speed, unlike the conventional estimator. 

It is worth noting that both methods were tested in sensorless mode from the beginning, starting 

at time 0s.   
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(a) 

 

(b) 

Figure 4.7 Sensorless performance for the PWM-based method, reference speed change from 

40 to 80 rad/s at full load, (a) Speed response (b) Corresponding position error. 
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(a) 

 

(b) 

Figure 4.8 Sensorless performance for conventional method, reference speed change from 40 

to 80 rad/s at full load, (a) Speed response (b) Corresponding position error. 
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In Figs. 4.9-4.10, the speed reference is set to 200 rad/s to test both methods under rated torque 

at medium speeds.   Once again, the novel method shows a better performance in both speed  

and position accuracy during the transient period.   

 

(a) 

 

(b) 

Figure 4.9 Sensorless operation for the novel method with rated torque, (a) Speed response, 

(b) Corresponding position error. 
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(a) 

 

(b) 

Figure 4.10 Sensorless operation for the classical method with rated torque, (a) Speed 

response, (b) Corresponding position error. 

 

Figure 4-11 illustrates the sensorless performance of the proposed method at low speed under 

rated torque. The reference speed was set to 20 rad/s and the torque was initially set to 0, then 
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the torque was set to the rated value  at 1 s. It can be concluded that the position error slightly 

increases when the rated torque is applied. Regarding the transient period, it takes about 0.3 

seconds for the estimated speed to start tracking the reference speed. 

. 

 

(a)  
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(b)  

Figure 4.11: Sensorless performance of the novel method at 30 rad/s and rated torque, (a) 

speed response (b) corresponding position error 

Figure 4.12 illustrates the performance of the classical estimator at low and rated torque. It is 

evident that the estimated speed is fluctuated compared to the novel method.  Furthermore, the 

position error is significantly increased during the transient period.  

 

(a) 
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(b) 

Figure 4.12 Sensorless performance of classical method at 30 rad/s and rated torque, (a) 

speed response (b) corresponding position error. 

To assess the robustness of the proposed scheme against variations in motor parameters, two 

tests were conducted. In the first test (Fig. 4.13), the sensorless mode was activated at 1s, and 

at 3s, a 100% alteration was introduced to the stator resistance in the estimator models. In the 

second test (Fig. 4.14), the q-inductance in the estimator model was reduced by 50% at 3s. 

Notably, the novel method demonstrated remarkable robustness in the face of these changes in 

motor parameters. 
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(a) 

 

 

(b) 
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(c) 

Figure 4.13 Effect of stator resistance change for the novel method, (a) Estimated speed 

response, (b) Corresponding estimated and measured positions (c) corresponding position error. 

 

(a) 
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(b) 

 

(c) 

Figure 4.14 Effect of q-inductance change for the PWM based method, (a) Measured and 

estimated speed responses, (b) Corresponding estimated and measured positions, (c) 

corresponding position error. 
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The PWM based method is also tested for 𝑖𝑑≠0 and 𝑖𝑞= 1.25 A to investigate the effect of 

cancelling the terms 𝐿𝑑𝑑𝑖̂𝑑/𝑑𝑡 and 𝑅𝑖̂𝑑 in (4.24) on the position accuracy. Fig. 4.15 shows the 

error resulting from setting the d-axis current to nonzero. Specifically, it is set to −0.5A and 

−1A at 2s and 4s respectively, and it is clearly shown that the accuracy is not significantly 

affected. 

 

(a) 
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(b) 

Figure 4.15 nonzero d-current effect on the novel method, (a) the speed response, (c) the error 

The novel method is also tested for 𝑖𝑑≠0 to investigate the effect of resistance change on the 

accuracy. Fig. 4.16 shows the error resulting from setting the d current reference to −1A, and 

a 50% change was introduced to the stator resistance at 2s, then further increased to 100% at 

4s. It is clearly shown that the accuracy is not affected. 

 

(a) 
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(b) 

Fig 4.16 resistance change effect on the novel method for 𝑖𝑑 = −1  (a) speed response (b) the 

corresponding position error. 

 

Inverter dead-time effect on the estimated speed for the new method is tested in simulation. 

Dead-times 1𝜇𝑠, 2𝜇𝑠 and 4𝜇𝑠, are applied between the three phase PWM and their 

complementary signals to simulate this effect. It is seen from Fig 4-17 that the fluctuation in 

the estimated speed increases as dead time increases, which is the reflection of the increasing 

difference between the actual voltages and the command voltages. 
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Fig. 4.17 Estimated speeds for the new method with, 1𝜇𝑠, 2𝜇𝑠, and 4𝜇𝑠 dead times. 

4.4 Experimental validation  

4.4.1 Experimental setup  

Figure 4.18 illustrates the block diagram of the experimental hardware, which comprises two 

distinct systems: the dynamometer and the Drive Unit Test (DUT). This integrated system 

allows for simultaneous operation in two different modes, with each system capable of 

functioning in either speed or torque mode. Moreover, the experimental rig is designed to 

facilitate both sensorless and open-loop operation. 

Figures 4.19 and 4.20 show the experimental rig, which consists of two identical 2.1 kW 

PMSMs manufactured by Control Techniques. These motors are star connected and operate at 

400V and 50 Hz. They are equipped with quadrature encoders offering a resolution of 4096 

counts per revolution. The two motor shafts are mechanically joined by a rigid coupling. 

The first motor, acting as a dynamometer, which is connected to a three-phase two-level 

inverter, which utilizes a Semikron IGBT module stack for control. This inverter is controlled 
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by a Speedgoat real-time controller. On the other hand, the second motor, known as the Drive 

Unit, is controlled by a Nidec Unidrive 700M drive. The motor parameters are presented in 

Table 4.2 

The  4096 counts/rev resolution quadrature encoder is used to measure the rotor position for 

verification purposes, and two TA189 current sensors are used for current phase measurements. 

The inverter switching frequency is set to 3.125 kHz with a dead time of 0.5 μs, and the control 

strategy FOC is implemented with sampling time of 80 μs. Hence, the ratio between the 

sampling and switching frequencies (the total number of the sampling points 𝑛 in one switching 

period) is =
1

3125∗80∗10−6
= 4, which is the optimum ratio that gives sufficiently accurate results 

without excessive computational burden. A lowpass filter with 3 Hz cut-off frequency is used 

in the classical method instead of the integrator to minimize problems associated with pure 

integration. 

The trail-error method is used to tune the PI controller of the speed estimators for the classical 

and the proposed methods. The tuned gains for the classical method and the proposed method 

are 𝑘𝑝 = 700 𝑟𝑎𝑑 𝑉−2 𝑠−2 , 𝑘𝑖 = 7000 𝑟𝑎𝑑 𝑉−2 𝑠−3  and 𝑘𝑝 = 1000 𝑟𝑎𝑑 𝑉−2 𝑠−2 , 𝑘𝑖 =

8000 𝑟𝑎𝑑 𝑉−2 𝑠−3  respectively. The trail-error method is also used to tune the current 

controller gains, and these gains are 𝑘𝑝 = 30 𝑉𝐴−1 , 𝑘𝑖 = 400 𝑉𝐴−1 𝑠−1 . The closed-loop 

bandwidth for the current loop is approximately calculated as 𝑓𝐵𝑊 ≈
𝑘𝑝

2∗𝜋∗𝐿
=

30

2∗𝜋∗0.015
= 318 

Hz. The speed controller gains of the proposed method are tuned to be 𝑘𝑝 = 0.125 𝐴 𝑟𝑎𝑑−1𝑠, 

𝑘𝑖 = 20 𝐴 𝑟𝑎𝑑−1 𝑠2 , and the bandwidth can be approximated calculated as 𝑤𝐵 ≈ √
𝑘𝑖

𝑗
=

√
20

0.00077
= 161 rad/s.  

Where L and J are the inductance and the inertia of the motor respectively. 
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For sensorless control applications, a bandwidth of approximately 161  rad/s is generally 

suitable and can provide the necessary dynamic response and estimation accuracy for many 

industrial applications. However, it's important to ensure that the control algorithm is optimized 

to handle the computational load within the control loop cycle time, and validate the control 

performance under various operating conditions, including low-speed operation and load 

variations. 

Regarding the computational power requirements of the proposed method, execution on the 

Speedgoat system takes approximately 8,2 µs to perform both the proposed sensorless 

algorithm and FOC, which includes Clarke and Park transformations, PI controllers, inverse 

transformations, and SVPWM calculation. This short execution time is due to the high clock 

speed (1.99 GHz) and potential hardware support for efficient trigonometric calculations. 

However, Speedgoat is a rapid control prototyping system and is not suitable for commercial 

products, where low-cost microcontrollers are more common. TMS320F28335 floating point 

microcontroller (150 MHz clock) is a low-cost microcontroller and can be used to implement 

the proposed method. The estimated execution time for the proposed method is approximately 

8.2∗1990

150
= 109 µs. By using efficient trigonometric approximations like lookup tables and 

simplified functions, the execution time can be reduced to under 26 µs. In a similar context, 

[61] discusses a more computationally intensive method implemented on the TMS320F28335 

microcontroller, which achieved an execution time of 39 µs. 
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Figure 4.18 Illustration of the rig 

 



91 
 

 

Figure 4.10 Laboratory photograph of the experimental hardware 

 

Figure 4.20 Laboratory photograph of the two identical PMSMs 

To verify and align the zero position of a position sensor with the d-axis, certain steps need to 

be followed. Initially, PMSM is driven by a load machine at a low speed in the positive 

direction. The three-phase back-EMF of the PMSM is then measured and transformed into d-

q components from the machine terminals. To set the reference position to zero at the beginning 

of a revolution, the index signal in the Speedgoat quadrature encoder block should be turned 

on. This facilitates the alignment process. While the motor is running, the alignment is achieved 

by selecting an angle that results in 𝑣𝑑 = 0 and 𝑣𝑞𝑚𝑎𝑥. Figure 4.21 depicts the position aligned 

with the phase a back-EMF. Figure 4.21 shows the simulation results of the rotor position 
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aligned against the Phase‐A back‐EMF. It is seen that the angle and phase-A back-emf are 180-

degree phase-shifted because the machine operates as a generator. 

 

Figure 4.21 Rotor position alignment 

Table 4.2 The PMSM parameters 

Quantity Unit Value 

Pole-pairs -- 3 

Rated Power kW 2.1 

Stator resistance ohms 2.19 

Rated current A 4.2 

Base speed rpm 3000 

Rated torque N.M 6.7 

Torque constant Nm/A 1.6 

PM flux linkage V/Hz 0.356 

d-axis inductance mH 12.5 

q-axis inductance mH 15 

Inertia Kg.m2 0.00077 
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4.4.2 The Experimental Results 

Extensive tests are performed in both open-loop and closed-loop operations, to assess both the 

novel and conventional flux-based MRAS schemes.  Both estimators' performances are 

evaluated under various load and speed conditions. 

4.4.2.1 Open Loop Operation 

In this mode, the sensorless estimator is not used in feedback, and the FOC controller obtains 

the speed and position signals from the sensor. The PI gains for both the proposed and 

conventional MRAS estimators are set to Kp=1000, Ki=8000 for the proposed estimator, and 

Kp=700, Ki=7000 for the conventional MRAS estimator. These values are determined using 

the trial-and-error method to achieve optimal dynamic performance. 

Figure 4.22 compares the performance of the classic and novel Model Reference Adaptive 

System (MRAS) estimators under no load conditions. The novel method exhibits reduced 

fluctuation in the speed compared to the classical method. Additionally, as the speed decreases 

to 50 rad/s, the position error (the difference between measured and estimated positions) 

increases in the classical method (approximately -0.2 rad), while it remains minimal (around 0 

rad) in the novel method. 

Moving on to Figure 4.23, it shows the performance of the classical and novel MRAS 

estimators in the motoring mode, where 25% of the rated load is employed to counter the speed 

direction. Subsequently, the load is increased to 50% of the rated load. Notably, the oscillation 

in the conventional method intensifies when the load is applied, whereas the novel speed 

estimation remains unaffected. 

Furthermore, it can be observed that both methods experience a slight increase in position error 

as the load is augmented while maintaining a constant speed. In the novel method, the error 
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progresses from -0.027 rad under no load to -0.06 rad at 50% of the rated torque. On the other 

hand, the classical method exhibits an error escalation from -0.107 rad under no load to -0.125 

rad at 25% of the rated torque, further increasing to -0.133 rad at 50% of the rated torque. It is 

important to highlight that the error amplifies by approximately -0.02 rad per 25% increase in 

load for both methods. 

Figure 4.24 illustrates the open-loop performance of the proposed and classical methods in a 

regenerative mode. In this case, 25% and 50% of the rated torque are applied to support the 

direction of rotation. The new method exhibits better performance with reduced oscillations in 

comparison to the conventional method. 

 

 

(a) 
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(b) 

 

(c) 

Figure 4.22 Open-loop response under no load, (a) Speed response for both methods, (b) 

Corresponding position error for the classical MRAS, (c) position error for the novel MRAS 
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(a) 
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(c) 

Figure 4.23 Open-loop response with motoring operation, (a) Speed response for both methods, 

(b) Corresponding position error for the classical MRAS, (c) position error for the novel MRAS 
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(b) 

 

 

(c) 

Figure 4.24 Open-loop response with regenerative operation, (a) Speed response for both 

methods, (b) position error for the classical MRAS, (c) position error for the novel MRAS 
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4.4.2.2 Sensorless Operation 

To evaluate the performance of the proposed sensorless method, the dynamometer is first 

tested in torque mode and then in speed mode. 

4.4.2.2.1 Torque mode 

In this mode of operation, the dynamometer is set to torque mode and driven by the second 

Drive Unit at a constant speed of 300 rpm ≈ 95 rad/s to test the accuracy of the estimated 

position for the novel method. At 2 seconds, a reference torque of 2 N.m (30% of the rated 

torque) is applied, followed by an increase to 4 N.m (60% of the rated torque) at 4 seconds. 

Figure 4.25(a) illustrates the corresponding phase currents for the different applied torques. 

These currents are obtained by dividing the given torque by the torque constant (1.6 N.m/A). 

From Figure 4.25(b), it is evident that the measured q-current accurately tracks the reference 

q-current, indicating that the estimated position closely aligns with the measured position, as 

depicted in Figure 4.25(c). Moreover, Figure 4.25(d) displays the position error, which is 

negligible at 0.03 rad. 
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(a) 

 

 

(b) 
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(e) 

Figure 4.25 Sensorless response for torque mode, (a) phase currents, (b) measured and 

reference q-currents, (c) measured and estimated positions, (d) position error, (e) measured and 

estimated speeds. 

4.4.2.2.2 Speed mode 

In this mode, the FOC controller gets the speed and position signals from the estimator, and 

the second Drive Unit is set to torque mode. The performance of both estimators is evaluated 

under various load and speed conditions. 

Figure 4.26 demonstrates the utilization of a rotating signal injection method for zero speed 

starting [74]. As back-EMF is unobservable at zero speed for both the conventional and 

proposed methods, this injection method is employed. The injection frequency and amplitude 

of the injected voltage are 40 volts and 800 Hz respectively. The figure shows the smooth 

operation of the drive during the gradual transition from 20 rad/s to 30 rad/s at 3 seconds. 

Additionally, the position error introduced by the injection method is reduced to zero once the 

proposed method is activated, as depicted in Figure 4.26(b). 
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In Figures 4.27 and 4.28, the performance of the novel and classical methods is tested at low 

speeds (1.6 Hz) with no load. It is evident from Figures 4.27(a) and 4.28(a) that the classical 

method exhibits higher speed oscillation compared to the novel method. Moreover, Figure 

4.28(b) illustrates that as the speed decreases, the position error increases in the classical 

MRAS until it fails at a speed of 10 rad/s. However, the position accuracy remains nearly 

unaffected in the proposed method, as shown in Figure 4.27(b). This distinction is clearly 

observed in Figures 4.27(d) and 4.28(d), which depict the phase currents for both methods. 

Figure 4.27(d) demonstrates that the phase currents are not significantly impacted when 

switching from sensored mode to sensorless mode at 5 seconds using the novel method. 

Additionally, the current decreases as the speed decreases. Conversely, the classical method 

results in larger current transients due to the larger position error. 
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(d) 

Figure 4.26 Signal injection method combined with the novel method, (a) Speed response, (b) 

Corresponding position error, (c) Novel estimated and measured positions, (d) Phase currents 
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(d) 

 

 

 

 

Figure 4.27 Novel method performance at low speeds, (a) Speed response, (b) Corresponding 

position error, (c) Estimated and measured positions, (d) Phase currents, (e) d-q currents 

(e) 
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(e) 

 

Figure 4.28 Classical method at low speeds, (a) Speed response, (b) Corresponding position 

error, (c) Estimated and measured positions, (d) Phase currents, (e) d-q currents 

Figure 4.29 shows the performance of the two techniques at medium speeds with no load 

applied. They transition from open-loop mode to sensorless mode at 5 seconds. Figure 4.29(a) 

reveals that the estimated speed of the novel method exhibits more damping compared to the 

classical method. 

Both methods are then tested in motoring and regenerative modes, as depicted in Figures 4.30 

and 4.31, respectively. In both modes, the torque is initially set to 20% of the rated torque and 

then increased to 40% of the rated torque. The applied torque induces a slight oscillation in the 

estimated speed for both methods. Figure 4.30(b) illustrates that the position error in the novel 

method increases from -0.034 rad at no load to -0.053 rad at 20% of the rated load, further 

increasing to -0.072 rad at 40% of the rated torque. Similarly, in the regenerative mode, the 

error generated by the novel method ranges from -0.021 rad at no load to 0.032 rad at 20% of 

(e) 
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the rated torque, and finally to 0.079 rad at 40% of the rated torque, as shown in Figure 4.31(b). 

It can be observed that in the regenerative mode, the error in both methods increases with torque, 

while in the motoring mode, the error decreases. 

 
 

 

(a) 
 

 
 

(b) 

 

Figure 4.29 Medium speed response for both methods, (a) Estimated speed (b) position error. 
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(a) 
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(c) 

 

 

(d) 

Figure 4.30 Sensorless operation with motoring mode, (a) Speed response for the novel, (b) 

Corresponding position error for the novel, (c) Speed response for the classical MRAS, (d) 

Corresponding position error for the classical MRAS. 
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(c) 

 

 

(d) 

Figure 4.31 Sensorless operation with regenerative mode, (a) Speed response for the novel, (b) 

Corresponding position error for the novel, (c) Speed response for the classical MRAS, (d) 

Corresponding position error for the classical MRAS 
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To assess the robustness of the proposed scheme against variations in motor parameters and to 

compare it with the classical method, two experimental tests were conducted. In the first test 

(Figure 4.32), the sensorless mode was initiated at 2 seconds, followed by a 50% change in the 

stator resistance in the estimator models at 5 seconds, which was further increased to 100% at 

8 seconds. 

In the second test (Figure 4.33), the q-inductance in the estimator models was reduced by 20% 

at 5 seconds, and then to 40% at 8 seconds. It is evident that the novel method demonstrates 

robustness against motor parameter variations. This can be observed by comparing the 

estimated speed and position error produced by the novel method before and after the changes, 

as shown in Figure 4.32 and Figure 4.33. Both the error and speed oscillations remain 

unaffected. On the other hand, the classical method exhibits increased speed oscillation as the 

resistance increases, although it is less sensitive to changes in Lq.  

   

 

 

 

(a) 
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(b) 

Figure 4.32 Effect of stator resistance change on both methods, (a) estimated speed response, 

(b) Corresponding position error. 

 

 

 

(a) 
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(b) 

Figure 4.33 Effect of q-inductance change on both methods, (a) Estimated speed response, (b) 

Corresponding position error. 

 

The position error for the novel method is also tested for 𝑖𝑑 ≠0 to investigate the effect of 

cancelling the terms 𝐿𝑑𝑑𝑖̂𝑑/𝑑𝑡 and 𝑅𝑖̂𝑑 in (4.24) on the accuracy. Fig. 4.34 shows the error 

resulting from setting the d axis current reference to nonzero values. In this test, the d current 

is set to −0.5A and −1A at 7s and 10s respectively, and it is evident that the error is not 

substantially influenced when compared to the compensated error as shown in Fig. 4.34. 
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Figure 4.34 Effect of nonzero d-Axis Current on the estimated position accuracy for the novel 

method.  
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4.5 Conclusion  

In this chapter, an innovative flux-based MRAS observer is introduced for sensorless PMSM 

drives. This method is based on oversampling and averaging over a switching period of the 

standards space-vector pulse-width modulation (SV-PWM) which allows the calculation of the 

rotor flux without integration. simulations , and experimental tests are presented  to evaluate 

the performance of the proposed estimator. The results show good performance at various 

speeds and under various load circumstances. The performance at low speed is improved 

compared to the classical method. The proposed method also shows robustness to changes in 

motor parameters. 
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Chapter 5: Model Predictive MRAS Speed 

Estimator for Permanent Magnet Synchronous 

Machines 

As mentioned in the previous chapters, the fixed Proportional-Integral (PI) controller is 

commonly used in MRAS schemes for speed estimation due to its simple design and good 

performance across a wide speed range. However, the fixed PI controller is unable to maintain 

optimal performance under all operating conditions. At low speeds, when variations in machine 

parameters and inverter nonlinearities become more noticeable, the PI gains need to be tuned 

to small values to prevent significant increases in speed oscillation. On the other hand, during 

transient operation conditions with sudden changes in load or speed, the PI gains need to be 

increased for smooth and satisfactory system operation. This necessitates the use of an adaptive 

PI controller, which poses a challenge and consumes a significant amount of time. 

In this chapter, a novel (FCS-MPC) based speed estimator for PMSM is proposed. In this 

method, the adaptation process involves solving an optimization problem aimed at minimizing 

the speed error signal across a finite range of  speeds. A speed search process is employed to 

guarantee optimal speed estimation at each sampling interval. The performance of the novel 

estimator is assessed, and a comparison is made with the PI-based flux MRAS estimator. 

5.1 Finite Control Set Model Predictive Controller 

Due to its user-friendly nature and capability to accommodate various performance 

specifications, Finite-Control-Structure Model Predictive Control (FCS-MPC) has found 

widespread application. FCS-MPC employs the system model to predict future states, 
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considering all possible control actions. A cost function is then minimized to determine the 

optimal control action. To address the computational challenges associated with MPCs, the 

controller directly generates the switching state of the inverter to solve the optimization 

problem. This approach limits the system behaviour prediction to the switching states of the 

power converter [75]. 

Figure 5.1 depicts the General Control Scheme of (FCS-MPC) applied to motor control. In this 

scheme, the measured variables 𝑥(𝑘)  (such as rotor speed, current, or voltage) are utilized to 

predict all possible variables 𝑥𝑖(𝑘 + 1)  at the next sampling period for each of the n switching 

states 𝑆(𝑘). The reference values 〖𝑥∗
𝑖(𝑘 + 1) and constraints are considered, and a cost 

function is evaluated for each of the potential inputs (switching states). The cost function is 

usually based on the difference between the predicted state variables and the desired references. 

The switching state that corresponds to the minimum cost function is selected and applied to 

the inverter. 

 

 

Figure 5.1 Block diagram of FCS-MPC 
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5.2 The Novel Model Predictive MRAS Estimator 

This estimator is based on FCS-MPC concept to design the adaptation mechanism. The 

flowchart of the proposed algorithm is illustrated in Figure 5.2, while the block diagram of the 

predictive estimator is depicted in Figure 5.3. As discussed in the previous chapters and 

illustrated in Fig. 3.5, the traditional MRAS minimises the rotor flux error by utilising a PI 

controller whose output is the estimated speed  �̂�. Similarly, in the proposed FCS-MPC-MRAS 

method, the estimated speed is instead the output of a minimisation problem which consists of 

minimising a cost function, by selecting the estimated speed  �̂� from a finite set of options 

which is iteratively narrowed down, until convergence is reached.  

Since the rotor speed is a continuous signal, it is necessary to discretize it into a finite number 

of potential speeds to evaluate the cost function in a discrete number of steps as required by 

the finite control set MPC methodology. An algorithm is employed to discretize the rotor speed 

and calculate the cost function for each of these discrete speeds. The algorithm initiates by 

calculating the initial cost function at the starting speed ( 𝑤𝑏,0 = 0 𝑟𝑎𝑑/𝑠 ). The speed 

discretization process commences from this initial speed and progresses by displacing it with 

a calculated displacement (𝛥𝑤𝑖) using the following formula: 

 

Δ𝑤𝑖 = 200 ·  2−𝑖         (5.1) 

 

Where 𝑖 represents the iteration order, and 200 is chosen because the rated speed of the tested 

machine is approximately 800 rad/s in electrical. 

In each iteration, the adjustment of the base speed (𝑤𝑏) is carried out to acquire nine discrete 

rotor speeds. This process is carried out as follows: 



124 
 

𝑤𝑖,𝑗 = 𝑤𝑏 + Δ𝑤𝑖. (𝑗 − 4) (5.2) 

Here, j represents the order of displacement, ranging from 0 to 8. 

 

 

Figure 5.2 Flowchart of the proposed rotor speed search algorithm. 

 

Figure 5.3 Block diagram of the proposed predictive estimator. 
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In the initial iteration (𝑖 = 0), a displacement value of 200 rad/s, denoted as Δ𝑤0, is obtained. 

By applying equation (5.2), nine discrete speeds in electrical rad/s are generated: 800, 600, 400, 

200, 0, -200, -400, -600, and -800. Each of these discrete speeds is utilized to calculate the 

fluxes on the estimated q-axis, denoted as �̂�𝑚𝑞𝑖,𝑗
, as described in equation (4.24) for each 

individual speed. Subsequently, the cost function ϵ𝑖,𝑗 defined in equation (5.3) is computed for 

each speed. The speed that corresponds to the minimum error among the nine speeds is selected 

as the base speed for the next iteration. 

ϵ𝑖,𝑗 = 𝜓𝑚. �̂�𝑚𝑞𝑖,𝑗
 

(5.3) 

For (𝑖 = 1), the speed displacement is reduced to Δ𝑤𝑖 = 235 · 2−1 = 100, effectively doubling 

the search accuracy. The search process recommences from the new base speed, ( 𝑤𝑏,1), to 

identify the speed that yields the minimum error in the second iteration. With each iteration, 

the search algorithm progressively converges towards the optimal speed. By the conclusion of 

the eighth iteration (Δ𝑤8 = 0.78), the optimal speed can be determined with a precision of 0.78. 

Finally, the estimated position is calculated by integrating the estimated speed. 

Due to the relatively slow mechanical dynamic, the rotor speed undergoes minimal changes 

between consecutive time samples, therefore the search algorithm can be initialized using the 

output speed from the previous sampling instant (previous output speed) instead of starting 

from zero speed. This adjustment does not compromise the accuracy of the estimation and 

significantly reduces the execution time. 

In contrast to PI-based MRAS methods, the proposed method eliminates the need for gain 

tuning, making it simpler and ensuring optimal performance under various operating 

conditions. The iterative search algorithm consistently drives the cost function to its minimum 

within a single sample time. 
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5.3 Improved Speed Estimation Using an Adaptive LPF 

Compared to traditional MRAS-based observers, the MP-MRAS observer exhibits superior 

performance under various operating conditions, particularly during the transient period, as 

discussed in the results section below. However, in the case of low speeds, experimental results 

reveal fluctuations in the speed during sensorless mode. To mitigate these fluctuations and 

improve the estimated speed, an adaptive low-pass filter is included in the design of the MP-

MRAS estimator in this section. 

Figures 5.4, 5.5 and 5.6 respectively present the block diagram, the adaptation mechanism and 

the Simulink model of an adaptive low-pass filter that can adjust its cut-off frequency based on 

the dynamic conditions of the system. The algorithm begins by measuring the speed error. In 

steady-state conditions, when the error is close to zero, the cut-off frequency gradually 

decreases (sudden decreases can lead to instability) from the maximum value to the minimum 

value for higher filtering. However, during transient conditions when a disturbance occurs and 

the error exceeds a predetermined threshold, the cut-off frequency is immediately set to the 

maximum value (e.g., 10Hz) to achieve a faster dynamic response. 

 

Figure 5.4 Block diagram of the adaptive low pass filter 
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Figure 5.5 The flow chart of the LPF adaptation 

 

Figure 5.6 Simulink model of adaptive LPF 

5.4 Simulation Results 

The novel method is examined in MATLAB/Simulink as shown in figure 5.7, the control 

strategy FOC is implemented with sampling time of 80 μs to control a PMSM model with 

parameters listed in table 4.2. 

Figure 5.8 shows the simulation results for system performance using a predictive estimator at 

low speed. The reference speed is established at 40 rad/s, and the torque is initially set to zero, 
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and then the rated torque is applied at 1s. It can be noticed that when the torque is applied the 

estimated speed takes about 0.3s to track the reference speed. Moreover, the angle error during 

the transient period does not exceed 0.05 rad as depicted in Figure 5.8(b). 

 

 

Figure 5.7 Simulink model of the novel predictive speed-based estimator. 

 
(a) 
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(b) 

Figure 5.8 the system performance of  the predictive estimator (a)  speed response, (b) 

position error. 

Figure 5.9 demonstrates the superiority of the predictive observer compared to the classical 

one. The reference speed is first set to 80 rad/s and the full rated load is applied, then the speed 

is increased to 160 rad/s. The predictive observer exhibits an error of 0.01 rad during the 

transient period, whereas the PI-based estimator resulted in error of -0.3 rad. Moreover, the 

transient period for the predictive estimated speed is shorter than the estimated speed produced 

by the PI-based method as shown in figure 5.9(a). 
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(a) 

 

(b) 

Figure 5.9 system performance for both the PI-based and predictive estimators (a) speed 

responses (b) corresponding position error 



131 
 

5.5 Experimental validation  

The proposed estimator's performance is tested in both open-loop and close-loop (sensorless) 

operations and compared with the conventional MRAS scheme. Both estimators' performances 

are evaluated under various load and speed conditions. The inverter switching frequency is set 

to 3.125 kHz with a dead time of 0.5 μs, and the control strategy FOC is implemented with 

sampling time of 80 μs. 

5.5.1 Open loop operation  

The PI controller gains of the conventional MRAS are determined as Kp = 200 and Ki = 1000 

using a trial-and-error method to achieve optimal dynamic performance. Figure 5.10 illustrates 

the performance of both the classical and predictive estimators under no load conditions. It can 

be observed from Figure 5.10(a) that the predictive method exhibits lower oscillation in the 

speed compared to the classical method. Furthermore, Figures 5.10(b) and 5.10(c) demonstrate 

that the position error, which represents the difference between the measured and estimated 

positions, is smaller in the predictive method than in the conventional method during the 

transient period. 

Figure 5.11 illustrates the performance of both the classical and predictive MRAS methods 

under no load conditions, with the speed reference changing from 40 rad/s to -40 rad/s at 10s, 

and then from -40 rad/s to 40 rad/s at 20s. The predictive estimator demonstrates superiority 

over the classical MRAS method, as evidenced by the more damped oscillation in the estimated 

speed, as shown in Figure 5.11(a). Furthermore, during the transient period, the position error 

in the predictive method is significantly smaller (0.2 rad) compared to the classical method, 

which exhibits an error of approximately 0.7 rad, as depicted in Figure 5.11(c). 
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Figure 5.10 Low speed performance for open-loop mode, (a) Speed response, (b) Position 

error for the conventional method, (c) Position error for the predictive method. 
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(c) 

Figure 5.11 Zero crossing speed performance for open-loop mode at no load, (a) Estimated 

speed response, (b) Measured and estimated positions, (c) Position error for the conventional 

method (d) Position error for the predictive method 

5.5.2 Sensorless Mode 

Unlike the open-loop performance, the sensorless performance of the predictive observer 

exhibits oscillations in the estimated speed, particularly at low speeds. Interestingly, a 2-cut-

off frequency low-pass filter is employed in conjunction with the predictive method  

successfully reduces the fluctuations in the estimated speed without affecting the operation of 

the drive, even when disturbances such as speed changes are introduced. This is in contrast to 

the conventional MRAS method, where the LPF fails to achieve the same result. Therefore, an 

adaptive low-pass filter can be utilized to gradually decrease the cut-off frequency to the 

minimum during steady-state operation for improved filtering quality, while setting it to 10 Hz 

for a faster dynamic response during transient operation. 
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Figures 5.12 and 5.13 demonstrate the performance of the two methods in sensorless mode at 

2s when the reference speed is changed from 30 rad/s to 70 rad/s under no load conditions. The 

results indicate that the predictive estimator exhibits less oscillation in the estimated speed, 

particularly at low speeds. Moreover, the position error during the transient period is 

significantly lower in the predictive method, measuring approximately 0.21 rad, compared to 

approximately -0.7 rad in the conventional method. This distinction is evident when analysing 

the phase currents generated by the two methods during the transient period. The phase currents 

produced by the conventional method are higher than those produced by the predictive method, 

as depicted in Figures 5.12(d) and 5.13(d). 

 

 

(a) 
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Figure 5.12 Predictive method performance for sensorless mode, (a) Speed response, (b) 

Estimated and measured positions, (b) Position error, (d) Phase currents, (e) d-q current 
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(b) 

 

 

 

(c) 
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(e) 

Figure 5.13 Conventional method performance for sensorless mode, (a) Speed response, (b) 

Estimated and measured positions, (b) Position error, (d) Phase currents, (e) d-q currents. 

Figs 5.14 and 5.15 show the two methods performance for sensorless operation at 5s when the 

reference speed crossing zero at no load. It is shown that the drive can cross the zero speed 

with a smoother response at transient period compared to the conventional method. In the 

conventional method a speed rate limiter is needed for a smooth transient response as seen in 

Fig. 5.15(a). The position error produced by the predictive method during the transient period 

is about -0.3 rad compared to about -1.8 rad in the conventional method as shown in Figs. 

5.14(c) and 5.15(c) respectively. 
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(b) 

 

 

(c) 

Figure 5.14 Zero crossing speed performance for sensorless mode of the predictive method at 

no load, (a) Speed response, (b) Measured and estimated positions, (c) position error. 
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Figure 5.15 Zero crossing speed performance for sensorless mode of the conventional method 

at no load, (a) Speed response, (b) Measured and estimated positions, (c) Position error. 

 

Figures 5.16 and 5.17 present the performance of both the classical and predictive methods in 

regenerative mode for sensorless operation at 5s. The experiments were conducted with a speed 

reference of 50 rad/s and load variations: initially, a load of 15% of the rated torque was 

applied, followed by an increase to 30% of the rated torque, and finally a decrease back to 15%. 

It can be observed that both methods exhibit a slight increase in speed oscillation and position 

error as the load changes. However, during the transient period, the position error significantly 

increases in the classical method when the load changes, whereas in the predictive scheme, the 

error only experiences a slight increase, as depicted in Figures 5.16(c) and 5.17(c). This 

distinction is further emphasized in Figures 5.16(d), 5.16(e), 5.17(d), and 5.17(e), which 

demonstrate that the current remains relatively unaffected during the transient period in the 

predictive method, while it exhibits a substantial increase in the classical method. 
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Figure 5.16 Sensorless operation for the predictive method with regenerative mode, (a) Speed 

response, (b) Estimated and measured positions, (c) Position error 

. 
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(b) 
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(d) 

 

(e) 

Figure 5.17 Sensorless operation for the conventional method with regenerative mode, (a) 

Speed response, (b) Estimated and measured positions, (c) Position error 

 

5.6 Conclusion 

A new (FCS-MPC) based estimator for PMSM is proposed. In this method, the adaptation 

process involves solving an optimization problem aimed at minimizing the speed error across 

a limited range of speeds. A speed search process is employed to guarantee optimal speed 

estimation at each sampling time. This removes the requirement for a PI controller in the 

adaptation process. Additionally, to decrease speed fluctuations at low speed, an adaptive low-

pass filter is included to enhance performance. The performance of the proposed estimator is 

experimentally evaluated, and a comparison is made with the PI-based flux MRAS estimator. 
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The results show improved performance of the novel method compared to the PI-based MRAS 

method. 

  



152 
 

Chapter 6: Conclusion and further work 

6.1 Conclusion 

The use of permanent magnet synchronous machines (PMSM) is widespread in various 

applications, including industrial and high-performance sectors such as electric vehicle traction. 

PMSMs offer numerous advantages, including high efficiency and a simple structure. To 

achieve precise control of PMSMs, field-oriented control (FOC) is commonly employed due 

to its high accuracy and fast response. 

In FOC, accurate measurement of the rotor position is crucial for achieving field orientation. 

Traditionally, position sensors such as encoders or resolvers have been utilized to provide the 

required rotor position data. However, in low-cost applications, the additional cost, size, weight, 

and complexity associated with position sensors are undesirable. This has led to a continuous 

interest in the development of sensorless control systems, where the rotor position is estimated 

without the need for additional sensors. 

Sensorless control systems have gained significant attention in various applications, especially 

in high-performance scenarios like electric vehicle traction motors. In these applications, 

reliability is a critical requirement, and sensorless estimation serves as a backup solution in 

case of sensor failure. By incorporating sensorless control, the reliability and availability of the 

drive system can be enhanced, increasing its overall performance and robustness. 

Model-Reference Adaptive Systems (MRAS) based methods are widely used in various 

applications due to their simplicity and performance. These methods aim to minimize the error 

between two estimations of rotor magnet flux using two alternative voltage and current models. 
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One commonly used MRAS technique is the flux-based MRAS, which calculates the stator 

flux by integrating the stator voltages in the voltage model. 

However, the flux-based MRAS technique has a drawback. It relies on a pure integrator, which 

can cause performance degradation, particularly at low speeds. The integrator has infinite gain 

at zero frequency, which means it has the potential to amplify small offsets and initial 

conditions. To address this issue, integrators can be replaced with low-pass filters. By doing 

so, the performance at low speeds can be improved as the amplification of small offsets is 

mitigated. 

Nevertheless, the introduction of low-pass filters comes with its own challenges. At low 

frequencies, these filters introduce additional phase delays, leading to errors in angle estimation. 

These errors can affect the overall performance of the MRAS-based method, especially in 

applications that require accurate angle estimation. 

A novel estimator has been proposed for sensorless control of PMSM drives. The method uses 

oversampling of PWM voltages and currents during a switching cycle. The new method is 

proved to perform better than the classical MRAS method, with smaller position errors in most 

operating conditions. Unlike the classical flux-based MRAS method, the position accuracy is 

not affected in the novel method at low speeds due to the lack of integrator. Extensive 

experimental tests are conducted to evaluate the proposed estimator. The results of the 

experiments demonstrate good performance at various speeds and under various load 

circumstances, in both motoring and regenerating mode. The proposed method also shows 

robustness to changes in motor parameters. 

The fixed PI controller is frequently utilized in the MRAS schemes' adaptation process to 

obtain the estimated speed as it showed a good performance over a large speed range. However, 

the problem with a fixed PI controller is that it is unable to maintain optimal performance under 
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all different operation conditions. At low speeds the PI gains need to be tuned to small values 

to prevent a major increase in the estimated speed oscillation. However, for the system to 

operate smoothly and satisfactorily during the transient operation conditions when a sudden 

change occurs in load or speed, the PI gains need to be increased.  Therefore, an adaptive PI 

controller is required for a satisfactory performance, however, this is a difficult process that 

takes time and effort.  

The experimental testing of the PI gains' impact on the speed showed that employing higher PI 

gains leads to an increase in estimated speed oscillations, but implementing high gains 

improved the dynamic performance and shortened the settling time and reduced the angle error 

during the transient period compared to the response when low PI gains are applied.  

A novel FCS-MPC-based speed estimator for PMSM is introduced in chapter 5. In this method, 

the adaptation process relies on solving an optimization problem to minimize the speed error 

signal across a finite range of rotor speed. Unlike PI-based MRAS methods the proposed 

technique does not need any gain tuning which make it simpler and guarantee the optimum 

performance. The performance of the novel FCS-MPC-based estimator is experimentally 

tested, and a comparison has been carried out between it and the PI-based flux MRAS estimator 

which is introduced in chapter 4. 

The experimental results showed that the speed oscillation at low speeds can be significantly 

reduced in the predictive estimator by using a 2 Hz-cut-off frequency LPF without affecting 

the running system in comparison with the classical MRAS. In addition, during the transient 

period, the predictive scheme demonstrated a more accurate estimated position than the 

conventional scheme. 
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6.2 Future work 

In Chapter 4, the estimation of rotor position and speed was based on using a fixed PI controller. 

However, this approach resulted in a significant increase in the estimated speed oscillation, 

particularly at low speeds. To address this issue and improve performance at low speeds, the 

use of an adaptive PI controller becomes necessary. 

The adaptive PI controller is capable of dynamically adjusting its proportional and integral (PI) 

gains based on the system's dynamic condition. In steady-state operation, the controller 

gradually decreases the gains to prevent instability and minimize the estimated speed 

oscillation. On the other hand, during transient conditions, such as sudden changes in load or 

speed, the gains are instantly set to their maximum values to ensure a faster dynamic response 

and reduce the position error to a minimum. 

The predictive flux MRAS speed estimator, introduced in Chapter 5, can be applied to different 

types of MRAS estimators that utilize PI controllers as an adaptation mechanism. Examples 

include reactive power-based MRAS and back EMF-based estimators. This demonstrates the 

versatility of the proposed method and its potential for broader application. 

Moreover, the underlying principle of the novel method can be extended to other types of 

motors, such as induction motors (IM) and switched reluctance motors (SRM). By adapting 

the predictive estimator framework to these motor types, accurate and robust position 

estimation can be achieved. 

It is worth noting that inverter non-linearity, especially at low speeds, can cause speed 

oscillation. To mitigate this effect, measurement of the stator terminal voltages is necessary. 

However, employing an inverter model compensator is a more practical approach, as it 

eliminates the need for voltage sensors while still compensating for inverter non-linearity. 
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Appendices 

Appendix A: Average voltage calculation of the PWM-

based speed and position estimations 

The position of voltage reference vector is used to calculate the average PWM voltage at the 

starting of a PWM switching cycle, hence the voltage reference on 𝛼𝛽 frame (𝑣∗
𝛼, 𝑣∗

𝛽) should 

be in  a space vector form (V_mag, V_ang).  

% Inputs are reference magnitude (V_mag), reference angle (V_ang), rotor 

position (thet) 

% Tsw = switching frequency/2, Vc = DC-link 

function Vec_d = fcn(thet V_magnitude, V_angle) 

tsw=0.00016;Vc=538;peak_phase= Vc/sqrt(3); 

ma =( V_magnitude /peak_phase)*tsw; 

  

%sector I 

if (V_angle >=0) && (V_angle <pi/3) 

t_a = ma * sin(pi/3- V_angle); 

t_b = ma * sin(V_angle); 

Sector_num = 1; 

else 

% Sector II 

if (V_angle >= pi/3 && V_angle < 2*pi/3) 

ad = V_angle - pi/3; 

t_b = ma * sin(pi/3 - ad); 

t_a = ma * sin(ad); 

Sector_num = 2; 

else 
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% Sector III 

if (V_angle >= 2*pi/3 && V_angle < pi) 

ad = V_angle - 2*pi/3; 

t_a = ma * sin(pi/3 - ad); 

t_b = ma * sin(ad); 

Sector_num = 3; 

else 

% Sector IV 

if (V_angle >= -pi && V_angle < -2*pi/3) 

ad = V_angle + pi; 

t_b = ma * sin(pi/3 - ad); 

t_a = ma * sin(ad); 

Sector_num = 4; 

else 

% Sector V 

if (V_angle >= -2*pi/3 && V_angle < -pi/3) 

ad = V_angle + 2*pi/3; 

t_a = ma * sin(pi/3 - ad); 

t_b = ma * sin(ad); 

Sector_num = 5; 

else 

% Sector VI 

if (V_angle >= -pi/3 && V_angle < 0) 

ad = V_angle + pi/3; 

t_b = ma * sin(pi/3 - ad); 

t_a = ma * sin(ad); 

Sector_num = 6; 

else 

Sector_num = nan;  

t_a = 0; 

t_b = 0; 
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end 

end 

end 

end 

end 

end 

% Calculation of q-components of state vectors 

Vec1_a = 2*Vc/3; 

Vec1_b = 0; 

Vec1_d = cos(thet)*V1_a + sin(thet)*V1_b; 

Vec2_a = 1*Vc/3; 

Vec2_b = 1*Vc/sqrt(3); 

Vec2_d = cos(thet)*V2_a + sin(thet)*V2_b; 

Vec3_a = -1*Vc/3; 

Vec3_b = 1*Vc/sqrt(3); 

Vec3_d = cos(thet)*V3_a + sin(thet)*V3_b; 

Vec4_a = -2*Vc/3; 

Vec4_b = 0; 

Vec4_d = cos(thet)*V4_a + sin(thet)*V4_b; 

Vec5_a = -1*Vc/3; 

Vec5_b = -1*Vc/sqrt(3); 

Vec5_d = cos(thet)*V5_a + sin(thet)*V5_b; 

Vec6_a = 1*Vc/3; 

Vec6_b = -1*Vc/sqrt(3); 

Vec6_d = cos(thet)*V6_a + sin(thet)*V6_b; 

% Compute the average PWM output voltage of d component 

if (Sector_num == 1) 

Vec_d = 2*t_a*Vec1_d + 2*t_b*Vec2_d; 

else 

if (Sector_num == 2) 

Vec_d = 2*t_a*Vec3_d + 2*t_b*Vec2_d; 
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else 

if (Sector_num == 3) 

Vec_d = 2*t_a*Vec3_d + 2*t_b*Vec4_d; 

else 

if (Sector_num == 4) 

Vec_d = 2*t_a*Vec5_d + 2*t_b*Vec4_d; 

else 

if (Sector_num == 5) 

Vec_d = 2*t_a*Vec5_d + 2*t_b*Vec6_d; 

else 

if (Sector_num == 6) 

Vec_d = 2*t_a*Vec1_d + 2*t_b*Vec6_d; 

else 

Vec_d = 0; 

end 

end 

end 

end 

end 

end 
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Appendix B: Algorithm for model predictive MRAS speed 

estimator 

 

% u1 is Average voltage calculation, u2 is summation of measured iq, u3 is 

% summation of measured id, u4 is summation of id differences, wr is the 

% reference speed and w_b is the initial speed. 

  

function w = fcn(u1,u2,u3,u4,wr) 

         

       persistent w_b 

    firsttime = false; 

    if isempty(w_b) 

        w_b=0; 

        firsttime = true; 

    end  

err_in=(-u1-u2*w_b+u3+u4)*3125/w_b; 

if firsttime 

for i=0:10 

    

    w_delta=(wr)*2^-i; 

    for j=0:13 

        w_ij=w_b+w_delta*(4-j); 

      

        % the cost function 

        err=(-u1-u2*w_ij+u3+u4)*3125/w_ij; 

        if (abs(err) < err_in) 

            w_b=w_ij; 

            err_in=err; 
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        end 

    end 

end 

else 

   w_delta=(wr)*2^-10; 

    for j=0:13 

        w_ij=w_b+w_delta*(4-j); 

      

        % the cost function 

        err=(-u1-u2*w_ij+u3+u4)*3125/w_ij; 

        if (abs(err) < err_in) 

            w_b=w_ij; 

            err_in=err; 

        end 

    end 

end 

w=w_b*1/3; 

end 

 

Appendix C: Algorithm for adaptive LPF 

% u is the difference between the reference and estimated speed 

 

function y = fcn(u,y1) 

set_value=5; 

fc_low=4; 

fc_high=10; 

delta=0.0001; 

if (abs(u)>set_value) 
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y=fc_high;  

else 

if (y1<=fc_low) 

y=fc_low; 

else     

y=y1-delta; 

end 

end 

end 

 

Appendix D: Experimental equipment   

D. 1 Voltage Source inverter 

The inverter consists of six IGBT switches, and the outputs of the inverter are connected to the 

motor terminals via TA189 current sensors to measure the phase currents. As mentioned above, 

the three-phase two levels inverter is made by Semikron (figure 0.1), and the maximum voltage 

and current levels are 600 𝑉𝑑𝑐 and 30A. The six switching signals (PWM signals) which are 

the output of the controller control the six power switches via 50 Ω coaxial cables as seen in 

the figure. The technique Space vector pulse width modulation (SVPWM) is implemented as 

it can have a higher voltage and lower total harmonic distortion (THD) compared to SPWM. 

The inverter is fed from a programable DC power supply shown in figure 0.2. The voltage 

should be gradually increased to the desired voltage to prevent high inrush currents, as there is 

no protection against overvoltage. The inverter switching frequency is set to 3.125 kHz with a 

dead time of 0.5 μs, and the control strategy FOC is implemented with sampling time of 80 μs. 
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Figure 0.1 Laboratory photograph of the inverter 

 

 

Figure 0.2 Laboratory photograph of the programable DC power supply 
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D.2 Interface Board  

Figure. 0.3 shows an interface board designed at Sheffield university to interface the controller 

to the inverter. For the power switches to operate, the 5V PWM signals are required to be 

amplified to 15V. This is done by using six opto-isolated gate drivers to electrically isolate the 

controller from the power switches. Additionally, the interface board enables the controller to 

read the phase currents and rotor position from current sensors and the encoder, respectively. 

 

 

Figure 0.3 Laboratory photograph of the interface board 

 

D.3 The Control Unit  

The controller baseline real-time target machine shown in figure 0.4 manufactured by 

Speedgoat is used to run Simulink real-time applications and it has a built-in PWM generating 
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circuit. A reconfigurable I/O 397 module is used for communication between the controller 

and plant hardware, actuator and sensors. The module supplies 4 analog inputs, 2 analog 

outputs and 7 digital channels, which can be configured independently as input or output. 

 

Figure 0.4 Speedgoat target machine 

D.4 Unidrive 700M 

As mentioned above, the second Drive Unit is controlled by a Nidec Unidrive 700M drive 

(figure 0.5) which is manufactured by Control Techniques. It enables an individual control of 

the second motor for either torque or speed mode. For protection and safety purpose, the 

Unidrive is kept inside a cabinet with a protective system interfacing the drive and the 3-phase 

main supply. To prevent a direct contact with live parts, an interlock is installed so the main 

supply is disconnected in case the cabinet is open. 4 buttons are used in the cabinet to turn on 

the drive, turn off the drive, enable the motor and disenable the motor as shown in figure 0.6. 
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Figure 0.5 Nidec Unidrive 700M drive 

 
Figure 0.6 Drive cabinet. 
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