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Abstract

This thesis focuses on the collection and computational analysis of Kuwaiti Arabic to test
different sociolinguistic hypotheses related to gendered language use in social media. As the
Kuwaiti Arabic dialect has some unique linguistic features that are stereotypically associated
with gendered language usage, the study adopts a computational approach to study these
features and draw insights into the relationship between language and gender in Kuwaiti
Arabic. It contributes to the field of Arabic Natural Language Processing by providing three
publicly available datasets: the Kuwaiti Arabic Gender-labelled WhatsApp Dataset (KAGen),
the Kuwaiti Arabic Conversational Function WhatsApp Dataset (KACD), and the Kuwaiti
Arabic Twitter Dataset (KATD).

The thesis unfolds in three main studies. The first study introduces the collection of
KAGen, a Kuwaiti Arabic dataset that consists of WhatsApp exchanges of mixed gender
Kuwaiti users collected from WhatsApp reading club groups that moved online during
COVID-19. This dataset has been used to analyse different interactional and linguistic
features to get insights about gender indicative features to inform the development of a gender
classification system for Kuwaiti Arabic. The features studied are analysed quantitatively
and qualitatively and are tested in a basic gender classification system trained and tested on
the dataset.

The second study involves the development of an annotation framework to annotate
the KAGen dataset according to the conversational functions employed in the turns. The
study adopts an inductive thematic analysis approach to scrutinise the dataset and create the
conversational function taglist that is used by annotators along with annotation guidelines
to annotate the dataset which we name KACD. To the best of our knowledge, KACD is
the only publicly available dataset of conversational Kuwaiti Arabic tagged according to
conversational functions. The study provides insights regarding conversational function
patterns and presents statistics on the distribution of conversational functions among men
and women. Additionally, it offers qualitative observations, shedding light on distinctive

linguistic patterns observed in the language used.



The third study aims to use machine learning models to automatically predict the gender
of Kuwaiti Arabic social media users. For this study, KATD, a large publicly available dataset
of Kuwaiti Arabic tweets is collected and labelled according to the gender of users. Two
supervised learning approaches are taken to build the gender classification systems: a feature
engineering approach and a deep learning approach. The feature engineering approach is
adopted to test different linguistic features including the features inferred from the previous
two studies to analyse their performance in predicting the gender of users. The deep learning
approach, using pre-trained Transformer models, is also tested to assess how well pre-trained
large language models perform in predicting the gender of Kuwaiti Arabic social media

users.
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Chapter 1
Introduction

It is fascinating what one can discover when analysing language. One interesting phenom-
enon of language is its social nature. Through language analysis, we draw inferences about
societies. We derive insights on how people interact, the patterns of social behavior, and
their cultural identities. Sociolinguistic approaches are undertaken to study the relationship
between language and varying notions such as social identity and social interaction (Nguyen
et al., 2016). This study studies language from a sociolinguistic perspective. A lot can be
inferred about a society when linking social factors to language use.

In studying language in society and the ways in which linguistic resources and
access to them are unequally distributed, sociolinguists give evidence of how
patterns of linguistic variation reflect and contrast social differences. In studying
responses language users have to instances of language use, they demonstrate
the reality and power of affective, cognitive, and behavioural language attitudes.
In analysing how language users create links between language varieties and
users, institutions, or contexts, they uncover language ideologies that create
social realities (Bassiouney, 2020, p.15).

Investigating language spoken or written by people from a specific geographical and
cultural background provides an opportunity to extract information about the values, beliefs,
cultures and identity constructions that are embedded within the words they use. The field of
sociolinguistics has developed significantly with the advent of technology that has benefitted
sociolinguists by offering computational techniques that make it possible to process large
quantities of data (Shuy, 2003). Building upon previous insights into language and gender,
this study aims at analysing the social variable of gender in the Kuwaiti Arabic (KA) dialect
from a sociolinguistic perspective using computational techniques. The analysis will be
conducted on social media data as it provides vast opportunities to gather large amounts of

data and examine social, linguistic and cultural phenomena. Furthermore, the study will also



2 Introduction

investigate the task of predicting gender from language use. To the best of our knowledge,
no gender classification systems have been built for the KA dialect. Building such a system
using a supervised machine learning approach and sociolinguistic features of KA will help in
inspecting the KA dialect used in social media to explore the interplay between language,

gender, and society.

1.1 Overview of Thesis Contributions

This thesis contributes to the field of Arabic Natural Language Processing, particularly
addressing the gap in resources for dialectal Arabic. The main contributions of this thesis
are:

1. The Kuwaiti Arabic Gender-labelled Dataset (KAGen):
This dataset is a pioneering effort in providing publicly available resources for Kuwaiti
Arabic (KA) used in social media and more specifically, in the WhatsApp mobile
application. KAGen consists of WhatsApp conversations that have been collected
and annotated with gender labels. Its availability fills a critical void in the research
community by offering opportunities to study linguistic gender representations in

social media discourse.

2. The Kuwaiti Arabic Conversational Dataset (KACD):

Another contribution of this thesis is the development of a framework to annotate
KAGen according to the conversational functions employed in the conversations.
The framework was adopted to create the Kuwaiti Arabic Conversational Functions
Dataset (KACD) which extends the analytical capabilities of KAGen by systematically
categorising and annotating conversational functions observed within the dataset. This
dataset is the only publicly available dataset of KA that has been annotated according
to conversational functions and can be used by researchers interested in social media

discourse analysis in KA.

3. The Kuwaiti Arabic Twitter Dataset (KATD):

To address the lack of open source large-scale datasets of KA, this thesis bridges
the gap by providing The Kuwaiti Arabic Twitter Dataset (KATD) which is the only
publicly available large-scale KA dataset labelled by gender. KATD offers researchers
a valuable resource for computational processing and gender classification tasks.
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Beyond dataset creation, this thesis presents three innovative studies that utilise these
resources demonstrating the application of computational sociolinguistics in analysing lan-
guage use patterns within the language of Kuwaiti men and women. These studies unfold in
three separate chapters of this thesis:

1. Study 1: presented in chapter 4, explores gender-specific linguistic patterns in KA
WhatsApp communication using KAGen. This study conducts both quantitative
and qualitative analyses of linguistic features used by female and male participants
to provide insights about gender indicative features in KA social media discourse.
Additionally, it introduces a basic gender classification system, trained and tested
on the KAGen dataset. Part of this work has been published in the proceedings of
the Arabic Natural Language Processing Workshop (WANLP 2022), that was held in
conjunction with the 2022 Conference on Empirical Methods in Natural Language
Processing (EMNLP 2022).

2. Study 2: presented in chapter 5, uses a thematic analysis approach to identify key
conversational functions employed in KAGen. The study aims to annotate these
WhatsApp conversations with their corresponding conversational function tags to
create The Kuwaiti Arabic Conversational Dataset (KACD). This dataset enables
further analysis of conversational interaction in Kuwaiti Arabic as used in digital
platforms such as WhatsApp, with a focus on how the use of these conversational

functions vary between Kuwaiti men and women in WhatsApp conversations.

3. Study 3: presented in chapter 3, is to the best of our knowledge the first large-scale
gender classification study on KA. It involves the compilation of the Kuwaiti Arabic
Twitter Dataset (KATD) that consists of tweets by KA users that have been labelled
with gender labels. The study presents the development of a gender classification
system that has been trained and evaluated using KATD. Two supervised learning
approaches were adopted in the development of the system: a feature-engineering
approach and a deep learning approach using Transformers. The study sheds lights
on gendered communication patterns on Twitter through KATD, and differences in

linguistic behavior of men and women in the KA Twitter community.

Overall, the aim of this thesis is twofold: to provide valuable computational datasets of
KA to the Arabic Natural Language Processing community and to conduct insightful analyses
into the gendered linguistic behavior observed among Kuwaiti men and women in social
media contexts to identify linguistic differences between Kuwaiti men and women that may

inform the development of a gender classification system. Through this approach, the thesis
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offers researchers a rich resource for exploring Kuwaiti Arabic discourse in social media
and enables a wide range of analyses, including language modeling, gender classification,

conversation analysis, social network analysis, and cross-cultural studies.

1.2 Overview of the Thesis

The thesis is structured as follows:

* Chapter 2: Introduces the field of Computational Sociolinguistics and reviews relevant
literature that explores the relationship between social variables, such as gender, and
language usage. It provides an overview on the linguistic landscape in Kuwait and
examines the interaction with social media platforms. It also discusses the challenges
associated with preprocessing the Arabic language and surveys existing preprocessing
tools and datasets. The chapter concludes by outlining the main task of the thesis,

which is text classification, and reviewing common text classification methods.

* Chapter 3: Presents the research questions proposed in the thesis and outlines the

methodologies adopted to address them.

* Chapter 4: Provides an overview of a pilot study conducted to collect a WhatsApp
dataset of conversational Kuwaiti Arabic and label it with gender labels. Additionally,
it conducts a quantitative and qualitative analysis of gender-indicative features to
help inform building a gender classification system for KA. It then discusses the
development, training, and testing of a basic gender classification system using the
dataset.

* Chapter 5: Explores conversational functions used in the KAGen WhatsApp dataset.
It introduces a framework developed to annotate the WhatsApp interactions according
to the conversational functions employed. It conducts a quantitative analysis of the
conversational functions used by Kuwaiti men and women, and sheds lights on qual-
itative observations of gendered linguistic behavior in the use of the conversational

functions.

* Chapter 6: presents a large-scale study of gender classification of KA used in social
media. It discusses the methodology followed to collect the large-scale dataset of KA
tweets and annotate it with gender labels. It also details the process of developing
a gender classification system for KA using feature engineering and deep learning

techniques.
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* Chapter 7: Concludes by summarising the contributions of the thesis, discussing the

findings, and outlining directions for future work.






Chapter 2

Background

2.1 Computational Sociolinguistics

Language, being inherently social, embodies rich features that reflect the social context of
its speakers. Sociolinguists have long been engaged in exploring the relationship between
language and society, developing sociolinguistic frameworks, formulating insightful theories,
and employing both quantitative and qualitative methods to study language phenomena.

Traditionally, sociolinguists have approached diverse angles, exploring topics such as
language change over time within specific languages or dialects, variations in language usage
across different age groups, and differences in language patterns among genders. These
studies have yielded profound insights into the dynamic interplay between language and
social factors. However, they often faced limitations due to small datasets or exhaustive
human effort requirements.

The contemporary era is marked by fortunate technological revolutions that have re-
volutionised the study of these language aspects in novel and advanced ways previously
unimaginable. The advent of technology and ongoing breakthroughs in Computational Lin-
guistics (CL) have opened new avenues for collaboration between the fields of computational
linguistics and sociolinguistics. This intersection has given rise to the emerging field known
as Computational Sociolinguistics, where both communities can benefit from each other’s
expertise and methodologies.

Social variables that influence language variation include gender, age, geographical
location, ethnicity, and social class. Studies in computational sociolinguistics have explored
these variables and their relationship with language using computational methods. For
example, there has been considerable research on automatically predicting age or gender
from language using computational techniques (Bamman et al., 2014; Burger et al., 2011;
Koppel et al., 2002; Suero Montero et al., 2014; Zhang et al., 2011). This is feasible due to

7
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the availability of labeled data, where linguistic data are annotated with known values for
these variables, which allows for the application of supervised learning techniques.
Researchers in the field of Computational Sociolinguistics can explore multiple socio-
linguistic topics in innovative ways through this interdisciplinary approach which opens up
new opportunities for studying intriguing subjects like the impact of gender on language and
how language evolves over time. As technology advances, Computational Sociolinguistics
will continue to deepen our understanding of how language influences and reflects social

dynamics in our world.

2.2 Language and Gender

Language is a rich source for analysis and a lot of studies have been conducted to explore the
relationship between different social variables and the language they construct (Eckert and
McConnell-Ginet, 2013; Holmes and Meyerhoff, 2008). One of the social variables that is
studied in relation to language is gender. Traditional studies of language and gender that have
been conducted in the humanities and social sciences have had inconsistent findings and have
received some criticism. For example, Wareing (1996) criticised the generalised insights
related to the relationship between language and gender that were dependent on small samples
of data. The implication from this criticism is to improve gender and language studies by
using larger samples of data and different contexts (Litosseliti and Sunderland, 2002). The
advent of the ‘big data’ era has revolutionised the landscape of gender analysis and presented
numerous opportunities to improve language and gender studies. Moreover, investigations
into sociolinguistic gender patterns have predominantly relied on qualitative methodologies,
including interviews, surveys, recordings, and manual observations. However, scholars such
as Bamman et al. (2014) advocate for a synthesis of qualitative and quantitative approaches,
positing that while qualitative analysis sheds lights on linguistic phenomena, quantitative
methods enable exploration on a broader scale and aid in the identification of cases suitable

for qualitative analysis. As Litosseliti and Sunderland (2002, p.62) explain:

Language and gender may, then, legitimately be viewed from different per-
spectives: a pragmatic combination of methods and approaches, along with an
acknowledgment of their possibilities and limitations, might allow us to focus
on different aspects of the relationship between language and gender, or have a

wider range of things to say about this.
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2.2.1 Interdisciplinary Perspectives on Gender and Language

Renowned scholars of sociolinguistics have contributed to this prominent area of research
on gender and language (Eckert and McConnell-Ginet, 2013; Holmes and Meyerhoff, 2003;
Lakoff, 1973; Tannen, 1990). Lakoff (1973) is amongst the early scholars who studied the
relationship between language and gender and how language reflects power dynamics. Her
studies were critiqued due to depending on personal observations rather than comprehensive
data analysis.

Tannen (1990) focused on differences in communication styles amongst men and women
and explained the different conversational goals and strategies that influence linguistic
interactions. Cameron (1998), on the other hand, questioned the common assumptions on
differences in language between men and women and conveyed that language is a complex
aspect of social interaction influenced by various factors other than gender such as race,
social class, and cultural background. Similarly, Eckert and McConnell-Ginet (2013) argued
against fixed and innate differences between men and women and view gender to be a social
construct.

Language and gender studies conducted in the social sciences revealed insightful ob-
servations through qualitative methodologies (Angouri and Baxter, 2021). However, with
the changes in communication platforms and continuous emergence of new social media
platforms, new interdisciplinary methods are required to process large textual datasets and
analyse linguistic phenomena. In addressing the challenges posed by the evolving landscape
of communication platforms, computational sociolinguistics steps in to offer innovative
methodologies and tools to capture the interplay between language and social interaction in
the digital age.

One study conducted by Bamman et al. (2014) investigated the relationship between
gender, linguistic style, and social networks. They compiled a novel corpus of 14,446 Twitter
users with their gender labels (whether they are male or female) and analysed their lexical
choices and their social networks using a quantitative computational approach. The approach
they adopted looks beyond gender being a binary variable and explores accommodation
to gender preferential language to capture how gender is a social practice. Their approach
takes into consideration the “multifaceted nature of gendered language style” (Bamman
etal., 2014). They first clustered Twitter users based on word counts to identify clusters of
similar language styles and topics of interest. These clusters were in some cases related to
a specific gender, however, there were cases that contradicted the general gender-oriented
pattern noticed. Clustering was done to analyse the frequent linguistic markers in every
cluster. They also trained a logistic regression classifier used for gender prediction and
measured the classifier’s confidence for each user. The classifier’s accuracy was 0.88. They
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were interested in looking at the cases that were not predicted correctly and performed a
qualitative analysis to find explanations. Analysis of cases that defy the classifier’s model for
their gender revealed that social network homophily is a main factor that affects the language
of the user. This means that the less same-gender people found in the user’s social network,
the larger the possibility of finding the user using language that is similar to the other gender.

Furthermore, a prominent research area gaining attraction within Computational Soci-
olinguistics is gender classification which is a task centered on predicting an individual’s
gender based on their language use using state-of-the-art machine learning methods. For
example, Koppel et al. (2002) built a system for gender classification using machine learning
algorithms on a corpus of 566 documents from the British National Corpus (BNC). They used
function words and part-of-speech n-grams both separately and in combination as features
and noticed that using them in tandem achieves the highest accuracy score of approximately
0.80. They also noticed that the same features performed well in classifying fiction and
non-fiction texts. Findings of their research showed that women use more negation, pronouns,
and prepositions such as ‘for’ and ‘with’ than men, and men use more determiners, numbers
and modifiers. In another study, Zhang et al. (2011) conducted a gender classification task
on an Islamic women’s online political forum. They collected 17,785 female messages and
16,572 male messages and experimented with different sets of lexical features such as word
length features, syntactic features such as punctuation marks and function words, structural
features such as total number of sentences per message and content-specific features such
as pre-selected unigrams and bigrams. The feature combination that achieved the highest
accuracy was the combination of all the previous features using a support vector machine.
They achieved an accuracy score of 0.86. They also noticed that the topics that women talked
more about were family members, God, peace, marriage, good will, while men talked more
about extremism and belief. Sec. 6.2 provides a detailed overview of gender classification
studies on Arabic and English datasets.

2.3 Language and Gender Studies on the Arabic Language

“Arabic is spoken as a native language by some 250 million people in 22 separate countries
collectively known as the “Arab world", which stretch from the Arabian Gulf in the east
to the Atlantic Ocean in the west” (Al-Wer, 2014, p.397). In recent years, there has been
an increasing interest in Arabic natural language processing topics and that can be seen for
example in the NLP shared tasks that have lately included Arabic datasets for processing.
However, the field is still under-researched and many research gaps form opportunities for

significant contributions. Not many Arabic NLP gender studies have been carried out. The
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available studies are stepping stones towards the development of this interesting research
topic. Alsmearat et al. (2014) studied gender text classification of Arabic articles using the
Bag-of-Words (BoW) approach. They collected and manually labelled 500 Arabic articles
from different Arabic news websites. The number of articles was distributed equally across
both genders. They wanted to explore the result of performing feature reduction techniques
such as principal component analysis (PCA) and correlation analysis on the high-dimensional
data in combination with different machine learning algorithms for the gender classification
task. Results showed that Stochastic Gradient Descent (SGD), Naive Bayes Multinomial
(NBM) and Support Vector Machines (SVM) were the classifiers that performed best on
the original dataset where the accuracy results surpassed 0.90. Applying different feature
selection techniques did reduce the dimensionality, thus improving memory and running
time. However, it did not have a great effect on improving the accuracy of classifiers such as
SVM, NBM, SGD and logistic classifiers. It did however significantly improve the accuracy
of the K-Nearest neighbor (KNN) classifier from 0.62 to 0.82.

Shared NLP tasks that are organised for the research community have started off by
tackling problems with the English language and they recently added Arabic datasets for
shared tasks corresponding to the increasing interest in Arabic NLP. For example, the PAN
2017 Author Profiling Shared Task included two tasks: gender identification and language
variety identification of Twitter users. Arabic, English, Portuguese, and Spanish datasets con-
sisting of tweets were provided for training and testing. The system that achieved the highest
accuracy result on gender identification of the Arabic dataset was the system developed by
Basile et al. (2017). They used an SVM classifier in combination with word unigrams and
character 3- to 5-grams. They achieved an accuracy result of 0.80. An interesting finding
they discussed was that hand-crafted and external features such as emoji word lists, adding
previous PAN data, removing certain word patterns decreased the accuracy of the system
developed.

2.4 Kuwait: Demographics, Globalisation, and the Internet

Before we dive into our computational linguistic approach to studying gender in Kuwaiti
Arabic, reviewing the landscape and historical background of Kuwait could help broaden
our understanding and provide valuable context for our research. Kuwait is a country in
the Arabian peninsula. In the early days of Kuwait, it was divided into four main areas:
Sharq (the east part) , Jibla (the west part) , Hay Alwasat (the middle neighborhood), and

Almirgab (between Sharq and Jibla). The first three areas were mainly inhabited by families
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who are descendants from Najd in Saudia Arabia. Inhabitants living in these areas were
known for pearl diving and trading and therefore were called ‘people of the sea’. However,
inhabitants of Almirgab were mainly Bedouins who lived in the South area far from the
sea. Almirgab was inhabited by a lot of non-Kuwaitis, mostly immigrants who migrated
from nearby countries. Almirgab was considered the poorest area in Kuwait (Al-Qenaie
et al., 2011). Kuwait has a rich history that has witnessed many political, social and religious
events that have had an impact on the dialects, identity, lifestyle, attitude and culture of
Kuwaiti people. The British protectorate in 1899, the discovery of oil in the 1930s, Kuwait’s
independence from Britain in 1961, the Iraqi invasion in 1990, Kuwait’s liberation in 1991
and the granting of political rights to Kuwaiti women in 2005 are some key events in the
history of Kuwait.

Globalisation has significantly influenced modern Kuwait. However, Kuwait has long
been governed by social traditions, cultural norms, and religious values to preserve its identity
and heritage. Consequently, Kuwaiti people’s attitudes toward globalisation have been in a
constant state of conflict. Mahgoub (2004, p.516) explains:

Kuwait is experiencing, as in other developing countries, the tension between
the forces of globalization and localization. On one hand, people are eager to
enjoy the luxuries of modern life that they can afford to have while at the same

time retaining a cultural identity and satisfying special social requirements.

Media globalisation and technological developments such as the internet have resulted in
significant changes to the way Kuwaitis communicate in the real and virtual worlds. This is
noticed particularly amongst the youth who are constructing a new identity as exposure to
the western world increases. Wheeler (2000, p.443) who studied the role of new media and

globalisation on the Kuwaiti national identity explains:

Internet use by youths is creating new forms of communication across gender
lines, interrupting traditional social rituals, and giving young people new autonomy
in how they run their lives. Although these capabilities remain tempered by
pre-existing value systems, we are seeing important signs of experimentation
which cannot help but stimulate processes of change over time as young people

redefine norms and values for future generations.

Wheeler’s observations highlight the profound impact that media globalisation and internet
use have on the youth of Kuwait, particularly in their quest to balance traditional values with

modern influences.



2.5 Language in Kuwait 13

2.5 Language in Kuwait

Modern Standard Arabic is the official language of Kuwait and is the principal medium
of instruction in education and formal communication, but Kuwaiti Arabic (KA) is the
urban spoken dialect used in everyday informal communication. There are also other Arabic
dialects spoken in Kuwait by non-Kuwaiti Arabs who have come to work in Kuwait such as
Palestinian, Iraqi, Syrian, Egyptian and Lebanese (Alharbi, 1992). Kuwaiti Arabic has been
influenced by the language of multi-regional immigrants and external factors such as trade.
Therefore, linguistic phenomena such as lexical borrowing can be clearly noticed. There are
many words in the KA lexicon that have been borrowed from languages such as English,
Urdu, Turkish and Persian. However, the KA dialect has maintained a lot of its vocabulary
and has not been significantly affected by external factors. For example, the word for bread
in KA was and still is “khoboz”, while in some of the dialects that KA has been in contact
with and influenced by call it “aish” such as Cairene Arabic and Hijazi Arabic, while in KA
“aish” means rice (Al-Qenaie et al., 2011).

English is the second language of Kuwait and is widely used in workplaces, social media,
and is compulsory in schools and colleges. It is the principal medium of instruction in
private schools and colleges. The continuous exposure of Kuwaitis to the western world
through media or academia has played a role in making the English language an influential
language used by many Kuwaitis from all ages but especially the youth. The phenomenon of
code-switching from KA to English is seen in informal verbal and written communication
between the youth and is constantly increasing. Another language phenomenon is seen in
written communication called “Arabezi" which was invented by the youth and involves using
English characters and numbers to represent Arabic letters and is favored by the youth in text
messaging or social media communication for different reasons such as the unavailability of
the Arabic keyboard, ease of code-switching to English, or to prevent spelling or grammar

mistakes in Arabic to those who are more proficient in English than Arabic (Bies et al., 2014).

2.6 Language, Gender, and Social Media in Kuwait

Kuwait is often regarded as a conservative country where cultural and religious ideologies
govern the way many people think and behave. Gender segregation is a defining factor
in many aspects of social and educational life in Kuwait. This segregation is evident in
education, where male and female students are often taught in separate classrooms, as well as
in settings such as banks, mosques, beauty salons, and most health clubs (Algharabali, 2010).

The influence of gender extends beyond physical segregation and permeates interpersonal
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interactions and upbringing practices in Kuwaiti families. In a typical Kuwaiti household,
gatherings may take place in the same residence, but they often occur in non-mixed settings.
Young boys are encouraged to participate in discussions with men in the “diwaniya”, a
social gathering space where men engage in conversations about social and political matters.
Conversely, young girls are encouraged to play together and assist their mothers with
household chores. This distinct approach to upbringing may contribute to the formation of
gendered identities through separate socialisation experiences.

Several years ago, topics related to gender, especially those involving women’s engage-
ment in society and politics, were considered highly provocative and controversial in Kuwaiti
society. However, there has been a notable shift in recent years. The advent of social media
has played a major role in this shift because it made access to the online world and sharing
views and opinions possible for everyone. This made opportunities for mixed-gender inter-
actions notably increase. In the past, accessing platforms to express opinions on societal
issues was limited to traditional media channels such as newspapers, television interviews,
magazines, and radio broadcasts. However, these channels were often controlled by individu-
als with high authority or affiliation with specific political or religious groups, leading to
biased perspectives. With the advent of social media, the landscape has changed dramatically.
Now, not only famous public figures but also ordinary individuals have the opportunity to
voice their thoughts on various matters. Social media has also contributed to destigmatising
gender-related topics, as these discussions are now widespread and accessible on online
platforms. Additionally, the option of interacting anonymously has encouraged women in
Kuwait to participate more actively in online discourse. Social media platforms offer a
promising medium for studying the language of Kuwaitis. The high level of freedom of
expression enjoyed by Kuwaiti citizens allows for genuine opinions to be expressed openly,
and provides ample material for sociolinguistic analysis.

Furthermore, advancements in technology have had a direct impact on communication
between males and females in Kuwait. Although the general attitude towards male and
female communication in public is governed by conservative cultural ideologies reflected
in conscious language choice and formal interaction, online platforms have provided the
opportunity to explore the nature of language used more freely amongst Kuwaiti men and
women.

Sociolinguistic gender studies have been widely explored in English speaking cultures
and in the Arab world too. However, there is a lack of research on the Kuwaiti dialect from a
sociolinguistic perspective using large KA textual data. There are some interesting linguistic
phenomena in the Kuwaiti dialect that are worth exploring. The way men and women speak

is different and this can be noticed in their choice of words when for example they want to
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describe something. It can be noticed that there are some words men would refrain from
using because they are perceived as embodying feminine traits. For instance, Kuwaiti women
use the word “eyanen” to express enthusiasm or admiration, similar to “amazing”. They
might describe a movie as “eyanen”. This word is not used by men. In fact, Kuwaiti men
might use “jabar” to convey enthusiasm or admiration, which in the context of describing a
movie means “amazing”’. Additionally, “ya hafeth” is a phrase exclusively used by women to
express dissatisfaction or disappointment, translating to “Oh saver (God)”. If a man were to
use this phrase, he might be perceived as speaking in a feminine manner.

Analysing the language of women and men in Kuwait offers an opportunity to explore how
gendered identities are constructed and perceived. In fact, Algharabali (2010) investigated
how gender representations are found in online Kuwaiti chat rooms. She also looked at how
social identities are constructed in chat rooms and analysed interactional linguistic features
such as ritual exchanges, formulaic expressions, humorous chat and identity symbols used
in the online chat discourse. Analysis showed that cultural beliefs and norms were present
in the way men and women interacted online. Moreover, it was noticed that both men and
women accommodate to each other’s linguistic styles and help each other achieve mutual
communication goals.

Another study was conducted by Dashti et al. (2015), who were interested in finding out
if the spiral of silence theory is applicable to Kuwaiti female students’ political discourse
on Twitter. The theory describes how people with views that oppose the views of the
majority refrain from expressing their views due to fear of isolation (Noelle-Neumann, 1993).
Dashti et al. (2015) hypothesised that Kuwaiti women are not comfortable with sharing their
political views offline, but share them freely online on social media platforms like Twitter.
This hypothesis was explored through self-report of Kuwaiti female students’ by using a
survey method and responses showed that the spiral of silence theory is not applicable to
Kuwaiti female students as they explained that they share their honest opinions both offline
and online. However, gender and knowing the person they are sharing their views with were
factors that affected the extent to which they share their opinions, meaning that they could
refrain from sharing their opinions if the other person was a male and/or if they did not know
that person (Dashti et al., 2015).

2.7 Arabic

This thesis studies Kuwaiti Arabic, a dialect of the Arabic language. To provide context
about this dialect, the following lines will introduce the Arabic language and the three main

forms of it: classical written Arabic, modern standard Arabic, and dialectal Arabic. Arabic is



16 Background

a Semitic language spoken natively by over 200 million individuals and is considered the
fourth most used language of the internet (Boudad et al., 2018; Farghaly and Shaalan, 2009).

2.7.1 Classical Written Arabic

Classical written Arabic is the form of Arabic used in the Holy Quran and the early Arabic
literary texts dating back to pre-islamic times (Abdelali, 2004; Fischer, 2013). Nowadays, it

is only used when reciting Quran.

2.7.2 Modern Standard Arabic

Modern standard Arabic (MSA) is the standardised form of classical Arabic. It is the form of
Arabic that is used throughout the Arab world and is known as “Fus’ha” meaning “eloquent
Arabic”. This form is used in newspapers, radio broadcasts, books, journals, official legal
documents, reports and other formal settings. It is also the written and spoken form used and
taught in academia across the Arab world (Abdelali, 2004).

2.7.3 Dialectal Arabic

Dialectal Arabic is the informal spoken language that varies greatly between different Arab
regions (Elnagar et al., 2021).

It is a mixed form, with many variations, and often with a dominating influence
from local languages (prior to the introduction of Arabic) or from colonial
languages. Differences between the variants of spoken Arabic can be large

enough to make them incomprehensible to one another (Abdelali, 2004, p.23).

Moreover, Arabic dialects are different from MSA in morphology, syntax, phonology
and lexicography. Each variety is marked by locally and geographically specific features.
Arabic dialects are used in informal daily communication and are used in media such as TV
shows, movies and plays (Biadsy et al., 2009). They are not used in written form except in

social media communication.

2.8 Arabic Datasets for Computational Processing

In recent years, the field of Arabic Natural Language Processing (ANLP) has experienced
significant growth due to the ongoing developments in machine learning and deep learning

techniques. The availability of textual datasets benefits the research field as it is the basis
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that researchers rely on to apply computational methods to perform many useful tasks such
as machine translation, sentiment analysis, named entity recognition, and other tasks. The
availability of datasets is fundamental as they are used to train and evaluate various language
models and applications. Compared to other languages, such as English, the availability of
large-scale annotated datasets for Arabic remains relatively limited but is rapidly growing.
There has been ongoing work on providing language resources for the three different varieties
of Arabic, classical, modern standard and dialectal. Below we review the research efforts
that addressed these varieties.

2.8.1 Classical Arabic Datasets

There have been some notable efforts in providing computational resources for Classical
Arabic (Guellil et al., 2021). Sharaf and Atwell (2012a) built and annotated (QurAna) a large
corpus of Quranic verses in which pronouns and their antecedents were tagged. Their corpus
consists of 24,000 tagged pronouns and an ontological list of antecedent concepts that can aid
information retrieval tasks. Sharaf and Atwell (2012b) have also compiled (QurSim) a large
dataset in which verses of the Quran that are semantically similar were tagged. Qursim has
7600 pairs of semantically related verses and is considered a valuable resource for researchers
in the field studying semantic similarity and relatedness in short texts.

Belinkov et al. (2016) conducted a study that focused on classical Arabic, particularly the
language used in early historical periods. They compiled a large historical dataset of Arabic
from Al-Maktaba Al-Shamela website, spanning from the 7th century to modern times. The
dataset was cleaned and lemmatised to aid in semantic analysis of classical Arabic. The final
dataset comprises 6,000 texts, totaling 1 billion words, with 800 million words originating
from early age Arabic sources. They have made this dataset publicly available, offering
significant value to the field of digital humanities.

In another study that targeted classical Arabic, Zerrouki and Balla (2017) compiled
(Tashkeela), a large dataset of 75 million diacritised words which have been extracted from
97 free published online books (classic Islamic books). There dataset is intended to automatic

diacritisation systems and Arabic corpus linguistic research.

2.8.2 Modern Standard Arabic Datasets

There has been some considerable amount of work on building modern standard Arabic
corpora. Abdelali et al. (2005) compiled a MSA dataset from online news articles from 10
different Arabic countries. Their dataset consists of 113 million words in MSA and was

compiled to aid machine translation and information retrieval systems. Moreover, Al-Sulaiti
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and Atwell (2006, 2005) compiled the Corpus of Contemporary Arabic (CCA) to support
corpus linguistic studies of Arabic. They conducted a survey analysis to determine the needs
of researchers working in ANLP and Arabic teaching. Their corpus consists of million
words of MSA collected from online magazines, newspapers, radio broadcast transcripts, and
emails. Furthermore, in an attempt to support Arabic linguistic research, Saad and Ashour
(2010) compiled OSAC, an open-source corpus from diverse online websites such as BBC
Arabic and CNN Arabic. This corpus covers a wide range of topics including economy,
history, education, sport, and health. Similarly, Alansary and Nagi (2014) compiled the
International Corpus of Arabic (ICA) that consists of 80 million words from 11 categories
including social sciences, literature, humanities, sports and other categories. The texts were
compiled from online newspapers, blogs and forums, and electronic books. Aichaoui et al.
(2022) also compiled a large MSA spelling error corpus that was developed to aid spelling
error detection and correction systems. Their corpus was compiled from different resources
such as online Arabic newspapers, Aljazeera education website and almaktaba al-shamela

library.

2.8.3 Dialectal Arabic Datasets

The need for dialectal Arabic datasets has been increasing with the growing interest in
natural language processing tasks specific to Arabic dialects. Several studies have aimed to
address this need by creating annotated datasets representing various Arabic dialects. For
instance,Diab et al. (2010) annotated dialectal text extracted from online weblogs containing
Egyptian, Moroccan, Levantine, and Iraqi Arabic. Suwaileh et al. (2016) compiled Arab-
icWeb16 which contains 150 million Arabic web pages crawled from the Internet. It covers
both dialectal and MSA text and is made publicly available and considered beneficial for
information retrieval tasks. Bouamor et al. (2018) compiled the MADAR corpus which
consists of sentences in the travel domain that have been translated into 25 Arabic city
dialects, and the MADAR lexicon which contains 1045 entries from the same 25 Arabic
cities. Furthermore, in an attempt to compile a dataset of dialectal Arabic that includes
Gulf, Levantine, Egyptian dialects, Zaidan and Callison-Burch (2011) compiled a 52M-word
dataset of reader comments from three online Arabic newspapers (The Arabic Online Com-
mentary Dataset). They labelled 142,530 sentences as MSA or dialectal. Alsarsour et al.
(2018) compiled the Dialectal Arabic Tweets dataset (DART) that consists of 25,000 tweets
in Egyptian, Moroccan, Levantine, Gulf, and Iraqi. It is balanced across the dialectal groups
and is made publicly available.

Targeting resources for the Egyptian dialect, El-Beltagy (2016) built NileULex, a senti-
ment lexicon of Egyptian and MSA words and phrases. The lexicon contains 6000 Arabic
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words and phrases and was compiled over two years. As for Levantine Arabic, Jarrar et al.
(2017) compiled Curras, a Palestinian Arabic corpus collected from various resources such
as Facebook, Twitter, blogs, and stories that consists of 55960 annotated with morphological
and semantic information. Maamouri et al. (2006) developed a treebank for Jordanian Arabic
that consists of 26000 Jordanian words from telephone conversations. Further more, Kwaik
et al. (2018) compiled Shami, a corpus of Levantine Arabic including Syrian, Jordanian,
Palestinian and Lebanese. Their corpus consists of 117805 sentences extracted from various
resources such as Twitter, blogs and stories.

Less work has been devoted to studying the Algerian dialect. Abidi et al. (2017) collected
17 million words from YouTube comments written in the Algerian Dialect. They then
extracted a comparable Algerian corpus, CALYOU, containing aligned pairs written in both
Latin script and Arabic script. As for work that addressed building resources for the Gulf
dialect in the field of (ANLP), the focus has primarily been on datasets that have multiple
Gulf dialects. However, studies specifically targeting individual Gulf dialects are limited
in comparison. A notable Gulf Arabic dataset is Gumar Corpus compiled by Khalifa et al.
(2016) which comprises 110 million words from 1,200 forum novels that have been annotated
with sub dialect information and names of writers of the novels. Further datasets are presented
in Sec. 5.2.

2.8.4 Kuwaiti Arabic Datasets for Natural Language Processing

As can be seen in Sec. 2.8, interest in compiling Arabic datasets has been increasing and
the need of these datasets for natural language processing tasks is undoubted. Although
some work has been devoted for modern standard Arabic and some dialectal Arabic such as
Levantine and Egyptian, not much has been done for the Kuwaiti Arabic dialect.

The computational linguistic studies that targeted the Kuwaiti dialect are limited in
number. Salamah and Elkhlifi (2014) compiled a dataset of 340,000 KA tweets related to
the topic of ‘interrogation of ministers’ from Twitter for a sentiment classification system.
They created lexicons of Kuwaiti adjectives, nouns, verbs and adverbs and used them to
train a sentiment classification system. Their system achieved (.76 precision and and 0.61
recall. Furthermore, Husain et al. (2022) also worked on sentiment analysis and compiled a
sentiment analysis dataset of tweets written in KA and developed a weak supervised system
to automatically label the dataset with sentiment labels (positive, negative, neutral). The
dataset consists of 16667 labelled tweets. However, both datasets compiled in the former
studies are not publicly available and are specific to sentiment analysis. Therefore, such

resources cannot be of benefit for the research field.
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2.9 Challenges in Preprocessing the Arabic Language

Text preprocessing is an important step taken to prepare the textual data for any NLP task.
In this step, raw data is converted to a form that is suitable for computational processing.
Preprocessing helps in reducing the noise and therefore the dimensionality of the data (Haddi
et al., 2013). There are many challenges in preprocessing the Arabic language due to the
complex nature of the language. Some of the characteristics of the Arabic language that

make preprocessing challenging are explained below:

2.9.1 The Arabic Script

The Arabic script is used in the Arabic language and other languages such as Persian and
Urdu. The Arabic language has some linguistic properties that differ from the English
language and make computational processing a challenging task. The Arabic language is
written from right to left. In the Arabic language, the shapes of the Arabic letters differ
according to their position in a sentence. For example, the letter » “meem” is written as

—e when it is used in the beginning of a word, and —s— when used in the middle of a word,
and finally » when used in the end of a word. Furthermore, there is no capitalisation in the
Arabic language and limited punctuation which makes building preprocessing tools for the
Arabic language such as tokenisers a challenging task.

Another linguistic property related to the Arabic language is that it does not have many
vowels, but has diacritics that are symbols used above or below the letters to represent short
vowels. Diacritics are usually used in formal texts and dropped in informal texts. They
are helpful in determining the pronunciation and meanings of words especially in cases of
homographs where two or more words have the same spelling but different pronunciations
and meanings. For example the word =& has three different meanings depending on the
dlaCI'ltICS used (1) s is a noun that means poem and (2) & is a noun that means hair
and (3) = 1s a verb that means felt. Absence of diacritics, which is usually the case in
most formal and informal written Arabic textual data, poses a challenge in preprocessing
the data as it increases semantic ambiguity (Hanbury et al., 2011). Figure 2.1 shows the
Arabic alphabet in a diacritised and undiacritised form (the main letter in the box is without

diacritics and the three examples below the main letter are with diacritics).

2.9.2 Rich Morphology of the Arabic Language

Morphology is “the study of the form of words in different uses and constructions" (Matthews,

2009). The Arabic language is morphologically rich. One Arabic word could be an equivalent
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Figure 2.1 The Arabic Alphabet with and without Diacritics. Reproduced from ht-
tps://www.shamsaat.com/printables_packages

to five English words. For example, the word Lg3 ¢3lwiw ¢ as shown in Figure 2.2 is
considered one Arabic word, but if translated into English is: and they will ask her. Each
colored segment in that word has a POS and corresponds to the English word written
using the same color. This shows how one Arabic word could be packed with grammatical
relations between its constituent parts. This forms a challenge when building tokenisers,
especially because the tokeniser’s performance depends on its ability to identify the different

grammatical units within an Arabic word. More specifically,
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Tokenisation requires knowledge of the constraints on concatenating affixes and
clitics within Arabic words. A distinction needs to be made between clitics
which are syntactic units and thus have their own part of speech and affixes
that mark grammatical inflections such as tense, number and person agreement
(Farghaly and Shaalan, 2009, p.12).

Another major challenge in processing the Arabic language is homographs where one
word could belong to more than one part of speech. Diacritics may help in this case such as it
has been explained in the previous section, however the challenge remains when performing
normalisation which is recommended to deal with the variability in the Arabic script. Another
challenge that can be faced in segmenting Arabic text is when a word can be segmented in
different forms (Farghaly and Shaalan, 2009). This can happen in both MSA and dialectal
Arabic. For example, the word 4a 331 could be a proper noun that refers to the name of a
city in Kuwait or to a noun preceded by the definite article J1, which means “the trip”. An
efficient segmenter should be able to identify that in the former case the whole word is one
segment and in the later case the word should be segmented into two segments: the definite
article and the noun. One way of dealing with these challenges is using a morphological
analyser and disambiguator. In fact, Obeid et al. (2020) built a morphological analyser
that predicts all possible morphological features for a given word and a disambiguator that
ranks the generated out-of-context analyses of the word and chooses the top ranked analysis
depending on pre-computed probabilistic score of both the lemma and POS frequency.
These two steps help in many Arabic NLP tasks by offering more accurate morphological

representation of words.
L sllisus

and ask her

Figure 2.2 An Example of One Arabic Word and its’ English Equivalent Represented by the
Same Color

The former points discussed address some of the challenges that are faced in preprocessing
the Arabic language. As can be seen, the lack of punctuation and diacritics, the absence
of capitalisation, the inconsistency in spelling letters and words which directly affects their
meanings, the morphological ambiguity in Arabic such as that seen in cases of homographs

are all challenges that make preprocessing a difficult task. However, there are some proposed
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solutions such as using a morphological analyser and disambiguator to aid preprocessing
techniques such as normalisation, segmentation and POS tagging (Khalifa et al., 2020; Obeid
et al., 2020).

2.10 Arabic Preprocessing Tools

As interest in Arabic natural language processing has been increasing in recent years, efforts
have been made to build and improve tools for processing the Arabic language. Processing
tools for the Arabic language are scarce compared to tools developed for Western languages.
However, there are some tools that have been built for the Arabic language and are still
undergoing improvement to deal with the challenging issues of the language such as those
raised in the previous section. Preprocessing tools that support MSA perform better than
tools built to process dialectal Arabic due the availability of large MSA corpora as opposed
to dialectal Arabic corpora and also because of the higher complexity and richer variety
of Arabic dialects. This has made building dialectal tools an exceedingly challenging task
and only few tools that support dialectal Arabic data are available. Below is a list of some
available Arabic preprocessing tools that have been tested and are compared in Sec. 2.11 in

order to select which tools to use for the experiments reported below.

Stanford CoreNLP Stanford CoreNLP is a natural language processing toolkit that enables
users to apply preprocessing techniques such as POS tagging, named-entity recognition,
tokenisation, dependency parsing, sentence splitting and other language processing tech-
niques. Stanford CoreNLP was designed to process the English language but has models that
support other languages such as Arabic, Spanish, Chinese, French and German. All of the
features can be used on the English language, however, not all features are applicable to the
other languages. As for the Arabic language model, it offers tokenisation, sentence splitting,

POS tagging, and constituency parsing (Manning et al., 2014).

The Classical Language Toolkit (CLTK) CLTK is another natural language processing
toolkit that offers models to process different languages. It supports the Arabic language
in tokenisation. It also uses Pyarabic which is a Python library that offers preprocessing
techniques such as tokenisation, removing diacritics, extracting numerical phrases and other
techniques (Johnson et al., 2014-2020).

MADAMIRA MADAMIRA is a morphological analysis and disambiguation tool that has

been created exclusively for the Arabic language. It has been built using machine learning
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algorithms and a morphological analyser to process MSA and lately Egyptian Arabic. This
tool performs preprocessing techniques such as tokenisation, diacritisation, POS tagging,

named entity recognition and other techniques (Pasha et al., 2014).

FARASA FARASA is a fast Arabic language processing tool that performs segmentation,
POS tagging, dependency parsing, diacritisation, lemmatisation, and named entity recognition
(Abdelali et al., 2016).

Tashaphyne Tashaphyne is a light Arabic stemmer. It’s a Python library that performs
stemming and root extraction. It has an integrated list of Arabic prefixes and suffixes and
allows users to customise prefixes and suffixes by adding their own as a list. This feature is

useful when segmenting dialectal Arabic (Zerrouki, 2010).

CAMel Tools CAMel tools is a set of Arabic preprocessing tools that is written in Python
and is open-source. It supports MSA and dialectal Arabic. It offers different NLP utilities
such as morphological modeling, sentiment analysis, named entity recognition, dialect
identification and preprocessing tools such as tokenisers, POS taggers, diacritisers. Building
this set of tools has been inspired by other tools such as MADAMIRA and FARASA. It
therefore has promising NLP utilities that support MSA and dialectal Arabic and can be
further enhanced by researchers working on the Arabic language (Obeid et al., 2020).

2.11 Comparative Analysis of Existing Arabic Preprocessing

Tools

Preprocessing textual data is an important stage that is taken after the data collection phase to
prepare the data for computational processing. There are many efficient preprocessing tools
for the English language that are used in many natural language processing tasks. However,
preprocessing tools for the Arabic language are limited and work has been done for MSA
but not much work has been done on dialectal Arabic. Section 2.10 reviewed the available
preprocessing tools for the Arabic language. The following subsections tests and compares
the existing preprocessing tools for the Arabic language to determine which tools will be
used in the experiments of this thesis.

The preproceesing tools have been tested on two different Arabic social media textual
datasets compiled from two different social media platforms, Twitter and WhatsApp, to
determine their effectiveness. The Twitter dataset that has been used is from the PAN 2017
Author Profiling Shared Task (Rangel et al., 2017). Permission to access the Arabic dataset
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and use it for research purposes has been granted by the Shared Task organisers. The Gulf
dialect dataset has been downloaded to be used for preprocessing because it includes KA
along with other Gulf dialects that are very similar. The dataset consists of 60,000 tweets.
The WhatsApp dataset has been compiled from one of the WhatsApp groups participating
in our first experiment and consists of 1028 sentences. The preprocessing tools mentioned
in Section. 2.10 have been tested on the compiled Twitter and WhatsApp datasets. The
experiment involved testing tokenisation, stop-word removal, diacritisation and POS tagging
on both MSA and dialectal Arabic. A comparative analysis of the preprocessing tools is

provided in the following.

2.11.1 Tokenisation, Removing Diacritics, and Stop-word Removal

Applying tokenisation to the Arabic language is not an easy task due to the rich and complex
morphology of Arabic. Tokenisation for the Arabic language is “the division of a word
into clusters of consecutive morphemes, one of which typically corresponds to the word
stem, usually including inflectional morphemes” (Habash, 2010, p.66). Because one Arabic
word may consist of multiple morphemes that belong to different parts of speech, it can be
challenging to determine the boundaries within a word. One Arabic word could consist of a
noun or verb conjugated with a pronoun, preposition, or conjunction. Habash (2010) explains
that there is not one correct way to segment an Arabic text, but rather the process depends on
what morphemes the researcher is interested in segmenting.

The preprocessing tools mentioned in Sec. 2.10 were tested on the Twitter and WhatsApp
datasets discussed at the outset of this section with the aim of testing how well they perform
in terms of runtime and accuracy of outputs. The tools were tested on a subset of 5000
tweets from the Twitter dataset. Stanford CoreNLP tokeniser took 44.52 sec to tokenise the
tweets, CLTK took 0.08 sec and CAMeL took 0.03 sec. As for the WhatsApp messages, the
tools were tested on 1028 messages and Stanford CoreNLP tokeniser took 7.95 sec, CLTK
tokeniser took .007 sec, and CAMel took 0.01 sec. CLTK tokeniser and CAMel tokeniser
performed incredibly well in terms of runtime.

Samples from Twitter and WhatsApp messages were extracted for manual inspection
and it was noticed that the Stanford CoreNLP tokeniser did generally well in tokenising the
sentences and clitics. It however, was not able to identify emojis and replaced them with
question marks during tokenisation. CLTK, on the other hand, did not segment clitics but
was able to identify and segment emojis. CAMel performed well in tokenisation but deleted
emojis when tokenising.

Fig. 2.3 shows the outputs of the Arabic tokenisers. The underlined segments are
morphemes attached to the words that refer to articles or pronouns.
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The sentence: mgie S Jlae adlall Cobs that translates to: “The student wrote an

essay that talks about them” was used to test tokenisation.

Tokeniser Sentence After Tokenisation

Stanford CoreNLP e Sandy Jie i)
CLTK peie Sandy Jie i) i
MADAMIRA et Gty Jlia AdUatJ)
FARASA patie Gty Jia et ) bl
CAMeL peie Santy e 4l

Figure 2.3 Comparison between the Output of Three Arabic Tokenisers

It was noticed that CLTK was not able to segment the pronouns attached to the words.
CAMeL has a simple tokeniser that does not segment clitics and a morphological tokeniser
that is able to segment clitics. FARASA and MADAMIRA were able to segment articles and
pronouns attached to the words, however FARASA was not as accurate as MADAMIRA.
Stanford CoreNLP was able to segment one pronoun attached to a word, however, there
were more pronouns and articles that were not segmented. This shows that MADAMIRA,
FARASA, and CAMeL are better able to deal with more morphological features of Arabic
than the other tools tested.

CLTK and CAMeL supported stop-word removal and diacritisation. For example, they
were able to convert ;Lu).a.ﬂ Zalt which is the diacritised form of “the Arabic Language"
t0 4w yatl 4aU), removing diacritics from the words. MADAMIRA and FARASA were

able to add diacritics to undiacritised text but cannot remove diacritics from text.

2.11.2 POS Tagging

POS tagging was tested with the aim of evaluating runtime and accuracy of the output. A
subset of 5000 tweets was extracted from the compiled Twitter dataset to compare runtime
of the POS taggers. Stanford CoreNLP took 49.93 sec to tag the tweets, CAMeL took 16.32
sec and Farasa took more than 8 minutes to tag 100 tweets. As Farasa was very slow, it
will be excluded. As for MADAMIRA, we tried their online tool on their website. Table.
2.1 provides a comparison of the output of the four different POS taggers on an example
sentence from an online Arabic newspaper that is constituted of a variety of parts of speech.
The sentence translates to: Corona virus is spreading in more than 200 countries
around the world, after it started spreading in China. The outputs of the systems were
very similar and mostly accurate, however, an interesting finding was that the word “Corona”
L 9 y 9= was not tagged correctly when using MADAMIRA and CAMeL. One possible
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Segment  Translation  Stanford CoreNLP FARASA MADAMIRA CAMeL
P is spreading  Verb Verb Verb Verb
w92  Virus Noun Noun Noun Noun
Lbgys= Corona NNP NOUN Verb Verb
=2 in IN PREP Preposition PREP
i more JIR ADJ Comp. adj ADJ
Y than IN PREP Preposition PREP
200 CD NUM Digit Digit
PARE country NN NOUN Noun Noun
(ol various NN Noun Noun Noun
el i over NN NOUN Noun Noun
@I Latt the world DTNN NOUN Noun Noun
¢ PUNC PUNC PUNC PUNC
A after NN NOUN Noun Noun
ol that IN PART Sub. Conj. Sub. Conj.
S started VBD \% Verb Verb
(s spreading NN Noun Noun Noun
5 it PRP$ abbrev
Ot China DTNNP NOUN Proper Noun  Proper Noun

Table 2.1 Comparison between the Output of Four Different Arabic POS Taggers for the
sentence that translates to: “Corona Virus is spreading in more than 200 countries around the

world, after it started spreading in China."
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explanation is that in many cases L is found as a suffix in words and this suffix is usually
a pronoun attached to a verb which in this case makes the whole word a verb. However, in
the case where it is used to refer to the pandemic, it is not a suffix and the word has been
translated literally from English to Arabic. Therefore, the word should be tagged as a noun
not a verb. The system may have not seen many cases such as this to be able to infer this
conclusion. However, MADAMIRA gave a more detailed description of parts of speech
such as comparative adjective instead of adjective, subordinating conjunction instead of
conjunction and proper noun instead of only noun.

The Stanford CoreNLP tool was the only tool that was able to detect clitics and break
the word 4.dai into (,&ad and o and tag these segments correctly. CAMeL has a
morphological disambiguator tool that provides tags of different features for given words
such as POS tags, diacritised forms of words and lemmas of words. The POS tagger supports

MSA and dialectal Arabic including Gulf Arabic.

2.11.3 Summary or Analysis

As can be seen, there are some useful tools available for preprocessing the Arabic language
that mostly support MSA. However, there are some attempts to improve these tools to support
dialectal Arabic such as MADAMIRA and CAMeL. The overall results of comparing the
available preprocessing tools showed that CLTK and CAMeL performed well in tokenisation
in terms of runtime, while Stanford CoreNLP showed lower performance.

In terms of POS tagging, Stanford CoreNLP, CAMeL, and MADAMIRA were evaluated
for runtime and accuracy. While Stanford CoreNLP showed slower runtime, it was the
only tool able to detect clitics accurately. CAMeL, on the other hand, provided detailed
morphological disambiguation. We decided to use CAMel for the experiments due to it being
open-source, supporting Gulf dialects and has many methods to analyse linguistic features of

Arabic such as morphological disambiguation and preprocessing utilities.

2.12 Text Classification

Text classification is a widely recognised task in the field of Natural Language Processing,
involving the categorisation of text into predefined classes or categories using supervised
machine learning models (Jindal et al., 2015). Text classification techniques are crucial in
various real-life applications due to their capability in analysing vast amounts of data and
categorising them using state-of-the-art computational tools. Such applications are beneficial

to many text mining tasks, including sentiment analysis, where classification techniques are
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used to classify segments of text according to their polarity labels. Additionally, they play an
instrumental role in filtering out spam emails, detecting fake news, and identifying topics or
themes within large text corpora (Dalal and Zaveri, 2011).

Many modern approaches to automatic text classification involve supervised learning,
where texts labelled with the categories to distinguish are provided for training. The ap-
proaches divide into two groups: (1) those where text features to be used in learning a model
are manually defined by a human using intuitions about which features are likely to prove
useful in classification and (2) those where only the raw data, possibly transformed into
another representation (e.g. by using word embeddings for each word in the input text),
are used and the classifier itself learns the representations (i.e, features) it deems useful in
classifying text (Sebastiani, 2002).

This thesis conducts automatic text classification to investigate whether we can classify
texts by the gender of the author. More specifically, we examine the extent to which the
gender of Kuwaiti social media users can be predicted from their social media textual
data. Automatic text classification also provides an opportunity to test how well gender
indicative features, elicited from the literature or observed within our own research, perform
in accurately determining the gender of the author based on their writing style and linguistic
patterns. We experiment with a feature engineering approach and a deep learining approach
using Transformers.

Figure 2.4 illustrates the typical steps followed in a text classification pipeline. The
process begins with the conversion of raw text into structured text through feature extraction.
During this step, features are extracted from the raw text to train a machine learning classifier.
Subsequently, a classifier is selected and trained using the extracted features. The final stage
involves using the trained classifier to make predictions on unseen text data (test data) and
evaluating the accuracy of its predicted labels through evaluation metrics (Kowsari et al.,
2019).

2.12.1 Statistical Approaches with Feature Engineering

Statistical approaches to text classification often involve manual feature engineering, where
relevant features are specified by a human feature engineer to represent key text characteristics
and feature extractors are written to automatically extract these features from an input text.
Various features such as bag-of-words, Term Frequency-Inverse Document Frequency (TF-
IDF), and n-grams are commonly used in building a feature vector representation of a raw
text. These engineered features are then fed into traditional machine learning algorithms such

as Naive Bayes, Support Vector Machines (SVM), or logistic regression for classification.
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Figure 2.4 Text Classification Process. Figure from Bird et al. (2009)

Support Vector Machines (SVMs)

Support Vector Machines (SVMs) are widely adopted in machine learning for text clas-
sification tasks, where they have demonstrated robust performance, particularly in binary
classification scenarios. The primary goal when employing an SVM is to transform the
original data points from the input space to a higher-dimensional space and identify an
optimal hyperplane or decision boundary that effectively separates the data points into two
distinct groups or classes. Fig. 2.5 shows the mapping of data points from the input space to
a higher dimensional feature space to achieve linear separation (Luts et al., 2010).

This decision boundary is determined by the equation:
Thew = thnew +b

Here w is the weight vector that defines the orientation of the hyperplane, b is the bias and
Xnew denotes the feature vector of a data point x after it has been transformed into the new,
higher dimensional feature space. The value of t,,,, indicates the position of the data point
with respect to the decision boundary: positive values signify one class, while negative values
signify the other. During the training phase of the SVM algorithm, the parameters w and b
are optimised to maximise the margin between the hyperplane and the closest data points,
known as support vectors. This optimisation process ensures that the decision boundary
effectively separates the two classes while minimizing classification errors (Campbell and
Ying, 2022; Rogers and Girolami, 2016) as can be seen in Fig. 2.6. SVMs use Kernels to
capture complex relationships between data points that may not be linearly separable in the
original feature space.
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input space feature space

Figure 2.5 SVM mapping the data points from the input space to a higher dimensional feature
space to linearly separate the data. Figure from Luts et al. (2010).

Figure 2.6 The left figure illustrates various hyperplanes capable of separating the data, while
the right figure demonstrates how SVMs construct a hyperplane that maximizes the margin
between the different classes of data. Figure from Luts et al. (2010).

Each feature value x is multiplied by its corresponding weight w, which indicates the
feature’s importance.
Logistic Regression

Logistic regression is a supervised machine learning algorithm that is commonly used for
binary text classification. It is a statistical method that is based on finding the probability of
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an instance belonging to one of two possible categories/classes y = 1 or y = 0. To achieve
this, the classifier is trained using the weights w and the bias b. Each feature value x is
multiplied by its corresponding weight w, which indicates the feature’s importance. After all
feature values are multiplied by their weights, they are summed up, and then the bias b is
added. This is given in equation 2.1 as presented in Jurafsky and Martin (2023). Probabilities
are values between 0 and 1 and this equation would give a value in the range —oo to oo,

However, Logistic regression uses the sigmoid function to generate probability values
ranging from O to 1 based on the input independent variables, which is given in equation 2.2,
SO to ensure it represents a probability, we need to verify that the two cases, p(y = 1) and
p(y=0), add up to 1, this is illustrated in equation 2.3.

= (iwm) +b (2.1)
i=1

1 1
Q) = 5= = Trep(d) (2.2)
P(y=1)=o(w-x+b)
1
" 1texp(—(w-x+b))
P(y=0)=1—-0o(w-x+b) (2.3)

1
= 1 +exp(—(w-x+D))
_exp(—(w-x+b))
~ 1+exp(—(w-x+b))

Therefore, given two classes, Class 0 and Class 1, if the logistic function output is greater

than the threshold value (a decision boundary), the instance is categorised into Class 1;
otherwise, it is categorised into Class O.

The parameters (coefficients for the features) in a Logistic regression classifier are
estimated using Maximum likelihood estimation (MLE). The goal of MLE is to find the
parameter values that maximise the likelihood of observing the given data under the assumed
logistic regression model (Jurafsky and Martin, 2023).

There are three types of Logistic regression classifiers (Hassan et al., 2022):

1. Binomial:

used for binary classification tasks, where the outcome variable has only two possible
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categories or classes. It models the probability of an instance belonging to one of the

two categories.

2. Multinomial:
used when the outcome variable has more than two categories. It models the probabil-

ities of an instance belonging to each of the multiple categories simultaneously.

3. Ordinal:
used when the outcome variable is ordered or ordinal such as in costumer satisfactory

ratings (very dissatisfied, dissatisfied, neutral, satisfied, very satisfied).

K-Nearest Neighbours (KNNs)

K-Nearest Neighbors (KNN) is a supervised machine learning algorithm that is primarily
used for classification and regression tasks. Its application in text classification tasks has
been widespread due to its simplicity and and intuitive nature. The KNN algorithm functions
by selecting a value for K, which represents the number of nearest neighbors to consider, and
employing distance metrics like Euclidean distance to measure the distance between the new
input instance and its K nearest neighbors (Hassan et al., 2022; Telnoni et al., 2019).

Choosing the value of k is a crucial step. Fig. 2.7 illustrates the K-nearest neighbors
(KNN) decision rule in two scenarios: (a) when K =1 and (b) when K = 4, applied to a
dataset divided into two classes.

In (a), if the closest data point to the new input instance (?) is a red square, then according
to the K-nearest neighbors (KNN) classification with K=1, the new input instance (?) would
be classified as belonging to the class represented by the red squares in the dataset.

In (b), with K=4, the four nearest data points consist of three red squares and one green
triangle. According to the K-nearest neighbors (KNN) algorithm, the majority votes (three
red squares) will assign the class red square to the new data instance (?) (Imandoust et al.,
2013).
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(a)

(b)

Figure 2.7 KNN Classifier from Imandoust et al. (2013)

Fig. 2.8 also shows how with increasing the value of k, the decision boundaries become

smoother. As k increases from 1 to 7, the decision boundaries become smoother. This

means that with larger k values, the boundaries between different classes in the dataset

become less jagged and more generalized. This smoothing effect helps reduce overfitting to

individual data points and allows for better generalization to new, unseen data (Moldagulova

and Sulaiman, 2017).
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Figure 2.8  Setting K to  Different  Values. Figure  from

https://www.analyticsvidhya.com/blog/2018/03/introduction-k-neighbours-algorithm-
clustering/

Decision Trees

Decision trees are one of the earliest and most widely used classification algorithms (Quinlan,
1986). They have some advantages that make them preferable in classification tasks such
as their speed in both learning from data and making predictions. They are also highly
interpretable and can be translated into a set of if-then rules which makes them suitable for
rule induction systems. However, they do have drawbacks such as their tendency to overfit
the training data, especially when dealing with complex datasets or noisy data (Kowsari et al.,
2019).

Decision trees have a hierarchical tree structure (Charbuty and Abdulazeez, 2021). The
concept behind decision trees involves breaking down classification tasks into a series
of decisions about each feature, starting from the root of the tree and proceeding to the
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leaves, where the final classification decision is made as illustrated in Fig. 2.9. In terms
of optimisation and search, decision trees employ a greedy heuristic approach, evaluating
available options at each stage of learning and selecting the one that appears most optimal at
that particular point. The most optimal option is typically calculated using a measure like
information gain (Quinlan, 1986). This heuristic strategy often produces effective results

across a wide range of applications. (Marsland, 2011).

___________ | — ]

: Decision Node  Sub- : Decision Node

‘ Tree |

L] + I + ] [

+ LeafNode LeafNode '  Decision Node Leaf Node
Leaf Node Leaf Node

Figure 2.9 Structure of a Decision Tree. Figure from Charbuty and Abdulazeez (2021)

2.12.2 Deep Learning Approaches with Transformers

The emergence of deep learning models has revolutionised various domains within natural
language processing, including text classification. One notable advantage of this approach
is the absence of the need for manual feature extraction, which in a supervised feature-
engineering approach involves (1) the specification of what the features are (which requires
intuition on the part of the designer) (2) for each feature, the writing of the code that will
automatically extract the value of the feature from an input text. Then, the actual feature
extraction is done automatically. The issues are that the identification of features may be
sub-optimal (a human may not be able to see what the best features are) and the writing of
feature extractors takes time. Deep learning methods learn the features (these may not be
human interpretable) from data and the learned model does feature extraction itself, avoiding
the need to write feature extractors which is commonly viewed as a time-consuming process

(Gasparetto et al., 2022). Furthermore, this approach can better capture the semantic meaning
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of words and generate contextualised representations for each word within a sentence.

Additionally, these models have the ability to transfer learned knowledge across similar tasks.

Transformers

Transformer models have created breakthroughs in the field of Natural Language Processing,
especially in tasks involving understanding and generation of text. These models have
brought about significant changes and advancements in various NLP tasks such as language
translation, text summarisation, sentiment analysis, named entity recognition, question
answering, and more.

Transformers were developed by a group from Google in 2018 who published the paper
“Attention is all You Need” introducing the concept and architecture of transformer models
that were proposed to solve various sequence transduction tasks. While it was evaluated on
machine translation, its applicability extends to other tasks as well (Vaswani et al., 2017).
While the area of Transformer models is vast and continually expanding, this thesis will
focus on Bidirectional Encoder Representations from Transformers (BERT), as the model
used in our study is a fine-tuned Arabic BERT-based model.

The transformative advancements in transformer models can be primarily attributed to
the key innovation of self-attention mechanism, which is a mechanism employed in the
Transformers architecture to learn relationships between words. This mechanism allows the
model to capture dependencies between different words in the input sequence and this is done
by attending to relevant parts of the input sequence simultaneously, rather than processing
words sequentially (Gasparetto et al., 2022). Fig. 2.10 illustrates the information flow in a

self attention layer, demonstrating how each input is attended to in relation to all other inputs

in a parallel manner (Jurafsky and Martin, 2023).

Self-Attention
Layer

Figure 2.10 Information Flow in a Self-attention Model. Figure from Jurafsky and Martin
(2023).
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Jurafsky and Martin (2023) explain that the input embeddings undergo a transformation
that assigns them three roles in representing the words of a sequence: query, key, and value.
The query represents the current focus of attention during comparisons with preceding inputs.
The key represents the preceding input that is being compared to the current input. Finally,
the value plays the role of computing the output of the current input.

In a self-attention layer, the dot product is commonly used to compare the query and
key embeddings. This results in a score for each input element. A higher score indicates
greater similarity between the query and key embeddings. These scores are then normalised
using the softmax function to obtain attention weights, which determine the importance
of each input in relation to the element that is currently attended to (Jurafsky and Martin,
2023). Furthermore, Positional encoding helps the model identify the order of words, thereby
capturing the sequential order of words (Vaswani et al., 2017).

Multi-head Attention (MHA) builds on the self-attention mechanism by using multiple
attention heads. While self-attention calculates the importance of each word relative to others
in a sequence, MHA takes this further by having several self-attention layers (heads) operate
in parallel (Jurafsky and Martin, 2023).

Overall, the output of the encoder (vector representations for each word), is transmitted
to the decoder alongside the vector representations for the target input sequence. Positional
encoding is applied to both sets of representations to retain positional information. Sub-
sequently, Multi-head Attention layers are extracted and processed through a FeedForward
neural network. A linear transformation is then applied, followed by a softmax operation
that assigns probabilities to each word. The word with the highest probability is selected
as the output of the transformer model. This process iterates for each word in the sequence
(Gasparetto et al., 2022; Tunstall et al., 2022; Vaswani et al., 2017).

Bidirectional Encoder Representations from Transformers (BERT)

In 2018, the introduction of Bidirectional Encoder Representations from Transformers
(BERT) significantly advanced the capabilities of Large Language Models (LLM) in the field
of NLP. BERT is considered the state-of-the-art model for many NLP tasks such as question
answering, text classification, language inference and other tasks (Devlin et al., 2018b).
BERT’s architecture is influenced by Transformer models. However, unlike the original
Transformer, which consists of an encoder and decoder for sequence-to-sequence tasks like
machine translation, BERT consists of stacked encoders only. These deep bidirectional en-
coders, as can be seen in Fig. 2.11, process input sequences from both directions, generating

contextual representations for every word in the input sequence (Devlin et al., 2018b).
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Self-Attention
Layer

Figure 2.11 Bidirectional information flow in a self-attention model. Figure from Jurafsky
and Martin (2023).

* Pre-training BERT:
BERT was pre-trained on two tasks: Masked Language Modelling (MLM) and Next
Sentence Prediction (NSP). In MLM, certain words amongst a sequence of words are
masked and the task is to predict the masked words from the neighbouring words.
For example, the model could be given a sentence: “She <mask> the gym <mask>
Sunday”, and the aim would be to predict the masked words ‘joined’ and ‘on’ from the

original sentence: “She joined the gym on Sunday”.

The second task that BERT was trained on is NSP in which two sentences are given
and the task is to predict if the sentences are consecutive or not (Géron, 2022). For
instance, when presented with the sentences “I am busy now” and “I can meet you at
3:00”, BERT should predict that the latter sentence follows the former i,e. they are
consecutive. Conversely, if presented with “I am busy now” and “The cat is sleeping”,
BERT should recognise that they are not consecutive. This task improves BERT’s
performance by enabling it to learn relationships between sentences (Devlin et al.,
2018b).

The datasets that were used to pre-train BERT are the BooksCorpus containing 800
million words (Zhu et al., 2015), and English Wikipedia consisting of 2,500 million
words. When extracting text from Wikipedia, they extracted text passages only and

disregarded lists, tables, and headers.

* Fine-tuning BERT:
BERT can be fine-tuned for many NLP tasks such as sentiment analysis, question
answering, and other tasks. During the fine-tuning process, input sequences are
converted into sub-tokens, and special tokens, [CLS] and [SEP], are added based on
the task requirements. [CLS] is added to the beginning of the input sequence and [SEP]
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is added to the end of each sequence . The [CLS] token serves as a marker to denote
the start of the input sequence, while the [SEP] token indicates the separation between
sentences or segments within the sequence and its placement depends on the specific
design of the task. For instance, it is often added between two sentences in sentence
pair tasks but may not be necessary at the end of a single sequence. Additionally, a
single task-specific layer is added to the pretrained BERT model, replacing the original
language modeling head. The output vector from the final layer of the [CLS] token
is fed into the classifier head to make predictions (Jurafsky and Martin, 2023). For
example, in text classification tasks, such as sentiment analysis, the final layer of the
[CLS] token is fed into a classifier head to predict target labels positive, negative or
neutral. In chapter 6, we fine-tune Arabic BERT-based Transformer models to predict
the gender of Kuwaiti social media users from their language usage. Fine-tuning BERT
is considered a highly efficient optimisation technique due to its reduced computational
expense. (Maslej-KreSndkova et al., 2020; Vaswani et al., 2017). Fig. 2.12, represents
an example of a sequence classification task using BERT. Details of the fine-tuning

process conducted on our data is presented in Sec. 6.6.
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Figure 2.12 Sequence Classification Using BERT. Figure from Jurafsky and Martin (2023).

2.13 Summary

In conclusion, this chapter has introduced the field of Computational Sociolinguistics and

explained how this emerging interdisciplinary field serves as a bridge between sociolinguist-

ics and computational linguistics. It reviewed gender related work of sociolinguists, and
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computational linguists and studies that incorporated both approaches. It then provided an
overview about the context of the dialect this thesis focuses on by introducing the history of
Kuwait, the people of Kuwait, the KA dialect and linguistic phenomena found in the dialect.
It also shed light on the role of social media in Kuwait and how that social media platforms
are promising platforms for linguistic analysis of sociolinguistic phenomena. It discussed the
challenges in preprocessing the Arabic language and presented a comparison of available
open-source tools built for Arabic preprocessing and justified the choice of tools to be used.
It finally presented a background about the key computational techniques of automatic text

classification that is employed in the empirical studies of this thesis.






Chapter 3

Research Methods and Data

3.1 Research Questions

This study aims to explore linguistic phenomena embedded in the KA dialect through an
interdisciplinary lens. By incorporating sociolinguistic theory and computational linguistic
methods, the goal is to study gender-indicative features within online language usage from
multiple perspectives. The selection of this research topic and the formulation of research
questions are motivated by the interest in utilising the availability of large Kuwaiti Arabic
(KA) data on social media platforms.

The abundance of KA social media data presents a unique opportunity to collect and
annotate datasets specific to Kuwaiti Arabic. This, in turn, helps to address the current
scarcity of research in the field of Computational Sociolinguistics, particularly concerning
gender analysis in Kuwaiti Arabic. Through this research project, we aim to contribute
to the thriving field of Arabic Natural Processing with a specific focus on enriching our
understanding of Kuwaiti Arabic used in online platforms. The following are the proposed

research questions:

1. What distinguishes the language use of Kuwaiti female and male social media
users?

This question will be answered by conducting two studies: a WhatsApp study and
a Twitter study. This question aims at exploring different elements of language use
between men and women such as: interactional features, emoji usage, POS usage,
code-switching, words or expressions that are exclusive to each gender to find patterns
that describe the language of male and female Kuwaiti users.

2. Are there specific conversational strategies employed by Kuwaiti male and female
users in WhatsApp exchanges and do they vary between both gender groups?

43
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This question will be addressed by creating an annotation framework using a thematic
analysis approach to annotate the WhatsApp dataset according to the conversational
functions used. This will be followed by a quantitative and qualitative analysis of

conversational function usage patterns amongst male and female users.

. To what extent can the gender of Kuwaiti social media users be predicted from
their online language use?
This question will be explored as a starting point in the WhatsApp study when devel-
oping the baseline gender classification system. It will then be explored through a
large-scale Twitter study. Tweets in KA will be collected and then a gender classific-
ation system for KA will be built using (1) a supervised machine learning approach
informed by linguistic features observed in the WhatsApp study and other statistical
features (2) a deep learning approach based on fine-tuning a pre-trained large language
model using BERT.

3.2 Research Methodology

This section discusses the methodology followed in the three studies conducted that address

the research questions. We describe in detail the steps followed in all studies and link the

studies with the research question they target.

3.3 Collection and Analysis of features from a WhatsApp

Dataset

This study addresses research question 1 in identifying linguistic characteristics of Kuwaiti

female and male social media users, and research question 3 in studying the extent to which

gender can be predicted from online language usage. The methodology that has been followed

in this study is described below:

* Data Collection: Ethical approval was obtained before conducting the study. Potential
participants from WhatsApp reading club groups were contacted through WhatsApp.
The aims and objectives of the study were explained to the potential participants. They
were notified that their data will be protected by anonymising their identities. They
were given a chance to ask any questions. WhatsApp members who expressed interest
in participating in the experiment were sent an information sheet that contains all

necessary information regarding the study and a consent form to read and confirm
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their interest in participating. The researcher was then added to the WhatsApp reading
club groups and exported the chats after 9 months of being added. The data was
exported from the researcher’s mobile phone and stored in the COM departmental
servers (anonymised form). The data was deleted from the researcher’s mobile phone

directly after exporting it.

* Data Pre-processing: All sensitive and personal information were removed, URL
links, digits, diacritics and punctuation were removed. Real names mentioned in the

chats were replaced with fictitious names. Tokenisation was implemented.

* Data Analysis A qualitative and quantitative analysis was carried out to analyse
interactional features such as average utterance length, number of turns, average emoji

usage, and gender exclusive words.

* Feature Extraction: Features inferred from the qualitative and quantitative analysis
were extracted and tested in a baseline gender classification system. Further details are

presented in Sec. 4.5.2.

* Training: The features were fed into the supervised machine learning classifiers with
their corresponding gender labels. Different machine learning classifiers were tested
such as Support Vector Machines, K Nearest neighbour, Logistic Regression and
Decision Trees.

* Testing: The trained models were tested using evaluation metrics commonly used
in classification tasks such as accuracy, and balanced-accuracy. We used balanced-

accuracy due to having imbalanced data.

3.4 WhatsApp Dataset Annotation for Conversational Ana-
lysis

This study addresses research question 2 in identifying conversational strategies employed
by Kuwaiti male and female users in the WhatsApp exchanges. It builds upon the dataset
compiled in the study presented in Sec. 3.3. The methodology that has been followed is

explained below:

* Annotation Framework: In order to study the conversational functions that have
been used in the WhatsApp dataset compiled, an annotation framework was developed.

This involved conducting an inductive thematic analysis (Braun and Clarke, 2006) to
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infer the themes/conversational functions employed. The taglist was built using the
themes derived and definitions for all conversational function tags were given. A set of

annotation guidelines was created for annotators to follow when annotating the dataset.

* Dataset Annotation: Annotators who are native speakers of Kuwaiti Arabic were
recruited and trained to annotate the dataset using an online automatic annotation tool.
They were asked to follow the guidelines to tag each sentence with its corresponding
conversational function. Inter-annotator agreement scores were computed and a final

consensus annotation was created.

* Dataset Analysis: The annotated dataset was then analysed quantitatively using
statistical tests such as the Mann-Whitney and Chi-Square tests and qualitatively by
describing significant qualitative observations.

3.5 Gender Classification Using KA Tweets

This study addresses research questions 1 and 3. It involves compiling a dataset of Kuwaiti
Arabic tweets labelled by gender and using this dataset to build a gender classification system.
Question 1 is addressed by analysing linguistic differences between men and women in the
dataset. Question 3 is addressed by building a gender classification system to study the extent
to which we can predict the gender of social media users from their online language usage.
We approach the gender classification task using two supervised learning approaches: a
feature engineering approach and a deep learning approach based on fine-tuning a pretrained
LLM. The methodologies followed in both approaches are described below:

3.5.1 Feature Engineering Approach

In this approach, features are pre-determined by the researcher and used in the feature
extraction stage. We adopt this approach as we hypothesise it will give us insights into
what linguistic features in the KA dialect used in Twitter are gender indicative. Using this
approach also allows us to test the features inferred in our previous studies and assess how
well they perform in predicting the gender leading to a better understanding of the KA dialect

in relation to gender.

* Data Collection: Ethical approval was obtained before conducting the study. An
advertisement was created that sought Kuwaiti female and male Twitter users who
tweet in Kuwaiti Arabic. This request specified users who actively tweet in Kuwaiti

Arabic and were willing to grant consent for the collection and publication of their
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tweets. Upon receiving consent from participants, the researcher used the Twitter
academic API (Application Programming Interface) to retrieve the tweets of the
consenting users. Gender labels were assigned to the collected tweets based on the
information provided by the users during their consent process.

* Data Pre-processing: The compiled dataset underwent pre-processing. Tweets were
anonymised by replacing the usernames with QUSER. Tweets were then tokenised, stop
words were removed, hashtags and mentions were filtered out, digits, links, punctuation
and diacritics were removed and words were normalised using different normalising

techniques used when preprocessing the Arabic language.

* Feature Extraction: Different linguistic and statistical features were extracted from
the tweets and fed into supervised machine learning classifiers. Further details about
features extracted are presented in Sec. 6.5.3.

* Training: The features extracted were used to train four different supervised ma-
chine learning classifiers: Support Vector Machines, K Nearest neighbour, Logistic

Regression and Decision Trees.

* Testing: The performance of the supervised machine learning classifiers was evaluated

using the accuracy metric as the dataset used is a balanced dataset.

3.5.2 Deep Learning Approach

Since the state-of-the-art approaches to classification tasks is using a deep learning approach
and more specifically, using Transformers, we wanted to try this approach and assess how
well it works in predicting the gender of Kuwaiti users of Twitter. The results obtained
from the deep learning model was compared with those derived from the feature engineering
approach. This comparative analysis aims to provide insights into the efficacy of each method.
Specifically, it will help us understand whether our manually engineered features capture the
differences in language of Kuwaiti men and women as effectively as the deep learning model,
or if the deep learning model reveals features that were not explicitly used in our manually
crafted approach.

In our deep learning approach, three pre-trained language models from Hugging Face
(Wolf et al., 2019): an open source repository of large-scale pre-trained transformer models,
were fine-tuned using the Ktrain library (Maiya, 2022). We fine tuned CAMeLBERT-DA
(Inoue et al., 2021b), Marbert (Abdul-Mageed et al., 2021) and QARiB (Abdelali et al., 2021)
to be used in our gender classification task. We then evaluated the performance of the model

using accuracy scores as evaluating metrics.






Chapter 4

Collection and Computational Analysis of
Linguistic Differences Amongst Men and
Women in a Kuwaiti Arabic WhatsApp
Dataset

4.1 Introduction

This study focuses on the collection and computational analysis of Kuwaiti Arabic, which
is considered a low resource dialect, to test different sociolinguistic hypotheses related to
gendered language use. In this study, we describe the collection and analysis of a corpus
of WhatsApp Group chats with mixed gender Kuwaiti participants. This corpus, which
we make publicly available, is the first corpus of Kuwaiti Arabic conversational data. We
analyse different interactional and linguistic features to get insights about features that may
be indicative of gender to inform the development of a gender classification system for
Kuwaiti Arabic in the study presented in Chapter 6.

This study contributes to the field of ANLP in two ways. First, we have compiled and
made publicly available a new, gender-labelled KA dataset (KAGen), which can be used
by researchers interested in the Kuwaiti dialect or gender studies. This dataset consists
of textual book club conversations conducted on the WhatsApp online instant messaging
mobile application. To the best of our knowledge this is the first published dataset of mixed
gender KA conversational data. Second, we have carried out an analysis of interactional and
linguistic features that is used to inform the development of a gender classification system
for KA in Chapter 6.
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In Sec. 4.2, we review the related work. In Sec. 4.3 we describe the methodology
followed in conducting this study. In Sec. 4.4, we analyse the results qualitatively and
quantitatively. In Sec. 4.5, we test our features on a baseline gender classification system and
evaluate its performance. Finally, in Sec. 4.6, we conclude and summarise the work done in
this study.

4.2 Related Work

In the context of studies that have explored gender differences in language use, Rosenfeld
et al. (2016) looked into gender differences in language usage of WhatsApp groups. They
analysed over 4 million WhatsApp messages from more than 100 users to find and understand
differences between different age and gender demographic groups. In analysing the data,
they relied on metadata only such as message lengths, size of the WhatsApp groups, time,
average number of sentences sent per day, time between messages. In relation to gender,
analysing the length of messages sent by both genders showed that women tend to send longer
messages than men. On average, women’s messages contain 6.5 words, while men’s messages
contain 5.2 words. They also concluded that women are more active in small WhatsApp
groups, whereas men are more active in larger WhatsApp groups. These differences were
then employed in building age and gender prediction models. They performed a 10-fold
cross validation for these tasks using decision trees and a Bayesian network. For the
gender prediction task, using users’ metadata with decision trees achieved 0.70 accuracy and
0.73 accuracy when used with a Bayesian network. Moreover, Ghilzai and Baloch (2015)
explored gender differences in turn-taking across various conversational contexts, such as
radio programs, TV shows, and casual conversations. The research found that while there is
no significant difference in turn-taking rates within same-gender conversations (male-to-male
or female-to-female), women tend to take more turns in mixed-gender interactions.
Furthermore, in the context of email messages, Thomson et al. (2001) conducted experi-
ments to analyse how men and women interact linguistically. The first experiment involved 11
male and 11 female participants all of whom were assigned two netpals (1 female username
and 1 male username) who were actually one person that used a female-preferential language
when using a female username and a male-preferential language when using a male username.
Thirteen different linguistic features from the messages were analysed such as references to
emotions, opinions, apologies, adjectives and other features. The mean frequencies of these
features were calculated. Results showed that the language style used by the netpal, not the
gender labels of the participant, influenced the language used by the participant. This means

that participants would accommodate their language to the language of their corresponding
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netpals in their responses, regardless of their own gendered language style. In the second
experiment, 33 female participants and 32 male participants were paired with one netpal. The
netpals communicated in 4 ways: 2 in which the username labels matched the language style
of the gender label and 2 in which the username labels do not match the language style of that
gender (e.g., Kate is the label and the language used was male preferential language). Results
showed that there was an effect of the participants’ gender in the language they used in cases
where the labels did not match the language style. “Given that convergent accommodation
is a sign of liking and acceptance, participants might have been signaling non-acceptance
by maintaining their own gender-preferential style when netpals’ style and gender did not
match” (Thomson et al., 2001, p.174).

Other studies have looked into differences amongst genders in the use of emojis. Chen
et al. (2017) compiled a large dataset of 401 million smartphone messages in 58 different
languages and labelled them according to the gender of users. They used emojis from the
dataset to study how they are used by males and females in terms of emoji frequency, emoji
preference and sentiment conveyed by the emojis. They also studied the extent to which
emojis are indicative of gender when used in a gender classification system. The results
obtained from this study showed that not only are there considerable differences in the use
of emojis between males and females, but also that a gender classification system that uses
emojis alone as features can achieve an accuracy of 0.81.

Shared NLP tasks that are organised for the research community have started off by
tackling problems with the English language and in recent years have added Arabic datasets,
reflecting the increasing interest in Arabic NLP. For example, the PAN 2017 Author Profiling
Shared Task included two tasks: gender identification and language variety identification of
Twitter users. Arabic, English, Portuguese, and Spanish datasets consisting of tweets were
provided for training and testing. The system that achieved the highest accuracy result on
gender identification in the Arabic dataset was the system developed by Basile et al. (2017).
They used an SVM classifier in combination with word unigrams and character 3- to 5-grams
and achieved an accuracy of 0.80.

As for studies that have targeted the Arabic language, Alsmearat et al. (2014) studied
gender text classification of Arabic articles using the Bag-of-Words (BoW) approach. They
collected and manually labelled 500 Arabic articles from different Arabic news websites.
The number of articles was distributed equally across both genders. They wanted to explore
the result of performing feature reduction techniques such as PCA and correlation analysis
on the high-dimensional data in combination with different machine learning algorithms
for the gender classification task. Results showed that Stochastic Gradient Descent (SGD),
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Naive Bayes Multinomial (NBM) and Support Vector Machines (SVM) were the classifiers
that performed best on the original dataset where the accuracy results surpassed 0.90.

Furthermore, Mubarak et al. (2022) compiled a dataset of 166K Arabic tweets and
labelled them with gender and geo location labels. They used this dataset for gender analysis
and to build a gender classification system using SVMs that was tested on different features
such as usernames of the twitter users, the profile pictures of the users, tweets and gender
distribution of users’ friends. Their study showed that using usernames alone as features
for gender prediction achieved the highest F1 score of 0.82. In addition, Hussein et al.
(2019) attempted to build a gender classification system for Egyptian Arabic. They created
a dataset of 140K tweets that were retrieved from famous Egyptian influencers and active
Egyptian users of Twitter. They labelled the dataset according to the gender of the Twitter
users by referring to the users’ profile image and names. They experimented with different
features such as gender discriminative emojis, female suffixes, manually created dictionaries
of swear words, emotion words, political words, flirting words, technological words and
word embeddings. They used ensemble weighted average on a mixed feature vector fed
into a Random Forest classifier and an N-gram feature vector fed into a Logistic Regression
classifier. They achieved an accuracy score of 0.88.

In addition, Arafat and Hamamra (2021) investigated the use of word elongation in
Facebook-mediated communication in Palestinian Arabic to explore how men and women
use word elongation to convey emotions and social identity. The study revealed that women
employ word elongation more frequently to convey positive emotions, while men use it less
often, and primarily to express anger when they do. Not many gender studies in NLP have
provided much insight into linguistic characteristics of gendered language, especially those
related to dialectal Arabic. Furthermore, the field of ANLP still lacks enough dialectal arabic
datasets to help inform the development of Arabic natural language processing tools. We
conduct a pilot study in this chapter to collect conversational KA and analyse interactional

features to inform the building of a gender classification system for KA.

4.3 Methodology

4.3.1 Data Collection

Since we are interested in studying the features of conversational data of Kuwaiti men and
women, we chose to collect textual data from WhatsApp reading club groups. To ensure the
publication of the conversations while adhering to the ethical considerations, we determined
that the most appropriate platform would be WhatsApp reading club groups as they feature
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written Kuwaiti Arabic and focus on discussions that do not involve sensitive topics or
personal information.

As part of the data collection process, we applied for ethical approval before conducting
the study. This involved ensuring that all participants were aware of the nature and purpose
of the study and their role in it. We obtained informed consent from all participants.

The dataset was collected from three Kuwaiti reading club WhatsApp groups. These
were already existing WhatsApp reading club groups that have been running for years and
are managed by Kuwaiti admins. All participants were native Kuwaiti speakers whose first
language is KA. The researcher was added to the groups to be able to export the chat after 9
months of being added. The chats were then exported from the mobile phone and saved in
the researcher’s computer for processing.

The dataset which we name KAGen, consists of 4479 turns (2623 turns by females and
1856 turns by males), see Table. 4.1. The dataset is made publicly available for researchers

in the research field.

Gender Number of Turns Word Count
Women (28 participants) 2623 17388
Men (14 participants) 1856 14005
Total 4479 31393

Table 4.1 Descriptive Statistics of the KAGen Dataset

4.3.2 Data Preprocessing

A number of steps were taken prior to exporting the chats from the researcher’s mobile. This
involved anonymising the names of the WhatsApp members. The usernames were replaced
with the word “USER" concatenated with a number and a letter to represent the gender of the
user (e.g, USERI1F). The chats were then exported to the researcher’s computer to prepare

the data for computational processing. The following preprocessing steps were performed:
1. All sensitive and personal information was removed.
2. Real names that were mentioned in the chat were replaced with fictitious names.
3. URL links were removed.

4. Two versions of the dataset were created using the CAMel tools, built by Obeid

et al. (2020), for preprocessing: one that involves tokenisation, removal of digits,
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diacritics and punctuation and changing alef variants to | and alef maksura to _¢ and teh

marbuta to o; and another version that involves tokenisation and punctuatation removal.

Depending on the type of textual analysis required, the dataset version was chosen.

4.3.3 Feature Analysis

We were interested in exploring interactional features and lexical features pertaining to the
KA dialect. We chose to study how the following features were used amongst men and

women participating in the study:

* Length of turns per gender (word count):
Inspired by Rosenfeld et al. (2016) who found that women tend to send longer messages
than men, with a significant difference in the average word count per message. We

aimed to determine if this pattern holds in the KA dialect.

* Number of turns per gender:
Building upon the analysis of length of turns, we wanted to investigate the number of
turns amongst men and women in the collected WhatsApp groups to examine the level

of activity amongst men and women.

» Use of emojis amongst females and males:
Inspired by Chen et al. (2017), who found significant gender differences in emoji
frequency, preference, and sentiment across various languages and effectiveness if

used a feature for gender classification.

* Whether there are KA words or expressions that are exclusive to each gender:
This stems from the researcher’s observations in real-life communication within the

Kuwaiti society.

* Most frequently used words:
As some studies looked into the most frequently used words by men and women
such as Rayson et al. (1997) and Koppel et al. (2002), we wanted to analyse the most

frequently used words in our dataset.

* Lengthened or elongated words:
We chose to explore the use of elongated words due to their significance in conveying
emotions and interest to examine whether our findings are similar or different from
(Arafat and Hamamra, 2021).

Table 4.2. presents the descriptive statistics of the first three features.
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Gender Emoji Count Word Count Num of Turns
Total Number 2144 17388 2623
Wormen Meap 76 621 94
Median 23 163 29
(28 participants) St(_i. .Deviation 123 1132 144
Minimum 2 6 2
Maximum 506 5611 655
Total Number 801 14005 1856
Men Mean 57 1000 133
Median 36 432 102
(14 participants) Stq. ‘DeViation 68 1197 134
Minimum 1 5 3
Maximum 249 3941 444

Table 4.2 Descriptive Statistics of the Features Analysed

4.4 Quantitative and Qualitative Analysis of Chats

To analyse the results of this study, two approaches were taken: a quantitative statistical
approach and a qualitative linguistic approach. The statistical analysis was done using SPSS
I, One limitation of using a statistical approach in analysing the data is that it does not take
into account the contextual information and meanings embedded within the text. Therefore,
it was important to perform an in-depth manual analysis of the data to be able to describe the
patterns found and provide interpretations for points that the statistical analysis could not

capture.

4.4.1 Quantitative Analysis

Our quantitative analysis aims to explore potential differences between men and women
across three key features: number of turns, average utterance length, and average emoji usage.
Initially, we encountered challenges stemming from data distribution inconsistencies and the
presence of outliers within our features.

Due to having more females than males, we opted to perform normalisation rather than
analysing raw counts to have more accurate interpretations. We normalised the feature values
of words counts and emoji counts by dividing them by the total number of turns for each

user and then applied a square root transformation. This approach scales the features relative

IStatistical Package for the Social Sciences: a statistical analysis software package.
https://www.ibm.com/products/spss-statistics
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to the number of turns, ensuring that each user’s communicative behavior is evaluated in
proportion to their level of engagement.

Due to the complexity and variability of human language use, language data usually
shows non-normalities such as skewed distributions, high variance and presence of outliers.
We chose to retain most outliers because they could potentially reflect their natural textual
communication patterns. However, we made an exception for WhatsApp group admins.
Admins have specific responsibilities such as answering questions, sending reminders, and
enforcing rules, which may lead to an atypical amount of text production not reflective of
their natural communicative behavior. As all admins are females, we replaced their feature
values with the mean of the female group if they were identified as outliers.

In our analysis below, we initially employ a box plot to assess the distribution of the
data and identify any outliers. We then examine whether the outliers are admins or not. If
the outliers are admins, we address them by substituting their values with the mean of their
respective gender group.

Following outlier treatment, we proceed to conduct a normality test to evaluate whether
the data conforms to a normal distribution. If the data is normally distributed, we conduct a
t-test for our statistical comparison. However, if the data is not normally distributed, we opt
for the Mann-Whitney U test (Mann and Whitney, 1947).

In our significance testing, we interpret a calculated p-value less than 0.05 as strong
evidence of a difference between men and women. If the p-value is less than 0.1, we consider
it indicative of a difference, albeit less strong than the conventional threshold. In cases where
the calculated p-value falls between the two thresholds (0.05 and 0.1), we report findings for
both the 0.05 and the 0.1 significance levels.

Number of Turns

To begin our analysis, we focused on examining the number of turns, which would serve as
the denominator for normalising word counts and emoji counts. However, before proceeding,
it was crucial to address any outliers among the group admins that appeared in the distribution
of the number of turns.

As can be seen in Fig. 4.1a, which displays the distribution of total number of turns
amongst males and females, outliers (users 2, 8 ,and 27 ) were identified, all of whom
were female admins of the WhatsApp groups. These outliers were subsequently treated by
replacing their values with the female mean of (94). Following this treatment, a second box
plot was generated to visualise the distribution of total number of turns after outlier treatment.

See Fig. 4.1b in which there are no outliers.
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Turns After Outlier Treatment
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Figure 4.1 Comparison of total number of turns before and after treating outliers

We performed square root transformation for the number of turns after treating the outliers

and plotted their distribution in a box plot as shown below in Fig. 4.2.

1000

sqrtturnstreated

Female Male

Gender

Figure 4.2 Distribution of Square Root Transformation Applied to Number of Turns

We then conducted the Shapiro-Wilk normality test to check the distribution of the square
root of number of turns feature after normalisation, taking into account our sample size (less
than 50). The p-values obtained from the Shapiro-Wilk test for the square root transformed
turn counts in both gender groups are 0.123 and 0.667, respectively. For the Shapiro-Wilk
test, the null-hypothesis is that the population is normally distributed. Therefore, these values
being higher than the conventional significance level of 0.05 suggest the null hypothesis
cannot be rejected and that therefore the data may well be normally distributed. Given this
observation, we use the t-test in our statistical analysis.
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Test of Normality
Shapiro-Wilk
Statistic df Sig.

Female .935 28 .123
Male .957 14 .667

Table 4.3 Test of Normality for Square Root Transformed Turn Counts

Gender

As the number of turns could be indicative of the level of interaction in the WhatsApp
groups, we formulate the following hypotheses:
the null hypothesis (Hy):

Hy: there is no difference between men and women in their level of interaction

measured through their number of turns.
and an alternative hypothesis (H1):

H : there is a difference between men and women in their level of interaction

measured through their number of turns.

Gender N Mean SD
Female 28 6.34 2.91
Male 14 9.92 6.05

T-test P-value 0.013
Table 4.4 T-Test Results for Square Root Transformed Turn Counts

Based on the conducted t-test, the results in Table 4.4 indicate that there is a statistically
significant difference in the level of interaction, as measured by the number of turns, between
men and women in the WhatsApp groups. The null hypothesis (Hp) suggests that there
is no difference between men and women in their level of interaction. However, with a
p-value of 0.013, which is below the conventional significance level of 0.05, we reject the
null hypothesis. This rejection supports the alternative hypothesis (H;), which states that
there is indeed a difference between men and women in their level of interaction.

Specifically, the mean number of turns for females is 6.34, with a standard deviation
of 2.91, while for males, the mean is 9.92, with a standard deviation of 6.05. The lower
mean and standard deviation for females compared to males suggest that females, on average,
engage in fewer turns compared to males, indicating potentially differing levels of interaction

within the WhatsApp groups.
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Average Utterance Length

The length of turns, measured by the total word counts, was computed to examine if men and
women differ in this feature. We calculated the total number of words for each user in our
dataset, as detailed in Table 4.2. To normalise the word count feature, for each participant we
took the square root of dividing the participant’s raw word count by the number of their turns,
i.e. the square root of their mean word count per turn. Following the treatment of outliers in
the turns distribution, Fig. 4.3 displays the box plot of the square root transformation applied
to word counts divided by the number of turns. Although two outliers were detected, they

were not treated as they did not belong to administrator accounts.

SORnorm Iwordeountdividedbyturnstreated

Female Male
Gender

Figure 4.3 Distribution of Square Root Transformation Applied to Word Counts Divided by
Number of Turns

Test of Normality
Shapiro-Wilk
Statistic df Sig.

Female .946 28 158
Male .888 14 .042

Table 4.5 Test of Normality for Square Root of Word Counts Divided by Number of Turns

Gender

The Shapiro-Wilk test results, as shown in Table 4.5, reveal a significance level of 0.158
for the female group and 0.042 for the male group. This suggests non-normality in the
distribution of the square root of word counts divided by the number of turns for the male
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group, while the distribution for the female group appears to be approximately normal. Given
the non-normality in the male group and the differing distributions between genders, we used
the Mann-Whitney U test as it does not rely on the assumption of normality.

The null hypothesis (Hp):

Hy: there is no difference between men and women in their average utterance
length measured through their number of words per turn.

and an alternative hypothesis (H1):

Hj : there is a difference between men and women in their average utterance
length measured through their number of words per turn.

Gender N Mean Rank Sum of Ranks

Female 28 22.36 626.00
Male 14 19.79 277.00

p-value  0.522
Table 4.6 Mann-Whitney Statistics for Square Root of Word Counts Divided by Turns

Based on the results obtained using the Mann-Whitney U test (p-value = 0.522, U =
172.00) for average utterance length, we find that the p-value is greater than the significance
level of 0.05. Therefore, there is insufficient evidence to conclude that there is a significant

difference in the average utterance length between men and women.

Average Emoji Usage

We also analyse how likely it is for men and women to use emojis when interacting in the
WhatsApp chat groups. We noticed that on average women used .82 emojis per turn, while
men used on average .43 emojis per turn. Therefore, the odds of using emojis amongst
women compared to men is 1.9:1, indicating that women were almost 2 times more likely to
use emojis than men. Further analysis involved normalising the number of emojis feature
by dividing it by the number of turns. We conducted a square root transformation and then
plotted the distribution of the normalised emoji counts.
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Figure 4.4 Distribution of Square Root Transformation Applied to Emoji Counts Divided by
Number of Turns

As can be seen in Fig. 4.4, one outlier was detected in the female group. However, the
outlier is not an admin and therefore we did not treat her. We then conducted the Shapiro-Wilk

normality test.

Test of Normality
Shapiro-Wilk
Statistic df Sig.

Female 938 28 .100
Male 961 14 734

Table 4.7 Test of Normality for Square Root of Emoji Counts Divided by Number of Turns

Gender

Given that the p-values in both groups exceed the threshold of 0.05, indicating approxim-
ate normal distribution, the t-test is selected to compare the means of the two groups. We
formulate the following hypotheses:

the null hypothesis (Hy):

Hy: there is no difference between men and women in their average emoji usage.
and an alternative hypothesis (H1):

Hj : there is a difference between men and women in their average emoji usage.
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Gender N Mean SD
Female 28 0.869 0.322
Male 14 0.684 0.276

T-test p-value 0.074

Table 4.8 T-Test Results for Square Root Transformed Emoji Counts

The T-test results for the square root-transformed emoji counts, as shown in Table 4.8,
indicate interesting insights into the emoji usage patterns between men and women. With a
significance level threshold of 0.05, the two-sided p-value significance of 0.074 for both men
and women suggests a lack of statistical significance between them in their use of emojis.
However, with a significance level threshold of 0.10, the two-sided p-value significance of
0.074 for both men and women indicates a statistical significance between them in their use
of emojis, with women showing a higher usage compared to men. This implies that there is

some evidence that women tend to use more emojis than men.

Summary of Results

The analysis of the three features: number of turns, average utterance length, and average
emoji usage within the WhatsApp groups revealed interesting gender-based differences.
Specifically, that men may contribute more frequently to the conversations in the WhatsApp
groups as seen in the distribution of their number of turns. This finding contrasts Ghilzai
and Baloch (2015) study which found that women tend to take more turns in mixed-gender
conversations across formal and casual settings. In terms of emoji usage, women displayed a
higher usage compared to men, suggesting that women are more expressive through emojis
and may use them as a means of enhancing communication or conveying emotions within
the groups. This finding contrasts with Chen et al. (2017), who observed that while women
used more emojis on public platforms like Twitter, men tended to surpass women in emoji
usage in private communication settings such as WhatsApp. However, when examining
average utterance length, the analysis did not yield sufficient evidence to suggest a significant
difference between men and women, which contrasts with Rosenfeld et al. (2016), where

their findings showed that women tend to send longer messages than men.

4.4.2 Qualitative Analysis

We were interested in qualitatively analysing some features experimented with. First, we

wanted to explore the types of emojis, exclusivity of emojis and patterns of emojis used by
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men and women to achieve a better understanding of emoji usage amongst genders. This is

discussed in the following section.

Women Men

Rank Emoji Count Emoji Count

1 218 156
2 Ja 211 & 143
3 @ 193 ¥ 43
4 140 @& 42
5 o 116 & 28
6 4 95 @ 26
7 (®] 91 @' 20
8 4 85 @ 18
9 & 75 @ 17
0 % 75 @ 15

Table 4.9 Top Ten Emojis Used by Kuwaiti Women and Men

Frequency and Types of Emojis

Emojis were significant features observed in the group chats and were commonly used by
both men and women. Women used a total of 2144 emojis, while men used a total of 801
emojis. As for the types of emojis used, various differences were observed. Emojis used
by women are from a wide range of emoji categories and are colorful, whereas men used
a limited set of emojis from certain categories. 68% of women used heart emojis, whereas
only 29% of men used heart emojis. It was also noticed that women used different types and
colors of heart emojis. However, men used limited heart emojis @, Q?, ¢’. Further more,
women used a large variety of flowers and plants Y , % . b , %, 8~ V& whereas
men used only two types of flowers ¥ and ¥,

The analysis also involved computing the 10 most frequently used emojis by men and
women as shown in Table 4.9. As it can be seen, the top used emojis for both men and women
are ( and ) which shows that both men and women are encouraging and applauding
each other. It was observed that men used (&' and - ) significantly more than all the other
emojis extracted, which were mainly smileys. In comparing the top 10 lists of emojis by
men and women, it was noticed that women used € (193 times) notably higher than men

(15 times) and used flowers more than smileys as opposed to men.
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Exclusivity of Emojis

There are some stereotypes regarding emoji usage such as that there are certain emojis that
are not used by men due to them implying a feminine sense and other emojis not used by
women because they are masculine. This study examined this stereotype to explore if this
can be considered a feature indicative of gender. The emojis that were exclusively used by
each gender were extracted and compared. It was noticed that men refrained from using
certain emojis that are stereotypically considered feminine and were used by women in the
group chats such as g, 5’-'-"’, 2 @, 9.¢.v, @, W. This observation also supports the
hypothesis that women are more emotionally expressive than men (Goldshmidt and Weller,
2000). The emojis that were exclusively used by men mainly consisted of male character
emojis such as ﬂ ", a, X , A

Patterns of Emoji Usage

A number of observations were made related to patterns of emoji usage. Women used a
larger variety of emojis across different categories (smileys and people, activity, travel and
places, food and drink , nature .. etc) than men to express themselves. Men used limited
types of emojis from certain categories (smileys and people, nature) and very limited use of
hearts or emojis that express emotions.

A pattern was also noticed regarding the number of emojis used per turn. Most users
used one or two emojis in a turn and this lead to interest in analysing bigrams of emojis used
by men and women to explore if there are any patterns of use or certain emoji combinations
used. The most frequently used bigrams consisted of the same emoji repeated rather than a
combination of two different emojis. It was observed that certain combinations were used
significantly more by each gender. For example, & & was used 70 times by men and 38
times by women, ¥ & was used 3 times by men and 64 times by women, and U was
used 4 times by men and 80 times by women. This showed certain emoji combinations may

be used with different frequencies amongst men and women.

KA Lexical choices and Features

Other exploratory data analysis was conducted to analyse the lexical choices amongst men
and women in the WhatsApp groups. Features such as the most frequently used words, the
exclusively used words and other lexical features were analysed.

Analysis regarding the most frequently used words showed that the word “Allah”, al! was
one of the highly repeated words amongst both men (262 times) and women (325 times).

“Allah” means “God” and could appear in a sentence as a separate word or part of a phrase
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such as “masha’ Allah”, aUlLsls which is an expression used to express appreciation when

someone hears good news, and “inshaAllah”, allLs | which is an expression used to
convey willingness to do something. The high repetition of these phrases could indicate
cooperativeness and politeness in the conversations. The word “alketab” LI which
means “book” was also amongst the highest repeated words amongst men (32 times) and
women (99 times). This is due to the conversations mainly revolving around reading books.

Figure 4.5 and Figure 4.6 show the most frequent words in both the women’s and men’s chats.

Analysis was also done on the exclusively used words amongst both men and women.
One aim of extracting the gender exclusive words was to find KA gendered words that
denote femininity or masculinity to inform the development of a gender classification system.
However, due to the formal nature of the WhatsApp reading club groups, only a few examples
of this phenomenon were captured and they were mostly in women’s messages. Some of
the examples of female exclusive words found are: “shatoora” §, ¢lai , meaning “smart

girl”, “b’khatri” ¢ bl* meaning “I really want ..”, “habeebty” _$wk> , meaning “my dear”,

[P

s’ghairoona” & 199 92, meaning “very small”, “katkoota” & 99 3,<.:/ , meaning ‘“‘so cute”
and “please” _nl

Analysis of the chat also showed high occurrence of lengthened or elongated words which
are words that include repeated letters to emphasise different meanings such as agg4s4462

“hhhhhhhhh" expressing laughter and slllly “wooooow" expressing amazement. Lengthened
words can be indicators of expressing feelings which is stereotypically attached to women’s
speech, and therefore we wanted to test this hypothesis by determining the number of
lengthened words used by men and women per turn on average. There were some interesting
observations. Women used 0.057 lengthened words per turn on average (so about once per
18 turns), whereas men used 0.037 (about once in 28 turns). This indicates that women tend
to lengthen words roughly 1.5 times as often as men. After performing further inspection to
the lengthened words, it was observed that women tend to perform this with a large variety
of words when laughing 4444 “hhhhhh” , complimenting alwee“beautifuuuul”, congrat-

ulating g 4 9 9o “congraaatulations” , encouraging g g3 9 ¢8!ll ; “bravooooo” , agreeing
S | “yeees” , greeting 99 j,'J\ CLa “good mooorning” and expressing feelings such as
less diverse. They mostly used lengthening when laughing 44 ¢444444¢2 “hhhhhhhhhhhh” and
greeting M “hiii”.
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Figure 4.6 Most Frequent Words Used by Men

4.5 A Baseline Gender Classification System

Following the work done in collecting and analysing the KA WhatsApp dataset, we wanted
to test how effective these features are in automatically identifying the gender of the users.
To experiment this, we fed the features to a baseline gender classification system using a
supervised machine learning approach. We used stratified 10-fold cross-validation to ensure
a representative distribution of classes in both the training and testing sets. Four common
supervised machine learning classifiers used for text classification tasks were used: K-Nearest
Neighbours Algorithm (KNN), Support Vector Machines (SVM), Logistic Regression (LR),
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and Decision Trees (DTs). The dataset which consists of 4479 turns (2623 turns by women
and 1856 turns by men) was preprocessed. Details of the preprocssing techniques that were

applied are listed in the following subsection.

4.5.1 Data Preprocessing

We performed sentence splitting to the dataset. This resulted with 5289 sentences (3121
sentences by women and 2168 sentences by men). To test the effect of preprocessing on the

performance of the classifiers, the following techniques were applied:

1. the sentences were tokenised.

2. punctuation was removed.

3. hashtags, @, and digits were removed.

4. URL links were removed.

5. diacritics were removed.

6. elongated words were converted to their normal forms.

7. alef variants were converted to .
8. alef maksura was converted to  s.

9. teh marbuta was converted to o.

4.5.2 Feature Extraction

In this baseline gender classification system, we extracted the features discussed in our study
using four different supervised learning classifiers. We extracted word counts, emoji bigrams,
sentence lengths, and stretched words. The performance of each feature was evaluated
using 10-fold cross-validation. Specifically, we assessed the classifiers’ accuracy (Acc) and
balanced accuracy (BAcc) when each feature is used separately or in different combinations.

Description of each feature extracted and classification results are presented below.
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Bag-of-Words (BOW)

To extract word counts as a feature we used a BOW approach. we used CountVectorizer
from Scikit-learn to create a matrix of word counts for the sentences in our dataset. The
fit_transform() method from Scikit-learn was used to learn the vocabulary (unique
words) present in the entire dataset and extract individual term-frequency vectors for each
sentence, representing the count of each word in the learned vocabulary. The resulting list of

term-frequency vectors is then fed into the machine learning classifiers.

Emoji Bigrams

As patterns of emoji use were observed to be different amongst men and women in the
qualitative analysis of the study, we wanted to test emoji bigrams as features using the
baseline gender classification system developed. We represented this feature following the
BOW concept but in this case we were counting the occurrence of emoji bigrams and creating
a matrix of emoji bigram counts. The resulting emoji bigram matrix was fed into the machine

learning classifiers.

Length of Turns

We wanted to use the length of turns as features. This was done by counting the number of
words in every turn and saving it in a vector. This resulted with a final feature vector that
contains the total word count for each sentence in the dataset. This feature vector is then fed

into the machine learning classifiers.

Stretched Words

We wanted to test the linguistic phenomena of stretched words in the gender classification
system. We extracted stretched words features in two ways. We considered words with letters
repeated from 3 till 10 times stretched. The first representation involved counting the total
number of stretched words in every sentence and passing a vector of the total counts for all
sentences to the machine learning classifiers. The second representation involved assigning a
binary value for every sentence according to whether a stretched word occurs in the sentence
or not. 0 is given to sentences that do not include stretched words and 1 is given to sentences

that include stretched words.
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4.5.3 Results and Analysis

Features KNN SVM LR DT
PP up PP upP PP (0] 4 PP UP

Acc BAcc Acc BAce Acec BAcc Acc BAce Acc BAce Ace BAce Acec BAce Ace BAcce
word count 0.62 0.60 0.61 0.56 0.67 0.65 0.68 0.65 0.68 0.65 0.69 0.66 0.63 0.60 0.66 0.63
sent len 0.53 0.50 0.53 0.51 0.58 0.51 0.58 0.50 0.58 0.50 0.58 0.50 0.58 0.51 0.59 0.52
stretched words 0.53 0.50 0.51 0.50 0.58 0.50 0.58 0.50 0.58 0.50 0.58 0.50 0.58 0.50 0.58 0.50
emoji bigrams 0.51 0.52 0.57 0.51 0.59 0.51 0.59 0.51 0.59 0.51 0.59 0.51 0.58 0.50 0.59 0.50
comb.1 0.54 0.51 0.53 0.51 0.59 0.52 0.59 0.51 0.59 0.51 0.59 0.51 0.57 0.51 0.59 0.53
comb.2 0.61 0.60 0.61 0.61 0.68 0.66 0.69 0.66 0.69 0.66 0.70 0.67 0.64 0.62 0.65 0.63

Table 4.10 Accuracy (Acc) and Balanced Accuracy (BAcc) Results for the Baseline Gender
Classification System Using 10 Fold Cross-validation. PP represents pre-processed text
and UP represents unprocessed text. Comb.1 = sent len + stretched words + emoji bigrams.
Comb.2 = word count + sent len + stretched words + emoji bigrams.

Results of the features tested are presented in Table. 4.10. We report the balanced accuracy
(BAcc) scores as the KAGen dataset is imbalanced. The balanced accuracy is a commonly
used evaluation metric that accounts for class imbalance. It is calculated as the average of
the true positive rate (TPR) for the positive class and the true negative rate (TNR) for the

negative class (Brodersen et al., 2010).

1 /TP TN
BAcc=—-( — +—
cC 2(P+N>

where:
P=TP+FN, N=TN+FP

TP (True Positives) is the number of correctly predicted positive samples, TN (True
Negatives) is the number of correctly predicted negative samples, P = TP + F N represents
the total number of actual positive samples with F'N (False Negatives) being those positive
samples incorrectly predicted as negative, and N = TN + F P represents the total number of
actual negative samples with F'P (False Positives) being those negative samples incorrectly
predicted as positive.

As can be seen, the balanced accuracy scores range from 0.50 to 0.67 across various
models. Comb.2 (word count + sent len + stretched words + emoji bigrams) achieved the
highest scores (accuracy: 0.70 and balanced accuracy: 0.67). The feature that seemed to have
the most positive effect in improving the performance of the classifier was the word count
feature as when tested separately it achieved 0.66 balanced accuracy. It was also noticed that

preprocessing the dataset did not improve the performance of the classifiers. In fact, overall,
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the results for unprocessed text were higher. Although some qualitative analysis did show
patterns of emoji use to be distinctive amongst men and women, we think that the small size
of the dataset might have had a negative effect on the classifiers performance. We aim to
test this feature and other features in our large scale study in Chapter. 6 to observe if they

improve the performance of the gender classification system.

4.6 Summary

We have described in this chapter (KAGen,) the first publicly available dataset of conver-
sational Kuwaiti Arabic that is labelled by gender. We analysed the dataset by looking
into interactional and linguistic features that are performed in mixed gender WhatsApp
groups. We described the WhatsApp data collection process and analysed features such as
number of turns, average utterance length, average emoji usage and Kuwaiti Arabic lexical
features. Statistical analysis reveals distinctions between men and women in their interaction
patterns. In the number of turns, men showed higher activity levels than women, whereas in
average emoji usage, women used emojis more frequently than men. However, there was no
significant difference observed in average utterance length. Furthermore, qualitative analysis
of other features such as the range and specific types of emojis used, certain lexical choices
and the phenomenon of word lengthening revealed considerable differences between women
and men’s language use.

We have tested the features on a baseline gender classification system for Kuwaiti Arabic
trained and tested on (KAGen) and observed that using word counts on text that did not
undergo preprocessing performed best in predicting the gender of users. Insights from this
study are taken into consideration in a large-scale gender classification study on a KA Twitter
dataset in Chapter. 6 where we will be testing them and other features and approaches to
study how well they perform in predicting the gender of KA social media users.



Chapter 5

WhatsApp Data Annotation for
Conversational Analysis

5.1 Introduction

In the domain of Arabic Natural Language Processing (ANLP), many projects have focused
on collecting and annotating MSA datasets. Nonetheless, projects targeting dialectal Arabic
are increasing. However most of the dialectal Arabic data are extracted from social media
platforms such as Twitter, Facebook, novels, online forums and so on. Conversational
dialectal Arabic found in online communities is still an understudied topic. This type of
language is unique in its ability to capture real-time, interactive and informal exchanges
between interlocutors. Gathering conversational dialectal Arabic from digital platforms
creates diverse opportunities to study, for example, theories in discourse analysis, explore
sociolinguistic aspects of the language, create lexicons for the dialect and much more. To
the best of our knowledge, such datasets in Kuwaiti Arabic have not yet been collected and
made publicly available. Due to our interest in studying how conversational analysis takes
place amongst Kuwaiti men and women in online platforms, we aimed to use computational
tools to annotate conversational Kuwaiti Arabic used in reading club WhatsApp groups
with a specific focus on mapping these conversations to their underlying conversational
functions. Written Kuwaiti Arabic, which is increasingly prevalent in online communication,
particularly on social media platforms such as WhatsApp, forms a promising opportunity
to study gender differences in language use. Therefore, in this study we seek to bridge this
significant gap by providing a comprehensive framework for annotating and classifying the
diverse conversational functions within these WhatsApp interactions, thereby contributing to

a deeper understanding of how conversational functions are performed in a mixed sex setting.

71
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Our study will also contribute to the research field by providing an annotated conversational
Kuwaiti Arabic dataset that can allow us, and others, to study how conversational interaction
takes place in Kuwaiti Arabic in social media and, in particular, whether or not there are
observable differences in conversational behaviour based on the gender of the participants

and if so what these differences might be.

5.2 Related Work

Annotated corpora serve as the critical foundation that many NLP systems heavily depend
on. The importance of annotations in NLP cannot be emphasised enough as they are needed
to train and evaluate certain NLP systems and also develop and evaluate linguistic theories
(Fort, 2016). Annotating corpora is done either manually or automatically. According to
Neves and Seva (2021, p.146):

Manual annotation is the task of reading a particular pre-selected document
and providing additional information in the form of the so-called annotations.
Annotations can occur at any level of a linguistic component, i.e. document,

paragraph, sentence, phrase, word or character.

When annotating corpora, certain main steps are followed. First, the corpus that will
undergo annotation is gathered. Second, the corpus is pre-processed according to the task.
Third, the tagset is created and the first version of the guidelines is developed. Fourth,
annotators are provided annotation training. Fifth, annotators annotate a sample from the
corpus. Sixth, the annotations are compared by producing inter-annotator agreement scores
and assessing the level of agreement that is acceptable. If the level of agreement is not
reached, the annotation guidelines are redefined. Finally, the corpus is annotated following
the final version of the guidelines and a final consensus version of the corpus is created (Fort,
2016; Neves and Seva, 2021).

Efforts have been made in the domain of Arabic Natural Language Processing (ANLP) to
build resources for the Arabic language. A considerable amount of research by researchers
interested in ANLP has focused on building and annotating corpora to support a diverse
range of ANLP tasks. The process of annotation usually involves developing guidelines for
annotating Arabic corpora. These annotations serve to facilitate various NLP tasks specific
to Arabic. However, it’s worth noting that a majority of these studies have predominantly
concentrated on creating guidelines and annotations for Modern Standard Arabic (MSA)
corpora. Nevertheless, interest in dialectal Arabic corpora is steadily increasing and evolving

as opportunities for dialectal studies and machine learning advancements continue to unfold.
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Some notable efforts have been made in Arabic error annotation. Abuhakema et al. (2008)
compiled and annotated for errors an Arabic learner corpus consisting of nine thousand
words collected from texts written by students who studied Arabic as a foreign language.
Alfaifi et al. (2014) worked on the Arabic Learner Corpus (ALC) project that comprises
282,000 words from students studying Arabic in Saudi Arabia. It includes written and spoken
text by 942 students from 67 nationalities at pre-university and university levels in which
errors are tagged following a newly created tagset. Zaghouani et al. (2014) developed an
error annotation framework to annotate linguistic errors and corrections in an Arabic corpus
consisting of news comments, native and non-native student essays and machine translation
output. Their annotated corpus can be used to build Arabic error detection and correction
tools (Zaghouani et al., 2014).

There has also been some rising interest in collecting and annotating dialectal Arabic.
Habash et al. (2008) developed guidelines for the annotation of code-switching from MSA
to dialectal Arabic in written text. The guidelines were developed for word and sentence
level annotations of a corpus consisting of 59 documents (19K words) from newswire, web
text, broadcast news and conversations. This annotated corpus can be used to develop
dialect identification systems (Habash et al., 2008). Jarrar et al. (2017) compiled a corpus
of more than 56, 000 Palestinian words that were annotated with rich morphological and
lexical features, such as POS, stems, suffixes, prefixes, lemmas, and glosses. Furthermore,
Maamouri et al. (2006) developed a Levantine Arabic treebank of conversational telephone
speech and annotated 26,000 Levantine words morphologically and syntactically. Another
attempt was made by Maamouri et al. (2014) who created an Egyptian Arabic treebank from
informal discussion forum text and annotated it with morphological and syntactic features.

Some efforts have been made targeting the Gulf Arabic dialect. Khalifa et al. (2016)
compiled and annotated the Gumar corpus which consists of 110 million words in Gulf
Arabic taken from 1200 online forum novels. They used the MADAMIRA morphological
tagger to morphologically tag the tokens and adapted it to cover Gulf Arabic. They annotated
the corpus at the document level and added information of author’s name, novel name, and
dialect used in the novel. Khalifa et al. (2018) targeted the Emirati Arabic novels compiled
in the Gumar corpus and annotated 212,000 words following CODA guidelines with respect
to POS tags, English glosses, lemmas, dialect, and performed spelling regularisation.

Other studies related to conversation analysis have been carried out such as Elmadany et al.
(2018) who were interested in speech acts in conversations. The study involved compiling
an Arabic Speech-Act and Sentiment Corpus of Tweets (ArSAS) which consisted of 21,000

Arabic tweets and developing guidelines to annotate the corpus according to the speech act
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and sentiment found in the tweet. The corpus can be used to build speech-act identification
systems and sentiment analysis systems.

While previous efforts have laid a strong foundation for the collection and annotation of
different types of corpora, our planned corpus aims to innovate and expand upon these efforts,
especially in the field of ANLP and Arabic discourse studies, by developing a framework to
annotate conversational Kuwaiti Arabic with conversational functions and analyse how men

and women perform conversational interaction in online communication.

5.3 WhatsApp Data Annotation Methodology

5.3.1 Context of the WhatsApp Reading Club Groups

The WhatsApp reading groups that have participated in the study are three groups of mixed
gender Kuwaiti participants who meet face-to-face on a monthly basis to discuss a book
that they have chosen using the WhatsApp group platform. They usually meet in cafes or
libraries. In these WhatsApp groups, participants choose the books they want to read, they
decide on the venue for the meetings, they engage in discussions about the selected books,
they share their thoughts and insights and talk about cultural or educational events happening.
It is worth noting that the time frame during which this study was conducted coincided with
the spread of the coronavirus (COVID-19) pandemic. The pandemic’s impact on daily life,
including communication patterns, cannot be understated. The pandemic, with its social
distancing measures and restrictions on in-person interactions, led to a shift in how members
engaged with one another. This period saw the introduction of virtual meeting platforms,

such as Zoom online meetings, as an alternative means for group discussions.

5.3.2 The Development of the Conversational Function Tags and Guide-
lines for Conversation Annotation

In order to systematically analyse and annotate the WhatsApp reading club chats, an inductive

thematic analysis was undertaken to explore the dataset and identify recurring conversational

themes and patterns. The following lines will describe the steps taken to develop the tag list
and the annotation guidelines.

The Tag List

The tag list was created after a rigorous thematic analysis was undertaken. The steps that are

often followed in a thematic analysis are 6 main steps which are “familiarising yourself with
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the data, generating initial codes, searching for themes, reviewing the themes, defining and
naming the themes and finally writing up the report or manuscript” (Braun and Clarke, 2006,
p.87).

In the initial interaction with the data, multiple readings of the data were conducted to
become familiar with the dataset. It included skimming the entire body of data to get a
preliminary sense of the chats. It was also followed by a thorough reading of the dataset and
note-taking of recurring topics, patterns, terminology, and linguistic behaviour. This is the
coding step of the thematic analysis which was done by actively reading the WhatsApp chats
and monitoring the conversations. During this process, notes were taken next to the chat turns,
tracking the topics discussed and the shifts in conversation topics. It also included observing
the various linguistic conversational functions employed. In the following step, the notes that
were taken were reviewed to extract themes from the conversations. The themes identified
were scrutinised and an examination of how those themes were supported by examples from
the text was conducted. This was done to make sure that the themes reflect the data. Then the
themes were given names and descriptions. This phase underwent several iterations involving
a process of refinement. This was necessary to maintain distinctive definitions of the themes
and avoid any elements overlapping.

The thematic analysis of our study led to the identification of 7 distinct themes. These
themes have been selected to serve as the taglist for our study. The tags and their descriptions
are presented in Table. 5.1. The set of tags identified include two which are considered
generic tags: Greeting and Leave-taking These tags are of interest to us as we aim to
investigate how they are utilized in online communication within WhatsApp, particularly in
relation to gender differences. The remaining five tags can be categorized as procedural tags,
which include Arranging Club Meeting, Social Interaction, Feedback on Club
Meeting, Book Discussion, and General reading-related topics. We also intend
to explore how these procedural tags are employed amongst men and women in the context
of online conversations. Sec. 5.4.2 offers a comprehensive and detailed analysis of the 7

identified tags.



76 WhatsApp Data Annotation for Conversational Analysis

Conversational Function Tags Description

Any form of greeting as they begin the chat.
e.g., Hello| pSde adatt

Any reference to closure of the chat.

e.g., Seeyoul s o @S5 gdd

Any instance related to meeting arrangements: time, date, location, book choice.

Greeting

Leave-taking

Arranging club meeting Any instance of users’ agreement to attend the meeting or excuse for not attending.

e.g., Would you like to go to a cafe to discuss? | 28l adls 7 9 05 O 9

Any discussion related to the content of the book.

Any discussion related to the author of the book.

. . Any instances where members share views/opinions about the book.

Book Discussion o . i
If the text has a social interaction nature but a specific reference to the book,
it should be tagged as book discussion.

e.g., A nice novel, light and deep | dd.eae 9 daas dolgy (o o>

Any feedback related to the club meeting such as if they enjoyed it,
Feedback on club meeting what they enjoyed about it, feedback on members’ performance in the meeting, etc.
e.g., We enjoyed the discussion a lot | dddliels ol g Laatialw!

Instances when members talk about book exhibitions.
General reading-related topics ~ Instances where members discuss software and applications used for reading.
e.g., If anyone who has a Goodreads account, please share it | 4 gl dasy Cay b jua ) 298 B Co gl suie AN

Instances of welcoming new members.

L X Instances of new members introducing themselves.

Social interaction . . . .
Instances of sharing personal information or social events.

e.g., 'm busy with my mother at the hospital, please pray for her | L¢3 @S31 g2 adiuuells 5431 931 2o J gidie

Table 5.1 Conversational Tags and their Description

The Annotation Guidelines

Creating annotation guidelines for the WhatsApp dataset to be used by annotators when
annotating the dataset was essential to ensure consistency and accuracy in the annotation
process. A set of instructions on how to tag the textual segments were provided along with

the description of the taglist for annotators to follow during the annotation task.

5.3.3 Recruitment and Training of Annotators
Recruitment of Annotators

Recruiting and training annotators for the annotation of the WhatsApp reading group chats
was a crucial step in ensuring the accuracy and quality of the task. The annotation task was
completed by a team consisting of the researcher and three English language instructors
from Kuwait University, all of whom are native speakers of Kuwaiti Arabic. Their expertise,
linguistic proficiency and genuine interest in language were instrumental in successfully
completing the annotation of the WhatsApp dataset.
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Training of Annotators

To prepare the annotators for the annotation task, three comprehensive training sessions
were conducted. In these sessions, the annotators were introduced to the task in which they
were asked to tag each sentence of the WhatsApp dataset, which consists of 3 WhatsApp
reading club group chats, with a tag that corresponds to the sentence’s conversational function
using an annotation tool to facilitate the process. They were given training on how to use
CATMA (Computer Assisted Text Markup and Analysis), a web-application annotation tool
that is used to annotate, analyse and visualise textual data (Gius et al., 2023). They were
provided with the annotation guideline sheet and tag descriptions to refer to when annotating.
They were also given some annotation training on practice material. During these sessions,
the annotators were given the chance to ask any questions and were asked to provide any
constructive feedback on the annotation guidelines. These sessions equipped the team with
the necessary knowledge and tools to annotate the WhatsApp dataset. The annotators were
given a time limit to complete the annotation of the 3 WhatsApp group chats, and after
completion of each group, inter-annotator agreement scores were obtained to assess the level
of agreement between the annotators. Cases of disagreement were manually analysed and

discussed with the annotators which led to slight modification of the guidelines.

Challenges and Annotators’ Feedback

The annotators found the guidelines helpful in providing clear instructions for tagging the
conversations. However, one challenge occurred when a textual segment did not neatly align
with a single tag. For instance, when users in the WhatsApp groups were discussing the
author of a book;, it did not fit neatly under the tag Book Discussion. To address this, we
refined the tag Book Discussion to include cases where the conversation was about the

author.

5.3.4 The Kuwaiti Arabic Conversational Function Dataset (KACD)

The annotated WhatsApp corpus is a conversational dataset consisting of 5,289 sentences,

carefully categorised and tagged with gender and conversational function information.
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Conversational Function Total No. of Sents Gender No. of Sents No. of Words
Men 607 2782
Arranging Club Meeting 1840
Women 1233 6363
Men 411 4302
Book Discussion 703
‘Women 292 2788
Men 50 418
Feedback on Club Meeting 138
‘Women 88 987
Men 81 458
General Reading-related Discussion 216
Women 135 919
Men 95 228
Greeting 274
Women 179 471
Men 2 30
Leave-taking 3
Women 1 6
Men 922 5605
Social Interaction 2115
Women 1193 6191
Total Number of Words 44350

Table 5.2 Descriptive Statistics for the KACD Corpus, Including Sentence and Word Counts
per Tag and Gender

5.4 Results and Analysis

In this section, results of IAA scores for the four annotators are presented. This is followed
by descriptive statistics of the annotated dataset. The section is concluded by reporting
statistical results of the distribution of the conversational functions amongst men and women

and any significant qualitative observation.
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5.4.1 The Inter-Annotator Agreement Scores

Ann 2 Ann 3 Ann 4

Gl | G2 | G3 |Gl | G2 | G3 |Gl | G2 | G3

Annl 0.77 | 0.74 | 0.48 | 0.69 | 0.81 | 0.51 | 0.90 | 0.91 | 0.93
Ann 2 0.73 1 0.77 1 0.48 | 0.76 | 0.78 | 0.49

Ann 3 0.67 | 0.89 | 0.53
Table 5.3 Sentence Level Inter-annotator Agreement Scores

Cohens Kappa was used to measure the Inter-Annotator Agreement (IAA). It is a statistical
measure of the degree of agreement between two annotators labelling items from a given
set of labels (Cohen, 1960). The IAA scores for annotating the three WhatsApp group chats
by four annotators are presented in Table 5.3. Each annotator was paired with another to
compute the agreement scores of their annotations.

As can be seen in Table 5.3, the overall IAA scores obtained range between moderate
to near perfect agreement according to the conventional interpretation of kappa IAA scores.
After comparing the IAA scores for all groups, a pattern was observed. The highest agreement
among the annotators was between annotator 1 and annotator 4 (0.93) and the lowest
agreement was mostly between annotator 1 and 2 (0.48). It was also noticed that 5 TAA
scores were within the range of moderate agreement, 8 IAA scores were within the substantial

range and 5 IAA scores were within the near perfect range.
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5.4.2 Descriptive Statistics

Conversational Functions Gender Num. Min. Max. Mean Median Q1 Q3 IQR
. ) Men 14 0 183 434 215 75 595 520
Arranging Club Meeting
Women 28 0 577 440 125 73 275 202
. . Men 14 0 179 294 8.0 1.5 238 223
Book Discussion
Women 28 0 81 104 20 03 103 10.0
. Men 14 0 20 3.6 1.0 00 38 3.8
Feedback on Club Meeting
Women 28 0 28 3.1 0.50 00 38 3.8
. . . Men 14 0 27 5.8 3.0 00 73 7.3
General Reading-related Discussion
Women 28 0 32 4.8 1.0 0.0 6.0 6.0
. Men 14 0 33 6.8 1.0 00 7.8 7.8
Greeting
Women 28 0 75 6.4 1.5 0.0 4.0 4.0
i Men 14 0 1 0.14 0.0 0.0 0.0 0.0
Leave-taking
Women 28 0 1 0.04 0.0 0.0 0.0 0.0
. ) Men 14 0 224 66.0 355 4.8 1333 1285
Social Interaction
Women 28 0 284 426 12.5 43 60.5 562

Table 5.4 Descriptive Statistics for the 7 Conversational Functions

5.4.3 Quantitative Analysis

We were interested in studying if there is a difference between males and females in
their use of conversational functions in our annotated dataset. Specifically, we wanted
to study the proportion of each participant’s tags that fall into the seven distinct conver-
sational functions (Arranging Club Meeting, Book Discussion, Feedback on Club
Meeting, General reading-related topics, Greeting, Leave-taking and Social
Interaction ). In order to capture individual differences in conversational behavior of men
and women in our dataset while accounting for potential differences in the total number of
utterances made by each user we performed normalisation. This was achieved by dividing
the number of each participant’s tags that are a specific conversational function by the total
number of that participant’s utterances. This method allows for a fair comparison across
participants, enabling us to identify potential gender-specific patterns in the distribution of
conversational functions. We tested the distribution of men and women’s usage of each
normalised conversational function tag using the Shapiro-Wilk normality test (sample size
less than 50) to identify whether the data is normally distributed or not and to choose the
statistical test to use to determine if there is a significant difference in the distribution of

conversational function tags between men and women.
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Tags Gender Shapiro-Wilk Statistic df  Sig.
. . Male 0.957 14 0.680
Arranging Club Meeting
Female 0.955 28 0.270
. . Male 0.768 14 0.002
Book Discussion
Female 0.849 28 0.001
. Male 0.839 14 0.016
Feedback on Club Meeting
Female 0.626 28 0.000
. . . Male 0.754 14 0.001
General Reading-related Discussion
Female 0.466 28 0.000
. Male 0.824 14 0.010
Greeting
Female 0.622 28 0.000
. Male 0.396 14 0.000
Leave-taking
Female 0.188 28 0.000
. . Male 0.926 14 0.266
Social Interaction
Female 0.946 28 0.160

Table 5.5 Normality Test Results for the Normalised Proportions of Tag Usage

The Shapiro-Wilk test results as shown in Table. 5.5 indicate that for the tags Arranging
Club Meeting and Social Interaction the data for both male and female participants
follow a normal distribution (indicated by significance values greater than 0.05). However, for
the tags Book Discussion, Feedback on Club Meeting, General Reading-related
Discussion, Greeting and Leave-taking the data significantly deviate from normality
for both genders (indicated by significance values less than 0.05). Therefore, we apply
the t-test to the usage of Book Discussion and Feedback on Club Meeting and the
Mann-Whitney U test to the remaining conversational function tags.

To compare the conversational functions employed by men and in WhatsApp reading
club groups to determine if there are any significant differences in their communication

patterns, we formulate the following hypotheses as detailed in Table. 5.6.
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Null Hypothesis (Hp) Alternative Hypothesis (H;) Statistical Test

There is no difference between men There is a difference between men The statistical test

and women in the proportion of utter- and women in the proportion of utter- that is used is as

ances tagged as: ances tagged as: follows:

- Arranging Club Meeting - Arranging Club Meeting T-Test

- Social Interaction - Social Interaction T-Test

- Book Discussion - Book Discussion Mann-Whitney
- Feedback on Club Meeting - Feedback on Club Meeting Mann-Whitney
- General Reading-related Discussion - General Reading-related Discussion  Mann-Whitney
- Greeting - Greeting Mann-Whitney
- Leave-taking - Leave-taking Mann-Whitney

Table 5.6 Hypotheses and Statistical Tests Used to Compare Men and Women Across their
Usage of Conversational Functions

In our significance testing, we interpret a p-value less than 0.05 as strong evidence of a
difference between men and women. If the p-value is less than 0.1, it suggests a potential
difference, although it is less conclusive than the conventional threshold. When the p-value

falls between 0.05 and 0.1, we report the findings at both the 0.05 and 0.1 significance levels.

Arranging Club Meeting In studying if there is a difference between men and women
in their proportion of utterances tagged as Arranging Club Meeting, we performed an
independent samples t-test to determine if there is a difference between the means of the
two groups. The t-test yielded a p-value of 0.644 as shown in 5.7, which is greater than the
conventional threshold of 0.05. Therefore, we fail to reject the null hypothesis. This suggests
that there is no statistically significant difference between men and women in the proportion
of utterances tagged as Arranging Club Meeting.

Conversational Function Gender N Mean SD

Arranging Club Meeting  Male 14 0.340 0.237
Female 28 0.374 0.214

T-test P-value 0.644
Table 5.7 T-Test Results for Arranging Club Meeting
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We also conducted Mann-Whitney U test on the proportion of utterances tagged as
Arranging Club Meetings since it does not assume normality to compare its result with
the other tags tested using Mann-Whitney. The Mann-Whitney U test results for the
Arranging Club Meeting tag in table 5.8 reveal no statistically significant difference
in mean ranks between male and female participants. The mean rank for males is 19.96, and
for females, it is 22.27. The Mann-Whitney U value is 174.50, with a p-value of 0.566. As
the p-value exceeds the 0.05 threshold, we fail to reject the null hypothesis which means that
there are no differences between men and women in the proportion of their utterances tagged
as Arranging Club Meeting.

Conversational Function Gender N Mean Rank Sum of Ranks

Arranging Club Meeting Male 14 19.96 279.50
Female 28 22.27 623.50

Mann-Whitney U 174.50

P-value 0.566

Table 5.8 Mann-Whitney U Test Results for Arranging Club Meeting

Book Discussion In studying if there is a difference between men and women in their
proportion of utterances tagged as Book Discussion, we performed a Mann-Whitney U
Test to determine if there is a difference in the mean of the ranks between the two groups.
The Mann-Whitney U test yielded a p-value of 0.084 as shown in Table 5.9, which is greater
than the conventional threshold of 0.05. Therefore, we fail to reject the null hypothesis. This
suggests that there is no statistically significant difference between men and women in the
proportion of utterances tagged as Book Discussion.

When considering a threshold of 0.10, the p-value of 0.084 is less than this threshold.
Therefore, under this criterion, we would reject the null hypothesis. This suggests that there
may be some evidence of difference between men and women in the proportion of utterances
tagged as Book Discussion when using a 0.10 significance level with men showing higher
proportion of usage.

Feedback on Club Meeting To investigate whether there is a difference between men
and women in their proportion of utterances tagged as Feedback on Club Meeting, we
conducted a Mann-Whitney U Test to compare the mean ranks of the two groups. The test
produced a p-value of 0.079, as indicated in Table 5.10. Since this p-value is greater than
the conventional threshold of 0.05, we do not reject the null hypothesis. This indicates that
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Conversational Function Gender N Mean Rank Sum of Ranks

Book D ) Male 14 26.07 365.00
ook Liscussion Female 28 19.21 538.00
Mann-Whitney U 132.000
P-value 0.084

Table 5.9 Mann-Whitney U Test Results for Book Discussion

there is no statistically significant difference between men and women in the proportion of
utterances tagged as Feedback on Club Meeting.

However, when considering a threshold of 0.10, the p-value of 0.079 is considered less
than this threshold. Therefore, under this criterion, we would reject the null hypothesis. This
suggests that there may be a some difference between men and women in the proportion of

utterances tagged as Feedback on Club Meeting when using a 0.10 significance level.

Conversational Function Gender N Mean Rank Sum of Ranks

. ) Male 14 26.04 364.50
Feedback in Club Meeting Female 08 1993 538 50
Mann-Whitney U 132.500
P-value 0.079

Table 5.10 Mann-Whitney U Test Results for Feedback in Club Meeting

General Reading-related Discussion To examine whether there is a difference between
men and women in the proportion of utterances tagged as General Reading-related
Discussion, we applied a Mann-Whitney U Test to compare the ranks of the two groups.
The test yielded a p-value of 0.828, as shown in Table 5.11. Since this p-value exceeds the
conventional threshold of 0.05, we do not reject the null hypothesis. This indicates that
there is no statistically significant difference between men and women in the proportion of

utterances tagged as General Reading-related Discussion.

Greeting To investigate whether there is a difference between men and women in the
proportion of utterances tagged as Greeting, we conducted a Mann-Whitney U Test to
compare the ranks of the two groups. The test produced a p-value of 0.860, as indicated in
Table 5.12. Since this p-value is greater than the conventional threshold of 0.05, we do not
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Conversational Function Gender N Mean Rank Sum of Ranks
) ) . Male 14 22.07 309.0

General Reading-related Discussion Female 28 2191 5040

Mann-Whitney U 188.000

P-value 0.828

Table 5.11 Mann-Whitney U Test Results for General Reading-related Discussion

reject the null hypothesis. This indicates that there is no statistically significant difference

between men and women in the proportion of utterances tagged as Greeting.

Conversational Function Gender N Mean Rank Sum of Ranks

Greeti Male 14 21.04 294.5
feeting Female 28 21.73 608.5
Mann-Whitney U 189.500
P-value 0.860

Table 5.12 Mann-Whitney U Test Results for Greeting

Leave-taking Leave-taking was only used 3 times in the WhatsApp group chats. Two
times by men and one time by a woman. All 3 cases of leave-taking were cases of members
leaving the group permanently. The lack of leave-taking expressions used may be due to the
observation that “Unlike greetings, leave-takings are not perceived as a social obligation in
online spheres, in the sense that a user is not reprimanded if he or she exits the chat room
without mentioning something about parting from a group of users.” (Algharabali, 2010,
p-104).

Social Interaction To explore whether there is a difference between men and women in
the proportion of utterances tagged as Social Interaction, we conducted an independent
samples t-test to compare the means of the two groups. The test yielded a p-value of
0.765, as shown in Table 5.13. Since this p-value is greater than the conventional threshold
of 0.05, we do not reject the null hypothesis. This suggests that there is no statistically
significant difference between men and women in the proportion of utterances tagged as

Social Interaction.
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Conversational Function Gender N Mean SD

Social Interaction Male 14 0.398 0.251
Female 28 0.377 0.190

T-test P-value 0.765
Table 5.13 T-Test Results for Social Interaction

We also conducted a Mann-Whitney U test to compare the result with the other tags tested
using Mann-Whitney. The Mann-Whitney U test results for the Social Interaction tag
in table 5.14 reveal no statistically significant difference in mean ranks between male and
female participants. The mean rank for males is 20.54, and for females, it is 21.98. The
Mann-Whitney U value is 182.5, with a p-value of 0.719. As the p-value exceeds the 0.05
threshold, we fail to reject the null hypothesis which means there is no difference between

men and women in their proportion of utterances tagged as Social Interaction.

Conversational Function Gender N Mean Rank Sum of Ranks

Social Interaction Male 14 20.54 287.50
Female 28 21.98 615.50

Mann-Whitney U 182.50

P-value 0.719

Table 5.14 Mann-Whitney U Test Results for Social Interaction

Overall, the analysis shows that we lack sufficient evidence to suggest that there is a
difference between between men and women in their proportion of utterances belonging
to the conversational functions we studied. However, in their usage of Feedback on Club
Meeting and Book Discussion we found some evidence of difference with men having
a higher proportion of conversational function tags in these categories than women when
considering a significance p-value of 0.10. One possible explanation for men having a
higher proportion of book discussions could be their proactive or anticipatory approach to
engagement. Although the discussions are meant to occur face-to-face or online during the
meetings, it was noticed that men tend to express their thoughts and engage in discussions
beforehand, not waiting until the scheduled meeting time. This proactive approach to book
discussions may have contributed to the observed difference in proportions.

Additionally, we were interested in qualitatively analysing the language used under the

conversational function tag Feedback on Club Meeting, to explore what type of feedback
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is given by men and women. It was observed that both men and women maintained a positive
tone when giving feedback. However, differences were noticed in the type of Arabic used.
We manually examined 138 utterances tagged as Feedback on Club Meeting, consisting
of 50 utterances by men and 88 by women. Our analysis revealed that 38 out of the 50
utterances by men were written in MSA, whereas only 10 out of the 88 utterances by women
were in MSA.

Women also used emojis when giving feedback significantly more than men. These
emojis include heart emojis, flower emojis, thumbs up emojis, clapping hand emojis and
smileys. On the contrary, men used very limited emojis in type and quantity including
flowers and thumbs up. Of the 138 feedback utterances examined, men used 21 emojis across
their 50 utterances, accounting for an average of 0.42 emojis per utterance. Women, on the
other hand, used a total of 110 emojis across their 88 utterances, averaging 1.25 emojis per

utterance.

5.5 Summary

In summary, this chapter presents the compilation of the Kuwaiti Arabic Conversational
Dataset (KACD), which is, to the best of our knowledge, the first publicly available dataset
of Kuwaiti Arabic annotated with conversational function tags. The dataset aims to provide
a valuable resource for researchers working with Kuwaiti Arabic in various linguistic and
computational research.

The chapter starts by reviewing the related work on annotation studies in the field of
ANLP. It then presents the process of developing the annotation framework and guidelines.It
discusses the use of a thematic analysis approach to systematically analyse the data and
derive meaningful conversational function tags specific to book-related discussions in Kuwaiti
Arabic online conversations. Additionally, the chapter explains the process of recruiting and
training annotators to perform the annotation task and the interannotator agreement scores
that were calculated to create a consensus dataset.

Furthermore, we conducted a study to examine the differences in the proportions of
utterances that belong to the seven conversational functions we used as tags between men
and women in our dataset. This analysis provided insights into the distribution of different
conversational functions within the dataset amongst men and women. Overall, the KACD
represents a significant advancement in the availability of resources for Kuwaiti Arabic and

sets a foundation for future research in the field.






Chapter 6

Gender Classification Using Kuwaiti
Arabic Tweets:

6.1 Introduction

In chapter 4 and chapter 5, we aimed at inferring linguistic features that differentiate the
language of Kuwaiti men from the language of Kuwaiti women. In order to do that, we
compiled in chapter 4 a written KA dataset from WhatsApp (KAGen) and labelled it with
gender information to analyse and gain insights about features that characterise the language
of men and women in KA (Sec. 4.3). We tested the features inferred on a baseline gender
classification system to see how well the features serve as a basis to predict gender (Sec.
4.5). We also annotated the WhatsApp dataset according to the conversational functions
each sentence belongs to in chapter 5 with the aim of contributing with an annotated dataset
(KACD) of conversational Kuwaiti Arabic labelled by gender and conversational function
(Sec. 5.3.4). The overarching aim of this project is to test the extent to which the features
inferred from the previous studies can predict gender when used in a large-scale gender
classification system. This is done in this chapter using a new dataset, The Kuwaiti Arabic
Twitter Dataset (KATD) which to the best of our knowledge is the first largest publicly
available Kuwaiti Arabic Dataset collected from Twitter that is labelled by gender. The
study conducted in this chapter uses two supervised machine learning approaches: a feature
engineering approach and a deep learning approach to explore the extent to which the gender

of KA Twitter users can be predicted from their tweets.
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6.2 Related Work

Automatically predicting gender from text documents has been a topic of interest in many
domains and for different purposes. Interest in predicting the gender of a user from their
language use can help in informing marketing strategies, forensics, security measures, and
advertising campaigns (Fosch-Villaronga et al., 2021; HaCohen-Kerner, 2022; Ouni et al.,
2023). The task of automatically identifying the gender of a text’s author has been approached
in the research field as a text classification problem and an authorship detection problem
(Koppel et al., 2002; Suero Montero et al., 2014).

The topic of author profiling has become a focal point in the field of Natural Language
Processing and has attracted considerable attention from researchers. Early efforts in author
profiling predominantly focused on the English language. Some studies targeted predicting
gender from textual datasets using feature engineering approaches and different linguistic
and statistical features. Rao et al. (2010) used sociolinguistic features, n-gram features, and a
stacked model that combines the former two feature types in training an SVM classifier to
predict the gender of users from their tweets. They noticed that the sociolinguistic features
outperformed the n-gram features when tested separately. However, combining both features
improved the performance of the classifier, which reached an accuracy score of 72.33%.
Burger et al. (2011) built a gender classification system trained on a multilingual gender
labelled dataset using text-based features from the users’ profiles such as screen names,
full names, bio description. Their classifiers were tested on their collected dataset and the
classifier that used tweet texts only performed at 76% accuracy, while adding screen names,
full names, bio descriptions, and tweets texts achieved an accuracy of 92%.

Suero Montero et al. (2014) investigated the use of emotion-based features in improving
gender classification of personal journal text and blog post texts. They tested the use of
BoW features, emotion-based features derived from an ontology of emotion classes and
attributes, and a combination of BoW and emotion-based features with Support Vector
Machines and Decision Trees. They concluded that using a combination of BoW features
alongside emotion-based features achieved the highest gender classification score which
reached 80% for classifying personal journal texts and over 75% for web blogs. Aravantinou
et al. (2015) were interested in predicting the gender of web blog authors. They tested
statistical features, POS features and language model features using 8 different machine
learning classifiers. They found that language model features were the most effective features
in the gender classification task. They applied a feature selection algorithm that ranks the
features according to their importance and concluded that using the top 40 features with a

Random Forest classifier achieves the highest accuracy result of 70.50 %.
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While there are a limited number of author profiling studies for the Arabic language, this
area 1s attracting increasing attention from researchers in ANLP. A notable contribution to
research in Arabic author profiling was by Rangel et al. (2019) who presented the Author
Profiling and Deception Detection Shared Task (APDA) at (PAN@FIRE2019). The dataset
provided for the task (ARAP-Tweet dataset) consisted of tweets from 198 authors from
15 different Arabic dialects. More than 2000 tweets were extracted from each author and
were labelled with gender and age information. There were 28 submissions addressing
the Author Profiling task that aimed at predicting age, gender and language variety from
tweets. The system that achieved the highest accuracy of 81% on the gender task was by
MagdalenaY Vino who used a combination of words and emoticons 2-grams and 3-grams as
features with a Random Forest classifier (Rangel et al., 2019).

Abdul-Mageed et al. (2019) contributed to the task of gender classification in Arabic
using pre-trained BERT models. They used the Arap-Tweet dataset (Zaghouani and Charfi,
2018). Their best-performing model was a multilingual BERT-based model that achieved an
accuracy score of 65.31%.

In Al-Ghadir and Azmi (2019), the researchers compiled a dataset of posts labelled by
gender and exported from a popular Saudi Arabian social media forum spanning the period
from 2011 to 2014 to use in a gender classification system. The features they extracted
were normalised lists of the k highest-scoring words and stems, ranked according to the
tf-idf scoring method. They compared the use of an SVM classifier and a 1-NN (1-Nearest
Neighbors) classifier. They report the highest balanced accuracy of 93.16 % which was
achieved using the 1-NN classifier and setting k (highest-scoring words and stems) to 100.

As can be seen, the topic of gender classification from text has witnessed considerable
progress, particularly in languages with extensive resources such as the English language.
However, there is still much to be explored, especially for under-represented languages and
dialects such as Kuwaiti Arabic. The work in this chapter contributes to filling this gap and

provides a foundation for future research in this area.

6.3 Data Collection

» Applying for Ethical Approval:
In order to start the data collection of the KA tweets from Twitter, we applied and

obtained ethical approval from the University of Sheffield’s Ethics committee.

* Process of Data Collection:
The process of data collection included searching for Kuwaiti female and male parti-

cipants who use Twitter and tweet in KA. This was done by creating an ad that included
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a description of the study, its aims and objectives, and criteria for participation, which
was posted on different social media platforms. Interested participants were asked to
read and sign the information sheet and consent form included in the ad. This was then
followed by manually revising all forms submitted and approving applications that
were compliant with the predefined criteria which included being a Kuwaiti female
or male, having a Twitter account that has their real name and photo, and tweeting
in Kuwaiti Arabic. We approved 98 applications of 49 Kuwaiti female users and 49
Kuwaiti male users, all of whom willingly provided explicit consent for the collection
and publication of their tweets. The tweets were retrieved in March 2023, followed
by a full-archive search for all users, and extracted using Twitter’s academic API. We
extracted the last 1000 tweet for each user. The compiled dataset is a balanced dataset
of 49000 tweets by men and 49000 tweets by women.

The Compiled Dataset:

We compiled the first largest publicly available Kuwaiti Arabic Gender-labelled Dataset
(KATD). KATD comprises tweets written in KA and labelled by gender that have
been extracted from Twitter which is a social media platform that is widely used
among Kuwaitis, making it a prominent source of online discourse within the Kuwaiti
digital community. This compiled dataset can benefit researchers and developers in
the fields of Natural Language Processing and Computational Sociolinguistics as it
can be used to train and evaluate machine learning models for different language
related-tasks and to fill in the gap of low dialectal resources. Furthermore, researchers
can use KATD to study different linguistic phenomena specific to the KA dialect in
online communication, which can help in deepening insights into language variation,
dynamics, and digital discourse trends within the Kuwaiti digital community. Table 6.1
presents the statistics of KATD and Fig. 6.1 illustrates the distribution of tweet lengths

amongst Female and Male Kuwaiti Twitter users in our dataset.

Female Tweets Male Tweets

Number of Unique Users 49 49
Number of Tweets 49,000 49,000
Number of URLs 11,428 12,031
Number of Mentions 30,512 33,956
Number of Words 481,008 478,030
Total Number of Words 959,038

Table 6.1 Descriptive Statistics of the Kuwaiti Arabic Gender-labelled Dataset (KATD)
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Distribution of Tweet Length for Female Distribution of Tweet Length for Male
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Figure 6.1 Distribution of Tweet Lengths for Females and Males

6.4 In Depth Analysis of Gender-indicative Vocabulary and
Emojis

Our dataset consists of tweets written in Kuwaiti Arabic (KA) by Kuwaiti female and male
users. We assumed there might be differences in the vocabulary and emojis used by men and
women. Therefore, we wanted to analyse this dataset to explore these potential differences.
In order to do this we followed a statistical approach. The chi-square statistical test has
been used to identify characteristic vocabulary in previous studies such as in Rayson et al.
(1997), in which it was used to identify words characteristic of female and male language.
It was also used in Oakes et al. (2001) to identify words characteristic of document classes
for document classification. We wanted to make use of this approach to extract gender
characteristic vocabulary and emojis from our Twitter dataset to analyse them. We achieved
this by following Oakes et al.’s implementation of the chi-square test to extract two lists
from our Twitter dataset, one containing words characteristic of female language and another
containing words characteristic of male language. The procedure is as follows: All tweets
have been pre-processed first before creating the lists of words characteristic of male and
female language. This is done because Arabic words could have multiple forms depending
on where the word occurs in the sentence and what types of clitics are appended to the word.
The Chi-square test is as follows:

O;—E; 2
e (6.1)
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where:

xz is the chi-square test statistic,
O; is the observed frequency for each category (i) where
(i) ranges over the set of male and female categories,

E; is the expected frequency for each category.

For each word in our Twitter dataset, we compute the observed frequencies, a, b, c, and
d (see the contingency table 6.2), where a is the count of a specific word in the female tweets,
b is the count of the word in the male tweets, ¢ is the count of all other words in the female
tweets, and d is the count of all other words in the male tweets.

‘ Female Tweets Male Tweets

Word a b
- Word c d
Table 6.2 Contingency table of the observed frequencies.

The expected frequency is then computed by the following equation:

B column; total x row ; total

E;i ;= 6.2
b grand total ©.2)
So, for the observed frequency a, the expected frequency E ; is computed by:
a+c)x(a+b
1= ato)«(ath) (6.3)
a+b+c+d
2
After computing the x2 for each word (the sum of (OEE) for each position in the

contingency table), we then need to determine where each word belongs, i.e. is the word
characteristic of male or female langauge? We followed Oakes et al. (2001) approach where
we first obtain the ratio a/b and if this value is greater than the ratio (a+c¢)/(a+d) we
can say then that the word is more associated with the female tweet corpus, otherwise, it
is considered associated with the male tweet corpus. This will result in two lists of words,
one containing female characteristic words and another containing male characteristic words.
Please refer to Table 6.3 for the list of female characteristic words and Table 6.4 for the list
of male characteristic words extracted from KATD.

We also followed the same approach to extract emojis characteristic of men and women,
and created separate lists for each gender. In the following lines, we present patterns of usage
and outline themes observed and possible cultural implications:



6.4 In Depth Analysis of Gender-indicative Vocabulary and Emojis 95

Characteristic Vocabulary

After extracting the lists of female characteristic words and male characteristic words (Table
6.3), we scrutinised the lists and noticed that the vocabulary associated with each gender fell

into certain themes, which conform to some common stereotypical patterns.

Female Characteristic Vocabulary

In Table 6.3, which presents the words characteristic of Kuwaiti female language on Twitter,
we notice a variety of terms that revolve around emotions, relationships, beauty, and social
expressions. The key themes we observe include:

* Emotional and Relational Terms:
Words like dw\.o (sweetheart/my darling), w‘ (I'love), and love indicate a strong

emphasis on expressing affection and emotions. Other emotional terms such as &5+

(grateful), §5law (happiness), and sl (feelings) further emphasise the importance

of expressing inner sentiments.

* Beauty and Appearance:
Terms related to beauty and physical appearance are prominent. Examples include
JLP (beauty), ogle (nice/pretty), o~ (gorgeous), and S (makeup). This suggests
that discussions around personal appearance and beauty standards are common among

women in the dataset.

* Religious and Cultural Expressions:

Several words are rooted in religious or cultural expressions, such as 3 (God), allile

(God has willed it), and alaed ! (Thank God). This indicates the integration of faith

and cultural expressions in everyday language of Kuwaiti women on Twitter.

* Social Interactions:
Words like happy and birthday are likely related to social celebrations and well-wishing.
This indicates how Kuwaiti women engage in social interactions by celebrating birth-

days and expressing these celebrations on Twitter. Terms like G’P‘ (I love you)

and _Jws (honey - term of endearment) further emphasise the focus on intimate and

affectionate communication.
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Male Characteristic Vocabulary

Table. 6.4 which presents words characteristic of Kuwaiti male language on Twitter, reveals
a distinct focus on sports, social and economic issues, politics, and group identity. Key

observations include:

* Sports and Competitions:
Terms such as =Y (player), s , 35 (league), s 2 (team), and ol L. (match) indicate
a significant interest in sports, "particularly football. Moreover, specific references to
teams and players, like & .0 (Madrid), J g2 2 (Liverpool), .U , (Ronaldo), and

4 ¢l5 » (Barcelona), suggest discussions about international sports events and figures.

* Social and Economic Terms:
Words related to social status and economy, such as uj"}"’ (citizen), JLQ_: (Dinar), and

u29_# (loans), are indicative of concerns related to social topics and financial matters.

Furthermore, the word 45 /& (company) shows that topics related to business and
corporate entities are also common among Kuwaiti men on Twitter. This focus suggests
that males tend to discuss topics related to socio-economic status and community roles

more frequently on Twitter.

* Political Terms:
Words like i (people/nation), d«.ls (assembly) indicate a concern with political
matters. This suggests that political discussions are more prevalent in male conversa-

tions.

* Group Camaraderie:
Terms like w3 (guys), 3\ (brother), and 2 L (dude), JL«J\; (dear one) reflect
a strong sense of camaraderie among Kuwaiti men on Twitter. These words indicate

informal, friendly interactions often found in male social circles.

* Emotional Expression:
An interesting observation lies in the contrast between the language of men and women
when using emotional expressions. While words associated with men, such as - >
(sad), predominantly express negative emotions, the vocabulary of Kuwaiti women in

our extracted list reveals a diverse array of positive sentiments.
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. 2

Word Translation X 2 Wo‘rd T‘rjanslatlon X
Sk sweetheart/ my darling 377.93 UL}A citizen 97.85
o Tlove 16941 = | people/nation | 90.86
oo - 12194 s> dear one 88.28
e heart 108.46 =Y | player 87.73
birthday | - 96.21 > | nice guy 80.02
s love 92.33 JL.\..J.J Dinar 78.46
happy i 87.35 &9 | league 71.80
Beautiful | - 80.64 w_\; assembly 70.58
< God 71.57 & | God bless 70.06
alsle God has willed it 65.43 o team 68.93
Jw~ beauty 61.19 owsY | players 57.13
[oavg grateful 45.32 Je men 55.94
X P happiness 44.55 o Les match 53.52
waed| | Thank God 43.98 .t L | dude 52.82
ol Nice/ pretty 38.45 5 L brother 52.31
& Eww/ disgusting 37.59 U"J" sad 4870
J gorgeous 31.53 A% | Madrid 4532
sl feelings 28.03 U295 | loans 44.34
23 flowers 2520 J s ad | Liverpool 43.71
oy oh my God 23.33 w=ls | stadium 42.11
GP‘ [love you 21.70 dgles | championship | 41.36
A.LVP beautiful 19.65 OJ\.‘" commerce 3982
4...«\9 I feel 19.16 g_)l.u—« guys 39.37
J= mesmerising 17.73 5-05 bravo 37.60
Osle salon 16.95 34Uy, | Ronaldo 35.16
RS gorgeous 13.84 o % | trainer 34.12
Ds yes 9.42 S5 | eup 33.54
anlad yuck! 9.20 $old, | Barcelona 33.16
M honey -term of endearment | 7.84 JU‘JL’ dear one 3208
K makeup 6.99 g company 31.13

Table 6.3 Words Character-

istic of Kuwaiti Female Lan-

guage

Table 6.4 Words Character-
istic of Kuwaiti Male Lan-

guage
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Characteristic Emojis

Fig. 6.2 illustrates the emojis most characteristic of female and male Kuwaiti Twitter users.
These emoji clouds were generated using the online tool https://www.wordclouds. com/.
We provided the tool with emojis and their frequencies for each gender group and the tool
created the visual representation. The size of each emoji corresponds to its frequency of
occurrence within the gender-specific emoji list, with larger emojis indicating higher usage.

(a) Female Emoji Usage (b) Male Emoji Usage

Figure 6.2 Characteristic Emojis of Females and Males Kuwaitis Twitter Users

Female-Associated Emojis

As can be seen in Fig. 6.2a, a wide range of colorful heart emojis were categorised as
female emojis. These female-associated emojis include 9.9 @. Additionally,
@ and  were categorised as female associated emojis which further emphasises how
Kuwaiti women on Twitter practice emotional connectivity, sharing of feelings and use a
wide spectrum of emojis that convey feelings from joy and love to sadness and frustration.
Other commonly used emojis like @ and ¢’ indicate an openness in expressing vulnerability
and deep emotions. The emojis that were categorised as female associated emojis generally
fall under themes of ‘Love and Affection” expressed through heart emojis mentioned above
and smileys like &, @&, &J and # and ‘Floral and Nature’ which includes emojis like &
and #, reflecting a softer, more emotive, and nurturing communication style.



6.5 Feature Engineering Approach to Gender Classification 99

Male-Associated Emojis

As for male-associated emojis in Fig. 6.2b, the emojis & and % were the significantly most
used emojis indicated by their size in the emoji cloud. This shows how laughter-related
emojis dominate the emojis Kuwaiti men use and highlights their preference for humor and
light-hearted interactions. Emojis like -~ and . were also associated with men and signify
their tendency to use emojis that express approval and positive reinforcement which suggests
a communicative style that values affirmation and support. Emojis related to physical activity
were also associated with Kuwaiti men such as ."‘., It , W&, =, An interesting observation
was regarding the blue heart 4 being categorised as a male characteristic emoji. This can
be due to cultural and psychological factors as blue is often associated with masculinity
and is neutral compared to the red heart which is strongly associated with romantic love
and therefore, men may use the blue heart to express positive feelings without appearing
overly sentimental. It was also observed that the ¥ ang ¥ emojis were categorised as male
characteristic emojis. This can be attributed to several factors, including traditional color
perceptions and cultural stereotypes. Pink flower emojis are often viewed as more feminine
due to the strong association of pink with femininity and Kuwaiti men may seek to avoid these
feminine connotations, and therefore might opt for bouquet and red flower emojis, which are
seen as more neutral. Overall, male characteristic emojis are limited in variety compared
to female characteristic emojis and are grouped into ‘Humor and Laughter’, ‘Approval
and affirmativeness’, and ‘physical activity’ which reflect a more dynamic, assertive, and

energetic form of expression.

6.5 Feature Engineering Approach to Gender Classification

The first approach we adopt for our gender classification task is a feature engineering
approach that integrates sociolinguistic features and statistical features. These features are
derived from both the literature and our research outlined in Chapters 4 and 5. This approach
is taken because it allows interpretability of our model and provides us with the opportunity
to gain insights into how gender-related patterns are present in the Kuwaiti Arabic dialect. In
the following subsections, we present an overview of the main steps taken in developing a
supervised machine learning classifier. We then give more details about the preprocessing
stage, and the feature extraction methods. We also report accuracy results of our features
trained and tested on four different machine learning classifiers. Before developing our
classifier, we established a baseline system using a random classifier from scikit-learn. This

random classifier, applied to our dataset, achieved an accuracy of 0.50.
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6.5.1 Classifier Development

This section describes the process of developing a supervised classifer for the gender classi-
fication task. There are two main phases required for the development of the classification
system: training and testing. In the training phase, as shown in Fig. 6.3, the training tweets
(80% of the dataset) undergo pre-processing. Then features are extracted and fed into the
classifier with their corresponding gender labels (F and M) for training. The resulting trained

classifier is then used for testing.

In the testing phase, shown in Fig. 6.4, the testing tweets (20% of the dataset) undergo
pre-processing. Then features are extracted and fed into the trained classifier. The classifier
then predicts the gender labels (F or M). We then evaluate the performance of the classifier

using evaluation metrics such as accuracy.

Training Tweets | ——1{> Pre-processing ———>

Feature
Extraction

Trained
Classifier

Traini 4

Figure 6.3 Classifier Training

Testing Tweets || —{| Pre-processing ———7>

Evaluation

Predicted Labels| | 1

. E /M

Gender Labels
F/M

Feature
Extraction

Trained
Classifier

Figure 6.4 Classifier Testing

6.5.2 Tweet Pre-processing

Preprocessing the data collected before conducting feature extraction is an important step.

Due to the complex and noisy nature of social media text, especially in our context of using
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tweets from Twitter, that may include typos, inconsistencies in spellings of words, diacritics,
URLS, and hashtags, we need to process the data to reduce noise and to convert the data to a
form that is suitable for the machine learning classifiers that are used. We also wanted to test
the effect of preprocessing on the performance of the gender classification system.

We first prepared the data to adhere to the ethical considerations and to maintain user
privacy. We anonymised the tweets by replacing usernames and mentions with QUSER.
We then converted all occurrences of URLSs to URL and finally tokenised the tweets using
NLTK’s TweetTokenizer, specifically designed for Twitter text. This tokeniser splits tweets
into words efficiently. We then created two versions of the dataset: unprocessed (UP) and
preprocessed (PP). The UP dataset underwent the previous data preparation steps only.
Whereas, the PP dataset underwent the previous data preparation steps in addition to the

following steps:

* Stop Word Removal: We removed stop words using NLTK’s stop word removal
method for Arabic.

Hashtag and Mention Filtering: We filtered out hashtags and mentions.
* Noise Removal: We removed digits, links, punctuation and diacritics.
* Normalisation: We converted lengthened words to their normalised form.

* Orthographic Normalisation: We changed alef variants to | and alef maksura to g

and teh marbuta to o (common preprocessing steps for the Arabic language).

6.5.3 Feature Exploration

In this section, we present the features that we evaluate in our gender classification system.
We present features including Bag of Words (BoW), stretched words, vocabulary and sen-
tence length, punctuation marks, part of speech (POS) tags, code-switching, characteristic
vocabulary, word sentiment, emojis, and URL usage, drawing from our previous studies
and existing literature. Notably, BoW features and sentiment features have been explored
in previous studies such as (Suero Montero et al., 2014). Additionally, stretched words,
which were used as features in Chapter 4, have also been explored in the context of gender
differences by (Arafat and Hamamra, 2021). Moreover, utterance length, which reflects the
average length of written communication, has been studied in (Rosenfeld et al., 2016). This
motivated our decision to experiment with features related to vocabulary and tweet lengths in
our gender classification system. Furthermore, POS features, which capture the grammat-

ical structure of language, were tested in combination with other features by (Aravantinou
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et al., 2015), prompting us to explore their effect in classifying gender in our system as
well. Emojis were studied in depth by Chen et al. (2017), who found them to be distinctive
features in gender classification, which encouraged us to test how they perform in our system.
Additionally, gender-specific characteristic vocabulary was analysed by (Rayson et al., 1997),
revealing consistent differences in word choice between men and women. Code-switching is
another feature we were particularly interested in testing, as it is commonly observed in the
social media usage of Kuwaitis and may provide additional insights into gender differences.
Finally, URL usage is considered a meta-related feature that could reflect differing online
behaviors, and we wanted to explore its potential as a feature in our system. In the following
sections, we explain how the features are implemented and we provide accuracy results for
each feature tested separately using four machine learning classifiers commonly used for
text classification tasks: Support Vector Machines (SVM), K-Nearest Neighbors (KNN),
Logistic Regression (LR), and Decision Trees (DT). The accuracy results presented are from
the validation set, which is 20% of the training data set aside for feature exploration. We
experimented with different variations of the feature representation. We present the accuracy
results of all feature variations to choose the variation that performs best and then use the

best performing variation in our feature combination experiment.

BoW - Word Counts

We started by extracting word counts as features following a Bag-of-Word (BoW) approach.
We used CountVectorizer from the Scikit-Learn library ! which converts a collection of
documents into a matrix of word counts. fit_transform() was used to learn the vocabulary
of the dataset and extract document-term matrix. The method returns the resulting matrix of
word counts, where each row corresponds to a tweet and each column corresponds to a word
from the unique vocabulary. The values in the matrix represent the frequency of each word in
the corresponding tweet. This matrix is then fed into the machine learning classifiers. Table
6.5 shows the accuracy results of using the BoW approach on the preprocessed (PP) and
unprocessed (UP) datasets. The highest accuracy score achieved was 0.64 using a Logistic
Regression classifier on unprocessed tweets

'https://scikit-learn.org/.
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Feature Sets SVM KNN LR DT

pPp UP PP UP PP UP PP UP

Word Count 0.61 0.63 055 056 062 0.64 0.57 0.59

Table 6.5 Accuracy Results on Pre-processed (PP) and Unprocessed (UP) Word Count
Feature

TF-IDF

Term frequency - Inverse document frequency (TF-IDF) is a commonly used feature in text
classification tasks. The concept underlying TFIDF is twofold: first, a word’s importance
increases the more frequently it appears within a document, indicating its relevance to
the document’s content; second, the more documents the word appears in across some
collection of documents, the less unique or discriminative the word is. TF-IDF is computed
by calculating the product of a word’s frequency within a particular document (#f) by its
inverse document frequency across the entire document collection (id f,,, p). Consequently,
words with higher TF-IDF scores are assigned higher weights, and words with lower TF-IDF
scores are assigned lower weights, indicating less importance in representing the content of a
given document (Sebastiani, 2002; Yun-tao et al., 2005). TF-IDF is defined as:

TF-IDF4,p = tfy,, X id f.p (6.4)

where:
* 1f is the number of times a term (w) appears in a document (d).

* dfy,p 1s the number of documents in (D) that have a certain term (w).

e idf,,p = log% where |D| is the total number of documents.

We experimented with TFIDF values of words in our dataset as features. This was done
by using TfidfVectorizer from Scikit-learn. This method transforms the raw text of each
tweet into a numerical feature vector, where each element represents the importance of
a specific word in the tweet relative to the entire corpus of tweets. The feature vector’s
dimensionality is equal to the size of the vocabulary of the entire tweet corpus. Each item
of the vector contains the TF-IDF score of a corresponding word, computed based on its
frequency in the tweet (TF) and its inverse document frequency across the corpus of tweets

(IDF). Since not all words appear in every tweet, the resulting feature vectors are sparse,
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with many zero values. This set of feature vectors forms a matrix-like representation of the
dataset, where each row corresponds to a tweet and each column corresponds to a word in the

vocabulary. These TF-IDF scores are used as features to train our machine learning models.

Feature Sets SVM KNN LR DT

pP UP PP UP PP UP PP UP

TFIDF 0.62 0.63 054 054 063 0.64 0.57 0.58
Table 6.6 Accuracy Results on Pre-processed (PP) and Unprocessed (UP) TFIDF Feature

We experimented with extracting TFIDF values for both preprocessed tweets and un-
processed tweets. The accuracy results obtained using the machine learning classifiers are
presented in Table. 6.6. As can be seen, the highest accuracy score achieved was 0.64 using
a Logistic Regression classifier on unprocessed tweets.

Stretched Words

The identification of stretched or elongated words as a potential indicator of gender was
noted in our study in sec. 4.4.2. To investigate the significance of this linguistic phenomenon
in determining the gender of tweet authors, we used it as a feature in our gender classification
system. The objective was to assess whether or not the presence of stretched words serves as
a meaningful feature contributing to gender classification in KA. We wanted to test whether
the presence of elongated words carries substantial information for gender prediction.

We considered words that had 3 and more consecutive characters as stretched words and
feature extraction was conducted using two representations, a binary representation and a

count representation:

1. In the binary representation, a binary value is assigned for each tweet. Specifically,
a value of 0 denoted the absence of stretched words in the tweet, while a value of 1

indicated the presence of at least one stretched word within the tweet.

2. In the count representation, a value denoting the total number of stretched words found

in a tweet is assigned to each tweet.

Results of using the two representations on our data showed that the two representations
were very similar in their performance. The highest accuracy score achieved was 0.51 in both

variations. We use the count variation when experimenting with other feature combinations.
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Feature Set Classifier
SVM KNN LR DT

StretchedWordsBinary 0.51 0.50 0.51 0.51
StretchedWordsCount 0.51 0.50 0.51 0.51

Table 6.7 Accuracy results of classifiers using the StretchedWordsBinary and

StretchedWordsCount feature sets on the unprocessed dataset.

Vocabulary and Sentence Length

We wanted to experiment with word length in tweets to see if there is a pattern associated

with men and women in their use of long or short words. We tested the use of maximum

word length in a tweet, and minimum word length in a tweet as features. We also wanted to

test combining maximum word length with average word length, and combining minimum

word length with average word length. Details of how the features are extracted are presented

below:

1. Maximum Word Length:

Maximum word length is used as a feature. For each tweet, the length of each word is
computed. This was done by counting the total number of characters for each word.
Then the length of the longest word (maximum word length) in the tweet is extracted

and used as input to the feature vector.

. Maximum Word Length and Average Word Length:

For this feature, two values are extracted for each tweet. The first value extracted is the
maximum word length. The second value extracted is the average word length. This is
done by computing the sum of all word lengths in the tweet and dividing it by the total

number of words in the tweet.

. Minimum Word Length:

We also test the minimum word length as a feature. This done by counting the total
number of characters for each word. Then the length of the shortest word (minimum
word length) in the tweet is extracted and used as in input to the feature vector.

. Minimum Word Length and Average Word Length:

We extract both the minimum word length and average word length for each tweet.
The two values extracted from each tweet are then used as features for our gender

classification system.
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5. Minimum Word Length, Maximum Word Length and Average Word Length:

In this feature extraction method, we combine all features above. From each tweet, we
extract the the minimum word length, the maximum word length and the average word

length.

Accuracy results of the previous feature extraction methods that relied on word length are
presented in Table. 6.8. As can be seen, the feature sets have been tested on pre-processed
and unprocessed text using SVM, KNN, LR, and DT classifiers. The results achieved range
between 0.49 and 0.53. It can also be seen that results using unprocessed text are slightly
higher than using preprocessed text. We will use the (Min Word Len + Max Word Len +
Avg Word Len) when experimenting with different feature combinations as this may capture

more information about word length distribution amongst male and female tweets.

Feature Sets SVM KNN LR DT

pP UP PP UP PP UP PP UP

Max Word Len 0.50 0.52 0.50 0.50 0.50 0.52 051 053
Max Word Len + Avg Word len 0.50 0.52 050 0.51 050 052 052 0.52
Min Word Len 0.50 0.52 051 049 050 052 051 0.52
Min Word Len + Avg Word len 0.51 052 0.51 051 051 052 052 0.53

Min Word Len + Max Word Len + Avg Word Len 0.50 0.52 0.51 0.51 0.50 0.52 0.52 0.53

Table 6.8 Accuracy Results on Pre-processed (PP) and Unprocessed (UP )Feature Sets

Punctuation Marks

We explored the significance of punctuation usage as a potential feature for gender classifica-
tion. We experimented with three distinct variations of punctuation features: punctuation
counts, counts of repeated exclamation marks, and the presence or absence of exclamation
marks.

We first wanted to experiment with all punctuation symbols. In order to cover the
punctuation used by Kuwaitis on Twitter, we combined both English punctuation and Arabic
punctuation and saved them in a set as users may use both. We then extract for each tweet the
total number of punctuation symbols used. The final feature vector contains the total counts
of punctuation symbols for each tweet. This feature vector is then fed into the machine
learning classifiers. The highest accuracy score achieved using this feature is 0.56 using
Decision Trees as can be seen in Table. 6.9.
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Feature Set Classifier
SVM KNN LR DT
Punctuation Count 0.55 0.55 0.55 0.56

Table 6.9 Results of Classifiers on the Punctuation Count Feature Using the Unprocessed
Dataset.

In our second attempt at using punctuation as features for our gender classification system,
we focused on exclamation marks as they have been observed in the literature to be indicative

of gender (Waseleski, 2006). We experimented with three different representations:

1. Two or more Adjacent Exclamation Marks

In this feature representation, we identify and count occurrences of two or more
consecutive exclamation marks within each tweet. We use a regular expression pattern
to match sequences of two or more exclamation marks. This is done by iterating over
each tweet in the input list and counting all instances of the specified pattern. The
total count of consecutive exclamation marks for each tweet is appended to a feature
vector and then the final feature vector for all tweets is fed into the machine learning

classifiers.

2. Binary Representation of Exclamation Marks

In this feature representation, we focus on the presence or absence of exclamation
marks within each tweet. For each tweet, if an exclamation mark is found, a binary
value of 1 is appended to the feature vector, otherwise O is appended. Then the
final feature vector containing binary values representing the presence or absence of

exclamation marks for each tweet is fed into the machine learning classifiers.

3. Counts of Exclamation Marks

In this feature representation, instead of specifying a particular exclamation mark
pattern, we tried counting the total number of exclamation marks in a tweet. For each
tweet in the dataset, we count all occurrences of the exclamation marks ‘!’. The total
count of these occurrences is then appended to the feature vector. Then the final feature
vector that contains the count of exclamation marks for each tweet is fed into the

machine learning classifiers.

As can be seen in Table. 6.10 the different representations of the exclamation mark had
similar performance (0.50). We experiment with counts of punctuation marks in combination

with different features in our feature combination experiments.
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Feature Set Classifier

SVM KNN LR DT

Two or More Adjacent Exclamation Marks 0.50 0.50 0.50 0.50
Binary Exclamation Marks 0.50 0.50 0.50 0.50
Counts of Exclamation Marks 0.50 0.50 0.50 0.50

Table 6.10 Accuracy Results of Classifiers on Different Variations of Exclamation Mark
Features

POS count

We wanted to use parts-of-speech counts (POS) as a feature for our gender classification
system. We used CAMeL Tools POS tagger (the CAMelBERT implementation pre-trained
on Gulf Arabic). Following the bag of words approach, this feature representation first
extracts all possible Arabic POS from the text and saves them in a set. Then for every
tweet, we count the occurrence of all the unique POS in that tweet. The final feature matrix
representation contains columns the size of the POS tags set, each row corresponds to a tweet
and includes the counts for every unique pos in the set. The POS counts are computed both
for prepossessed and unprocessed text. The highest accuracy score was achieved using SVM,
LR, and DT (0.54) for unprocessed text as shown in Table. 6.11.

Feature Sets SVM KNN LR DT

pPp UP PP UP PP UP PP UP

POS Counts 0.53 054 052 053 052 0.54 053 0.54
Table 6.11 Accuracy Results on Pre-processed (PP) and Unprocessed (UP) POS Counts

Adjective Counts in a Tweet

We experimented with counts of adjectives as features. For each tweet in the dataset, we used
the CAMeLBERT POS tagger to identify the adjectives present in the tweet. We count the
total number of adjectives found in a tweet and append the result to our feature vector, where
each item in the feature vector. The final feature vector contains the total count of adjective
tags for each tweet. Table. 6.12 shows the accuracy results, where the highest accuracy result
was achieved using the PP dataset with SVM, LR, and DT.
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Feature Sets SVM KNN LR DT

pPp UP PP UP PP UP PP UP

Total Adjective Counts 0.52 0.51 0.50 0.51 0.52 0.51 0.52 0.51

Table 6.12 Accuracy Results on Pre-processed (PP) and Unprocessed (UP) Total Adjective
Counts Feature

Code-switching

Because the linguistic phenomenon of code-switching from (KA to English) is noticed in the
speech of Kuwaitis and as a written linguistic phenomenon especially in online texting, we
wanted to test if this feature is associated with a certain gender. We experimented with two

different feature representations:

1. Binary Representation of Code-switching

In this feature representation, our goal is to identify the presence or absence of code-
switching in tweets. We process each tweet individually by iterating over it and
using a regular expression to detect both Arabic and English words within each
tweet. For English words, we used a regular expression that matches one or more
English alphabetic characters (both uppercase and lowercase) r' [a-zA-Z]+' and for
Arabic words we used a regular expression that matches the unicode range for Arabic
script characters r' [\u0600-\uO6FF]+'. We implement a condition to skip over
occurrences of ‘@USER’ and ‘URL’ strings, as they represent mentions and URL
links, which are not instances of code-switching. If the regular expression matches,
indicating the presence of code-switching, we assign a binary value of 1 to the tweet;
otherwise, we assign 0O to indicate the absence of code-switching. These binary values
are then appended to the feature vector, where each index in the vector corresponds
to a tweet in the dataset. This feature vector is then fed into the machine learning
classifiers.

2. Count of Code-switching Instances

In the second feature representation, our objective is to count the instances of code-
switching in tweets. We start by iterating over each tweet and using a regular expression
pattern to identify sequences of English words within a tweet that has Arabic words.
We consider both the presence of an English word or a sequence of English words (2 or

more consecutive English words) within a tweet that contains Arabic words an instance
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of code-switching. We implement a condition to exclude occurrences of ‘@USER’ and
‘URL strings, as mentioned earlier. For each tweet, we check if the regular expression
pattern matches an English word within the tweet or an English word sequence. We
count the total code-switching instances found and append the result to the feature
vector. Each index in the feature vector corresponds to a tweet in the input dataset.
This feature vector, containing the counts of code-switching instances for each tweet is

then used as an input for the machine learning classifiers.

Feature Set Classifier

SVM KNN LR DS_Tree

Binary Code-switching 0.50 050 0.50 0.50
Count of Code-switching Instances  0.52  0.52  0.52 0.52

Table 6.13 Accuracy Results of Classifiers on Different Variations of Code-switching Features

Accuracy results of using the two different representations of the code-switching feature
are presented in Table. 6.13. As can be seen the accuracy scores range in the 50s across
different classifiers. The count of code-switching instances are slightly higher (0.52) than the
binary representation (0.50). This suggests that the method of quantifying code-switching
instances provides a slightly improved accuracy in distinguishing between tweets with and
without code-switching occurrences and therefore will be used when using different feature

combinations.

Word Embedding

Word embedding or distributed word representation is a technique that is commonly used
in text classification tasks due to its ability to capture semantics of words. This technique
represents words as dense vectors in a high-dimensional space where similar words have
similar vectors (Almeida and Xexéo, 2019). We wanted to use word embeddings as features
for our gender classification system. We used ArWordVec built by Fouad et al. (2020)
which comprises a set of pre-trained word embeddings trained on 55 million Arabic tweets
covering a wide range of topics. ArWordVec uses two main approaches to building the
word embeddings: word2vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014).
Word2vec supports continuous bag-of-words (CBOW) and Skip-gram (SG).

We performed feature extraction for word embeddings using the ArWordVec (Word2Vec -
CBOW) model, specifically the model CBOW-500-3-400 (vector size= 500, window size=3).
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For each tweet in the input text, we tokenise the text by splitting it into individual words.
We then calculate the sentence embedding for each tweet by averaging the word embedding
vectors of its constituent tokens, representing the tweet as a dense vector. Finally, a NumPy
array is returned containing the sentence embeddings for all sentences in the input text. Each

row of the array corresponds to the embedding of a single sentence.

Feature Sets SVM KNN LR DT

pP UP PP UP PP UP PP UP

Word Embeddings 0.60 0.60 0.58 0.57 0.60 0.60 0.56 0.55
Table 6.14 Accuracy Results on Pre-processed (PP) and Unprocessed (UP) Word Embeddings

Table 6.14 presents accuracy results of using word embeddings as features for our gender
classification system. As can be seen, the highest accuracy scores were achieved using an

SVM and a Logistic Regression classifier (0.60) on both preprocessed and unprocessed text.

Characteristic Vocabulary

The results of the in depth analysis of gender-indicative vocabulary and emojis in Sec. 6.4
revealed interesting observations amongst females and males and could be a good indicator
of the gender of the tweets’ authors. Therefore, the same approach was used to create two
lists of characteristic vocabulary for females and males from the training data to be used as

features. We implement two variations for this feature extraction method:

e Variation 1: for each tweet, we count the number of words that occur in the list of
female characteristic words, and the number of words that occur in the list of male

characteristic words. We then append these two values to the feature vector.

* Variation 2: In this variation, the count of words appearing in the male characteristic
word list is given a negative value and the count of words appearing in the female
characteristic word list is given a positive value. Then, the counts from both lists are
summed to obtain a total score for each tweet, and this score is appended to the feature

vector.

Table 6.15 shows the accuracy results using the two variations explained above on the PP
and UP datasets. The results are highly similar, but variation 1 is slightly higher, so it will be

used for further experiments.
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Feature Set SVM KNN LR DT

pPp UP PP UP PP UP PP UP

Variation1 0.61 0.61 056 056 0.61 0.61 0.61 0.61
Variation2  0.60 0.60 0.51 0.51 0.60 0.60 0.60 0.60

Table 6.15 Accuracy Results of Classifiers on Different Variations of Characteristic Vocabu-
lary Features (Pre-processed (PP) and Unprocessed (UP))

Word Sentiment

We wanted to explore the potential of sentiment lexica for gender detection of users in
our Twitter dataset. Investigation of this feature was prompted by observations from the
previous section related to gender characteristic vocabulary where a pattern was noticed:
men predominantly employ negative emotion words, while women favour positive emotion
words in their online interactions on Twitter. We wanted to explore the interplay between
language, sentiment, and gender and test whether sentiment lexica can serve as an effective

feature for discerning the gender of users in our Twitter dataset.

* Arabic Sentiment Lexicon:
We used two publicly available Arabic sentiment lexica from Mohammad et al. (2016):
Arabic Emoticon Lexicon, and Arabic Hashtag Lexicon (dialectal).

1. Arabic Emoticon Lexicon:

This lexicon was generated through collecting nearly one million Arabic tweets
that contained emoticons ‘:)” which were considered positive indicators or “:(’
which were considered negative indicators. To create the lexicon they chose
the words that appeared at least 5 times in the tweets. For these words, they
extracted 3 scores: positive occurrence count (how many times the word appeared
in a tweet that has a positive indicator), negative occurrence count (how many
times the word appeared in a tweet that has a negative indicator) and sentiment
score which is calculated by subtracting the word’s association with negative
emoticons from its association with positive emoticons through Pointwise Mutual
Information (PMI): SentimentScore(w) = PMI(w, pos) - PMI(w, neg).

2. Arabic Hashtag Lexicon (Dialectal)
This lexicon was compiled following the same procedure followed in compiling
the Arabic Emoticon Lexicon explained above. However, they depended on a
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sentiment seed lexicon of 483 dialectal Arabic sentiment seed words from Twitter
built by Refaee and Rieser (2014) to create the Arabic Hashtag Lexicon . These
sentiment seed words were used to extract tweets to build the Dialectal Arabic
Hashtag Lexicon and computing three scores (average positive occurrence count,

average negative occurrence count and average sentiment score) for each tweet.

We used both the Arabic Emoticon Lexicon and the Dialectal Arabic Hashtag Lexicon
to extract word sentiment scores as features for our gender classification system. For
each tweet in our dataset, we first tokenised the tweet, and then searched the Dialectal
Arabic Hashtag Lexicon for the token, if not found we search the Arabic Emoticon
Lexicon and we compute the average positive occurrence count, average negative
occurrence count and average sentiment score for all tokens in the tweet and use these

scores as features.

» Sentence Sentiment Using CAMelTools:
We used CAMeLBERT-DA sentiment analysis model from CAMelTools that was
built by fine-tuning CAMeLBERT Dialectal Arabic (DA) model using ASTD, ArSAS,
and SemEval datasets (Inoue et al., 2021b). Given a sentence, CAMeLBERT-DA SA
model returns the sentiment label of the sentence (positive, negative or neutral). For
each tweet in our dataset, we extracted the sentiment using CAMeLBERT-DA SA. The
final feature vector contains sentiment labels corresponding to each tweet. This feature

vector is then fed into our gender classification system.

* Sentence Sentiment Using the Mazajak Online Tool:
We also used Mazajak (an online Arabic sentiment analyser) which was built using a
convolutional neural network (CNN) followed by a long short-term memory (LSTM)
(Farha and Magdy, 2019). We used the online SA tool Mazajak through its API.
Mazajak has been trained on the SemEval and ASTD datasets combined. We sent the
list of tweets to Mazajak through its API and each tweet was processed individually,
and the sentiment label for each tweet is then returned, categorising it as positive,
negative, or neutral. Once the sentiment labels are obtained for all the tweets, they are
used as features for our gender classification system.
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Feature Sets SVM KNN LR DT

pp UP PP UP PP UP PP UP

Sentiment Lexicon 0.50 0.51 0.52 052 050 051 052 0.53
Sentiment CamelTools 0.50 0.52 0.50 0.50 0.50 0.52 0.50 0.52
Sentiment Mazajak 0.51 052 051 052 051 052 051 0.52

Table 6.16 Accuracy Results on Pre-processed (PP) and Unprocessed (UP) Sentiment Ana-
lysis Scores.

Table 6.16. presents the accuracy scores of each sentiment analysis feature set across
different classifiers. The table compares the performance of the sentiment lexicon, Sentiment
CamelTools, and Sentiment Mazajak feature sets using four different classifiers for both
pre-processed (PP) and unprocessed (UP) text. We will be using the sentiment lexicon feature
in our feature combinations due to it performing slightly better than the other two feature
sets.

Emojis

Social media users frequently incorporate emojis into their textual messages or tweets as
a means of expressing emotions and opinions. Our study in Sec. 4.4.2 has uncovered
associations between patterns of emoji usage and gender and building on these findings, we
aim to use emojis as features within our gender classification system. To achieve this, we
have explored and tested several variations of the emoji feature, aiming to identify the most
informative representation. The following sections detail the various variations of the emoji

feature that we have investigated.

* Emoji Unigram
Following the bag of words approach, this representation extracts unique emojis from
the text and saves them in a set. Then for every sentence, we count the occurrence of
all the unique emojis. The final feature matrix representation contains vectors, each
vector corresponds to a tweet and includes the counts for every unique emoji in the set.

The highest accuracy score was achieved using decision trees (0.64) as can be seen in
Table. 6.17.

* Emoji Bigram
Similar to emoji unigram, this representation extracts all possible emoji bigrams in the

dataset and saves them in a set. Then for each tweet, we count the occurrence of all the
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unique emoji bigrams. The final feature matrix representation contains vectors, each
vector corresponds to a tweet and includes the counts for every unique emoji bigram in
the set. The highest accuracy score was achieved was 0.54 in all classifiers as can be
seen in Table. 6.17.

* Textual Emoji Representation

This approach extracts all emojis from text and uses the demojize () function from
Emoji library that converts emojis to their textual names. Then, it uses CountVectorizer
function from Scikit-learn to get the counts of these textual emojis. The method returns
a matrix of the textual emojis and their corresponding counts. The columns are the
textual emoji names and the rows correspond to the tweets, where each row represents
the counts of the textual emoji names found in the tweet. This achieved an accuracy

score of (0.50) across all classifiers as can be seen in Table. 6.17.

* Emojis Characteristic of Gender

In our feature extraction method, we use the chi-square test following Oakes et al.
(2001)’s implementation to extract two lists from our Twitter training dataset, one
containing female characteristic emojis and another containing male characteristic
emojis. The Chi-square test used to create these two lists is explained above in Sec.
6.4. Then, for each tweet in our dataset, we extract the emojis and append two values
to the feature vector: one corresponding to the count the emojis found in the female
characteristic emojis list and the second corresponding to the count of the emojis found
in the male characteristic emojis list. The highest accuracy score was achieved was
0.61 in using SVM, LR, and DT as can be seen in Table. 6.17.

* Emoji Sentiment

Emojis are extensively used by online users to convey emotions and reactions. Embed-
ded with sentiment, emojis may be potential indicators of gender. Saif M. Mohammad
and Kiritchenko (2016) created a dictionary of emojis and their corresponding polarity
scores. We wanted to test if sentiment of emojis are features indicative of gender in our
gender classification system. We did this by looping over the tweets and for each emoji
found in the tweet, 3 scores were given pertaining to how much positive, negative
and neutral sentiments the emoji contains. We computed the average of all positive
scores, negative scores and neutral scores of all emojis used in a sentence and used
these scores as features fed into the machine learning model. Table 6.17 shows the
accuracy of this feature using four different machine learning classifiers. The highest
score achieved was using DT. It achieved an accuracy score of 0.60.
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Feature Set Classifier

SVM KNN LR DT

Emoji Unigram 0.63 0.62 0.63 0.64

Emoji Bigram 054 054 054 054

Textual Emoji Representation 0.50 050 0.50 0.50
Emojis Characteristics of Gender 0.61 0.52 0.61 0.61
Emoji Sentiment 0.55 053 055 0.60

Table 6.17 Classifier Accuracy for Different Emojis Features

Table 6.17 shows the accuracy results for the different emoji features on the UP data.
The emo jiUnigrams feature set achieved the highest accuracy across all classifiers, with an
accuracy range of 0.62 to 0.64. Therefore, this feature set will be used in combination with

other features when exploring various feature combinations for gender classification.

URL Usage

We also wanted to explore the use of URL links as potential features to investigate the
relationship between the gender of Kuwaiti Twitter users and the sharing of URL links on
the platform. During the preprocessing stage, URL links in tweets were replaced with the
string URL to facilitate further analysis.

In our feature extraction method, we iterated over each tweet and assigned a binary value
to indicate the presence or absence of a URL link. Tweets without any URL links were
assigned a value of 0, while tweets containing URL links were assigned a value of 1. This
binary feature extraction process was applied to the unprocessed tweets, as the "URL" strings
had been removed during preprocessing.

The resulting feature vector comprised binary values corresponding to each tweet, repres-
enting the presence or absence of URL links. The highest accuracy score achieved was 0.51
using SVM, LR, and DT as shown in Table. 6.18.

Feature Classifier

SVM KNN LR DT

URL 0.51 050 051 051
Table 6.18 Accuracy Results of Classifiers on URL Usage
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In summary, Table 6.19 presents a summary of the performance results for the various
features and their variations used in our gender classification system. For each feature/feature
variation, the table lists the range of accuracy achieved, the best-performing classifier, as
well as whether the highest score was achieved with pre-processed data or unprocessed data.

Word count, TF-IDF, and emoji unigrams each achieved the highest accuracy of 0.64 on
their own, which shows their effectiveness in capturing gender-related patterns. The perform-
ance of the word count feature shows noticeable differences in word usage between genders
in Kuwaiti Arabic, possibly due to differences in verbosity. TF-IDF’s accuracy highlights
the importance of specific words common in one gender’s tweets but rare overall, which
may reflect gender-specific topics or language. Similarly, emoji unigrams outperformed
other features, showing that men and women use emojis differently to express emotions
or social cues. Word embeddings and characteristic vocabulary, with accuracies of 0.60
and 0.61 respectively, demonstrate that the semantic content of words and the presence of
gender-specific vocabulary contribute in distinguishing male and female communication
patterns. Conversely, features like punctuation, stretched words, and code-switching provided
limited improvement, with accuracies around 0.50 to 0.52, which shows that these features

may be less prominent in gender distinctions observed in Kuwaiti Arabic tweets.

6.5.4 Feature Selection Methods

After conducting a feature exploration experiment, we proceeded with feature selection
to identify the most informative ones for our classification task. This process is essential
for focusing on the features that significantly impact model performance while reducing
dimensionality. We evaluated the selected features using 10-fold cross-validation. The use of
10-fold cross-validation also allowed us to prepare for subsequent statistical analysis in sec.
6.7.1, where we compared the models to determine if there were significant differences in

their performance.

Experiment 1: Using Mutual Information for Feature Selection

We wanted to experiment with using a feature selection method to test how the informative fea-
tures would perform if combined together. We used Mutual information (mutual_info_classif)
from Scikit-learn for feature selection. This method uses non-parametric techniques that
depend on estimating entropy from k-nearest neighbors distances (Pedregosa et al., 2011).
The idea behind it is measuring the dependency between two variables by quantifying the
amount of information obtained about one variable through the other. The method assigns
higher scores to features found informative in predicting the target variable and lower scores



118

Gender Classification Using Kuwaiti Arabic Tweets:

Feature Accuracy Best Classifier PP?
BoW
Word Counts 0.55-0.64 LR UP
TF-IDF 0.54-0.64 LR UP
Stretched Words
StretchedWordsBinary 0.50-0.51 SVM/LR/DT UP
StretchedWordsCount 0.50-0.51 SVM/LR/DT UP
Vocabulary and Sentence Length
Max Word Len 0.50-0.53 DT UP
Max Word Len + Avg Word len 0.50-0.52 SVM/LR/DT UP
Min Word Len 0.49-0.52 SVM/LR/DT UP
Min Word Len + Avg Word len 0.51-0.53 DT UP
Min Word Len + Max Word Len + Avg Word Len 0.50 - 0.53 DT UP
Punctuation Marks
Punctuation Count 0.55-0.56 DT UP
Two or More Adjacent Exclamation Marks 0.50 SVM/ KNN/LR/DT UP
Binary Exclamation Marks 0.50 SVM/ KNN/LR/DT UP
Counts of Exclamation Marks 0.50 SVM/KNN/LR/DT UP
POS
POS Counts 0.52-0.54 SVM/LR/DT UP
Total Adjective Counts 0.50-0.52 SVM/LR/DT PP
Code-switching
Binary Code-switching 0.50 SVM/KNN/LR/DT UP
Count of Code-switching Instances 0.52 SVM/KNN/LR/DT UP
Word Embedding
Word Embedding 0.55-0.60 SVM/LR Both
Characteristic Vocabulary
Variation 1 0.56-0.61 SVM/LR/DT Both
Variation 2 0.51-0.60 SVM/LR/DT Both
Word Sentiment
Sentiment Lexicon 0.50-0.53 DT UP
Sentiment CamelTools 0.50-0.52 SVM/LR/DT UP
Sentiment Mazajak 0.51-0.52 SVM/KNN/LR/DT UP
Emojis
Emoji Unigrams 0.62-0.64 DT UP
Emoji Bigrams 0.54 SVM/KNN/LR/DT UP
Textual Emoji Representation 0.50 SVM/ KNN/LR/DT UP
Emojis Characteristics of Gender 0.52-0.61 SVM/LR/DT UP
Emoji Sentiment 0.53-0.60 DT UP
URL Usage
URL 0.50-0.51 SVM/LR/DT UP

Table 6.19 Summary of Features Performance Results.
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to less informative features. Another aim of using Mutual information is that it aids in
reducing the dimensionality of the feature space while preserving relevant information for
classification (Vergara and Estévez, 2014).

In our context, we use (mutual_info_classif) to calculate the mutual information
between each of our features presented in Sec. 6.5.3 and the target variable (male or female).
The method returns a zero value for a feature that is considered independent from the target
variable and assigns higher values for informative features. In our experiment, we applied
mutual information on 11 of our engineered features (POS, emoji unigrams, sentiment
lexicon features, punctuation counts, total adjective counts, vocabulary and sentence length,
characteristic vocabulary, stretched words, URL counts, code-switching, and exclamation
marks). We excluded the TFIDF feature and word embeddings because processing these
features was computationally intensive so we chose to experiment with using only features
that have non-zero mutual information scores and then adding TFIDF and word emeddings
to them in different feature combinations in our gender classification system to see how well
they contribute to predicting the gender of the Kuwaiti Twitter users.

The returned features with non-zero values (ranked from highest to lowest mutual in-
formation scores) are 10 features: sentiment lexicon features,characteristic vocabulary,
code-switching, vocabulary and sentence length, POS, emoji unigrams, punctuation counts,
exclamation marks, total adjective counts, and stretched words.

We iteratively eliminated features from the set, beginning with the lowest-ranking ones
based on the ordered feature list obtained from the mutual_info_classif function. Ateach
step, we assessed the model’s accuracy to determine the impact of the removal. This process
continued until a drop in accuracy was observed, indicating that the discarded features were
important for the model’s performance. Our goal was to identify the smallest combination of
features that achieves the highest accuracy.

Table. 6.20 shows the accuracy results of using the combination of the former feature
combination on PP and UP tweets using four different machine learning classifiers. The
highest accuracy score achieved was 0.68 using an SVM classifier on unprocessed tweets.
The experiments showed that removing up to 3 of the features from the bottom of the list
(exclamation marks, total adjective counts, and stretched words) had no effect on the accuracy
score. However, removing the fourth feature from the bottom of the feature list (punctuation
counts) reduced the accuracy score. So, for further experiments of feature combination, the

‘Top 7 Features’ are going to be used.
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Feature Sets SVM KNN LR DT

up PP UP PP UP PP UP PP

All Non-zero Features 0.68 0.67 0.62 0.60 0.67 0.67 0.61 0.60

Top 9 Features 0.68 0.67 0.62 0.60 0.67 0.67 0.61 0.60
Top 8 Features 0.68 0.68 062 0.60 0.67 0.67 0.61 0.60
Top 7 Features 0.68 0.67 0.62 060 0.67 0.67 0.61 0.60
Top 6 Features 0.67 0.67 0.60 0.60 0.67 0.66 0.60 0.60

Table 6.20 Accuracy Results of Different Feature combinations using Mutual Information on
Unprocessed (UP) and Preprocessed (PP) Tweets

Experiment 2: Using ANOVA F-test for Feature Selection

We also tried another feature extraction method from Scikit-learn: f_classif, which uses
the ANOVA F-test and used it to determine the most informative features for classifying
gender based on the tweets. The ANOVA F-test is a statistical test used to identify whether
there are significant differences between the means of two or more groups. It assesses
the relationship between each feature and the target variable, gender, in our case (Elssied
et al., 2014). The method takes in a feature matrix and its corresponding tags and returns
f-scores which indicate the ratio of variance between the groups to the variance within the
groups, and their associated p-values which assess the significance of this ratio. We used
the f-scores to rank the features. The higher the f-score, the more significant the feature
is in distinguishing between the gender of users. We selected the features with p-values
less than 0.05 to be considered statistically significant. The feature list with p-values less
than 0.05 includes characteristic vocabulary, code switching, total adjective count, stretched
words, and URL. Table 6.21 shows the accuracy results of these selected features. As can
be seen, the accuracy results of the feature combination chosen based on the ANOVA F-test
feature selection method were much lower compared to the feature combination chosen
using Mutual Information. Further feature combination experiments will use the feature

combination obtained using Mutual Information.
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Feature Sets SVM KNN LR DT

Uup PP UP PP UP PP UP PP

Features with p-value <0.05 0.61 0.61 0.57 058 0.61 0.61 0.60 0.61

Table 6.21 Comparison of Accuracy Scores for Features with P-Values Less then 0.05 Accord-
ing to ANOVA F-test Feature Selection Method Using Unprocessed (UP) and Preprocessed
(PP) Tweets

6.5.5 Combined Feature Experiments

In this section, we experiment with different feature combinations to identify the optimal
set that enhances the performance of our gender classification model. The combinations are
selected based on the individual performance of features, with the hypothesis that certain
combinations may lead to better classification outcomes. We evaluate these combinations
using 10-fold cross-validation to ensure that the selected features contribute effectively across

different data splits. The specific combinations tested are detailed below:

Combination 1: Top 7 +TFIDF As TFIDF was one of the best performing features when
tested on its own, we wanted to experiment with combining it with the feature set obtained
through the mutual information feature selection method. Therefore, we tested combining
TFIDF with the top 7 features which are:

1. Sentiment lexicon features: Indicators of the emotional tone in the tweets.
2. Characteristic vocabulary: Specific words or phrases unique to certain genders.
3. Code-switching: The use of English and Arabic within tweets.

4. Vocabulary and sentence length: word length and sentence length to capture syntactic

structure.
5. POS: Grammatical structure and usage patterns.
6. Emoji unigrams: Usage patterns of individual emojis.
7. Punctuation counts: Frequency of punctuation marks, which can indicate writing style.

By integrating TFIDF with these features, we aim to improve the model’s performance by

combining the strengths of term importance with different linguistic and syntactic features.
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Combination 2: Top 7 + Word Embeddings Word Embeddings performed well individu-
ally compared to other features tested. Therefore, we experimented with combining WE
with the top 7 features listed above. We aimed to test if combining features that capture se-
mantic understanding with linguistic and syntactic information can improve the classification

performance.

Combination 3: Top 7 + TFIDF + Word Embeddings Because TFIDF can capture the
importance of words, and WE can provide semantic context, and the top 7 features can add
diverse linguistic insights, we wanted to combine all these features and test whether this
combination has a positive effect on the performance of the classification system.

Combination 4: TFIDF + Word Embeddings + Emoji Unigrams In this combination,
we combine the best-performing individual features: TFIDF, Word Embeddings, and emoji
unigrams. Each of these features achieved high accuracy scores independently. By combining

them, we want to test if their collective use can improve the model’s performance.

Combination 5: All Features This combination includes all the engineered features:
POS, emoji unigrams, sentiment lexicon features, punctuation counts, total adjective counts,
vocabulary and sentence length, characteristic vocabulary, stretched words, URL counts,
code-switching, exclamation marks, TFIDF, and Word Embeddings. We combined all 13
features to examine how well the full feature set performs in of our gender classification
model. This combination aims to capture as much information as possible from various

linguistic, syntactic, and semantic aspects of the tweets.

Feature Sets SVM KNN LR DT
up PP UP PP UP PP UP PP
Comb. 1: Top 7 + TFIDF 0.69 0.67 0.62 0.60 0.68 0.68 0.62 0.61
Comb. 2: Top 7 + WE 0.68 0.67 061 0.61 0.68 0.67 0.59 0.58
Comb. 3: Top 7 + TFIDF + WE 0.69 0.67 061 061 068 0.67 0.59 0.59
Comb. 4: TF-IDF + emoji unigrams + WE 0.67 0.67 0.59 0.59 0.67 0.67 0.59 0.59
Comb. 5: All Features 0.69 0.67 0.61 0.62 0.68 0.68 0.60 0.60

Table 6.22 Comparison of Accuracy Scores for Different Feature Combinations

As seen in Table. 6.22, the top 7 features with TFIDF (Combination 1) and using all
features (Combination 5) both achieve the highest accuracy with SVM (0.69) on UP text. This
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suggests that TFIDF and the selected top features are the most effective features in achieving
high accuracy in our gender classification task. Other combinations did not significantly

improve the results. Further analysis is presented in Sec. 6.7.

6.6 Deep Learning Approach to Gender Classification

Given the surge in interest surrounding pre-trained large language models, this section
adopts a deep learning approach to assess the performance of pre-trained language models in
predicting the gender of Kuwaiti Arabic Twitter users. To accomplish this, we fine-tuned
three transformer-based models, each of which adheres to the BERT architecture (Devlin
et al., 2018a).

Fine-tuning a transformer-based model involves exposing the pre-trained model to our
training data, essentially further training the pre-trained model on our specific dataset. This
process begins with tokenising the tweets, followed by the addition of special token [CLS] at
the beginning of the sequence (tweets in our case) as illustrated in Figure 6.5. Subsequently,
this results in a sentence embedding that is fed into the model.

During training, the pre-trained model learns the weights of the model by computing
the loss between the true labels and the predicted labels using cross-entropy, followed by
updating the weights. To generate the predicted labels, the output vector (ycrs) of the [CLS]
token of the final layer is passed through a classifier head consisting of a dense layer followed
by a softmax function. The weights are then multiplied by (ycrs) and passed through the
softmax function. This is shown in equation 6.5, from Jurafsky and Martin (2023, p.253).

y= softmax(chCLS) (6.5)

[ ty,to, .oy ty ]

\ 4

[ We, oy W ] o [ Wy ey W T

A 4

wtﬂ . wt*r. -

Figure 6.5 Example Input Sequence to a Transformer Based Model.
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6.6.1 Models and Hyper-parameters

Three transformer based models were fine tuned for our gender classification tasks. These

models are:

* CAMeLBERT: CAMeLBERT is a set of BERT models designed for Arabic text.
It includes models for Modern Standard Arabic (MSA), dialectal Arabic (DA), and
classical Arabic (CA), as well as a combined model. There are also smaller versions
of the MSA model. We used bert-base-arabic-camelbert-da model that was
pre-trained on dialectal Arabic (Inoue et al., 2021a).

Hyper-parameters: we fine-tuned this model using a 1earning rate of 1.44EF — 05,

and it was trained for 3 epochs. The maximum sequence length was set to 128 tokens.

* Marbert: is a large-scale language model designed for both Dialectal Arabic (DA) and
Modern Standard Arabic (MSA). MARBERT, was trained using a diverse dataset of 1
billion Arabic tweets from their extensive repository of approximately 6 billion tweets.
Tweets containing at least 3 Arabic words were selected, regardless of the presence
of non-Arabic text. This dataset amounts to 128GB of text, equivalent to 15.6 billion
tokens (Abdul-Mageed et al., 2021).

Hyper-parameters: this model was fine-tuned using a learning rate of 7.658062¢ —
06, and it was trained for 3 epochs. The maximum sequence length was set to 128

token.

* QARIiB: or QCRI Arabic and Dialectal BERT, is a language model trained on a vast
dataset of approximately 420 million tweets and 180 million sentences. The tweets
were gathered using the Twitter API with a language filter (lang:ar), while the text data
came from sources such as Arabic GigaWord, Abulkhair Arabic Corpus, and OPUS
(Abdelali et al., 2021).

Hyper-parameters: this model was fine-tuned using a learning rate of 1.05101e —
07, and it was trained for 5 epochs. The maximum sequence length was set to 128

token.

We manually experimented with various hyperparameter values, including learning rates,
number of epochs, and maximum sequence lengths. The maximum sequence lengths was
set 128 to cover all tweets without losing information as the longest tweet in our dataset has
114 tokens. In addition, the function 1r_find () from ktrain was used to help find the best

learning rate possible for each model.
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The implementation of the deep learning approach experiments was carried out using
the ktrain library. This is a python tool that wraps up other deep learning libraries, e.g.
TensorFlow (Maiya, 2020). To evaluate the models, we employed 10-fold cross-validation
on Pre-processed (PP) and Unprocessed (UP) text. Results are presented in Table 6.23.

6.6.2 Accuracy Results Using Transformer Models

In this section, we evaluate the performance of several Transformer models mentioned above
on the task of gender classification of KA tweets. We provide a detailed comparison of
accuracy results achieved by different models. The table below summarises the classification

accuracy of each Transformer model used in our experiments:

Pre-Trained Transformer Models Accuracy

PP UP
CAMeLBERT 0.53 0.72
Marbert 052 0.73
QARIiB 0.56 0.66

Table 6.23 Accuracy Results on Pre-processed (PP) and Unprocessed (UP) With Transformer
Models.

6.7 Analysis and Discussion

This section provides an analysis and discussion of the results obtained from the feature en-
gineering approach and the deep learning approach employed in this study. Each approach is
examined thoroughly and a comparative analysis of the performance of these two approaches
is presented. We then conduct a failure analysis on selected features to try and understand

why the gender classification system failed to predict the tweet tags correctly.

6.7.1 Performance Results Analysis
Feature-engineering Results

Table 6.22 provides a comparison of accuracy scores for different feature sets using various
classifiers on both unprocessed (UP) and preprocessed (PP) text data. In the gender clas-
sification task, emoji unigrams, TFIDF, and word embeddings each achieved the highest

scores when tested individually. However, when combined, emoji unigrams, TFIDF, and
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word embeddings did not achieve the best result. Additionally, when TFIDF was used in
combination with the top 7 features selected using mutual information, accuracy improved,
while the addition of word embeddings (WE) to the top 7 features had no impact. The
best-performing combination, observed with UP text, involved the top 7 features chosen
through feature selection using mutual information, along with TFIDF, and the use of Support
Vector Machines (SVM). This highlights the important role of feature selection that helped
identify the smallest set of the most effective features in our dataset that achieved the highest
accuracy score in our gender classification task.

However, before we can confidently say that this is the best-performing model, it is
important to ensure that there is a statistically significant difference in the performance of
the models. To this end, a statistical analysis was carried out using the Mann-Whitney Test
to determine if there is a significant difference between the performance of the models. We
performed a stratified 10-fold cross-validation for each model and recorded the accuracy
score for each fold using the SVM classifier with the UP data. These results were then

compared pairwise. Details of the statistical analysis are provided below.

Statistical Analysis The Wilcoxon signed-rank test in table 6.24 revealed several significant
differences between the feature sets. We consider p-values two p-values (0.01 and 0.5) as
significant thresholds. The combinations that showed significant differences when compared
are:

* Top 7 + TFIDF significantly outperformed both Top 7 + WE and TF-IDF + emoji
unigrams + WE.

* Top 7 + TFIDF + WE also significantly outperformed both Top 7 + WE and TF-IDF
+ emoji unigrams + WE.

* Top 7 + WE significantly outperformed TF-IDF + emoji unigrams + WE.

* All Features significantly outperformed both TF-IDF + emoji unigrams + WE and
Top 7 + WE.

However, the combinations that had no significant differences between them are:
* Top 7 + TFIDF and Top 7 + TFIDF + WE.
* Top 7 + TFIDF and All Features.

* Top 7 + TFIDF + WE and All Features.



6.7 Analysis and Discussion 127

Overall, the features Top 7 + TFIDF, Top 7 + TFIDF + WE, and All Features stand out
as the best performing feature combinations. However, since we want the smallest feature
size that achieves the highest accuracy, we consider Top7 + TFIDF as the best feature
combination for the gender classification task.

Top 7 + TFIDF | Top 7 + TFIDF + WE | Top 7 + WE | TF-IDF + emoji unigrams + WE

Top 7 + TFIDF - 0.7695 0.0039* 0.0020%*
Top 7 + TFIDF + WE 0.7695 - 0.0039* 0.0020%*
Top 7 + WE 0.0039* 0.0039* - 0.0039*
TF-IDF + emoji unigrams + WE 0.0020%* 0.0020%** 0.0039* -

All Features 0.3750 0.3223 0.0020%* 0.0020%*

Table 6.24 Pairwise p-values from Wilcoxon Signed-Rank Test for Different Feature Sets. *
0.01 <P <0.05, **P <0.01

Deep Learning Results

Table 6.23 presents a comparison of the transformer models performance in gender classific-
ation. Overall, the transformer models show varying performance in different datasets, with
Marbert achieving the highest accuracy in the unprocessed (UP) dataset (0.73). Following
closely is CAMeLBERT, which also performed well on the (UP) dataset (0.72 accuracy).
QARIB achieved the lowest accuracy score when used with the (UP) dataset (0.66). One
reason why Marbert performed better than the other Arabic transformer models may be
because it was trained on 1 billion tweets from Twitter and these tweets contained tweets
that have non-Arabic words. During the data collection process, the researchers kept any
tweet that had non-arabic words as long as the tweet included a minimum of 3 Arabic words.
This means that code-switching was also captured during the pre-training stage of the model
and due to our (UP) dataset containing English words, we assume that Marbert was more
efficient than the other models that were trained only on Arabic words. CAMeLBERT was
the second best performing model on the (UP) dataset and one feature that distinguishes it
from the other two models is that it has been pretrained on diverse types of dialectal corpora
including transcripts, online commentaries, tweets and other dialectal corpora.
Experimenting with two different approaches to build our gender classification system
yielded different results and insights. Using a feature engineering approach, the highest
accuracy score we achieved was 0.69 using TFIDF in combination with the top 7 features
which are the combination of sentiment lexicon features, characteristic vocabulary, code-
switching, vocabulary and sentence length, parts of speech, emoji unigrams, and punctuation
counts. However, employing a deep learning approach using pre-trained Arabic Transformer

models led to even higher accuracy, reaching 0.73. This was accomplished by fine-tuning
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the Marbert model with learning rate of 7.658062¢ — 06, trained for 3 epochs and
maximum sequence length set to 128 tokens. Notably, the deep learning approach using
Marbert outperformed the feature engineering approach in our experimentation, likely due
to the model’s pre-training on a large Twitter dataset of dialectal Arabic. This extensive
pre-training, involving the random sampling of one billion tweets from a total of 15.6 billion
tweets, may have helped in enabling Marbert to capture some characteristics of dialectal
Kuwaiti Arabic as used on Twitter.

6.7.2 Failure Analysis

In order to evaluate our developed gender classification systems, confusion matrices were
generated to allow further analysis. Confusion matrices provide information regarding True
positives (TP), True Negatives (TN), False Positives (FP), False Negatives (FN) (Maria Navin
and Pankaja, 2016). In our context, we are analysing the performance of the SVM classifier
used for different feature combinations as it was the classifier that achieved the highest

accuracy score amongst the other classifiers. In the following analysis:

(TP) represents the number of female tweets that were correctly predicted as female
tweets.

(TN) represents the number of male tweets that were predicted as male tweets.

(FP) represents the number of female tweets that were missclassified as male tweets.

(FN) represents the number of male tweets that were missclassified as female tweets.

confusion matrix
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Figure 6.6 Confusion Matrix for Top 7 Features and TFIDF on (UP) Tweets



6.7 Analysis and Discussion 129

As the top 7 engineered features in combination with TFIDF was one of the feature
combinations that achieved the highest accuracy score of 0.69 on unprocessed tweets, we
generated a confusion matrix for this feature combination to analyse the SVM classifier’s
performance and discuss reasons that may have affected the classifier’s performance.

As can be seen in Fig. 6.6, the model’s performance varies between the classification of
female and male tweets. In the classification of female tweets, the model correctly predicted
6422 tweets as female (TP), but misclassified 3378 tweets as male (FN). This indicates
that while the model is relatively successful in identifying female tweets, there is a notable
number of female tweets that are being incorrectly classified as male. Conversely, in the
classification of male tweets, the model correctly predicted 7019 tweets as male (TN), but
misclassified 2781 tweets as female (FP). This suggests that the model is generally effective
in identifying male tweets, although there are still a significant number of misclassifications
in comparison to the female class.

We selected the sentiment lexicon feature and the characteristic vocabulary feature
for failure analysis because they were among the top 7 features that contributed to the
performance of our gender classification model. These features hold particular linguistic
interest, as they are key to capturing emotional expression and gender-specific language use.

* Sentiment Lexicon Feature: For the lexicon based variation of this feature implement-
ation, we investigated the words in our dataset that were not found in the lexicons we
used, we did this on both the pre-processed and unprocessed text. For the pre-processed
text, 17002 words out of 64321 were not found in the lexicon. We also tried to see what
types of words that were not found, we found that English words, some clitics (the
output of the pre-processing step) and some new vocabulary that have been trending in

social media in the past few years such as vaccines.

For the Unprocessed text, 50324 words out of 185605 were not found in the lexicon.
These words include emojis, words concatenated with punctuation, @ USER and URL
special tokens that were added during pre-processing the tweets to anonymise the users,

diacritised words, lengthened words.

* Characteristic Vocabulary Feature:

We conducted an error analysis on the characteristic vocabulary feature to assess how
well it was performing in distinguishing between male and female tweets. Specifically,
we examined words that were not assigned to either the male or female vocabulary
lists to determine their quantity and potential impact on the model’s performance. We
found that 34,324 words were not included in any of the gender-specific lists, which

could lead to misclassifications. These unassigned words may include gender-neutral
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terms, rare or emerging vocabulary, or words that are equally used by both genders.We
noticed that 34324 words were not assigned to any of the gender lists. Figure 6.7 shows
the confusion matrix generated using this feature with SVM classifier. The model
seems to perform better at identifying tweets by males (6857 from 9800 ) than from
females (5135 from 9800).

confusion matrix
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Figure 6.7 Confusion Matrix for Characteristic Vocabulary on (UP) Tweets

6.8 Summary

In summary, this chapter presented the compilation of the Kuwaiti Arabic Twitter Dataset
(KATD): the first and largest publicly available gender-labelled dataset of Kuwaiti Arabic
tweets. The data collection and labelling processes were explained in this chapter. Then,
two supervised learning approaches to building a gender classification system: a feature
engineering approach and a deep learning approach were discussed. The feature engineering
approach involved experimenting with different statistical and linguistic features using
machine learning algorithms and achieved an accuracy score of 0.69 using TFIDF and 7 top
selected features with an SVM classifier on unprocessed text. The deep learning approach
involved fine-tuning pre-trained Arabic Transformer models and the model that achieved the
highest accuracy score was Marbert (0.73) accuracy on unprocessed text. We concluded this
chapter with a failure analysis to find explanations as to why certain features did not perform
well.

There are currently no existing studies on gender classification specifically for Kuwaiti
Arabic to directly compare our results to. However, in general, gender classification studies
on English texts have reported accuracy ranges from 0.72 to 0.80, such as Rao et al. (2010)
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and Suero Montero et al. (2014), respectively. As for Arabic gender classification systems,
reported accuracies range from 0.65 in Abdul-Mageed et al. (2019) for Arabic tweets to 0.93
in Al-Ghadir and Azmi (2019) for Saudi social media posts. Although our results are slightly
below the highest reported accuracies, it is important to consider that Al-Ghadir and Azmi’s
study was conducted on online posts, which generally contain more information per instance
compared to tweets. This means that their classifier had access to a richer set of linguistic
features to learn from, which contributes to their higher accuracy. In contrast, our classifier
faced the unique linguistic challenges of Kuwaiti Arabic within the more constrained format
of tweets.






Chapter 7
Conclusion and Future Work

In this thesis, a computational linguistic approach has been undertaken to study the
relationship between language and gender in the Kuwaiti Arabic dialect on online social
media platforms. In this chapter, we review the key contributions of the thesis and revisit
the research questions that guided the studies conducted. We also outline suggestions for
potential future work in this growing field of study.

7.1 Summary of Contributions

This study makes a significant contribution to the field of Arabic Natural Language Processing
and offers valuable insights for scholars exploring sociolinguistic dimensions such as gender
and its interplay with language use. The contributions of this study can be categorised into
three primary areas: the compilation of unique, publicly available datasets for the Kuwaiti
Arabic dialect; the development of state-of-the-art gender classification systems using KA
textual datasets; and, the drawing of insights into the interplay between language and gender

within this specific cultural and digital context.

7.1.1 Kuwaiti Arabic Datasets

This thesis addresses the paucity of Kuwaiti Arabic datasets that are publicly available for
research purposes. We have compiled and annotated three social media datasets of Kuwaiti
Arabic that have been made publicly available ! for researchers in the field. Each dataset is

unique in its characteristics and what it offers to the research field:

* KAGen: is the first publicly available dataset of conversational Kuwaiti Arabic com-

piled from WhatsApp reading club groups consisting of mixed gender Kuwaiti users.

I'The datasets will be published through the University of Sheffield’s research data repository (ORDA)

133
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It has been labelled with gender information and is a valuable resource for researchers
interested in studying gender dynamics and conversation analysis in KA. KAGen is

described in detail in section 4.3.1.

* KACD: is an extension of KAGen that enriches the dataset with additional annotations.
It has been annotated following a developed framework for annotating conversational
data. KACD is the first publicly available dataset of conversational KA annotated with

conversational function tags. KACD is described in detail in section 5.3.4.

* KATD: Is the largest and first publicly available dataset of KA tweets labelled by
gender. It serves as a foundational resource for researchers investigating gender-related
linguistic phenomena and sociolinguistic dynamics within Kuwaiti Arabic discourse.
Additionally, KATD can significantly aid NLP researchers aiming to fine-tune and
evaluate large language models on Kuwaiti Arabic text especially given that dialectal
Kuwaiti Arabic data is not abundantly available for training large language models
(LLMs). KATD is described in detail in section 6.3.

7.1.2 Gender Classification Systems

Two gender classification systems were developed using two of our compiled datasets
(KAGen and KATD). We experimented with two supervised learning approaches: (a) a
feature-engineering approach guided by sociolinguistic and statistical features elicited from
the literature and research field, and (b) a deep learning approach using pre-trained Arabic

transformer models that have been fine-tuned to our task.

7.1.3 Insights into Gendered Linguistic Interactions in KA

The thesis unfolds in three main studies, each of which provides insights for our research
questions.

RQ1: What distinguishes the language use of Kuwaiti female and male social media
users?

This question was addressed by the creation of the KAGen and the KATD datasets. In
KAGen, we compiled a dataset of conversational KA extracted from Kuwaiti WhatsApp
reading club groups of mixed gender users. We performed a qualitative and quantitative
analysis of the dataset (refer to sec. 4.4) to study if there are differences in certain features
related to the language of Kuwaiti men and women social media users. We looked into
various interactional features such as average utterance length, number of turns, average

emoji usage, and gender exclusive words. Our findings show that men and women differ in
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their interactional patterns pertaining to number of turns taken and emoji usage where men
showed higher activity levels in turn-taking while women demonstrated higher emoji use.
Our qualitative analysis also drew interesting insights, including the linguistic phenomenon of
elongation or use of stretched words where women were noticed to use these linguistic devices
more than men and in a wider range of linguistic settings. However, men used stretched
words less than women and in certain contexts when greeting and laughing. Distinct patterns
of emoji use were also observed including the types of emojis used be each gender and
certain emoji combinations were used with different frequencies amongst men and women.

In KATD, a large scale dataset of KA tweets was compiled and labelled with gender labels.
This dataset was then explored for gender characteristic vocabulary and emojis. We used
the chi-square test to identify lists of gender associated vocabulary and emojis and observed
distinct patterns. Terms related to sports, politics, economics, group camaradarie were found
to be characteristic of men’s language. While women’s characteristic vocabulary revolved
around social greeting terms, emotional terms, religious terms, and beauty related terms.
Comparing the usage patterns, female-associated emojis were predominantly centered around
themes of love, affection, and emotional expression, with a significant presence of hearts and
other emotive symbols. This suggests a communication style that values connectivity and
emotional transparency. On the other hand, male-associated emojis were related to humor,
approval, and action, with a strong presence of laughter, thumbs up, and physical activities.
This indicates a preference for lighter, more affirming, and active interactions.

RQ2: Are there specific conversational strategies employed by Kuwaiti male and female
users in WhatsApp exchanges and do they vary between both gender groups?

This question was addressed by creating (KACD) in which we developed a framework
to annotate conversational Kuwaiti Arabic used in WhatsApp reading club groups of mixed
gender Kuwaiti users. We conducted a thematic analysis to derive the conversational functions
used in the conversations and our analysis resulted with seven most prominent conversational
functions: Arranging Club Meeting, Book Discussion, General-Reading-related Discussion,
Feedback on Club Meeting, Social Interaction, Greeting and Leave-taking. We conducted a
statistical analysis to study if there are differences regarding the proportions of utterances
assigned to each conversational function tag between men and women. Results showed
that there is no strong evidence of a difference in the proportion of utterances between men
and women in the conversational functions we studied. However, there were indications of
divergence in the usage of Feedback on Club Meeting and Book Discussion, with men
exhibiting a higher proportion of conversational function tags in these categories, possibly

due to a proactive approach to engagement.
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Additionally, our qualitative analysis of the language used under the Feedback on Club
Meeting tag revealed notable distinctions in the language usage and emoji usage between
men and women. We noticed that men tended to use Modern Standard Arabic and fewer
emojis, while women used Kuwaiti Arabic and employed emojis, particularly heart emojis,
thumbs up emojis, and smileys, more frequently.

RQ3: To what extent can the gender of Kuwaiti social media users be predicted from
their online language use?

This question was addressed in two of our studies by developing gender classification
systems trained and evaluated on our compiled datasets (KAGen and KATD). In KAGen,
we developed a basic gender classification system using a supervised feature engineering
approach. The features experimented with in this system were derived from our quantitative
and qualitative analysis of the KAGen dataset. We experimented with various linguistic and
statistical features such as emoji bigrams, word counts, stretched words, and length of turns.
We performed 10-fold cross-validation on the dataset and achieved the highest balanced
accuracy score of 0.67 when using a combination of word counts, turn length, stretched
words and emoji bigrams on unprocessed text.

In KATD, we experimented with building a gender classification system using a feature
engineering approach and a deep-learning approach using pre-trained Arabic Transformer
models that were fine-tuned to our task. In our feature engineering approach, various feature
sets were evaluated using traditional text classification classifiers (SVMs, Logistic Regression,
KNN, and Decision Trees). Results showed that combining TFIDF with the top 7 features
selected through mutual information (sentiment lexicon features, characteristic vocabulary,
code-switching, vocabulary and sentence length, parts of speech , emoji unigrams, and
punctuation counts) achieved the highest accuracy score of 0.69 on unprocessed text with
an SVM classifier (notably higher than the random choice baseline figure of 0.50, given
that the dataset contains equal numbers of male and female tweets). Moreover, a statistical
analysis was conducted to examine whether significant differences existed among the various
feature sets experimented with and results showed that the combination TFIDF with the top
7 features was the most significant combination compared to all other combinations.

In our deep learning approach, we experimented with fine-tuning different transformer
models pre-trained on dialectal Arabic such as Marbert, CAMeLBERT, and QARiB. The
model that achieved the highest accuracy score was Marbert which achieved an accuracy
score of 0.73 when using a learning rate of 7.658062¢ — 06, trained for 3 epochs and
maximum sequence length set to 128 tokens.

We can conclude that the models developed using two different supervised learning

approaches on our large scale dataset (KATD): the feature engineering approach and the
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deep learning approach showed close performance in predicting the gender of Kuwaiti social
media users based on their online language use. However,the superior performance of the
deep learning approach can be credited to its capability to capture non-obvious linguistic
patterns and differences within the data.

7.2 Future Work

There are numerous potential avenues for future research that extend beyond the scope of
the current study. These explorations could provide further insights and advancements in
the field of gender classification in Kuwaiti Arabic dialects on social media. Some of these

include:

* One future work suggestion would be to expand KACD by gathering more data through
recording and transcribing face-to-face book club meetings. We can then compare
text-based and spoken interactions. Additionally, if we expand the dataset we can
perform further investigation into the weak correlations found between two of the tags

and male usage, potentially uncovering deeper insights.

* Furthermore, the findings of this thesis demonstrate promising effects of using gender-
specific vocabulary and emojis as features to train gender classification systems for
the Kuwaiti Arabic dialect. For future work, expanding the creation of Kuwaiti Arabic
lexicons by incorporating a broader range of gender-specific vocabulary and emojis
could further enhance these systems. This can be achieved by extracting these linguistic
devices from various sources such as social media data, user surveys, and online forums.
Such an approach may improve the performance and accuracy of gender classification

systems.

* An interesting future experiment could involve establishing a human upper bound
on performance in the gender classification task. This would involve analysing how
well humans perform in identifying gender based on language use to compare the
effectiveness of computational models. Such an experiment would offer valuable

insights into the strengths and limitations of both approaches.

* It would also be interesting to explore the characteristics of misclassified tweets, such
as their length compared to correctly classified ones to see if misclassified tweets
tend to be shorter on average, which might indicate specific challenges for gender

classification algorithms. Performing this type of failure analysis may help improve the
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accuracy of these algorithms by understanding how tweet length impacts classification

performance.

* One potential future work direction could be considering an alternative approach to
gender classification which involves using user-level classification rather than tweet-
level classification. A simple approach to this would be to classify all of a user’s tweets
individually and then assign the majority class to the user. One could then reclassify
each tweet with the user level gender tag and see if this approach outperforms the

tweet-based classification.

* Another potential contribution for future work involves addressing the current lack
of sufficient Kuwaiti Arabic text in dialectal datasets used to pre-train large language
models (LLMs). Collecting more Kuwaiti Arabic textual data could significantly
enhance the performance of these models when processing this specific dialect. By
providing KA datases, the effectiveness and accuracy of LLMs in understanding and

processing Kuwaiti Arabic can be improved.

7.3 Concluding Remarks

This thesis has contributed to the fascinating and rapidly evolving field of computational
linguistics, particularly focusing on gender analysis and classification of the Kuwaiti Arabic
dialect on social media platforms. We carefully compiled datasets of the Kuwaiti Arabic dia-
lect and conducted several experiments that examined linguistic gender differences between
Kuwaiti men and women. We employed a variety of methods: quantitative, qualitative, and
state-of-the-art computational tools to study and analyse language and gender dynamics in
the use of Kuwaiti Arabic in online social media platforms. We experimented with several
developed machine learning models to perform the task of predicting the gender of Kuwaiti
social media users based on their language use. Through these experiments, we gained valu-
able insights into the specific linguistic differences and communicative patterns of interaction
between genders in this dialect.

In summary, this thesis represents a pioneering effort to explore Kuwaiti Arabic and
its linguistic gender dynamics through a blend of computational linguistics techniques and
sociolinguistic insights. Additionally, it lays the groundwork for future advancements in
the research field by offering new avenues to explore and refine gender classification tasks.
Moreover, it aims to provide valuable resources for scholars and researchers engaged in
language and gender studies, thus contributing to the broader discourse on this fascinating
subject.
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