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Abstract 

Developed at the University of Sheffield, Diode Area Melting (DAM) 

represents a novel development in Laser Powder Bed Fusion (L-PBF) 

technologies. This method diverges from traditional mirror galvanometer-

controlled laser techniques by employing an array of low-powered diode lasers, 

each with a power output of less than 5 watts. In contrast to traditional L-PBF, 

which employs high-powered fibre lasers with outputs exceeding 100 watts at 

speeds ranging from 300 to 3000 mm/s, DAM operates these diode lasers at 

significantly reduced speeds of 1 to 10 mm/s. 

The essence of this research involves exploring the interactions between 

multiple diode lasers and powder materials within the DAM process. It focuses 

on forming single tracks and two-dimensional layers, crucial for constructing 

three-dimensional final parts. The study investigates how the quantity of lasers 

affects the melt pool size and cooling rates, utilising multiple lasers arranged in a 

linear array. In the modelling phase, the study utilises up to six lasers arranged 

in a linear array and employs Finite Element Method (FEM) simulations, 

analytical approaches, and thermal camera measurements to analyse the 

intricate dynamics of the multiple laser-powder interactions within the DAM 

process. 

In the processing of Ti6Al4V, the experimental findings shows that a single 

laser achieves a cooling rate of 778 K/s, which decreases to 191 K/s when 

employing six lasers, closely resembling the slower cooling rates observed in 

some casting processes. Furthermore, a single layer of Ti6Al4V processed using 

DAM demonstrates lower residual stresses, with a reduction in stress noted as 

the number of lasers is increased and the scanning speed is decreased. 

Microstructural analysis indicates the presence of both α + β crystal structures, 

with variations mainly influenced by scanning speed. These enhancements, along 

with the ability of DAM to process larger areas through the use of multiple lasers, 

potentially improve both efficiency and throughput, marking an important shift 

from conventional L-PBF methods. Consequently, leading to important benefits 

for large-scale production with enhanced part quality and reduced need for post-

processing.  
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1 Chapter 1: Introduction 

Laser Powder Bed Fusion (L-PBF) has become a leading technology in the 

field of Additive Manufacturing (AM), representing the most widely used and 

extensively researched technique for the production of metallic components. The 

process generally employs fibre lasers with a wavelength of 1070 nm, providing 

power outputs that range from 100 to 1000 watts. Through the years, 

enhancements in L-PBF technology have incorporated the addition of multiple 

lasers, increased laser power, and larger build volumes. To overcome the 

inherent productivity challenges of L-PBF, manufacturers such as Renishaw, EOS, 

and SLM Solutions have initiated the development of systems equipped with 

multiple high-power fibre lasers, typically with a quad 500 - 1000 watt laser 

arrangement. Notably, one model from SLM Solutions, the NXG XII 600, 

incorporates up to twelve lasers and achieves an actual build rate of up to 1000 

cm³/h, a substantial increase from the earlier systems that achieved build rate of 

only 25 cm³/h using a single 400 W laser. These enhancements have resulted in 

increased build speeds, but they also entail significant rises in hardware costs, 

energy consumption, and the overall size of the systems [1]. 

Despite these advancements, L-PBF continues to be constrained by 

significant intrinsic challenges such as high residual stresses and warpage. 

Moreover, the throughput of L-PBF systems has not yet attained a level that is 

viable for mass production. Additionally, the high acquisition and operational 

costs associated with these systems further hinder the widespread adoption of 

this technology across various industries. For instance, integrating each 

additional laser into an L-PBF system results in a cost increase of several hundred 

thousand. These challenges have motivated the exploration of alternative 

technologies within this sector, aiming to reduce these barriers and enhance the 

applicability of AM processes. 

In response to these challenges associated with L-PBF, researchers at the 

University of Sheffield have developed Diode Area Melting (DAM), a novel 

approach that represents a shift from conventional L-PBF techniques. Unlike 

traditional methods that rely on galvo scanning mirror-deflected fibre lasers, 

DAM utilises an array of low-powered diode lasers, each with a power output of 

less than 5 watts. This new method varies significantly from traditional L-PBF as 
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it operates at considerably slower speeds of 1 to 10 mm/s using a gantry system, 

in contrast to the 300 to 3000 mm/s speeds typical in standard L-PBF systems. 

Preliminary outcomes with Ti6Al4V alloy indicate that the current DAM 

equipment has the theoretical capability to achieve a build rate of 1000 cm³/h, 

using an assembly of ~4000 individual diode lasers arranged in a singular row. 

The cost per diode laser in DAM is estimated to be less than £30, and an entire 

laser system comprising 4000 lasers and its lens assembly can be obtained for a 

sum below £200K. This stands in contrast to the high purchase costs associated 

with L-PBF machinery, which may escalate by ~£175K with the addition of each 

laser, with a proportional increase in energy consumption. Moreover, the higher 

residual stresses and the increased surface roughness characteristic of L-PBF 

parts require additional post-processing, which in turn increases the overall cost 

of the final component. 

The DAM development is set to overcome some of the principal challenges 

inherent in existing L-PBF technologies, including the high residual stresses and 

substantial costs associated with L-PBF. This advancement is anticipated to not 

only improve the quality of manufactured components but also to potentially 

decrease both the cost per part and the overall cost of ownership for the 

machinery. Nonetheless, the DAM approach presents its own set of challenges, 

particularly the increased complexity caused by the integration of multiple 

lasers. Furthermore, the effectiveness of low-powered diode lasers in processing 

metals and alloys with high melting points and densities remains to be 

demonstrated. These aspects requires further research to fully determine the 

capabilities and boundaries of the DAM methodology. 

1.1 Novelty Statement 

The mirror galvanometers controlled single fibre laser in the L-PBF system 

has limitations in scalability due to beam quality deterioration with distance, 

restricting its operational area and causing difficulties in maintaining consistent 

performance. This is a major factor limiting the use of the L-PBF process, 

particularly for higher-volume manufacturing or when serial production is 

required. Multi-laser-based L-PBF systems are employed to solve this problem 

by using individual galvo-mirrors for each laser to ensure consistent beam 

quality across a larger work area, but this also increases the cost and complexity 
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of the system. The direct use of fibre-coupled multiple laser diode sources on a 

gantry system could solve this issue, which has not been explored before. The 

diode lasers are cost-effective, and a gantry system would provide reachability 

for the laser source to process a wider area without losing beam quality, forming 

the basis of the DAM process. 

This work presents modelling, testing, and investigating DAM methodology 

for processing of Ti6Al4V powder using a multi-laser array. While L-PBF models 

have been extensively explored, a significant gap remains in modelling processes 

like DAM. Additionally, understanding residual stress formation in the context of 

DAM's unique laser array requires further study. We expect a cooling rate lower 

than L-PBF for DAM, making it crucial to quantify residual stress—a topic that 

has not been addressed before. Such research can provide insights into the 

specific dynamics of DAM, leading to better control and optimisation of the 

process. In essence, this research seeks to model and understand the specific 

dynamics of DAM, addressing critical gaps in modelling, process optimisation and 

residual stress formation. 

Ti6Al4V is one of the most widely used titanium alloys, especially popular for 

its high specific strength, light weight, and outstanding corrosion resistance. Its 

versatility and excellent mechanical properties make it a preferred material in a 

diverse array of industries. The widespread L-PBF technique has been noted to 

induce the formation of undesirable α′-martensite phases within Ti6Al4V alloys, 

a direct consequence of the rapid cooling of the melt pool [2]. This phase reduces 

ductility, often resulting in a product that falls short of the minimum percentage 

elongation specified by ASTM standards (examples: ASTM F136-13 and ASTM 

F1108-14) [3]. The optimal microstructural configuration for Ti6Al4V is an α+β 

basket-weave microstructure. Interestingly, preliminary experiments conducted 

by Zavala-Arredondo et al. have suggested that the DAM process inherently 

produces a slower cooling rate for Stainless Steel, estimated at 103 K/s, 

significantly lower than the 105 to 106 K/s cooling rate typical of L-PBF [4], [5]. 

Validating this finding, our initial experiments with DAM have yielded promising 

results, demonstrating the formation of the desirable α+β phase composition in 

Ti6Al4V due to the lower cooling rate, as documented by Alsaddah et al [6]. 

However, their study on the DAM processing of Ti6Al4V is incomplete, lacking in 

areas such as modelling and realising the residual stress within the samples, as 
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well as calculating or finding the cooling rate for various laser configurations 

employed in DAM. This has motivated me to explore Ti6Al4V further, aiming to 

close the gaps left by the previous study.  

1.2 Thesis Overview and Structure 

A concise overview of each chapter is provided in the following section. In 

practice, multiple steps were conducted simultaneously; however, for clarity, 

they are presented sequentially in a flow diagram in Figure 1.1. 

Chapter 2 

This chapter examines the current state of L-PBF technology, focusing on its 

efficiency, productivity, and scalability, as well as the limitations of this 

technology. It explores the use of diode lasers within the L-PBF sector and 

assesses the benefits and drawbacks of their use. The chapter then delves into 

the modelling of the L-PBF process, discussing both its state-of-the-art 

developments and inherent limitations. It concludes by investigating the 

formation of residual stresses during L-PBF and the measurement techniques 

used to assess them. 

Chapter 3: 

This chapter details the methodology and setup of the research study. It 

describes the DAM setup, which features a multiple diode laser arrangement 

consisting of a 2D array, CTP head assembly, and outlines all developments 

carried out to the system. Additionally, this chapter provides an overview of the 

characterisation techniques employed to analyse the mechanical and 

microstructural properties including residual stress of the produced samples. 

Chapter 4: 

This chapter develops and validates analytical, Finite Element Modelling 

(FEM), and Volume of Fluid (VoF) models by comparing them against a well-

documented L-PBF study on the processing of Ti6Al4V. It provides an 

opportunity to develop and benchmark these three models, exploring their 

benefits and limitations. This evaluation sets the stage for potentially adopting 

useful models to simulate the DAM process. This benchmarking serves as a 
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foundational reference for the modelling work in DAM, where currently very 

limited models are available. Particularly for the fibre-coupled laser array used 

in this research, there are no existing models available. 

Chapter 5: 

This chapter builds on the analytical and FEM frameworks developed in 

Chapter 4, applying these models to various multi-laser configurations in the 

DAM process, involving up to six lasers in a row. It examines the melt pool width 

and depth resulting from single line scanning and validates these findings against 

the models. Additionally, the average melt pool temperature and cooling rates 

deduced from the models are validated using thermal camera data. 

Chapter 6: 

This chapter examines the formation of residual stress in samples produced 

by different laser configurations, activated by each diode laser, and at various 

scanning speeds. The X-ray Diffraction (XRD) method is used to quantify the 

residual stresses, and the chapter outlines this methodology. It also discusses 

how residual stress formation correlates with the cooling rates predicted by FEM 

models. Additionally, the chapter covers the use of XRD and Electron Backscatter 

Diffraction (EBSD) for characterising the samples, providing insights into their 

microstructural properties. 

Chapter 7: 

This chapter presents the conclusions of this research and details the 

recommendations for future work. 
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Figure 1.1: Methodology flow of the current research. 
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2 Chapter 2: Literature Review 

2.1 Additive Manufacturing (AM) 

Since the Industrial Revolution, there have been several disruptive changes 

to the landscape of manufacturing technology [7]. Over recent decades, the 

computerisation of traditional mechanical machinery has set the stage for more 

sophisticated Computer Numerical Controlled (CNC) machines, which can 

communicate within a digitally controlled environment. Similarly, a growing 

process in the field of rapid manufacturing and product prototyping is Additive 

Manufacturing (AM). AM holds the promise to revolutionise current 

conventional manufacturing towards a data-driven and on-demand Digital 

Thread (DT) technology [8], [9]. More widely recognised as three-dimensional 

(3D) printing, AM constructs parts layer by layer, drawing from digitally 

interpreted 3D model data in which components are fabricated by consecutively 

layering cross-sectional slices. To initiate this process, a solid model is designed 

in CAD or is translated into a digital CAD representation. Once established, the 

design is partitioned into layers using build preparation software, the precision 

of which is determined by the inherent resolution of the chosen method. 

Following this, each material layer is strategically placed and processed to form 

a final 3D geometry [10].  

Various processes qualify as AM when considering the standard of digital 

layered production. Nevertheless, the American Society for Testing and Materials 

(ASTM) has classified AM techniques into seven distinct categories, as described 

in the ISO/ASTM52900:2021 standard [11]. The establishment of these seven 

categories is imperative, given the diverse requirements in materials, processes, 

geometry, surface finishes, and costs associated with this emerging technology. 

ASTM categorised these AM processes as Binder Jetting (BJT), Directed Energy 

Deposition (DED), Material Extrusion (MEX), Material Jetting (MJT), Powder Bed 

Fusion (PBF), Sheet Lamination (SHL), and VAT Photopolymerization (VPP). A 

brief description of each AM process, its strength and weaknesses are shown in 

Table 2.1. 
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AM Process Technology Strengths/Weaknesses 

Binder Jetting (BJT) Liquid bonding agent is 
selectively deposited to join 
powder materials. 

• Full-colour object printing 
and wider material 
selection. 

• Post-processing needed for 
fully dense metal parts and 
high porosities. 

Directed Energy 
Deposition (DED) 

Focused thermal energy is 
used to fuse materials by 
melting as they are being 
deposited. 

• High deposition rate and 
repair of damaged parts 
possible. 

• Low resolution and 
requires machining to get 
high geometrical accuracy. 

Material Extrusion 
(MEX) 

Material is selectively 
deposited through a nozzle 
or orifice. 

• Relatively Inexpensive 
machines and multi-
material printing. 

• Limited part resolution 
and poor surface finish. 

Material Jetting 
(MJT) 

Droplets of build material 
are selectively deposited, 
materials include 
photopolymers, resins and 
waxes. 

• Multi-material printing, 
high deposition rate and 
high surface finish. 

• Low-strength materials 

Powder Bed Fusion 
(PBF) 

Thermal energy selectively 
fuses regions of a powder 
bed. 

• High accuracy and details, 
fully dense parts and high 
strength. 

• High machine cost, 
expensive row material 
(powder) and health and 
safety concerns due to 
powder handling. 

Sheet Lamination 
(SHL) 

Sheet of materials are 
bonded to form an object. 

• High surface finish and 
lower machine cost. 

• Complex shapes are 
difficult make. 

VAT 
Photopolymerization 

(VPP) 

Liquid photopolymer in a vat 
is selectively cured by light-
activated polymerization. 

• High build rate and high 
resolution. 

• Not suitable for metals & 
alloys. 

Table 2.1: ASTM classified AM processes, brief description of technology involved and its 
strengths and weaknesses. 

In AM, constructing parts layer by layer offers several advantages over 

conventional manufacturing processes such as casting, forging, machining, and 

injection moulding. Firstly, it facilitates the production of highly complex parts 

layer by layer, which is often not feasible with conventional methods, and this 

can be achieved without the need for specialised tooling such as moulds, jigs, and 

fixtures. This lack of tooling also significantly reduces the design cycle time, 
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allowing for quicker production of parts, which in turn reduces the overall 

product development cycle. Secondly, compared to subtractive processes, only a 

small amount of material is required to build these intricate shapes, and any 

leftover materials can be recycled. Finally, many parts can be consolidated into a 

single part using AM processes, which can reduce the product cost and also 

improve the function and quality of the final part. This layer-by-layer approach 

not only enhances design flexibility but also contributes to material efficiency 

and waste reduction in the manufacturing process [12]. 

Despite its numerous advantages, AM also has several limitations. One 

significant drawback is the relatively slow production speed compared to 

traditional manufacturing methods, making it less suitable for mass production. 

The initial cost of AM equipment and materials can be high, which may be 

prohibitive for small businesses or individual users. Additionally, the range of 

materials available for AM is more limited than for conventional processes, 

potentially restricting the types of products that can be manufactured. AM parts 

can also have lower strength and durability compared to those produced by 

traditional methods, due to issues such as porosity and anisotropic mechanical 

properties. Furthermore, the surface finish of AM parts often requires post-

processing to achieve the desired smoothness and accuracy, adding time and cost 

to the production process. Finally, there are also concerns regarding the 

reproducibility and consistency of AM parts, particularly for critical applications 

in industries such as aerospace and healthcare [12]. 

In AM, creating intricate geometrical designs is most often as 

straightforward as producing simple shapes, which can provide a cost advantage 

over traditional methods where complex components are challenging and costly 

to manufacture. This capability has attracted significant attention and led major 

industries, such as aerospace, automotive, and healthcare, to invest heavily in AM 

technology. This has increased the demand for metal AM processes and 

equipment. Among the various AM techniques, PBF is the most widespread 

process for metal industries and has been in high demand in recent years. 

2.2 Powder Bed Fusion (PBF) Process 

In PBF techniques, a fine layer of powder material is selectively fused using 

a targeted energy source. This process involves laying down a thin layer of 
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powder, which is then selectively melted and bonded to the previously fused 

layer. The process repeats layer by layer until the desired structure is complete. 

Among PBF techniques, Laser Powder Bed Fusion (L-PBF) and Electron Beam 

Melting (EB-PBF) are prominent, particularly in processing metals and alloys. L-

PBF employs lasers, whereas EB-PBF uses electron beams as their respective 

energy sources. 

L-PBF offers distinct advantages over other AM processes, particularly when 

working with metals and alloys. It achieves higher resolution and superior detail 

due to its use of finely powdered material (15 - 45 µm) coupled with a small laser 

beam. This combination enables the production of complex geometries that are 

challenging or even impossible to fabricate with other AM techniques. The 

process stands out for its material efficiency compared to methods like DED or 

MJT. It selectively melts only the powder required to build the part, significantly 

reducing waste. Additionally, unused powder can typically be recycled and 

reused, lowering material costs and minimising environmental impact. Parts 

produced through this method also exhibit superior mechanical properties, such 

as enhanced strength. Moreover, it is versatile in terms of the materials it can 

process, capable of handling a wide range of substances, including metals, 

polymers, ceramics, and composites.  

The work in this research predominantly investigates a laser-based additive 

manufacturing process similar to L-PBF. To establish a foundational 

understanding of this technology, a brief review is undertaken. The review 

covers the essential principles of L-PBF, including the laser energy source used, 

its limitations, and the potential of alternative diode lasers in such processes. 

This review aims to build upon the established knowledge and explore 

advancements in laser-based additive manufacturing techniques. 

2.2.1 Laser Powder Bed Fusion (L-PBF) 

L-PBF has dominated the PBF field largely because of its adaptability and 

capacity to handle an extensive array of materials, including Aluminium, 

Maraging Steel, Stainless Steel, Copper, Titanium, Cobalt Chrome, Nickel 

Superalloys, and precious metals. Furthermore, L-PBF has been more widely 

adpoted compared to EB-PBF within high-value manufacturing such as 

aerospace, automotive and medical sectors [13]. 
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In L-PBF, the base material is in the form of spherical powders with an 

approximate diameter of 15 - 45 µm. Ideally, these powder particles should 

exhibit a homogenous composition and be spherically shaped, ensuring optimal 

morphological attributes. An optimal powder mophology aids in creating 

consistent melt pools, thereby facilitating superior build quality. To initiate the 

build process, the metal powder is deposited onto a build plate with the aid of a 

powder coater, which delivers a powder layer with a thickness ranging from 

approximately 30 to 100 µm. Once settled, a laser scans the powder layer using a 

galvanometer mirror and f-thera lens to selectively melt specific regions of the 

powder bed, crafting a 2D shape based on the cross-sectional data of the design. 

The build plate lowers each time to produce a new layer, and the melting process 

repeats until the desired 3D shape is realised [14]. A schematic diagram of the 

process is shown in Figure 2.1. 

 
Figure 2.1: A schematic diagram of the L-PBF Process [14] 

The processing conditions applied during L-PBF create molten pools with 

high temperatures and steep temperature gradients during the formation of each 

layer. Most often, L-PBF promotes the generation of finer microstructures 

leading to higher strength and reduced ductility compared to the same materials 

produced using conventional methods [2]. L-PBF can produce parts with 

excellent mechanical properties and demonstrates promising results in 

achievable density and mechanical properties within the produced parts [15]. 

The laser used in L-PBF predominantly influences the output of the process, 

and requires careful tailoring of a range of parameters called process variables, 
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some of which are grouped in Figure 2.2. Due to the broad spectrum of L-PBF 

machines available from various OEMs, there are thought to be in the range of 

150 different process parameters available across commercial machines [16]. 

The most investigated process variables are laser power or energy density, layer 

thickness, hatch distance and scanning strategy [17]. These studies generally 

indicate that in L-PBF, certain metallurgical conditions—like rapid solidification, 

directional heat flux, and temperature gradients—can be adjusted by tweaking 

process variables [18]. However, minor alterations in the process can introduce 

metallurgical flaws such as gas entrapment porosities, oxide layers, and residual 

unmelted materials, which compromise the performance of the final 

components. Thus, comprehending the physical phenomena inherent to laser 

processing and the impact of these process variables is important for pioneering 

a new process centered around the laser energy source. The ultimate aim in AM 

is the cost-effective creation of components that are both fully dense and free 

from defects. 

 
Figure 2.2: Depicting key 'Process Variables' influencing the outcome of an L-PBF process. 

2.2.2 Challenges in L-PBF 

In L-PBF, high power lasers (100 – 1kW) travelling at speeds of 

approximately 300 – 3000 mm/s fuse powder materials into molten pools with 

high temperatures, rapid cooling rates, and steep temperature gradients, which 

are crucial in shaping the microstructure, grain size, and mechanical properties 

of the final parts. These uninterrupted melt tracks formed by the moving high-

energy laser beam create grooves of melt pools, potentially leading to the 
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vaporisation of alloying elements, particularly in cases like Ti6Al4V where 

excessive laser energy density (over 126 J/mm³) can cause significant 

vaporisation loss of Al (> 0.15%), altering the composition of the part and 

resulting in variable microstructures and degraded mechanical properties [19]. 

Conversely, lower energy densities can lead to defects such as balling effects and 

lack of fusion, highlighting the challenges in controlling the localised temperature 

of the melt pool during the L-PBF process. 

L-PBF parts are particularly susceptible to to high residual stresses and 

distortion due to the significant thermal gradients and rapid heating and cooling 

involved in the process. Residual stresses tend to accumulate with each added 

layer, with the highest stress values often occurring at or near the surface of the 

final layer. These tensile stresses near the surface critically affect the fatigue 

strength of the component, serving as precursors for micro-crack initiation and 

propagation under cyclic loading conditions typical in fatigue scenarios. Surface 

imperfections, such as voids or inclusions, coupled with tensile stress, act as 

stress concentrators, lowering the fatigue threshold. Additionally, the near-

surface region is more exposed to operational conditions like corrosion, wear, 

and high contact stresses. Residual tensile stress in this area can interact with 

these environmental factors, further accelerating fatigue crack initiation and 

propagation. Consequently, the tensile stresses remaining near the surface after 

the process not only compromise the immediate mechanical integrity of the 

component but also significantly degrade its long-term fatigue performance [20], 

[21], [22], [23]. The magnitudes of this stress are influenced by an array of 

factors, some of which are discussed in detail in Section 2.8. Some of the key 

challenges associated with the L-PBF process and the issues they cause are 

summarised in Table 2.2. 
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Challenge Description/Issue Cause 

Porosity and 
balling effect 

• Porosity is the presence of 
small voids within the 
solidified materials. 

• Balling effect is the formation 
of metal spherical droplets 
on the surface of the melt 
instead of a smooth layer. 

• Porosity is formed due to 
insufficient melting of 
powder, rapid cooling, or gas 
entrapment. 

• Balling effect occurs when 
high surface tension causes 
molten material to form 
spherical droplets instead of 
spreading evenly. 

Warpage and 
buckling 

• Warpage occurs when parts 
deform. Buckling happens 
when built structures 
collapse during the layering 
process. 

• Warpage is caused by 
thermal gradients that lead to 
uneven cooling and residual 
stresses in the material. 
Buckling results from 
excessive compressive 
stresses that exceed the 
structural stability of the 
material during the build 
process. 

Spattering 
and 

evaporation 

• Spattering refers to the 
expulsion of molten particles 
away from the melt pool due 
to vapor pressure or gas 
release. Evaporation involves 
the vaporisation of some 
metal components under the 
intense laser heat. 

• Spattering is caused by the 
rapid vaporisation of metal 
or trapped gases ejecting 
molten material from the 
melt pool. Evaporation occurs 
due to the high laser power, 
which can vaporise volatile 
components of the metal 
powder. 

Processing 
Highly 

Reflective 
Materials 

• In L-PBF, highly reflective 
materials include aluminium, 
copper, and gold tend to 
reflect a significant portion of 
the laser energy, 
complicating the melting 
process. 

• The cause is their intrinsic 
property of reflecting a 
significant portion of the 
laser energy, which hinders 
effective melting and bonding 
of the powder particles. 

Productivity • L-PBF has a slow build rate. 
Additionally, the requirement 
for post-processing steps 
further impacts overall 
productivity. 

• This is caused by the slow 
layer-by-layer build process, 
the precise and time-
consuming laser scanning 
required, and the necessity 
for post-processing to 
achieve the desired final part 
quality. 

Cost • Acquisition of L-PBF 
technology is expensive. This 
includes the machinery, 
powder materials, operating 
expenses and training. 

• Expensive due to the high 
costs of advanced laser 
systems, specialised metal 
powders, and extensive post-
processing requirements. 

Table 2.2: Key challenges in L-PBF and their cause.
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Several recent developments have significantly enhanced the capabilities 

and applications of L-PBF technology. These advancements are designed to 

improve the efficiency, quality, and diversity of materials that can be utilised, as 

well as addressing some of the inherent limitations of this technology. Notable 

areas of recent progress include the incorporation of multiple lasers in modern 

L-PBF machines, which accelerates build speeds and enhances productivity. 

These systems reduce production times by enabling the simultaneous melting of 

multiple sections of a layer. Moreover, the adoption of advanced laser 

technologies, such as blue lasers, has enhanced the absorption rates for highly 

reflective metals like aluminium, copper and gold, which are traditionally 

difficult to work with due to their lower absorptivity. This improvement has led 

to increased energy efficiency and better material utilisation. The application of 

different lasers in L-PBF will be further discussed in the subsequent sections. 

2.2.3 Lasers in L-PBF 

Since their introduction in 1960, lasers have seen extensive research 

applications, leading to their widespread industrial use. Early production 

applications involved drilling hard materials such as diamond and sapphire, 

joining microelectronics components, and cutting steel sheets. The L-PBF 

technology was commercialised in 1992 using a CO2 laser with a 10.6 µm 

wavelength. However, this wavelength struggled to melt metallic parts with 

sufficient density because metals have very low absorptivity at this wavelength, 

requiring higher laser power and making the process much more inefficient [1]. 

During the initial phases of L-PBF development, CO2 lasers were widely 

employed. Today, CO2 lasers are primarily used for processing polymers. 

Significant advancements in high-power fibre lasers, particularly fibre lasers 

with ~1 µm wavelength, have transformed their application, especially in 

melting metals and alloys. These fibre lasers are preferred for metals and alloys 

due to their higher absorptivity and efficiency [24]. 

In laser technology, two principal types are popular: Continuous Wave (CW) 

and Pulse lasers. CW lasers emit a consistent beam, suitable for applications that 

require continuous exposure, whereas Pulse lasers emit light in controlled 

bursts, perfect for precise energy delivery without overheating the material. The 

choice between them depends on the specific needs of their applications. 
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Parameters such as spot size, focal plane, and laser power can be adjusted in CW 

for re-melting applications, whereas pulse systems allow for adjustments in peak 

power, frequency, spot size, and pulse duration. Typically, CW lasers are 

employed in commercial L-PBF equipment.  

A modern L-PBF system typically utilises fibre laser sources, each ranging 

from 400 W to 1000 W, capable of processing areas up to 800 x 400 mm². The 

commonly used CW Ytterbium-doped fibre laser operates at 1070 nm, 

resembling the operational principle of an amplification unit in fibre-optic 

systems, where a doped silica fibre, excited by a diode laser source, generates 

lasing action. Continuous laser emission is maintained by two Bragg gratings that 

act as mirrors within the linear laser cavity. Laser characterisation is based on 

three critical elements: the active medium (gain), the pumping energy source, 

and the optical resonator, which collectively determine the efficiency and quality 

of the laser beam produced [25]. 

Diode Lasers (DLs) are increasingly being used in various industrial 

applications. These semiconductor lasers operate at various wavelengths, 

typically ranging from the visible to the infrared spectrum, making them highly 

versatile across different materials. DLs work by passing an electric current 

through a specially designed semiconductor material. This process generates 

light at specific wavelengths through the recombination of electrons and holes 

within the semiconductor, producing coherent and highly focused light that is 

suitable for precise applications. DL is discussed in Section 2.4. Furthermore, 

Table 2.3 summerises the comparison between CO2, Yitterbium-dopped fibre 

lasers and diode alsers highlighting the key differences in their wavelength, 

operation, efficiency and suitability for spefic applcaitions.  
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Parameter CO2 Lasers Yb-fibre Lasers Diode Lasers 

Wavelength 10.6 µm 1.07 µm 300 – 3500 nm 

Pump 
Source 

Direct electrical source Diode laser Direct electrical 
source 

Mode of 
Operation 

CW and Pulse CW and Pulse CW and Pulse 

Laser Power Up to 25 kW Up to 10 kW Up to 100 W 

Efficiency 15% 30% 65% 

Applications AM, Material processing, 
Welding and Cutting 

AM, Welding and 
Cutting  

Heat treatment, Pump 
source for other 

lasers, Medical and 
Soldering 

Maintenance 2,000 h 20,000 h 200,000 h 

Merits & 
Demerits 

• Not suitable for 
metallic applications. 

• High maintenance. 

 

• Suitable for 
metals and 
alloys. 

• High cost to 
acquire. 

• Suitable for metals 
and alloys. 

• Highly efficient. 

• Low cost. 

• Poor beam quality. 

 

Table 2.3: Comparison between CO2, Yb-fibre and diode lasers. 

2.3 Enhancing L-PBF with Diode Laser Technology 

The use of diode lasers in material processing applications has been 

increasing primarily due to their advantages such as energy efficiency, cost-

effectiveness, low maintenance, and low wavelength suitability for many metals 

and alloys, compared to conventional CO2 and fibre lasers. However, high 

divergence and low beam quality still limit the direct application of these lasers 

in L-PBF processes. Despite these challenges, there have been significant 

developments in the industry where High Power Diode Lasers (HPDLs) have 

been successfully used for AM. These advancements aim to mitigate the 

limitations of the L-PBF process, primarily arising from the use of fibre lasers, by 

improving beam quality and reducing divergence. HPDLs are becoming more 

suitable for precise applications in AM, demonstrating their potential to 

overcome the inherent drawbacks of diode lasers. Table 2.4 summarises these 

key developments in L-PBF using diode lasers, providing an overview of the 

technological progress made. Some of the latest developments in L-PBF 

technology involving diode lasers are commercially sensitive, resulting in limited 
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publicly available information. Nevertheless, the information that is available has 

been reviewed and is presented in this section. 

Innovation Description Benefit 

 

 

Diode Area Melting 
(DAM) 

DAM methodology developed at 
the University of Sheffield uses 
an array of low power diode laser 
to selectively melt a larger area. 
A gantry system is used to 
traverse the laser array for 
selective scanning [4], [5], [6], 
[26]. 

• Process larger area. 

• Low power diode 
lasers 

• Low spatter due to 
slower speed. 

• Low cooling rate and 
residual stress. 

 

 

 

 

HPDL Enhanced L-
PBF Process 

Fraunhofer ILT has developed a 
new HPDL-based multi-spot 
system that achieves 200 W 
power per melting spot, 
comparable to standard L-PBF 
systems. To reach this high 
power, multiple laser diode bars 
are stacked and combined, with 
several emitters multiplexed to 
form each 200 W laser spot. A 
gantry system is used to traverse 
this single beam to selectively 
scan the power bed [27], [28]. 

• This low cost HPDL 
could replace the fibre 
lasers in L-PBF. 

• HPDLs can be stacked 
to achieve even higher 
power levels. 

• More efficient than L-
PBF lasers. 

• Longer operational life 
span. 

 

 

 

 

Area Melting with 
Multi-laser Array 

GE global research had developed 
a methodology utilising 16 edge-
emitting HPDLs bars, each 
delivering 60 W at a wavelength 
of 976 nm for a total irradiation 
of 960 W. Connected via 
multimode fibres, the laser 
beams produced are about 100 
µm in diameter and spaced 127 
µm apart, focused using a relay 

lens for precise application [29]. 

• Like DAM, it processes 
a larger area, 
specifically 2.01 mm. 

• Faster build rate than 
DAM but uses HPDLs. 

• More efficient than L-
PBF lasers. 

• Longer operational life 
span. 

Diode based 
Additive 

Manufacturing 
(DiAM) 

Developed at the Lawrence 
Livermore National Laboratory, 
the DiAM hybrid method employs 
four 1.25 kW stacked diode 
arrays, each comprising 60 
individual bars, delivering a total 
of 4.8 kW power from a 
combined incoherent beam. An 
optically addressable photomask 
captures this incoherent light to 
selectively melt a larger area of 
using a ~10 mm wide hybrid 
laser beam that integrates these 
diode laser beams with Q-
switched Nd: YAG laser pulses 
[30]. 

• Processes larger area. 

• Allows scaling to 
increase productivity. 

• Potentially controls 
residual stress and 
microstructure. 

• Hybrid approach 
potentially provides 
benefit of both Fibre 
and HPDL lasers. 

Table 2.4: A summary of the key developments in L-PBF using diode lasers. 
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The Area Melting technique with multi-laser array, demonstrated using 

multiple lasers at GE Global Research, closely mirrors the DAM methodology. 

Both are elaborated upon in detail in the subsequent section. 

2.3.1 The Diode Area Melting (DAM) 

Diode Area Melting (DAM) is a novel L-PBF method conceptualised at the 

University of Sheffield. In principle, DAM can employ hundreds (or potentially 

thousands) of low-powered and undeflected diode emitters, as illustrated in 

Figure 2.3. These replaces the high-power laser and mirror galvanometer 

mechanism used in the L-PBF. DAM is a slower process due to the low power of 

the energy source but attains productivity through its use of multiple laser beams 

to simultaneously process a larger area. In the early development of DAM, Zavala-

Arredondo et al. used an array of multiple undeflected 808 nm wavelength diode 

lasers (2.63 W each) with a total output power of up to 50 W to selectively melt 

the powder materials [26]. The DL array acted as a print head and consisted of 19 

emitters with a 135 µm beam diameter placed across a 500 µm pitch producing 

a 10mm broad stripe of laser radiation before focusing. The linear stripe of laser 

radiation reduced to 4.5mm in length and 0.25 mm in width after focusing and 

produced enough energy density to melt BiZn2.7 and Stainless Steel 17-4 powder 

materials. Unlike L-PBF, the wide stripe of laser radiation in DAM creates a layer 

with the help of a parallel scanning regime as shown in Figure 2.4. 

 
Figure 2.3: Schematic illustrating the foundational Diode Area Melting concept, depicting 

individually adjustable emitters within a mobile diode laser bar, selectively 
activated/deactivated to define shapes across the powder bed [26]. 
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The parallel scanning path of the DAM not only scans a broader area but also 

allows the activation of individual emitters in order to control the shape of the 

geometry. Furthermore, this arrangement can be scaled to process a much larger 

area. Zavala-Arredondo et al. argued that a theoretical build rate of >2.8 mm3/s 

could be achieved for Stainless Steel by scaling the DAM system by stacking up 

seven DL modules featuring 19 emitters each. This theoretical arrangement is 

potentially further scalable for processing even more extensive areas leading to 

considerable productivity improvements [4], [26]. Dur to the anticipated low 

cooling rate, the DAM process could potentially reduce residual stress formation 

within the built parts. Furthermore, a mathematical model predicted DAM's 

temperature gradients and cooling rates to be comparable to optimised pre-

heated L-PBF methods [5]. 

 
Figure 2.4: A typical scanning path used in the DAM process [26]. 

Though the initial DAM approach successfully demonstrated use of low-

powered multiple-diode lasers as an alternative to galvanometer mirror-

deflected high-power lasers in L-PBF, it had a number of limitations. Firstly, the 

lack of precise independent control of the 19 emitters of the diode laser bar 

constrained the use of multiple lasers. Secondly, the diode laser bar and its 

cooling system were positioned inside the build chamber, causing thermal 

management, and overheating issues, severely restricting the potential to scale 

the system to larger number of lasers. Finally, this work demonstrated the 

feasibility of using wavelength optimised lower power diode lasers to melt 

powders with temperatures exceeding 1300 0C, but was insufficient to process 

engineering alloys such as Ti6Al4V. Table 2.5 compares the key differences 

between the DAM and L-PBF process. 
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DAM L-PBF DAM Advantages 

• Independently 
controllable 
emitters. 

• Galvano mirror 
controlled single 
laser beam. 

• Diode laser and control units 
are relatively inexpensive than 
L-PBF laser systems.  

• The non-deflected beam in the 
DAM provides a scanning 
regime where laser beams can 
be switched on and off to 
produce various geometries.  

• Laser 
arrangement is 
scalable to a 
larger scanning 
area. 

• The scalability is 
limited as the cost 
and complexity 
increase with the 
number of laser 
beams.  

• Multiple diode lasers can 
provide a much larger scanning 
area leading to faster build rate. 

• DL has high wall-
plug efficiency. 

• Tuneable and low 
wavelength.  

• Solid-state and fibre 
lasers used in L-PBF 
have 20-30% wall-
plug efficiency. 

• Due to a 1,060-
10600nm 
wavelength, L-PBF 
lasers provide 
lower laser 
absorption.  

• Up to 60-80% wall-plug 
efficiency can be achieved with 
DLs.  

• DLs are tuneable and available 
in wavelengths from 400 - 
1060nm. The lower wavelength 
increases laser absorption for 
most metals. 

• Small beam 
diameter (135 
µm). It is possible 
to reduce the 
beam diameter 
even further to 65 
µm. 

• L-PBF lasers have a 
larger beam 
diameter compared 
to DLs. 

• Small beam diameter provides 
higher resolutions in the 
produced parts. 

• Higher energy densities can be 
achieved at low laser power due 
to the small beam diameter. 

• Optical pre-heat • In some cases, 
substrate pre-
heating is provided 

• DAM can provide accurate 
surface heating, which improves 
the material's laser absorptivity 
and reduces the thermal 
gradient.   

Table 2.5: Comparison of the fundamental distinctions between DAM and L-PBF 
processes. 

2.3.2 Use of fibre-coupled lasers in DAM:  

The initial scheme demonstrated by Zavala-Arredondo et al. was improved 

upon through the use of multiple individually addressable fibre-coupled DLs, 

which replaced the laser bar system initially used. This system evolution 

introduced a fibre head assembly consisting of a 2D array of 50 multimode fibre 

channels. Alsaddah et al. demonstrated this new setup by using up to ten laser 

beams with 808 nm wavelength to process Ti6Al4V powders and produced 

samples with more than 95% density. Those samples provided a hardness value 
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between 4 and 5 GPa and a modulus of elasticity up to 120 GPa. Experiments 

were conducted with two laser profiles, one with two rows, LP1 and the other 

with a single row, LP2, with scanning speeds between 75 - 300 mm/min. Both 

the LP1 and LP2 laser profiles produced samples with 𝛼 + 𝛽 phase. Scanning 

speeds faster than 100 mm/min encouraged the growth of a finer 𝛼 + 𝛽 

Widmanstätten, whereas slower speeds produced a coarser phase. Though both 

laser profiles showed a similar temperature rise, the cooling rate of LP1 was 600 

0C/s compared with 1086 0C/s for LP2. Moreover, the samples did not show any 

evidence of variations in aluminium and vanadium elements, indicating an 

insignificant amount of elemental evaporation during the process. Furthermore, 

the DAM process has demonstrated its potential to manipulate the 

microstructure formation by controlling the cooling rate from the 𝛽 – transus 

(994 0C) temperature in the case of Ti6Al4V  [6]. 

2.3.3 Area Melting with Multi-Laser Array 

At GE Global Research, J. H. Karp and colleagues showcased a process 

utilising 16 edge-emitting High Power Diode Lasers (HPDLs) bars. Each operated 

at a 976 nm wavelength and provided 60 W power, culminating in a maximum 

irradiation of 960 W [29]. Every diode package combined numerous edge-

emitting lasers, connected with a multimode fibre, resulting in approximately 

100 µm diameter laser beams. These beams, spaced 127 μm apart, were focused 

using a relay lens, depicted in Figure 2.5. This configuration effectively processed 

the CoCr alloy, achieving a density of over 99%. The laser array described could 

fabricate components at 28 cm3/h, aided by a 2.01 mm radiation stripe. The 

lensing system has the potential to house a laser array spanning 30mm in width, 

which could enhance the building speed to a rate surpassing conventional single 

beam L-PBF systems by up to 20 times. Nevertheless, this raises the laser power 

close to 10 kW, which could pose thermal challenges. The study omitted details 

on microstructure, mechanical properties, and melt pool dynamics.  
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Figure 2.5: System layout of multi-laser array-based AM developed at GE global research 

[29]. 

Both DAM and Area Melting with multi-laser array have highlighted the 

potential of DLs for AM applications. These approaches have shown the 

feasibility of additively manufacturing engineering metals to a high density using 

energy-efficient and cost-effective DLs. However, claims of enhanced 

productivity compared to traditional L-PBF systems warrant deeper scrutiny. 

There is also a pressing need for in-depth analyses into melt pool dynamics, 

temperature gradient variations, microstructural development, mechanical 

characteristics, and the potential constraints of integrating DL based L-PBF in AM 

contexts. 

2.4 Diode Lasers (DLs) 

Diode Lasers (DLs) operate differently to the CO2 and fibre lasers, as shown 

in  Figure 2.6 (a). The production of radiative energy transitions between distinct 

energy bands is achieved by processing a compound semiconductor material, 

such as Gallium Arsenide (GaAs), a direct bandgap material. This material is 

treated to form a doped junction, encompassing both n-doping (negative doping) 

and p-doping (positive doping). DLs are widely acknowledged for their superior 

efficiency compared to CO2 or fiber lasers. Their operation is situated within an 

active region described by a p-n junction. In this context, the excited state is 

characterised by the presence of electrons occupying the conduction band, while 

the lower energy state corresponds to the absence of electrons, resulting in holes 

within the valence band. Upon the application of voltage, it instigates a flow of 

current, inducing electrons to transition from the conduction band to the valence 

band. During this process, they release energy equivalent to the disparity 
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between the Fermi levels of these two bands, manifesting as radiation. When an 

external pumping voltage is channelled in the conduction direction, lasing 

commences only after the current breaches a specific threshold value, as 

depcited in Figure 2.6 (d). The necessary ingredidents for a DL (two mirrors and 

a gain medium) is as shown in Figure 2.6 (b). The special characteristics of laser 

elements that get supeimposed for single mode operation is shown in Figure 2.6 

(c). Increasingly, DLs are being recognised and favoured in direct material 

processing endeavours, notably in applications pertaining to surface heating and 

welding [31].  

 
Figure 2.6: An example of a simple diode laser (a). Schematic of necessary parts required 

for the operation of a DL (b). Spatial characteristics of laser elements (c) and an 
illustration of a typical Current vs Power curve for a DL (d) [31]. 

A defining characteristic that differentiates DLs from their solid-state 

counterparts is their remarkable electical to optical conversion efficiency, which 

typically ranges between 50-70%. This elevated efficiency stems from the DL's 

innate characteristic of direct operation, which removes the need for any 

intermediate energy-transferring stages commonly seen in other laser types. 

However, there exists an inherent limitation in DLs: the total volume of their 

active material is condensed to a span of a few millimetres. This spatial constraint 

effectively limits the output power of an individual DL to a handful of Watts. 

There is an accompanying thermal challenge; a significant amount of heat needs 

to be swiftly dissipated from this compact zone. In the absence of adequate 

thermal management, the consequences can be severe: heightened temperatures 

trigger the DL to increase its current uptake, which can be a precursor to an 
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accelerated failure [31]. In scenarios demanding elevated output power, a 

solution often adopted is the alignment and combination of several individual 

DLs, resulting in the formation of High-Power Diode Lasers (HPDLs). For context, 

a single-bar HPDL, dimensioned at 10 mm in width, 1 mm in resonator length, 

and 0.1 mm in thickness, can generate a laser power in the vicinity of 60 W when 

operating in a CW mode. These bars, when systematically arrayed in a vertical 

configuration and supplemented with active water cooling, are instrumental in 

orchestrating high-powered kW laser systems, greatly expanding the 

possibilities of laser applications [32], [33]. In the early stages of DAM 

development, a HPDL was initially employed. However, as the technology 

evolved, there was a transition to using multiple muli-mode DLs with lower 

power ratings, specifically around 5W each. 

Due to the miniature scale of the resonator, emitter width and its subsequent 

diffraction, the divergence of the laser beam produced by DLs differ from that of 

other solid-state lasers. In some cases, up to 600 divergence angles in the vertical 

axis and 70 in the lateral direction are observed by each emitter on the bar. The 

beam divergence in the fast axis can be compensated by a collimating cylindrical 

lens which keeps the beam parallel while compensating at the slow axis [34]. 

Fibre coupling is another standard laser delivery method from the source to the 

processing area. However, beam collimation and focusing through microlenses 

or mirror plates are necessary to achieve enough power density for metal 

processing. The DLs used in this work are coupled to the fibres before collimating 

and focusing through a tailor-made Computer to Plate (CTP) mirror plate 

arrangement. 

2.4.1 Gaussian Beam (TEM00) 

In conventional L-PBF processes, the employment of a single-mode fibre 

laser is widespread. Characterised by its Gaussian beam profile, when this laser 

is collimated, it generates a beam with an exceptionally high-quality output. As 

depicted in Figure 2.7 (a), the complete power density distribution range of the 

beam within contour sections is illustrated via colour maps. Additionally, a three-

dimensional representation showcases the power density at the focal point of the 

laser beam. Commonly, the diameter of the focal point is referred to as its 

Gaussian diameter. Specifically, this represents the diameter at which intensity 
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of the beam is equivalent to 1/e2 x IMAX, where IMAX stands for the peak intensity 

of the laser beam, as illustrated in Figure 2.7 (c). A representation of a Gaussian 

beam with an 80 µm diameter can be observed in Figure 2.7 (b). 

An alternative method to ascertain the beam diameter is by measuring the 

beam width at the half-intensity point, termed Full Width Half Maxima (FWHM). 

This offers a more universal definition, encompassing any beam intensity profile, 

not merely the Gaussian. In the context of laser simulations, determining the 

exact power within a specific area is crucial and often employs the 1/e2 value. To 

explain, when a circular Gaussian beam profile is integrated down to 1/e2 of its 

peak value IMAX, it encompasses 86% of the entire power [1].  

 
Figure 2.7: Illustrates laser beam spatial profile at different locations (a), power density 
distribution of a fibre laser with a focal spot diameter of 80 µm (b), and a Gaussian beam 

diameter definition (c) [1]. 

2.5 Physical Phenomena in L-PBF 

In general, L-PBF process stability and outcome are driven by the 

temperature field in the melt pool. Hence, understanding the behaviour of the 

melt pool and its temperature evolution is vital in controlling the process 

outcome. In L-PBF, the small size of the melt pool and the transient temperature 

field make it challenging. Many efforts are undertaken to measure the 

temperature of the melt pool; however, only measurements of the readily 

accessible areas at the surface, not the interior locations, seem to be most 

successful [35]. The detailed understanding of the melt pool dynamics comes 

from the transient three-dimensional (3D) mathematical models. For example, 

Bartlett et al. combined a full-field infrared thermographic technique with a 

numerical tool and developed a helpful model to predict the defects during the L-
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PBF of AlSi10Mg [36]. Although process modelling and thermographic analysis 

via various methods have been researched to understand L-PBF and EB-PBF 

processes, little attention has been given to the process modelling of DAM, which 

is one of the objectives of this research. However, before tackling process 

modelling, the physical phenomena associated with the laser interactions with 

the powder material must be explored first. 

2.5.1 Laser Absorptivity 

The physical phenomena in L-PBF are affected predominantly by the 

interaction between the laser beam and the material. A large proportion of the 

laser energy from electromagnetic radiation incident upon the material is 

reflected from the surface, leaving a fraction of photons interacting with the 

matter within it. The temperature process in L-PBF consists of heating, melting 

and resolidification, which is influenced by various physical phenomena such as 

absorption, reflection, radiation, heat transfer, phase transformation, fluid flow 

due to surface tension gradients and mass transformation. In the case of L-PBF, 

the absorption of the laser beam in the material depends on the wavelength-

dependent material properties and morphological characteristics of the powder. 

The absorbed radiation causes heating, initiating a conduction process within a 

specific region. The conduction causes the material to melt. Shear stresses and 

surface forces drive this, and considering wavelength-dependent material 

properties, the temperature produced (T) in the workpiece from the absorbed 

laser energy can be expressed as below in equation 1 and equation 2 [37]. 

𝑇 = 𝑇(𝐼𝑎𝑏𝑠, 𝑡𝐿, 𝑟𝐵, 𝜗𝑝, 𝑘, 𝑐)     (1) 

𝐼𝑎𝑏𝑠 =  𝐴𝜆(𝐼) 𝐼𝜆       (2) 

Where the term 𝐼𝑎𝑏𝑠 is the absorbed intensity of laser irradiation, tL is the 

layer thickness, rB is the laser beam radius, 𝜗𝑝 is the velocity of the workpiece 

relative to the laser beam, k is the thermal conductivity, c is the heat capacity of 

the material, 𝐴𝜆(𝐼) is the intensity and wavelength-dependent absorption 

coefficient and 𝐼𝜆 is space and time-dependent intensity at the wavelength 𝜆. 

The power absorbed within the materials determines the result and the 

measure of this available power is known as absorptivity, which depends on 

many factors, such as the wavelength of the laser source, powder particle 
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morphology, layer thickness and temperature of the powder bed. Generally, the 

absorption increases with a decrease in the wavelength of laser irradiation. Ref 

[38] indicated a notable increase in the absorptivity of materials such as TiAl4V, 

AlSi12, and Cu when transitioning from the conventional 1064 nm wavelength of 

L-PBF fibre lasers to shorter wavelengths provided by DLs, spanning between 

450 to 850 nm. Within the context of this research, the DAM uses DLs at an 

808nm wavelength, which consequentially enhances the absorptivity, leading to 

an optimised optical efficiency throughout the process. Figure 2.8 illustrates the 

absorption of Ti6Al4V, AlSi12 and Cu within the wavelength ranges between 400 

to 1100nm. It should be highlighted that the peak absorptivity for Ti6Al4V and 

Cu is observed at 450nm, after which it commences a decline [38]. 

 
Figure 2.8: Illustrates the absorption of Ti6Al4V, AlSi12 and Cu within the wavelength 

ranges between 400 to 1100nm [38]. 

The laser radiation absorbed by the material is primarily converted into 

thermal energy. This energy transition is non-uniform and is influenced by 

several factors, including the irregular thickness of the material layer, the 

morphology of powder particles, and the characteristics of the Gaussian beam, 

which result in temperature gradient-induced heat flux. At this stage, heat 

conduction becomes the predominant mechanism; therefore, understanding 

heat transfer is crucial. However, terminologies such as laser power density and 

energy density are frequently used in L-PBF during the parameter optimisation 

process to correlate laser power, scanning speed, and layer thickness with the 

process outcome. 
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2.5.2 Laser Power Density 

In order to explain the effect of a stationary laser beam with a circular cross-

section, the process variables beam power (P) and beam radius (rB) are 

conveniently grouped to form a relationship known as power density, PD in 

equation 3.  

𝑃𝐷 =  
𝑃

𝜋𝑟𝐵
2        (3) 

PD is a principle process variable for laser processing as the behaviour of the 

process will be manipulated by varying it. For example, changing the power 

densities of a CO2 laser in the order of 10, 100, 10000 W/mm2 produces three 

different processes namely surface heating (3a), surface melting (3b) and surface 

vaporisation 3(c) respectively as shown in Figure 2.9 [39]. This variable has the 

most significant effect on the principle processing mechanisms. An example 

might be the way that very high PD could evaporate the material, whereas low 

PD may not produce fully dense parts due to lack of melting. 

 
Figure 2.9: Illustrates the difference of varying power density resulting in the workpiece 

[39]. 

Considering the temporal effect of the process and the speed at which the 

laser beam traverses speed, 𝜗 the heating time can be expressed as the beam 

interaction time. The product of power density and beam interaction time is the 

Energy Density (ED), which profoundly influences the L-PBF process. 

Researchers previously represented ED in various ways and correlated its 

influence on the process outcome. Ciurana et al. defined ED by combining laser 

power with the beam diameter, layer thickness and scanning speed to suggest 

151 J/mm3 as the optimum ED required to process CoCrMo efficiently [40]. This 

was done by comparing various single melt tracks formed by varying these 

parameters, whereas C. Y. Yap et al. combined laser power (P), scanning speed 
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(𝜗𝑃), hatch spacing (h) and layer thickness(tL) to form volumetric energy density 

as shown in equation 4  [41]. This study proposes a useful analytical model for 

predicting the energy input required to process different metals using L-PBF. 

However, in practice, the average energy supplied in the L-PBF process to achieve 

full density is about four times the calculated value. This may be due to the 

assumptions of made to arrive at this analytical model in which the melt track is 

assumed to be a semi-circular cross-section. Also, the heat losses to the 

surroundings are ignored in the model [41].   

𝐸𝐷 =  
𝑃

𝜐𝑃ℎ𝑡𝐿
 (J/mm3)     (4) 

M. Zavala-Arredondo et al. compared the densification mechanism in 

AlSi10Mg using continuous and pulsed laser systems. This model introduced 

three different parameters, namely volumetric (J/mm3), areal (J/mm2) and linear 

(J/mm) energy density as a power factor model [42]. Though it managed to 

characterise the melt pool dimensions against specific point energy, it fell short 

of accurately predicting it. U. Scipioni Bertoli et al. concluded that since ED is 

being a thermodynamic quantity, it is impossible to fully capture complex physics 

in laser melting, such as Marangoni flow, hydrodynamic instabilities and recoil 

pressure [43]. Given that the melt pool and its characterisation determine the 

final track morphology, process optimisation in L-PBF would be improved if this 

morphology could be forecast through mathematical modelling and simulation. 

In order to understand the modelling of the L-PBF process, it is essential to first 

understand the heat and mass transfer during the interaction between the laser 

and the powder materials. 

2.5.3 Heat and Mass Transfer 

The absorption of laser energy takes place in a thin layer at the surface of the 

powder bed. Incident electromagnetic radiation prompts the release of free 

electrons and induces lattice vibrations, yielding heat. The bulk of this heat is 

conveyed through a conduction method within the material. As the metal powder 

reaches its melting point, a melt pool is formed, which shifts the energy transfer 

to a convection mechanism within the melt pool. During laser material 

processing, the workpiece and the laser beam often move relative to each other. 

This relative motion makes heat conduction time-dependent, when viewed from 
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the perspective of the workpiece. However, from the laser beam's reference 

frame, it remains stationary, with an added conduction heat flow term. 

Consequently, the energy transport equation can be expressed as follows, where 

T is the temperature, 𝜌 mass density, c specific heat, 𝐶𝜐 heat capacity for constant 

volume, 𝜔 absorbed energy per volume, 
𝜗
→ velocity, 

𝑞
→ heat flux density and K 

heat conductivity [37], [44].  

𝜕𝜌 𝑐𝜗 𝑇

𝜕𝑡
+ 

∇
→ . (𝜌 𝑐𝜗 𝑇 

𝜗
→ ) =  −

∇
→ .

𝑞
→ +  𝜔 (

𝑟
→)   (5) 

𝑞
→ =  −𝑘 

∇
→ T       (6) 

For virtually incompressible fluids, the difference in 𝐶𝜐 can often be 

overlooked. The heat conduction problem is solvable only if the right initial and 

boundary conditions are applied to equation 5 and equation 6. At a specific time, 

t0, the temperature must be defined throughout the entire area of interest. The 

heat conduction equation is quasi-linear since variables such as 𝜌, c, and K can 

depend on temperature, but the highest derivative is linear. The velocity 
𝜗
→ 

typically varies with space. When the material is molten, the heat conduction 

equation generally needs to be solved alongside the Navier-Stokes equation and 

the mass transport equation. Solving the linear problem for space-dependent 

flow velocity typically requires numerical methods. For precise results, one must 

solve the Navier-Stokes and mass transport equations in tandem with the 

conduction equation, considering suitable boundary conditions and 

temperature-dependent variables. This highlights the importance of numerical 

simulation in laser interactions [44]. 

2.5.4 Melt Pool Dynamics 

Single melt tracks are crucial for the L-PBF process, where repeated 

deposition of these tracks builds layers to form a 3D object. Studying single tracks 

is essential for optimising any new laser based processes. L-PBF resembles a 

welding process, where a moving laser creates fusion zones along its path. 

Energy transfer in the material occurs through heat conduction and convection 

within the melt pool. Incident laser radiation generates high temperatures in the 

powdered materials, spreading initially via thermal conduction. As the material 

heats, molten pools form along the path of the laser beam and solidify as the laser 



32                                                                               Chapter 2: Literature Review 

 

 

moves away. Subsequent formation of adjacent melt tracks causes remelting of 

the earlier solidified tracks, a cycle that continues through the layering process. 

These melting, solidification, and remelting processes are critical to the L-PBF 

melting regime. 

The result of absorption and heat conduction is the formation of a melt pool. 

A convection flow initiates within the melt pool induced by the temperature 

gradients from the intense laser radiation. For a Gaussian beam, the intensity 

distribution is at the centre of the laser beam. It manifests a temperature gradient 

in the radial direction since the temperature at the centre of the melt pool is 

higher than at the edges. A temperature gradient induces a surface tension 

gradient, 𝜎, given that surface tension is temperature-dependent. The free 

surface on the melt pool and subsequent surface tension gradient caused by this 

temperature gradient result in a flow of molten metal from the centre to the 

edges of the melt pool, as shown in Figure 2.10 (a), and the gradient of 𝜎 in the y-

direction shown in equation 7. Shear stresses lead to material flow along the 

solid-liquid boundary at the edges of the melt pool, moving downwards. For 

metals and alloys, if  
𝑑𝜎

𝑑𝑇
 < 0 the material flow is generally from the centre to the 

edges, but in some cases even a positive gradient reverses the flow. Either way, 

the material flow causes deformation of the melt pool, as shown in Figure 2.10 

(b). This convection flow behaviour is known as Marangoni convection [22]. 

𝜕𝜎

𝜕𝑦
=  

𝜕𝜎 

𝜕𝑇
.

𝜕𝑇

𝜕𝑦
       (7) 

 
Figure 2.10: Illustrating Marangoni convection driven by the surface tension gradient 

[22]. 

Convection is a vital part of the heat and mass transfer mechanism of laser-

based AM, as the magnitude and direction of the molten metal ultimately define 
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the fusion zone geometry. A study at the Lawrence Livermore National 

Laboratory demonstrated the importance of Marangoni convection in shaping 

the melt pool flow and its influence on the spattering and pore defects in the L-

PBF [45]. Factors other than energy density influence the behaviour of 

Marangoni convection, as C. X. Zhao et al. pointed out that in laser welding, flow 

reversal in the melt pool was observed due to the dissolution of oxygen in the 

liquid metal [46]. This means that the surface tension and its temperature 

dependence are also determined by the alloying elements or the presence of 

oxidation agents.  

A prerequisite for Marangoni convection is a free surface on the melt pool. 

The presence of a solid layer, often resulting from an oxide layer, inhibits the 

development of convective flow. Thus, shielding the melt pool is very important 

in this context. The alloying elements in the powder material and the oxide layer 

on the surface of the molten pool also dictate the convective flow along with the 

temperature gradient [44]. This phenomenon is significant for maintaining the 

shape, size and stability of the molten pool. Furthermore, Marangoni flows 

greatly enhance heat and mass transfer, influencing the solidification rate, 

microstructure and overall part properties [47]. 

2.5.5 An Insight into Melt Pool and Single-Track Formation 

A melt pool in L-PBF is a transient, minute feature formed when a 

concentrated laser beam melts powdered material. The size and stability of the 

melt pool are determined by factors such as the  power and speed of the laser 

beam, as well as the thermal characteristics of the material. The edges of the melt 

pool, adjacent to the unmelted powder, constitute the heat-affected zone. 

Research indicates that, given a consistent thickness of the powder layer, the 

depth of the melt pool increases with laser power. Conversely, the width of the 

melt pool is strongly influenced by the diameter of the laser beam, the scanning 

speed, and the laser power, as referenced in studies [48] and [49]. The 

continuous formation of a melt pool results in the creation of a single track, with 

the development of this track progressing in accordance with the scanning 

direction of the laser beam. 

The principal characteristics of single tracks include their width, penetration 

depth, and height. When the laser power and interaction time are increased, the 
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track width significantly exceeds the size of the laser spot. The depth of the track 

is affected by the laser power density, with higher power densities resulting in 

deeper melt tracks. Typically, a melt track possesses a semi-spherical shape in its 

cross-section, and the aspect ratio of depth to width of the melt pool generally 

does not exceed 1:2 [1]. For example, Figure 2.11 illustrates a typical cross-

section of a melt track formed during the L-PBF of SS grade 904L powder on a 

steel substrate [50]. 

 
Figure 2.11: A typical cross section of a melt track formed during L-PBF [50]. 

At a mesoscopic level, the interaction between the laser and powder material 

can yield more complex outcomes. Bidare et al. observed an intensive jet-like 

flow in the gas phase under different conditions, using Schlieren imaging to 

capture these dynamics. Figure 2.12 displays images of the laser beam interacting 

with the powder. Throughout this process, the laser energy can overheat the 

material to the point of boiling, leading to intensive evaporation. This 

phenomenon significantly affects the stability and morphology of the melt pool, 

influencing the microstructural properties of the fabricated part. Additionally, 

this intense evaporation can lead to spattering, where molten particles are 

ejected from the melt pool, potentially causing defects in the build and affecting 

the overall quality and density of the final product [51]. 
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Figure 2.12:The figure shows a sequence of composite schlieren images captured at the 
specified times following the initial exposure of the powder to the laser during a single-

track scan [51]. 

To determine the optimal melt track parameters, an optimisation process is 

carried out tailored to the specific machine-material configuration. The ideal 

energy density, or process window, for achieving the optimal melt track is 

identified from the study. Bertoli et al. investigated the deposition of 316L 

stainless steel with varying parameters and found that increasing laser power or 

scan speed led to a degradation in track shape, ultimately progressing to the 

balling regime. These tracks were deposited at the same energy density (242 

J/mm³), but achieved different results with increased laser power and speed, 

demonstrating a transition from the continuous to the irregular and balling 

regimes, as illustrated in Figure 2.13. It is crucial to acknowledge that while 

energy density is a significant thermodynamic measure, it fails to fully represent 

the intricate physics involved, such as Marangoni flow, hydrodynamic 

instabilities, and recoil pressure. These dynamics are responsible for driving heat 

and mass transport throughout various sections of the melt pool and ultimately 

dictate the final track morphology [52].  

 
Figure 2.13: Figure displaying five tracks deposited at the same energy density, with 

increasing laser power and scan speed from top to bottom [52]. 
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To better understand these complex interactions on a mesoscopic scale, 

process modelling is employed, focusing on capturing the thermophysical 

interactions between the laser and the powder materials. The subsequent section 

explores a range of modelling techniques used within AM, specifically addressing 

the interaction between laser energy and powder materials in processes such as 

L-PBF. These models are essential for comprehensively understanding the 

thermophysical and mechanical dynamics occurring during AM fabrication. 

2.6 Modelling Approaches in L-PBF 

Mesoscopic numerical simulations are part of the process required to 

understand the multi-physical interaction between the laser and powder 

particles. Insight into solidification and cooling rates, as well as the thermal 

history of the melt tracks, is gathered from these models. An example of a typical 

framework is illustrated in Figure 2.14. According to this framework, the L-PBF 

process cycle and modelling tools are seamlessly incorporated into the design 

phase. On a larger scale, build and residual stress simulations are executed at the 

part level. Coupled with in-situ and process monitoring data, this framework aids 

in refining and further optimising the process. Alongside design and process 

optimisation, numerical simulations have been pivotal in addressing L-PBF 

defects. This was evidenced at the Lawrence Livermore National Laboratory, 

where simulations predicted residual stresses in L-PBF-constructed parts. These 

findings, consistent with experiments, were instrumental in refining processing 

parameters for 316L parts [53]. 

 
Figure 2.14: An AM process optimisation model adapted from Ref [53]. 
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Raghavan et al. used a thoroughly tested analytical model of laser welding to 

calculate melt pool shapes and thermal cycles during the DED processing of 

Ti6Al4V alloy, and validated these calculations against thermographic data. The 

study highlights that thermography-based monitoring systems, which only 

capture the top surface geometry of the melt pool, do not provide sufficient data 

to accurately predict melt depth. For example, while the top surface dimensions 

of the molten pool might appear similar under different laser processing settings, 

significant variations can exist in the depth and volume of the molten pool. 

Furthermore, the analytical models used in this study failed to account for critical 

phenomena such as Marangoni flow and convection, which significantly 

impacted the melt pool depth parameters. Bridging this gap can be achieved by 

integrating thermography with numerical simulation data, thereby offering a 

more comprehensive solution that provides precise estimations of molten pool 

shapes, thermal cycles, and solidification parameters, and enhances the overall 

predictive capability beyond what analytical modelling alone can achieve [54].  

V. Manvatkar et al. employed a three-dimensional heat transfer and material 

flow model to simulate the fabrication of stainless steel structures using the DED 

process and found that the build geometry, peak temperature and temperature 

profiles are in fair agreement with the experimental data [55]. In L-PBF, 

numerous simulation studies have reached a level of alignment that is deemed 

acceptable when compared to experimental data. An example of this is 

demonstrated by Mohamad Bayat et al., who used a commercial Computational 

Fluid Dynamics (CFD) software, Flow-3D, for simulating the L-PBF process with 

Ti6Al4V material. Their simulation accurately predicted the influence of input 

power on factors such as thermal absorptivity, heat transfer, and the morphology 

of the molten pool, including the formation of porosity. Additionally, X-ray and 

CT scans were employed to visualise the pores generated during the L-PBF 

process, and these findings exhibited excellent agreements with the simulation 

results [56]. 

Simulating laser based process presents significant challenges due to the 

complexity of phenomena such as multi-reflection of laser beams from powder 

material and high computing resources that are required for these simulations. 

Flint et al developed advanced simulation tools employing a sophisticated ray-

tracing algorithm to accurately trace these reflections and capture phenomena 
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like Marangoni flow and phase changes. This simulation also accounts for the 

dynamic changes in substrate topology under high-energy photonic sources, 

driven by hydrodynamic forces and state transitions from fusion to vaporisation. 

The integrated thermal-fluid-dynamics framework within this tool enhances 

predictive accuracy for L-PBF. The solver, named LaserBeamFoam, uses this 

framework alongside a Fresnel equation implementation to precisely calculate 

the absorptivity of laser rays based on their incidence angle, facilitating deeper 

insights into the thermal and physical behaviours during these processes. Figure 

2.15 illustrates the simulation of the 316L stainless steel powder particles using 

LaserBeamFoam, as the powders undergo state transitions and topological 

changes while a laser heat source moves across the domain. The magenta line in 

the sub-figures marks the boundary between solid and fluid regions, while the 

white lines indicate the separation between metallic and shielding gas phases. 

The multireflection of the laser beam is captured during the porcess and the 

progress of the melting process with respect to the time is shown in Figure 2.15 

(a), (b) and (c) [57]. 

 
Figure 2.15: This figure illustrates the transformation of 316L stainless steel powder 

particles as they undergo state transitions and topological changes while a laser heat 
source moves across the domain. The magenta line in the sub-figures marks the boundary 

between solid and fluid regions, while the white lines indicate the separation between 
metallic and shielding gas phases [57]. 

Previously, there has been a limited endeavour to model the DAM process, 

and the appropriate methodology for such modelling remains to be identified. On 
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one hand, analytical modelling techniques present more straightforward 

solutions, serving as a more accessible approach for initial insight and 

understanding. These techniques often employ simplified assumptions and yield 

general solutions, making them useful for preliminary assessments or when 

dealing with problems where high precision is not the topmost priority. On the 

other hand, numerical techniques, although often more complex and 

computationally intensive, can provide a higher degree of accuracy and detail. 

Numerical methods, such as Finite Element Methods (FEM) and Computational 

Fluid Dynamics (CFD) are capable of handling complex geometries, boundary 

conditions, and non-linearities in material properties. They offer in-depth 

insights, making them invaluable when precision and detailed insight into 

process behaviour are important [58]. 

In the context of the DAM process, it is crucial to determine which of these 

methodologies, or potentially a combination of both, would be most appropriate. 

Given the novelty of DAM, a staged approach might be advantageous, starting 

with analytical models for a general understanding and then investigating deeper 

with numerical techniques for a more detailed understanding of the intricacies 

within the process. This will be undertaken in Chapter 4: Modelling Methodology. 

Numerical technique based on FEM and Volume of Fluid (VoF) technique based 

on CFD are briefly discussed in the following sections. 

2.6.1 Finite Element Method (FEM) 

Numerical simulation techniques such as FEM can provide steady state or 

transient temperature distributions and melt pool dimensions. FEM is relatively 

easy to implement and computationally less demanding, and many existing 

software packages perform the simulation for L-PBF. Chiumenti et al. developed 

an FEA model to capture the thermal behaviour of multiple layers during L-PBF 

of Ti6Al4V and compared it with experimental results [59]. Song et al. 

demonstrated the use of ANSYS™, a commercial software capable of solving FEM 

problems and developed a models to predict the temperature distribution during 

L-PBF [60]. The main limitation of the FEM approach is that it does not consider 

the effects of the convective flow of liquid metal within the melt pool. In the FEM 

approach, the large workpiece model is broken into a mesh of smaller pieces. The 

material properties and process parameters are applied to each mesh, and the 
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governing equation is solved until the associated error function becomes 

eliminated or minimised [58]. This technique is throughly explained in Chapter 4 

Section 4.3. 

2.6.2 Volume of Fluid (VoF) Method 

In a numerical simulation, free surfaces or boundaries cause difficulties 

when the solution region changes during the simulation. The changes in the 

solution region include changes in the size and shape of the boundary and, in 

some cases, losses or gains of free surfaces. For example, a L-PBF process is 

highly dynamic and involves phase changes and the loss of materials through 

evaporation. The VoF method can solve highly transient fluid flow problems 

involving free surfaces [61]. It is commonly used to mathematically model fluid 

dynamics, environmental engineering, hydrology, metal casting and laser-based 

manufacturing processes [62], [63]. This method can be applied in melt pool 

simulation to understand the heat transfer, fluid flow and phase transformation 

during the melting and solidification processes. M. Khorasani et al. applied this 

methodology to the L-PBF processing of Inconel 718 and accurately estimated 

the melt pool depth and bonding behaviour of the powder materials [64].  

The complex physical phenomena involved in a L-PBF process occur at a 

mesoscopic scale, and the melting and remelting are complete within 

microseconds. Consequently, any real-time observation during experiments to 

obtain a comprehensive understanding becomes a challenge. Mesoscopic 

modelling could be used to simulate and comprehend the melting and remelting 

processes that happen within microseconds. By modelling these processes at the 

mesoscopic scale, one can gain detailed insight into how different physical 

variables, such as temperature or pressure, evolve over time. Figure 2.16 

illustrates several of the mathematical models needed for the development of a 

robust simulation tool adept at handling mesoscopic complexity. The 

mathematical models illustrated encompass a range of factors, not confined to 

but inclusive of heat transfer, the fluctuating behaviour of density and viscosity 

with respect to temperature, phase changes, the response to gravitational forces, 

surface tension dynamics, Marangoni flow, the process of solidification as well as 

the precise representation of the Gaussian heat source. The outputs derived from 
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such a simulation can confer a thorough understanding of the process, thereby 

bolstering the real-time observations accrued during experimental procedures. 

 
Figure 2.16: A representation of various mathematical models, including the Gaussian 
beam, as employed in a typical mesoscopic simulation using the Volume of Fluid (VoF) 

method. 

In the context of L-PBF, it is well-recognised that the layer thickness and 

powder packing density exert an influence on the final quality of the 

manufactured parts [65][66]. Consequently, the accurate representation of 

powder particle distribution, layer thickness, and packing density emerges as an 

important component in any simulation aiming to replicate the L-PBF process 

[67]. VoF method has the capability to interpret phenomena such as powder 

spreading and compaction in relation to a range of variables, including but not 

limited to powder size distribution, material properties and the effects of 

cohesion. Furthermore, geometric influences, such as the motion and interaction 

of the roller or blade, can also be comprehended using these simulations [68]. 

A diverse range of methodologies exists for modelling AM processes, with 

some being more prevalent than others. Table 2.6 presents a comparison of the 

commonly utilised methodologies for modelling the laser baesd AM processes. 
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Methodology Description References 

 

 

 

 

Analytical Method 

• Analytically solves basic heat conduction 
equation. 

• Rosenthal Equation is one example. 

• Outputs are temperature fields, melt pool 
dimension and cooling rates. 

• Easy to use and less expensive. 

• Uses constant thermophysical 
properties, ignores dominant heat 
transfer mechanisms and produces large 
errors.  

[41], [69], 
[70], [71], 
[72], [73], 
[74] 

 

 

 

 

Finite Element Method 
(FEM) 

• FEM solves the steady or transient state 
energy conservation equation. 

• Predominantly solves the conduction 
problem and the convection within the 
molten fluid is ignored. 

• Outputs are 3D temperature fields, melt 
pool dimensions and cooling rates. 

• Requires computational resources and 
many existing software packages can be 
sued. 

• Overestimates the temperature and 
cooling rates due to the omission of 
convective flow in the model. 

[59], [75], 
[76], [77], 
[78], [79] 

 

 

 

 

Volume of Fluid (VoF) 

• Tracks the free surface of the molten 
pool. 

• Mass conservation is maintained hence 
phase change can be calculated. The 
convective flow problem can be resolved. 

• Outputs are 3D temperature fields, 
velocity vectors of the molten pool and 
cooling rate. 

• Computationally intensive and may 
require high performance computing 
equipment. 

[56], [64], 
[68], [80] 

 

 

Finite Difference 
Method (FDM) 

• Solves 3D transient conservation 
equations of mass, momentum and 
energy. 

• Outputs 3D temperature fields, melt pool 
dimensions velocity distribution and 
solidification parameters. 

• Considers the effect of molten pool flow 
inside the melt pool. 

[75], [81], 
[82] 

 

Level Set Method 
(LSM) 

• Track the free surface of the molten pool.  

• Outputs are 3D temperature fields and 
velocity distribution. 

• Computationally intensive. 

[83], [84] 

Table 2.6: Comparison of modelling methodologies employed in AM. 



43                                                                               Chapter 2: Literature Review 

 

 

2.7 Surface Roughness 

During the course of L-PBF, there is potential for molten metal to coalesce 

into bead-like structures. This phenomenon arises from inadequate wetting of 

the underlying materials, and is consequence of surface tension effects. This 

phenomenon is referred to as "balling" and can be attributed to insufficient 

energy input. Balling manifests as the creation of a roughened surface, impeding 

the seamless deposition of subsequent powder layers. Consequently, this gives 

rise to increased porosity and heightened surface roughness in the manufactured 

component [85]. In order to understand the process and so mitigate the 

phenomenon of balling, it is necessary to undertake process optimisation. Figure 

2.17 outlines an example of a process parameter window, wherein the requisite 

laser power and scanning velocity required to achieve a uniformly smooth 

surface have been established through empirical investigations. 

 
Figure 2.17: Process window for L-PBF [85]. 

2.8 Residual Stress 

Residual stresses refer to the internal stresses that remain within a material 

even when there are no external forces applied. These stresses can arise from 

several sources during manufacture or processing of a material. For instance, 

when a force is applied and then removed, some stresses may not dissipate and 

will stay trapped within the material. Temperature differences within a material 

can also induce stresses, especially if one area cools or heats more quickly than 

another, leading to mismatches in contraction or expansion. Non-uniform plastic 

deformation can cause variations in stress levels across a material, with some 
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regions experiencing more deformation than others, resulting in stress 

imbalances. Furthermore, as materials cool, they contract, and if this contraction 

is uneven due to varied cooling rates, residual stresses can emerge. Lastly, phase 

transformations during manufacturing can introduce stresses, as materials 

transitioning from one phase to another might occupy different volumes or 

possess varied properties [20]. 

In essence, these stresses remain "locked" within the material even after the 

original cause (like the applied force or temperature gradient) has been 

eliminated. Over time, residual stresses can impact the performance, longevity, 

and structural integrity of the material, hence making their understanding is 

crucial in various engineering and design applications [86]. 

2.8.1 Characteristics and Origins of Residual Stresses 

Residual stresses within materials can be categorised based on their scale of 

manifestation. As shown in Figure 2.18, macro residual stresses, or Type-I (σI), 

are characterised by variations across dimensions significantly larger than 

individual grain sizes, primarily resulting from overarching component 

properties or external loading conditions. Conversely, micro residual stresses 

pertain to the intrinsic microstructure of the material, with Type-II (σII) stresses 

emerging due to microstructural disparities spanning roughly the size of 

individual grains. The Type-III (σIII) stresses being localised within grains, 

predominantly attributable to crystalline irregularities such as dislocations. 

These distinctions, rooted in scale and origin, are pivotal for comprehensively 

interpreting material behaviour under diverse external conditions [23].  

 
Figure 2.18: Illustrating residual stress categorised according to the length scale [1] 



45                                                                               Chapter 2: Literature Review 

 

 

In material science, mechanically induced residual stresses emerge primarily 

from non-uniform plastic deformation inherent to the manufacturing 

procedures. Such stresses might naturally evolve as a by-product of specific 

processes or treatments. Alternatively, they can be intentionally engineered to 

achieve a desired stress profile within a component. Practices such as rod or wire 

drawing, welding, and precise machining methods, including turning and milling, 

frequently give rise to undesired surface tensile stresses. Conversely, methods 

like shot peening, autofrettage of pressure vessels, glass toughening, or cold 

expansion of apertures serve as techniques to introduce advantageous 

compressive residual stresses. Thermally induced macroscopic residual stresses 

arise due to disparities in heating or cooling regimes. On a more intricate 

microscopic scale, thermal residual stresses manifest from discrepancies in the 

coefficient of thermal expansion among distinct phases or constituents within a 

material. Additionally, chemically induced residual stresses materialise as a 

consequence of volumetric alterations linked with chemical reactions, 

precipitation, or phase metamorphoses. Notably, during chemical surface 

treatments and coatings, pronounced residual stress gradients may evolve 

within the superficial layers of components [23], [86]. Moreover, a tensile surface 

residual stress is generally unwelcome as it can precipitate issues such as fatigue 

failure, quench cracking, and stress-corrosion cracking. Nonetheless, in practical 

terms, no component is entirely devoid of residual stress, which inherently arises 

during the manufacturing process. 

2.8.2 Characterising Residual Stresses in L-PBF 

Undesirable thermal stresses in L-PBF mainly arise from considerable 

temperature variations taking place over a short period. In the course of the L-

PBF process, the laser beam heats and liquefies the material, consequently 

generating a temperature gradient in the solid material under irradiation. This 

results in the formation of the residual stresses as the material cools. If such 

stresses exceed acceptable levels, the fabricated components are at risk of 

cracking. The formation of residual stresses within components during L-PBF can 

be explained by two specific models: the Temperature Gradient Mechanism 

Model (TGM) and the Cool-Down Phase Model. According to the TGM model, the 

laser beam elevates the temperature of the solid material targeted during the L-
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PBF process, causing it to expand, as depicted in Figure 2.19 (a). This thermal 

expansion (𝜀𝑡ℎ) is partially restrained by the surrounding cooler material, 

resulting in a compressive stress-strain scenario in the irradiated area. If the 

compressive stress surpasses the compressive yield stress (𝜎𝑦𝑖𝑒𝑙𝑑) of the 

material, the compressive strain will exhibit both elastic (𝜀𝑒𝑙) and plastic (𝜀𝑝𝑙) 

characteristics, as illustrated in Figure 2.19 (b) [87][88]. 

In the Cool-Down Phase Model, the irradiated zone cools and subsequently 

contracts. This contraction is partially impeded by the plastic deformation that 

occurred during the heating stage, giving rise to a condition of residual stress in 

the irradiated area. As the process progresses, the layer most recently laid down 

contracts as it cools, its shrinkage being constrained by the preceding layer that 

was earlier deposited. This induces tensile stress (𝜎𝑡𝑒𝑛𝑠),  in the latest-deposited 

layer, whilst imparting additional compressive stress into the prior-deposited 

layer or the material below the solidified melt pool as shown in Figure 2.19 (c). 

During this stage, the plastic deformation (𝜀𝑝𝑙) partly restricts the contraction of 

the material within the irradiated zone, leading to the accumulation of residual 

tensile stress (𝜎𝑡𝑒𝑛𝑠), as illustrated in Figure 2.19 (d) [87]. 

 
Figure 2.19: Illustrating the mechanisms of residual stress formation in PBF [87]. 
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2.8.3 L-PBF Process Parameters and their Effects 

Within the L-PBF process, several process parameters impact the formation 

of residual stress within the components produced. The subsequent sections 

explore some of these parameters and their effect on residual stress. 

2.8.3.1 Layer Morphology 

According to Ref [89], the experimental data revealed that the highest tensile 

residual stress value was observed in the uppermost layer of the model, 

irrespective of the scanning speed. 

2.8.3.2 Hatch Spacing and Scanning Strategies 

In L-PBF, the cooling and solidification processes initiate when the laser 

beam moves away from the irradiated zone. The contraction rates of material 

areas are not uniform during this phase, potentially leading to non-uniform 

deformation along the tracks and inter-layers. Hence, the residual stresses and 

subsequent deformations are contingent upon the scanning direction. Ref [22] 

reported that the magnitudes of residual stress observed along the laser scanning 

direction were approximately double those observed in the direction 

perpendicular to the laser traversing laser. Furthermore, re-scanning with the 

laser leads to a reduction in tensile stress by approximately 55% [89]. 

2.8.3.3 Energy Density and Cooling Rate 

Ref [21] explained that through the modulation of energy density, achieved 

by varying the laser power and exposure duration, one can reduce the cooling 

rate. This adjustment subsequently results in a reduction of residual stress, from 

78 MPa to 55 MPa. It is suggested that reduced cooling rates inherently 

contribute to reduced residual stresses. 

2.8.3.4 Pre-Heated Powder Bed 

The averate principal residual stress in the longitudinal direction for Ti6Al4V 

produced via L-PBF was documented as 214 MPa in Ref [90]. Introduction of a 

powder bed pre-heating temperature of 370 °C led to a notable reduction in this 

stress, bringing it down to 61 MPa. When the pre-heat temperature was 

increased to 470 °C, the residual stress further diminished to 25 MPa, and an even 
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more pronounced reduction was observed at 570 °C, where the stress was 

measured at a mere 1 MPa. 

2.8.3.5 Post-Processes 

As per Ref [89], heat treatment at temperatures of 600°C and 700°C for a 

duration of one hour effectively mitigated the residual stress by approximately 

70% in the standard chrome molybdenum steel produced via L-PBF. 

Conventional heat treatment techniques possess the ability to mitigate the 

enduring stresses present in components fabricated through L-PBF. Nonetheless, 

when L-PBF-generated parts exhibit a non-equilibrium martensitic 

microstructure, as seen in materials like Ti6Al4V, the effectiveness of standard 

thermal treatment approaches becomes insufficient in achieving the desired 

results. 

2.8.4 Residual Stress Measurements 

There are two primary categories of residual stress measurements: 

destructive and non-destructive. In the destructive method, the strain within the 

material is measured to assess the internal stress distribution based on the 

principles of the generalised Hooke's Law. Commonly employed destructive 

measurements include the hole drilling method, contour method, curvature, and 

peeling method. On the other hand, non-destructive techniques employ X-ray, 

neutron diffraction, ultrasomic waves, and magnetic methods to measure the 

lattice strain and consequently calculate the residual stress within the material 

[20]. 

The hole drilling method stands as one of the common techniques used in L-

PBF samples wherein strain gauges are utilised to quantify the strain 

consequential to stress relaxation following material extraction from a specimen. 

Within this technique, a small hole is drilled at the centre of a strain gauge rosette 

affixed to the surface of the component. The hole drilling eases the encapsulated 

stresses, precipitating a change in the strain state. This modification can be 

determined using the strain gauge. However, when dealing with a small 

specimen, this method poses challenges owing to the practicalities associated 

with affixing the strain gauges on to the specimen [23]. 
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X-ray diffraction (XRD) emerges as a more cost-effective, faster, accessible, 

and commonly employed non-destructive technique for measuring residual 

stress [20]. Owing to the limited penetration capability of X-rays in metals, XRD 

is conventionally utilised for the assessment of surface and near-surface stress 

levels in standard laboratory apparatus. Such an approach aligns well with the 

present requisites for DAM. The principal aim is to inspect the residual stress 

levels instigated by the interaction of multiple diode lasers with the powder 

material. Notably, the specimens fabricated using the DAM prototype machine 

are of a relatively smaller size, rendering the hole drilling method largely 

impracticable. 

2.8.4.1 X-Ray Diffraction Method 

Residual stress can lead to minor alterations in the spacing of a material’s 

crystal lattice. These changes can be detected through the use of X-ray diffraction 

(XRD) technique. When X-rays are directed at a material, the X-rays are 

diffracted, or scattered, by the atoms in the material. The manner in which the X-

rays are diffracted depends on the arrangement of the atoms, and thus, the 

diffraction pattern can provide information about the crystal structure. The 

induced residual stresses can cause small amount of distortions in the crystal 

lattice of the material especially changes in the specing between the atoms, which 

can be detected using XRD methods. The diffraction occurs at an angle, 2Ɵ 

defined by Bragg’s law as shown in equation 8 [20]. Any changes in the lattice 

spacing, d, result in a corresponding shift in the diffraction angle 2Ɵ. 

𝑛𝜆 = 2𝑑 𝑠𝑖𝑛𝜃       (8) 

Where n is an integer denoting the order of diffraction, λ is the x-ray 

wavelength, d is the lattice spacing of crystal planes, and Ɵ is the diffraction angle. 

The existence of tensile stress within the sample leads to a contraction 

governed by Poisson's ratio, thereby diminishing the lattice spacing and 

incrementally elevating the diffraction angle, 2Ɵ. Upon rotating the sample 

through a specified angle ψ, the surface tensile stress induces an expansion in 

lattice spacing relative to the stress-free condition, subsequently reducing 2Ɵ. By 

quantifying the shift in the angular position of the diffraction peak for a minimum 

of two orientations, as determined by angle ψ, one can compute the stress extant 
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within the sample surface. This surface resides in the diffraction plane, which 

encompasses both the incident and diffracted X-ray beams. The residual stress 

ascertained through X-ray diffraction represents the arithmetic mean stress 

within the region defined by the dimensions of the X-ray beam. One of the method 

employed for this process in called Sin2ψ Technique. 

2.8.4.2 The Sin2ψ Technique 

The sin2ψ method is a commonly used XRD technique for residual stress 

evaluation. In this method, the sample is oriented at various tilt angles (φ, ψ), 

relative to the incident X-ray beam, and the resulting diffraction angles are 

measured. The lattice spacing d is calculated for each (φ, ψ),  angle, and the strain 

εn in the material is then determined. This strain data is often plotted against 

sin2ψ, and a linear fit to the data points is used to determine the residual stress 

in the material. The stress, σø is calculated using the slope of the best fit line and 

the eastic constant (Young’s modulus and Poisson’s ratio) of the material. This 

method allows for the accurate determination of uniaxial or biaxial residual 

stresses within thin films or surfaces [91], [92].   

The unit diffraction vector n is characterised by two angular parameters, φ 

and ψ, as illustrated in Figure 2.20. Here, φ represents the rotational angle of the 

diffraction vector about the S3 axis, while ψ defines the tilt angle of the diffraction 

vector relative to the S3 axis. The strain as gauged through X-ray measurements 

can be articulated utilising the elements of the strain tensor, in accordance with 

Equation 9 [93].  

 
Figure 2.20: Definition of parameters used in X-ray measurements [93]. 
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𝜀𝜑𝜓  =  𝜀11 𝑐𝑜𝑠2 𝜑 𝑠𝑖𝑛2 𝜓 +  𝜀22 𝑠𝑖𝑛2 𝜑 𝑠𝑖𝑛2 𝜓 + 𝜀33𝑐𝑜𝑠2 𝜓 +

𝜀12 sin(2𝜑) 𝑠𝑖𝑛2𝜓 + 𝜀13 cosφ𝑠𝑖𝑛 (2𝜓) + 𝜀23𝑠𝑖𝑛𝜑sin (2𝜓)   (9) 

The diffraction vector n can be described using φ and ψ as 

𝑛 =  (

𝑛1

𝑛2

𝑛3

)  =  (
𝑠𝑖𝑛𝜓 𝑐𝑜𝑠𝜑
𝑠𝑖𝑛𝜓 𝑠𝑖𝑛𝜑

𝑐𝑜𝑠𝜓

)       (10) 

Substituting equation 10 in equation 9 becomes 

𝜀𝒏  =  𝑛1
2𝜀11  + 𝑛2

2𝜀22 + 𝑛3
2𝜀33 + 2𝑛1𝑛2𝜀12  + 2𝑛1𝑛3𝜀13 + 2𝑛2𝑛3𝜀23  (11) 

Equation 11 is the fundamental equation in the diffraction vector 

representation. Should the diffraction vector be characterised by two angular 

coordinates (φ, ψ), a pole figure may be generated, as depicted in Figure 2.21 (a). 

The diffraction vector of an X-ray irradiation of the sin2ψ method corresponding 

to φ = 0 and ψ = 45° is shown in Figure 2.21 (b). It is important to observe that 

multiple radiations and detections are needed for the identification of the peak 

position within the diffraction ring when utilising a two-angular-coordinate 

approach. Conversely, XRD instruments equipped with an area detector demand 

one X-ray radiation and detection for the determination of the peak position 

pertinent to resolving sin2ψ for the sinular angle ψ. 

 
Figure 2.21: An example illustrating a pole figure (a) and the diffraction vector of an X-

ray irradiation of the 𝑠𝑖𝑛2𝜓 method corresponding to (φ = 0 and ψ = 45°) [93]. 

The sin2ψ method with single angular coordinate is applied in all work 

undertaken in this research. In this approach, the sample remains fixed in one 

oridentation, and only the tilt angle (ψ) is varied to obtain different 

measurements of lattice spacing. The limitation here is that this apporach only 

captures the residual stress component along a specific direction. Therefore, to 

fully characterise the state of biaxial stress, the sample would have to be re-

oriented manually and the experiment repreated along different axes. 



52                                                                               Chapter 2: Literature Review 

 

 

In XRD, the positions and intensities of the diffracted X-ray peaks provide a 

'fingerprint' of the material. The positions of the peaks are related to the 

distances between the atomic planes in the crystal lattice (as per Bragg's law), 

and the intensities of the peaks give information about the type and arrangement 

of atoms in the crystal lattice. When residual stresses alter the crystal lattice 

spacing, this changes the angle at which X-rays are diffracted by the material, 

leading to a shift in the positions of the diffraction peaks. The stress-induced 

changes in lattice spacing are generally very small, but XRD can detect these 

changes with a high degree of sensitivity. Therefore, XRD is a very powerful 

technique for measuring residual stresses in crystalline materials. It is also worth 

noting that the type of stress (tensile or compressive) can cause different shifts 

in the diffraction peaks. Tensile stresses increase the lattice spacing and cause a 

shift to lower angles, while compressive stresses decrease the lattice spacing and 

cause a shift to higher angles. By analysing the shift in the XRD peaks, it is possible 

to determine not only the magnitude of the residual stress, but also its nature. 

The lattice spacing, d0ψ is a linear function of sin2ψ. Consequently, stress can 

be ascertained by measuring lattice spacings at various ψ angles. A linear 

relationship between lattice spacing and sin2ψ is established through the 

application of least squares regression. The stress, σø is then calculated from the 

slope of the best-fitting line, utilising equation 12 for this purpose. 

𝜎∅  =  (
𝐸

1 +𝑣
)

(ℎ𝑘𝑙)

1

𝑑∅0
 (

𝜕𝑑∅𝜓

𝜕𝑠𝑖𝑛2𝜓
)       (12) 

2.9 X-Ray Diffraction of Ti6Al4V 

In the titanium alloy Ti-6Al-4V, two principal crystalline phases are present: 

the alpha (α) and beta (β) phases. The former, α-Ti, is characterised by a 

hexagonal close-packed (HCP) lattice structure, whereas the latter, β-Ti, 

manifests as a body-centred cubic (BCC) lattice. Typically, Ti-6Al-4V specimens 

consist of a microstructure in which approximately 90% are α laths, enveloped 

by grains of the β phase. Upon examination through X-ray diffraction, each phase 

reveals its own set of unique diffraction peaks. 

Ref [94] has reported that in both EB-PBF and conventionally fabricated 

samples of Ti6Al4V, the Bragg peaks identified in XRD scans corresponded to hcp 

α-Ti and bcc β-Ti structures. Interestingly, L-PBF processed Ti6Al4V samples 
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deviated from this norm, showing an absence of peaks attributable to β-Ti in their 

XRD patterns. Figure 2.22  serves to illustrate these distinctions by presenting the 

diffraction peaks of Ti-6Al-4V alloy processed through various techniques: L-PBF 

(a), EB-PBF (b), and conventional heat treatment and annealing (c). This contrast 

in peak profiles, particularly between L-PBF-processed samples and their 

counterparts, signifies the potential influence of fabrication techniques on phase 

composition. 

 
Figure 2.22: X-Ray diffraction pattern for Ti6Al4V alloy obtained in the L-PBF (a), EB-

PBF(b) and heat-treated and annealed sheet (c) [94]. 

 

The positional coordinates, amplitude, and breadth of the peaks discerned 

from XRD data offer invaluable insights into the material under analysis. 

Specifically, the locational attributes of each peak serve as an indicator of lattice 

parameters and, by extrapolation, furnish information regarding existing strains 

within the material. The amplitude or intensity of said peaks could potentially 

explain aspects such as the relative proportion of distinct phases, granular 

dimensions, and the tendency for specific grain orientations, commonly referred 

to as texture. Furthermore, the breadth (FWHM) of these peaks might be 

employed as a metric for ascertaining defect densities as well as the dimensions 

of domains that scatter coherently. 

2.10 Thermography 

Common issues within the L-PBF process include gas entrapment, 

incomplete powder melting, fusion inconsistencies, and spattering, which all 
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culminate in porosity of the final construct. Traditional approaches for 

identifying these defects are often costly and time consuming. For post-

production quality checks of AM components, Non-Destructive Testing (NDT) 

methods, such as X-ray Computer Tomography (CT) and ultrasonic scanning, are 

routinely utilised. In-situ process monitoring presents the benefit of sequential 

data acquisition for every layer, deploying a diverse range of sophisticated 

sensors. These sensors, used both in-situ and in-line, range from pyrometers to 

high-definition cameras and acoustic emission detectors. Monitoring melt pool 

dynamics in the L-PBF process amplifies the complexities of in-situ observation. 

However, with the advent of advanced thermographic methods, it has become 

feasible to undertake such monitoring, particularly with the aid of devices such 

as infrared thermal cameras. These methods not only offer real-time 

perspectives on melt pool activity but also facilitate immediate modifications, 

ensuring the best conditions for the process and enhancing the quality of the 

resulting component [95]. 

Khanzadeh et al. presented an in-situ method to predict porosity in Ti6Al4V 

components during DED. They linked porosity to the size and thermal 

distribution of the laser-induced melt pool. Thermal images of the melt pool were 

converted into bi-harmonic data clusters, which were compared to highlight 

anomalies and validated against NDT results. This approach reduced data 

processing by transforming imagery into bi-harmonic 3D data. While melt pool 

data is insightful, it does not fully capture the complex thermal dynamics. 

However, the research did associate the thermal history of layers with their 

microstructure [96]. 

In this research, a high-precision imaging setup is employed, consisting of a 

16-bit Hamamatsu C13440 camera, paired with a Tamron 180 mm prime lens. 

This combination is specifically chosen for its capability to capture detailed 

thermal images with high resolution and clarity. The 16-bit Hamamatsu C13440 

camera is known for its excellent dynamic range and sensitivity, which are crucial 

for accurately detecting and recording the subtle temperature variations and 

thermal phenomena occurring during the DAM process. 
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2.11 Ti6Al4V 

In the titanium alloy Ti6Al4V, aluminium constitutes 6% by weight whilst 

vanadium comprises 4% by weight. The primary attributes of titanium alloys, 

notably their high specific strength and superior corrosion resistance, have 

contributed to their widespread recognition and adoption within the aerospace, 

chemical, medical, and leisure industries. In comparison to titanium alloys, only 

carbon fibre reinforced plastics exhibit a superior specific strength, although this 

advantage is retained only below 300°C. Titanium alloys maintain their utility at 

temperatures reaching just above 500°C; beyond this threshold, their application 

becomes constrained due to their oxidation behaviour. Moreover, titanium is 

distinguished as the ninth most abundant element and the fourth most prevalent 

structural metal in the Earth's crust, surpassed only by aluminium, iron, and 

magnesium [97]. 

Titanium exhibits polymorphism, crystallising in distinct crystal structures 

that are stable within specific temperature ranges. At lower temperatures, 

Ti6Al4V assumes a hexagonal close-packed (HCP) structure, referred to as α-

titanium. Conversely, at elevated temperatures, it adopts a body-centred cubic 

structure (BCC), termed β-titanium, as illustrated in Figure 2.23. This allotropic 

transformation occurs at the β-transus temperature of approximately 882°C. The 

presence of these two distinct crystal structures, along with the associated 

allotropic transformation temperature, is of paramount significance. This is 

because they underpin the extensive range of properties that can be realised in 

titanium alloys [97]. 

 
Figure 2.23: Titanium α (left) and β (right) crystal structure [97]. 
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When Ti6Al4V is cooled from the β phase field, the {110} planes of the BCC β 

phase, being the most densely packed, transform to the basal planes {0001} of 

the hexagonal α phase. This results in the formation of a characteristic lamellar 

microstructure, often referred to as a basket-weave structure, as depicted in 

Figure 2.24.  The mechanical properties of the two phases differ significantly: the 

β phase exhibits greater ductility but possesses lower strength compared to the 

α phase. Below the β-transus temperature, diffusion processes that are 

dependent on time and temperature become markedly slower. As a result, the 

cooling rate from β-transus temperature plays a crucial role in determining the 

resultant microstructure of this alloy. 

 
Figure 2.24: Illustration of a typical Ti6Al4V α + β Basket-weave microstructure [97]. 

When Ti6Al4V is cooled slowly from temperatures exceeding the β-transus, 

the β phase predominantly transforms into globular α. Conversely, with rapid 

cooling from temperatures surpassing the martensite start temperature, the BCC 

β undergoes a complete transformation to α via a diffusionless transformation 

process resulting in a metastable, fine plate-like or acicular hcp α′ martensitic 

microstructure [98]. The suggested cooling rate for the martensitic 

transformation is approximately 410°C/s, transitioning from the β-transus to the 

martensitic transformation temperature [99]. Furthermore, during quenching 

from temperatures below approximately 900°C, a second type of martensite α′′, 

characterised by an orthorhombic structure, is observed [100]. 

2.11.1   AM of Ti6Al4V 

In the laser-based fabrication of Ti6Al4V, the rapid cooling mechanism gives 

rise to the formation of α′-martensite. This consequently produces materials with 
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enhanced tensile strength, although at the expense of reduced ductility. Figure 

2.25  presents the differences in microstructures, tensile strength, and elongation 

of the Ti-6Al-4V alloy as produced through various AM methods, in addition to 

the traditional wrought and cast procedures. 

 
Figure 2.25: Figure illustrating the variations in microstructure, tensile strength, and 

elongation of Ti-6Al-4V fabricated through different Additive Manufacturing (AM) 
methodologies [14]. 

Materials processed via the EB-PBF display an α + β microstructure, a 

consequence of the moderated cooling rate in a vacuum environment coupled 

with a heated substrate. This invariably leads to a reduction in tensile strength 

and an increase in ductility than Direct Metal Laser Sintering (DMLS), another 

acronym for L-PBF. The microstructure of cast materials is notably more 

granular, whilst that of wrought materials yields an equiaxed α + β configuration. 

Notably, the Wire Arc Additive Manufacturing (WAAM) technique produces a 

microstructural pattern akin to that of cast materials, although on a more refined 

length scale. Furthermore, Direct Metal Deposition (DMD), provides more 

depostion rate than L-PBF and produces similar properties. In general, the 

elongation properties of Ti6Al4V tend to be reduced in the additively 

manufactured processes. 

2.11.2   Microstructure and Cooling Rate in PBF of Ti6Al4V 

In the PBF process, the microstructure of metals and alloys is significantly 

influenced by the rapid heating and cooling cycles inherent to the technique. This 
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results in fine microstructures with unique grain orientations and distributions, 

often leading to enhanced mechanical properties compared to traditional 

manufacturing methods. The high cooling rates can produce a cellular or 

dendritic structure, while the layer-by-layer construction can introduce 

anisotropy in the material properties.  

L-PBF and EB-PBF produce similar average melt pool temperatures. 

However, the thermal behaviour of the EB-PBF built parts is different due to the 

requirement for pre-heating and the maintenance of a high build chamber 

temperature of ~ 973 K, which reduces the cooling rate compared to L-PBF [102]. 

The cooling rate reported for typical EB-PBF processing is in the range 103 - 105 

K/s, whereas that for L-PBF is in the range 105 - 106 K/s [2]. In both cases, the 

intense heating and cooling cycles encourage martensitic phase transformation 

in Ti6Al4V, occurring in the cooling phase of the manufacturing process. The 

prior- 𝛽 grains transform to form a fine lamellar 𝛼′ or 𝛼 morphology, which again 

depends on the cooling rate of the molten pool. 

In the case of EB-PBF production, the bulk of the microstructure is made up 

of columnar prior- 𝛽 grains surrounded by the 𝛼 grain boundaries. Furthermore, 

a transformed 𝛼 +  𝛽  phase with both a colony and Widmanstätten morphology 

is seen within the columnar prior- 𝛽 grains, which make up the bulk of the 

materials [103]. In some cases, the presence of a transitional martensitic region 

is observed in EB-PBF and believed to be formed due to the regional high cooling 

rate from above the martensite start temperature (Ms), which results in the 

formation of 𝛼′ [101]. However, the EB-PBF process can control the cooling cycle 

better than L-PBF through build chamber temperature controls, reducing 𝛼′ 

formation in general. A previous study demonstrated that in Ti6Al4V, a cooling 

rate above 4100 C/s results in the formation of martensitic 𝛼′microstructure, and 

as the cooling rate reduced below 4100 C/s, the volume fraction of a secondary 𝛼 

morphology increased to form a Widmanstätten 𝛼 formation [99]. This behaviour 

of Ti6Al4V was observed during the heating and cooling cycles of a 

circumferentially insulated quench bar in a lab environment.  

The new grains created during solidification of the melt pool nucleate at a 

previously solidified polycrystalline layer and derive their crystallographic 

orientation from their surroundings, producing epitaxial nucleation and cellular 
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or dendritic crystallisation. In the case of Ti6Al4V, the nucleation, growth, 

subsequent transformation, size, and the location of prior-𝛽 grains are essential 

in determining the mechanical properties of the produced parts. The grain 

refinement of prior-𝛽 has been shown to improve the corrosion fatigue 

resistance of Ti6Al4V in surgical implants and the resistance of pure Ti against 

acid solutions [104]. Kobryn and Semisatin compared the microstructures of 

metal-mould-cast Ti6Al4V against the DED process and demonstrated that the 

grain size tends to decrease with an increasing cooling rate. The metal-mould-

cast produced an equiaxed prior-𝛽 grain morphology with grain sizes between 

1750 – 3850 µm. The laser-based DED process produced a columnar morphology 

with a grain size between 120 – 750 µm [105].  

2.12 Conclusions 

The literature review indicates that the L-PBF process has been evolving to 

meet diverse industrial demands by incorporating multi-laser systems and 

employing green lasers with lower wavelengths. Despite these advancements, L-

PBF faces significant challenges, as detailed in Section 2.2.2. Various efforts, 

including the use of diode lasers, are underway to address these issues. However, 

a viable alternative that could overcome these challenges comprehensively is still 

lacking. Furthermore, the current L-PBF systems are costly both to acquire and 

operate. A cost-effective solution that reduces the operational expenses of L-PBF 

would enable a broader range of industries to adopt this technology. In this 

context, DAM has shown potential as a cost-effective alternative. Initial 

capabilities of DAM have been demonstrated using Stainless Steel and Ti6Al4V, 

with a fibre-coupled multiple array system successfully processing Ti6Al4V. This 

suggests that DAM could provide a feasible solution to some of the challenges 

faced by L-PBF. 

However, there is limited information available in the literature regarding 

technologies like DAM and the existing literature primarily focuses on parameter 

optimisation through experiments. There is a noticeable lack of detailed studies 

on further advancements or comprehensive modelling approaches, especially for 

systems that utilise a fibre-coupled diode laser array. In contrast, the literature 

on L-PBF is plentiful with information on modelling techniques, none of which 

are currently applied to DAM. According to the various modelling methodologies 
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reviewed for AM in Table 2.6, some could potentially be adapted to enhance the 

understanding of DAM. 

Furthermore, induced residual stress remains a significant challenge in L-

PBF. Various researchers have proposed different strategies for reducing 

residual stress, but the outcomes vary between studies, even when similar 

strategies are employed. Although some strategies are claimed to be more 

effective than others, the combined effect of these stress reduction approaches 

has not been widely accepted commercially. Therefore, stress-relieving through 

post-processing is still commonly employed for L-PBF parts. It is also noted that 

the DAM process intrinsically reduces residual stress due to the lower cooling 

rates associated with its slower processing speed. However, the extent of 

residual stress reduction during the DAM process has not been experimentally 

established. 

2.13 Research Aims and Objective 

The limitations of the current L-PBF systems are discussed in Section 2.2.2. 

These systems use galvanometer mirror deflection mechanisms coupled with 

fibre lasers, which also hinder scalability and reachability. Additionally, the 

current L-PBF process generates high residual stresses within materials, due to 

the rapid cooling rates inherent in the process and worsened by the high 

scanning speeds and laser powers used. Furthermore, the lasers typically used in 

L-PBF have a wall-plug efficiency of only 20-30%, as discussed in Section 2.2.3, 

necessitating higher powers for processing materials with high reflectivity due 

to their operation at a 1070 nm wavelength. 

In response to these challenges, DLs have emerged as a promising 

alternative, offering potential enhancements in efficiency and effectiveness 

within L-PBF systems. This development, outlined in Section 2.3, has been 

corroborated by recent research exploring the use of multiple laser spots from 

diode lasers to process larger areas and mitigate the limitations of conventional 

L-PBF, as highlighted in Table 2.4. Despite these advancements, the direct 

application of fibre-coupled laser diode sources remains underexplored. 

This research aims to develop and evaluate a novel methodology using fibre-

coupled multiple diode lasers operating at an 808 nm wavelength. This approach 
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employs an array configuration to facilitate processing over larger areas at 

reduced scanning speeds. Initial findings from this innovative approach were 

demonstrated by Alsaddah et al. in processing Ti6Al4V, as detailed in Section 

2.3.2. However, their study did not extend to modelling the process or quantifying 

the residual stress formation within the samples. Moreover, the original 

equipment developed required modifications for effective material processing, 

which were not completed. This research seeks to address these gaps by further 

developing the equipment and methodologies to improve the understanding and 

application of fibre-coupled diode lasers in L-PBF systems. 

1. Develop and enhance the DAM system to facilitate 

experimental research. 

2. Explore and develop mathematical models capable of 

predicting melt pool morphology and temperature evolution 

within the DAM process and validate with experimental 

findings. 

3. Capture, measure, and validate the melt pool temperature 

during the process using a high-resolution thermal camera. 

4. Investigate the impact of using multiple lasers on the residual 

stress formation during DAM of Ti6Al4V. 

5. Evaluate the DAM processes and propose recommendations 

for advancing this novel technique. 
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3 Chapter 3: Experimental Methodology 

3.1 DAM System 

The Diode Area Melting (DAM) system, custom-designed and built at the 

University of Sheffield, was developed to support this experimental research. 

This system features a fully enclosed powder deposition setup equipped with a 

silicon blade for the precise deposition of powder layers. Laser power is 

delivered from the laser control unit via an optical fibre assembly to the laser 

head. The laser head, part of a Computer to Plate (CTP) unit as illustrated in 

Figure 3.1, incorporates a telescopic lens arrangement that collimates and 

focuses the beams passing through it. The fibre array in the laser system consists 

of a 2D array with 100 Diode Lasers (DLs) arranged in two rows (2D linear array 

of 2 x 50), which can create a 3.5 mm stripe of laser when all beams in a row are 

activated. Selective scanning is achieved by moving the laser head in the X-Y 

directions using a gantry system.  

The original DAM system constructed for the research showed certain 

deficiencies that needed addressing prior to advancing with this study. The 

following section outlines the initial setup and the limitations thereof. It then 

explains the modifications implemented to enable the system to process powder 

materials by activating individual laser beams as required. 

 
Figure 3.1: Schematic of DAM. 
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3.1.1 Initial Setup 

The DAM system is divided into two main sections: one dedicated to the 

control of the laser system, including laser power and the cooling system 

management and the other focused on gantry system and build chamber 

management. At the outset of the research, the DAM system was equipped with 

a fully operational powder delivery system and an Argon knife edge for flow 

control. Additionally, a gantry system was in place and managed by a computer 

that controlled the movement of the laser head  (CTP) along the X and Y axes, as 

well as the Z-axis positioning of the powder bed, using G-codes. This setup is 

controlled by four stepper motors that manage the mechanical movements of the 

wiper, powder bed, powder container, and laser head as depicted in Figure 3.2. 

 
Figure 3.2: The DAM 2 equipment used for this research. 

The first section manages critical functions such as adjusting laser power and 

maintaining an optimal operating temperature for the DLs. These functions are 

essential for sustaining optimal laser performance and preventing overheating, 

thereby ensuring precise control over laser characteristics, which significantly 

affect the quality and properties of the manufactured parts. This system, crucial 

for effective operations, was initially unavailable but was later developed for this 

research. 

The second section addresses the gantry system and its role in managing the 

overall operation of the build chamber. This includes controlling the movement 

of the optical assembly, which is essential for directing the laser along the XY 

axes. The gantry's movements are enabled by a motor-driven pulley system, 
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facilitating precise placement within the build area, thus ensuring smooth and 

efficient operation critical for Powder Bed Fusion (PBF) processes. Additionally, 

the laser head assembly can traverse the powder bed in the XY plane at speeds 

up to 1500 mm/min. The CTP head can accelerate up to 0.1 m/s², with a constant 

speed maintained via G code. 

3.1.1.1 Areas Requiring Enhancements 

DLs are directly pumped by electric current and tend to overdraw current 

when operating at higher temperatures, particularly above 25 °C. This can reduce 

the lifespan of the diode laser or may cause permanent damage. Therefore, a 

cooling system is crucial for optimal operation and efficiency of the diode laser 

system. This development is elaborated upon in Section 3.1.6.1. 

Furthermore, DLs require a constant current for stable operation, and any 

current overdraw can damage the laser. Each DL needs a dedicated control circuit 

responsible for managing its operation. This circuit is crucial as it not only 

switches the laser on and off but also adjusts the power output as required during 

the process. Such precise control is essential to prevent damage due to 

overcurrent and to ensure the laser operates efficiently under varying 

conditions. This development is elaborated upon in Section 3.1.6.2. 

3.1.2 Build Chamber 

The build chamber of the DAM system is comprised of two sections: one for 

the CTP laser head and the other for the actual build process, as depicted in Figure 

3.3. Initially, the system included a heating provision for the build area, but this 

feature was later removed as a health and safety precaution. The CTP laser head 

was affixed to rails within the gantry system, allowing it to move along the XY 

axis. This movement was facilitated by a pulley system driven by two motors.  

In order to maintain an optimal atmosphere within the chamber, it is filled 

with argon gas. A provision for Argon gas flow (inlet and outlet) is integrated into 

the side of the chassis. Additionally, argon gas is directed over the build area to 

protect the build surface during the manufacturing process. Due to the high risk 

of oxide layer formation associated with the PBF process, the chamber is fully 

enclosed. During the operation, oxygen is pumped out using a vacuum pump and 

then the processing area is purged with argon gas to establish a controlled 
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environment. This process typically lasts about 1 to 2 hours and guarantees a 

completely inert atmospher. 

 

 
Figure 3.3: Illustration of the build chamber in the DAM setup. 

3.1.2.1 Inert Gas Environment 

The argon gas cylinder is directly connected to the gas flow inlet of the 

machine (shown in Figure 3.3), allowing argon to be continuously released into 

the machine. The gas flows inside the build chamber through an inlet valve 

located on the side of the machine and exits through a knife edge placed inside 

the chamber as shown in Figure 3.4. This knife edge provides a continuous flow 

of gas just above the melting surface/build plate, which not only removes any 

excessive spatter from the process but also maintains a conducive environment 

that helps to reduce oxidation during the process. 

 
Figure 3.4: Build chamber showing the build area and the knife edge arrangement for a 

continuous gas flow. 
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The oxygen levels within the chamber are continuously monitored and 

maintained at no more than 0.1% during the fabrication process to ensure 

optimal conditions. Additionally, two glove ports have been integrated into the 

design. These ports provide operators with the ability to access tools within the 

evacuated chamber or to perform necessary interventions during the building 

process without compromising the controlled environment. A Crowcon T4 

(manufactured by Crowcon Detection Instruments Ltd) gas monitor was used to 

monitor the oxygen content within the chamber. Figure 3.5 shows an example of 

parts fabricated within the DAM system whilst calibrating for the oxygen content 

using a Crowcon gas monitor during the initial start up phase of an experiment. 

The experiment commences once the oxygen content reaches 0.1% by volume. 

 
Figure 3.5: Illustrating the fabrication of Inconel 718 within the DAM system. 

 

3.1.3 Laser Fibre Array 

The delivery of laser beams from the DLs is achieved using coupled optical 

fiber cables, as illustrated in Figure 3.6 (a). Each fiber cable is connected to one 

end of each DL, and the other end is brought to an adapter (incorporating a v-

groove fibre array), as shown in Figure 3.6 (b). The overall length of this fibre 

cable assembly from end to end is 1.2 meters, allowing for the placement of all 

the DLs, their controllers, and cooling systems outside the build area. The laser 

array is organized into two rows, with 50 fibers in each row, creating a 50 x 2 

array as depicted in Figure 3.6 (c).  
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Figure 3.6: Arrangement of the fibre array utilising 50 X 2 fibres: Fibre cables in the array 
(a), the adaptor which connects to the CTP head (b), and the schematic of the fibre array 

assembly unit; all dimensions in mm otherwise specified (c). 

For the experiments conducted in this research, a single row of this array 

was used. The fiber-coupled DL modules are linked to a specially manufactured 

2-D fiber array head (2D-FAH). This 2D-FAH comprises a 2D array of v-groove 

lines. Each linear array contains 50 multimode fiber channels, each having a 105 

µm core diameter and a numerical aperture of 0.22 NA. To ensure the necessary 

overlap of adjacent melt pools for achieving high part density, the fibers were 

precisely positioned with a center-to-center spacing of 127 µm, resulting in a 

total width of 6.35 mm before collimating and focusing the beams. Each diode 

laser connected to the fiber array emits laser light at a wavelength of 808 nm and 

a maximum optical output power of 4.5W. The optical assembly generates a 

Gaussian laser beam with a 1/e2 diameter of 65 µm. This configuration yields a 

laser radiation stripe that is 3.5 mm wide (after focusing), employing a total of 50 

diode lasers in a row, resulting in a combined laser power output of 225 W. The 

dual-row configuration of this particular laser array enables the use of a 

maximum of 100 DLs. The width and energy density of the laser stripe can be 

precisely controlled by activating the necessary number of lasers. 
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3.1.4 Diode Laser 

The 808nm wavelength fiber-coupled DL was procured from a supplier 

based in China, and Figure 3.7 illustrates its key dimensions in both the top view 

(a) and side view (b). A fiber cable with a core diameter of 105 µm is employed 

for DL coupling, and this cable will be linked to the CTP laser head assembly. To 

regulate each individual DL, a commercially available power supply, DPS3005 is 

employed, providing a consistent current to the DL. The length of the fibre cable 

attatched to the DL is 800 mm. 

 
Figure 3.7: Illustrating the dimensions (in mm) of the diode laser top view (a) and side 

view (b). 

The performance of the DL is sensitive to the operating temperature of the 

device. The ideal operational temperature range falls within 15 to 25 °C. To 

manage the temperature during operation, a cooling system is employed, 

featuring a thermoelectric cooler (TEC) fastened on top of a copper plate and an 

aluminum heatsink as described in Section 3.1.6.1. This setup effectively 

dissipates heat from the DL. To assess the output power of the DL, experiments 

were conducted using a Thorlabs PM400 power meter, and the power-current 

(P/I) curve is illustrated in Figure 3.8. It is notable that the DLs were consistently 

maintained at an operating temperature below 20 °C throughout the 

experiments. The power output was set at 4 W, and the current required to 

achieve this 4W laser power was measured to be 4.5 A. 
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Figure 3.8: The P/I curve of the DL measured using Thorlabs PM400 power meter. 

3.1.5 CTP Laser Head 

Due to the wide divergence of the laser beam emitted from each fibre in the 

array, collimation and focusing are necessary. This crucial function is 

accomplished through a custom-manufactured (supplied by EASTCOM Optical 

Technology Inc., China) Computer to Plate (CTP) head assembly, as illustrated in 

Figure 3.9. The CTP assembly is designed as a telescopic lens arrangement, with 

the adapter of the fiber array connecting to one end of it. Since this assembly is a 

bespoke design and manufactured by a third party, specific technical details and 

the technologies employed in its construction remain undisclosed.  

The working distance of the CTP head is set at 60 mm, and this distance is 

maintained consistently throughout the experiments. This distance is deemed 

sufficient to prevent any spattered of powder particles from reaching the lens 

while effectively melting the layer. The CTP uses imaging lenses that have been 

integrated to capture and transmit the emitted light from the v-groove array, 

effectively concentrating it onto the powder bed. The relay optics perform the 

tasks of collimation and focusing for each beam emanating from the 2D-FAH, with 

a magnification factor of × 0.6. 
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Figure 3.9: The CTP laser head assembly with a beam profiler attached at one end. 

3.1.6 Modifications to the DAM Rig 

Modifications to the rig were carried out after receiving the lasers and CTP 

head from the supplier. The gantry system was adjusted to fit the CTP head, and 

laser profiling was completed. Subsequently, the cooling system was designed 

and tested, followed by the implementation of the laser control system. The 

development of both systems is detailed further in the sections below. 

3.1.6.1 Cooling System 

After initial testing, it became clear that the air cooling solution, comprising 

just a heat sink and fan, was inadequate for the DLs. Consequently, a solution was 

required to consistently maintain the temperature below 20 °C range. Given that 

the surface area of the DL is only 10 mm², effective heat removal from such a 

compact area can be achieved by directly attaching the heat removal device to 

the DL. Air cooling is insufficient for such a confined space, as the limited surface 

area restricts the volume of air that can contact the surface, thereby reducing the 

efficiency of heat dissipation.  

Figure 3.10 (a) illustrates the cooling system setup, which includes a unit 

capable of cooling six DLs simultaneously. It comprises a heat sink, fan, and 

temperature controller for six DLs. This system is scalable; Figure 3.10  (b) shows 

the internal structure consisting of an aluminium heat sink block, to which a large 

fan is attached at the end to remove heat from the entire block. Each DL is 

mounted on a copper plate that includes a thermoelectric cooler (TEC) and a 

thermistor among other components in the system. 
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Figure 3.10: The cooling system with the temperature controller (a) and the heat sink 

housing 6 diode lasers (b). 

In this setup, each TEC is attached to a copper plate, as illustrated in Figure 

3.11, with the DL positioned on top of the TEC. The TEC operates based on the 

Peltier effect, where passing an electric current through the device creates a 

temperature gradient. This gradient moves heat from the cold junction, in direct 

contact with the DL, to the hot junction attached to the copper plate. The copper 

plate acts as a heat sink, effectively dissipating the transferred heat into the 

environment. 

 
Figure 3.11: Illustrating the cooling arrangement with the help of TEC. 

Additionally, a thermistor is attached to the DL to monitor its temperature. 

If the temperature exceeds a predefined limit, the thermistor signals the 

temperature controller to adjust the TEC. This adjustment modifies the current 

flow, enhancing the cooling efficiency to maintain the DL within its optimal 

operating temperature range (below 20 °C). This direct and efficient method of 

temperature regulation is essential for maintaining system stability and 
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performance, making thermoelectric cooling a critical component in managing 

the thermal dynamics of DL systems. 

3.1.6.2 Laser Power Controller 

The characteristics of the laser beam, including output power, wavelength, 

and the heat generated by the laser module, are heavily influenced by the 

electrical power supplied to the laser. DLs are both current-driven and current-

sensitive, meaning fluctuations in the drive current can significantly affect the 

output power and wavelength. Such instability in the drive current, arising from 

noise or drift, can adversely impact the performance and longevity of the laser 

diode. Furthermore, fluctuations in the current also directly affect the the 

temperature, causing variations in the output characteristics. To ensure the 

stability of the DL, an ideal power source would be a constant current source that 

is linear, noiseless, and accurate, delivering precisely the current needed for 

specific applications.  

In this research, a DPS3005 constant voltage current step-down power 

supply was employed to provide a stable current to the diode lasers. Nine laser 

drivers were housed in a single compact box as shown in Figure 3.12, each 

initially set to 2A and 3V. During operation, the current could be manually or 

remotely controlled via Bluetooth, aiming for a constant output power of 4 W. To 

verify the stability of the laser output in the designed system, power-voltage-

current characteristics were tested after a continuous 12 hour laser run, during 

which power was measured with a laser power meter. This system was used 

throughout the project to control the DLs. 

 
Figure 3.12: The diode laser drive unit consisting of nine DPS3005 modules. 
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3.2 A Typical DAM Process Workflow 

1. Define key processing parameters such as laser power, scanning speed, 

and hatch distance based on experimental design. 

2. Use LightBurn software to generate G-code to control the laser driver, 

cooling system, and gantry (X-Y) movements. 

3. Upload the G-code to the machine’s microcontroller, which configures the 

motors for building preparation. 

4. Instruct the laser driver to regulate the electrical current to the DLs, 

ensuring it provides a constant power at 4 W. 

5. Thermistors to monitor the temperature of each DL, controlled by a TEC 

to keep temperatures below 20 °C. 

6. After the fabrication, carefully remove and hot-mount the parts. 

7. Characterise the final parts to assess the effects of processing parameters 

such as beam profiles, laser power, scanning speed, and hatch distance. 

3.3 Beam Profiling 

The CTP laser head projects the array of laser beam, which emerges from the 

fiber array, onto the powder bed surface after the processes of collimation and 

focusing. The activation of each DL results in the generation of a beam or beams 

with distinct characteristics. It is crucial to understand these beam attributes 

before employing them for the selective melting of powder particles. To achieve 

this understanding, a NanoScan2sPryo/9/5 scanning slit beam profiler is 

employed for the characterisation of each beam profile. The NanoScan profiler is 

securely attached to the end of the CTP head at a fixed distance of 60mm as 

shown in Figure 3.13. This distance is chosen because it corresponds to the point 

where laser beams achieve their maximum intensity focus. Each individual DL 

operates at a maximum power of 4 W and produces a beam with a 65 µm 1/e2 

diameter when focused. The beam radius was measured as a function of the Z-

axis position, with incremental increases of 10 µm, until reaching the distance 

specified in ISO standard 11146-1. 
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Figure 3.13: The diagram illustrating the configuration for beam profile measurement 

using a NanoScan2sPryo/9/5 scanning slit beam profiler. 

Figure 3.14  presents an example of beam profile data obtained from the 

NanoScan profiler using their proprietary software, NanoScan V2. This data 

reflects the configuration when two adjacent lasers from a single row were 

examined. In this configuration, a beam length of 65 µm is measured on the X-

axis, corresponding to 1/e² of the maximum intensity. Simultaneously, the beam 

width is indicated as 141 µm on the Y axis. As each individual DL is activated, the 

total length of the beam extends. For instance, when six beams are 

simultaneously activated, the resulting beam length measures 446 µm as shown 

in Figure 3.15 (a). 

 
Figure 3.14: Data illustrating the beam profile when two adjusant lasers within a single 

row are activated. 

The second row within the array generates a distinct beam profile 

configuration compared to the laser arrangement of the first row. For instance, 

the activation of each laser in either row results in a beam profile with a length 

of 103 µm. Figure 3.15 (b) illustrates the beam configuration of the two-row 

arrangement, displaying up to ten lasers.  
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The DAM process is primarily distinguished by its slower scanning speed 

compared to L-PBF. Its productivity, however, is achieved by processing a larger 

area, facilitated by a long stripe of laser beam. This is where the single-row 

arrangement in the fiber array plays a crucial role, making it a priority for 

investigation in this study. Moreover, Alsaddah et al. conducted an investigation 

that encompassed both single-row and two-row arrangements. Their findings 

presented only minor differences between the single-row and double-row 

configurations [6]. 

 
Figure 3.15: Representation of the multi-laser arrangement configuration, with (a) 

displaying six lasers in a single row, and (b) showcasing up to ten lasers arranged in two 
rows. All dimensions given in this illustration are in mm. 

3.4 Optimisation of Parameters 

In a prior investigation, ref [6] conducted comprehensive experiments using 

Ti6Al4V and optimised parameters for both single and double row 

configurations within the fibre array. The findings of this study suggest that the 

optimal scanning speed is 100 mm/min, and the recommended individual laser 

power for successful fabrication of Ti6Al4V parts falls within the range of 4 to 4.5 

W. 

3.5 In Situ Temperature Measurement 

To gain insight into the evolution of melt pools and their thermal 

characteristics during the process, precise temperature measurements at 

various locations are crucial. However, this can be particularly challenging for 

the interior regions of the melt pool. In-situ temperature monitoring for AM 

processes is typically achieved using high-resolution thermal imaging cameras 

and pyrometers. In this research, a thermal camera is employed to record the 

surface temperature during the multi-laser interaction with the powder material.  
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3.5.1 Thermal Camera Setup 

A 16-bit Hamamatsu c13440 camera with a Tamron 180 mm prime lens as 

shown in Figure 3.16 was used to record thermal images during processing. 

Thorlabs RG 850 long-pass filters were used to remove any interference from 

scattered 808 nm emission from the diode lasers. Thorlabs FESH1000 filters 

were also used to restrict the sensitivity  between 850 nm – 1000 nm. A neutral 

density (ND) filter with OD 1.0 was used to optimise the dynamic range and 

match the interested temperature range in this work. 

 
Figure 3.16: Hamamatsu C13440 camera, filter and lens assembly used in the 

experiments. 

The calibration process relies on Planck's Law. A total of 100 images were 

acquired and then averaged at each temperature point, using a blackbody 

furnace with a high emissivity of approximately 0.99. The temperature range 

covered in this calibration spanned from 900 °C to 1500 °C. It is important to note 

that the furnace had a maximum temperature capability of 1500 °C, hence the 

measurements were taken up to that temperature limit. Temperatures above 

1500 °C were extrapolated based on Planck's Law. The dark offset was 

determined by averaging 100 images with the lens covered . The temperature 

calibration curve is plotted in Figure 3.17. It is found that the uncertainty of 

InGaAs is limited, which is under 5 °C within the temperature range 900 °C to 

1500 °C. The absorptivity of the sample material Ti6Al4V was measured as 0.65 

, and the emissivity can be calculated as 0.35 . An additional transmission loss 

through the observation window was measured as 5%.  After correcting for 

emissivity and transmission, the effective temperature measurement range is 

800 °C to 2094 °C. 
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Figure 3.17: Radiance calibration curve and uncertainty of measured temperature 

showing the digital level from 0 – 16000. The blue dot represents the blackbody 
temperature mapped over the calibrated temperature, plotted in black colour. 

3.5.2 Thermographic Data 

Thermal images were recorded using a Hamamatsu C13440 thermal camera 

in its high-speed mode, with a resolution of 2048 × 1024. The camera produces 

images at two hundred frames per second in this mode. During the DAM process, 

images were streamed to a PC where they were saved as TIFF files for post-

processing. Cropping of images and conversion to thermal images was 

performed in MATLAB. The look-up table produced during the camera 

calibration process was used for converting TIFF files into thermal images. The 

sequence of TIFF images, captured by the thermal camera, was processed using 

the ImageJ software. Figure 3.18 demonstrates the temperature of the melt pool 

at a point in time as the laser array is traversed across the powder bed. This is 

from the TIFF images taken using the thermal camera, showing the temperature 

at each respective pixel location within the image. To ascertain the temperature-

time data, a specific point (probe) was chosen on the top surface of the melt pool. 

The temperature at this designated location was then monitored over a period of 

time, providing a detailed temperature-time profile for that particular point. 
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Figure 3.18: An example of an image from the thermal camera, Hamamatsu c11440 

captured whilst processing the beam profile with four lasers. 

3.5.2.1 Placement of Thermal Camera 

The field of view (FOV) was measured as 20 mm x 20 mm in a complete 

camera sensor with a working distance of 40 cm. The camera sensor was cropped 

into 2048 x 1024 to capture the images at 200 frames per second (fps). The 

Hamamatsu camera was positioned at a 45° angle in front of the DAM setup, as 

illustrated in Figure 3.19. In this configuration, the camera captured information 

through the viewing windows, allowing observation and recording of the laser-

material interaction during the process. This angle provided a strategic 

perspective to effectively capture the melt pool within the material interaction 

zone. 



79                                                                               Chapter 3: Experimental Methodology 

 

 

 
Figure 3.19: Illustrating the Hamamatsu C13440 camera set up employed for in-situ 

spatter investigation. 

3.6 Material Properties 

3.6.1 Titanium Alloy Powder 

Pre-alloyed and gas atomised Ti6Al4V powder used in this study was 

supplied by Carpenter Additive with the material composition in nominal weight 

% as shown in Table 3.1. 

Element Al V Fe O C N H Ti 

UNIT 
(Weight %) 

5.8 3.8 0.3 0.15 0.02 0.05 0.03 Balance 

Table 3.1: Composition of Ti6Al4V 

The powder material is analysed using the Malvern Mastersizer (Malvern 

Mastersizer 3000 PSA) to determine the particle size distribution. The size 

distribution measured is shown in Figure 3.20 (a), indicating d10: 23.4 µm, d50: 

33.3 µm, and d90: 47.3 µm. The SEM image depicting the shape and sphericity of 

the powder is shown in Figure 3.20 (b) indicating that most particles appear to 

be spherical. More information regarding the analysis conducted in Malvern 

Mastersizer is available in Appendix B: Ti6Al4V Powder Data. 
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Figure 3.20: particle size distribution of Ti6Al4V powder (a) and powder morphology (b). 

3.6.2 Absorptivity Measurement for Ti6Al4V 

The absorptivity measurement was conducted using an Ocean HDX Vis NIR 

spectrophotometer. Metallic powders were compacted into a diminutive cup, 

measuring 10 mm in diameter and 5 mm in depth. Subsequently, the surface was 

levelled using a glass microscope slide to ensure uniformity. The absorptivity of 

Ti6Al4V powder was assessed and contrasted with that of copper and AlSi12 

powders, using spectralon as a perfectly reflective reference material. This 

measurement took place at ambient temperature, spanning the 380–1100 nm 

wavelength range. Absorptivity was calculated as a function of wavelength by 

employing the formula Absorptivity = 1 – Reflectivity. This calculation was based 

on the average of 10 separate measurements, ensuring no transmission had 

occurred.  

The results from this experiment show that the absorptivity of powders 

significantly varies with the laser wavelength. For instance, the absorptivity of 

Ti6Al4V increases by 6% and 14% when a 808nm and 450 nm laser source is 

employed respectively compared to a 1064 nm fibre laser. Highly reflective and 

conductive materials such as copper and AlSi12 also demonstrate substantial 

increases in absorption. Specifically, copper's absorption rises from 9% at 1064 

nm to 26% at 808 nm, an approximate increase of 189%. At 450 nm, copper's 

absorption reaches 88%, marking a significant 878% increase compared to the 

1064 nm fibre laser. Similarly, AlSi12 exhibits increased absorption at shorter 

wavelengths: 19% at 1064 nm, 26% at 808 nm, and 48% at 450 nm. These results 

indicate a clear trend of increasing absorption with decreasing wavelength 

across all tested materials. 
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3.7 Thermophysical Properties 

The thermophysical properties of metals refer to the characteristics that 

describe how materials behave in relation to temperature and heat. Depending 

on the specific property being examined, these properties can exhibit linear or 

non-linear behaviour. The use of linear or non-linear thermophysical properties 

in L-PBF modelling depends on the nature of the problem being investigated. 

Analytical methods often use linear properties, which are simpler to work with 

mathematically, as they exhibit a consistent relationship between variables. In its 

simplest form, a constant value for each thermophysical property can be used for 

analytical-based calculations [107]. Temperature-depended thermophysical 

properties are required for numerical methods to attain the highest accuracy 

during simulations [108]. In the numerical method, the computational domain is 

subdivided into many small volumes, and thermophysical properties are 

assigned to each volume for calculating the required outputs.  

3.7.1 Analytical: Thermophysical Properties 

In this investigation, the thermophysical characteristics of Ti6Al4V are held 

constant for analytical modelling in accordance with the Rosenthal equation. The 

constant thermophysical properties of Ti6Al4V utilised for the analytical models 

are presented in Table 3.2. 

Parameter and 
Properties 

Values Units 

Solidus temperature 1878 K 

Liquidus temperature 1923 K 

Initial temperature (T0) 293 K 

Density 4375 kg/m3 

Thermal conductivity 7 W/m K 

Thermal diffusivity (106 a) 2.9 m2/s 

Table 3.2: Processing parameters and material properties used for Analytical modelling 
[109]. 

3.7.2 FEM and VoF: Thermophysical Properties 

The transient thermal analysis of an LPBF process requires inclusion of 

temperature-dependent physical properties such as density, specific heat, 

thermal conductivity, viscosity, surface tension and solid fraction. Table 3.3 
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presents some of the thermo-physical properties used in both FEM and VoF 

modelling for this study.  
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STATE TEMPERATURE 
(K) 

DENSITY 
(kg/m3) 

SPECIFIC 
HEAT 

(J/kg/K) 

THERMAL 
CONDUCTIVITY 

(W/m/K) 

SOLID 298 4420 546 7 

 373 4406 562 7.45 

 473 4395 584 8.75 

 573 4381 606 10.15 

 673 4366 629 11.35 

 773 4350 651 12.6 

 873 4336 673 14.2 

 973 4324 694 15.5 

 1073 4309 714 17.8 

 1173 4294 734 20.2 

 1268 4282 753 22.7 

 

𝜷 TRANSUS 1268 4282 641 19.3 

 1373 4267 660 21.0 

 1473 4252 678 22.9 

 1573 4240 696 23.7 

 1673 4225 714 24.6 

 1773 4205 732 25.8 

 1873 4198 750 27.0 

 1923 4189 759 28.4 

 

LIQUID 1923 3920 831 33.4 

 1973 3886 831 34.6 

 2073 3818 831 - 

 2173 3750 831 - 

 Uncertainty ±3% ±3% ±10% 

Table 3.3: Recommended values for thermophysical properties of Ti6Al4V [109]. 

3.8 Characterisation 

3.8.1 Sample Preparation 

The methodology adopted to prepare Ti6Al4V samples for microstructure 

analysis comprised several steps, as outlined below. Due to laboratory 

restrictions, the typical etching chemicals were not used in this preparation 

process. Initially, the parameters for sample preparation were selected based on 
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recommendations from Buehler for Ti6Al4V. However, modifications were 

necessary due to the samples being very thin and the prohibition of acids in the 

laboratory. Consequently, the procedure was further adjusted based on 

recommendations from Buehler UK Ltd and also slightly refined based on our 

previous experience with similar samples. 

(a) Sectioning: The process began with sectioning using a diamond saw 

machine (Sectom - 50, Struers UK Ltd) at 3000 RPM speed and a feed rate of 0.02 

mm/s. 

(b) Hot-Mounting: Subsequently, hot-mounting was performed. The sample 

was immersed in a conductive thermoset polymer using a SimpliMet Machine 

(Buehler UK Ltd, London, UK) at 600°C and 7 bar pressure. 

(c) Grinding: The samples underwent grinding using a Buehler Automet 

Grinder-Polisher with P600, P1200, and P2500 grit papers. A force of 27 N was 

applied for 1 minute, with a plate speed of 150 rpm and a head speed of 60 rpm, 

with a complimentary head rotation direction. 

(d) Polishing: After grinding, the samples were polished with diamond 

suspensions, specifically 6 μm, 3 μm, and 1 μm diamond grits, until a mirror-like 

finish was achieved. 

(e) Etching: To reveal the microstructure of Ti6Al4V, a mixture of colloidal 

silica (OP-S) and hydrogen peroxide (30%) was applied for 10 minutes. A force 

of 15 N was employed, with a plate speed of 150 rpm and a head speed of 60 rpm. 

Lastly, the samples were cleaned with a ChemoMet polishing cloth using 

water for 10 minutes and stored in a desiccator, with the surface protected by a 

metallographic cap. 

3.8.2 Optical Microscope 

Melt pools were observed initally using a Nikon LV150NL Upright Materials 

Microscope followed with a detailed analysis using SEM. 

3.8.3 Scanning Electron Microscope (SEM) 

Surface morphology and microstructural analyses were carried out utilising 

a scanning electron microscope (SEM), specifically the Tescan VEGA3 model. 
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Surface morphology images were captured at a beam intensity of 15 kV to 

achieve high-resolution visuals. These images were acquired at a distance of 15 

mm and at various magnifications, including x100, x200, x500, and x1000. 

3.8.4 Surface Roughness 

Surface roughness measurements were conducted utilising the Alicona 

Infinite Focus SL instrument, known for its variable focus measurement 

capabilities. To assess the surface roughness of Ti6Al4V samples with densities 

exceeding 90%, a 10 mm × 10 mm area was scrutinized using a 10× magnification 

lens. Within this region, three measurements, separated by 4 mm intervals on the 

top surface, were taken, and the average roughness (Ra) was determined for 

each. These Ra values were then correlated with relevant processing parameters. 

3.8.5 X-Ray Diffraction (Phase) Analysis 

The phase was conducted utilising a PANalytical XPert3 Powder XRD 

equipment, which was supplied by Malvern Panalytical. In the reflective 

configuration, the phase analysis was executed utilising a power setting of 45 kV 

and 40 nA. Default divergence and anti-scatter slits were employed to optimise 

the analytical conditions. 

3.8.6 Residual Stress Measurement by XRD 

The PANalytical XPert3 Powder X-ray diffractometer as shown in Figure 3.21 

is a sophisticated instrument, composed of several key components which 

include an incident beam optics assembly, a sample stage equipped with a 

reflection/transmission spinner, and a diffracted beam optics assembly. The 

incident beam optics assembly is equipped with a programmable divergence slits 

(PDS), Soller slits, and a beta nickel filter, which are instrumental in fine-tuning 

the beam for precise analysis. Conversely, the diffracted beam optics assembly 

comprises programmable anti-scatter slits (PASS), Soller slits, and a beta nickel 

filter. These components contribute to enhance the accuracy and reliability of the 

diffraction data acquired during the residual stress analysis. 
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Figure 3.21: PANalytical XPert3 Powder machine used for residual stress studies. 

3.8.6.1 The Parameters Used for Residual Stress Investigation 

The PDS in the diffractometer regulates the divergence and helps to alter the 

width of the incident X-ray beam. The programmability (using slits) of PDS allows 

for the optimisation of the beam's divergence based on the specific requirements 

of the analysis, such as the type of sample being analysed and the desired 

resolution. The beta nickel filter acts as a monochromator, selectively filtering 

out unwanted X-ray wavelength such as the Kβ radiation. The PASS slits are 

adjustable and can be programmed to control the width of the diffracted X-ray 

beam that reaches the detector, by mitigating the effects of scatter and unwanted 

radiation. 

The residual stress assessed through X-ray diffraction represents the 

arithmetic average stress within a designated volume of material, delineated by 

the irradiated area. This area oscillates in size, extending from square 

centimetres to square millimetres, dictated by the depth of the X-ray beam 

penetration. The PDS and PASS slits play a crucial role in defining the dimensions 

of this irradiated area for the experiment. Specific parameters were used in this 

study as outlined in Table 3.4: 
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PARAMETER (UNIT) VALUES 

X-ray Wavelength Kα (Å) 1.541874 

X-ray Wavelength Kβ (Å) 1.392250 

Beta-filter Nickel 

Filter thickness (mm) 0.020 

Soller slit (rad) 0.04 

PDS slit angle (°) 0.5 

PASS slit angle (°) 1 

X-Ray beam radius (mm) 240 

Scan axis 2Theta – Omega 

Scan angle (°) 138.5510 – 143.4486 

Tilt angle (°) 0 – 51 

Table 3.4:  PANalytical XPert3 Powder equipment setup parameters used for residual 
stress experiments. 

The depth of X-ray penetration was rather superficial, approximately 0.005 

- 0.01 mm, thereby facilitating the evaluation of both macro and microscopic 

residual stresses. This methodology offers a depth resolution that is 

approximately 10 to 100 times more precise than to alternative techniques, 

enabling a more comprehensive and nuanced determination of residual stresses 

within the examined material [20]. 

3.8.6.2 Determination of The Lattice Strain 

In theory, any interplanar spacing could be employed to gauge strain in the 

crystal lattice, but the practicality of this approach is constrained by the limited 

wavelengths yielded by commercial X-ray tubes, narrowing the selection to a few 

viable planes. Generally, precision is enhanced as the diffraction angle increases. 

Practical methodologies typically necessitate diffraction angles where 2Θ 

exceeds 120°. Specifically, for the Ti6Al4V alloy and the lattice plane (hkl) of 21.3, 

a 2Θ angle of 141.7° is recommended, aligning with established norms and 

optimising measurement accuracy within the constraints of available X-ray 

wavelengths and instrumental capabilities [20]. The PANalytical XPert3 Powder 

is programmed at performing scans within a range of 138.5510 to 143.4486°, 

enabling the precise determination of peak positions at each scanned angle based 

on the acquired data. The shift in peak positions obtained from this experiment 
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fundamentally characterises lattice strain, which is intrinsic for the accurate 

determination of residual stresses within the material. 

3.8.7 EBSD 

Electron backscattered diffraction (EBSD) was employed to investigate grain 

size, phase identification, and crystallographic orientation. This analysis was 

conducted using an Oxford Instruments® C-NANO EBSD detector, operated at 20 

kV. To strike a balance between resolution and scanning time, the step size was 

set at 0.1 µm, with a magnification of 650x, which was defined based on the 

scanning area. 

Subsequently, the acquired EBSD data was subjected to analysis using Aztec 

Crystal software from Oxford Instruments. Prior to the EBSD analysis, a standard 

data clean-up procedure was executed. This involved the replacement of 

incorrectly indexed isolated points and unindexed points, ensuring that they 

were filled with a minimum of four indexed pixels surrounding them. This 

process was accomplished using level 5 of the Zero Solution Removal function. 

To distinguish grain boundaries, a threshold of 15° was applied. Further 

exploration of grain morphology and sizes was carried out through calculations 

of grain aspect ratios and the determination of average grain size. 

3.9 Conclusions 

In this chapter, the DAM mechanism and its system are described, 

highlighting its multi-laser array technology. Different beam configurations are 

characterised to investigate effects on melting area dimension, beam shape (line 

or multi-spot), and spot-spacing, with an eye on process optimisation through 

various optical configurations. The chapter also delves into the methodology and 

experimental setup of the study. This involves the use of multiple fibre-coupled 

diode lasers with 808 nm wavelengths and low power (less than 5 W) for efficient 

parallel processing. It covers the characterisation of laser systems, including 

single diode modules and the multi-laser head (CTP), detailing the specific 

modifications and equipment characteristics required for DAM processing. 

Finally, the chapter provides an overview of the characterisation techniques used 

to analyse the microstructural properties and residual stress of the build. 
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4 Chapter 4: Modelling Methodology  

From the literature review conducted in Chapter 2, Section 2.6, it was shown 

that specific literature on modelling the Diode Area Melting (DAM) process using 

systems that use a fibre-coupled Diode Laser (DL) array is not available. Despite 

the availability of various established methodologies and models for the Laser 

Powder Bed Fusion (L-PBF) process, comparable models for DAM are not readily 

accessible. However, given the similarities in laser and powder material 

interactions between L-PBF and DAM, it is feasible to adapt L-PBF models for 

DAM. These models could be adopted and validated using experimental data to 

ensure their applicability before employing them in DAM simulations. 

This chapter details the development and subsequent validation of one 

analytical and two numerical models designed for simulating the DAM process. 

It begins with the construction of an analytical model based on the Rosenthal 

equation, followed by the development of numerical models using the Finite 

Element Method (FEM) and Volume of Fluid (VoF) method. These models were 

initially validated against experimental measurements of melt pool dimensions 

from L-PBF of Ti6Al4V, as documented in the literature. This validation process 

established a solid foundation for the applicability of these models. Following 

validation, the models that best suited will be selected and adapted for detailed 

DAM process simulations. The aim is to use these models to predict and 

understand the melt pool morphology and associated thermal characteristics in 

DAM, leveraging the insights gained from the initial L-PBF-based validations. 

4.1.1 Selected Literature for Model Validation 

Yadroitsev et al. studied the distribution of surface temperature and size of 

the melt pool formed during L-PBF of Ti6Al4V [110]. In this study, a CCD camera 

was used to determine the surface temperature of the melt pool formed due to 

various processing parameters, which are shown in Table 4.1. The 20, 30 and 50 

W laser power and 300, 200 and 100 mm/s scanning velocities selected here are 

relatively low power compared to the process parameters used in a typical L-PBF 

machine for commercial applications. The relatively low power used shares 

similarities with the laser power employed in DAM. Hence, this study was 

selected to validate the models developed for DAM. Although a single DL used in 
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DAM provides only 4 W optical power, a laser profile with multiple lasers could 

easily reach similar power levels ( 4 – 50 W). The fibre array in DAM is uniquely 

engineered to operate a multitude of laser beams, as many as a hundred, each of 

which can be individually regulated.  

 
20 W 30 W 50 W 

300 mm/s ● ● ● 

200 mm/s ● ● ● 

100 mm/s ● ● ● 

Table 4.1: The process parameters (Power and Scanning Velocity) chosen for the study. 

Yadroitsev et al. conducted experiments using a TEM00 Gaussian beam with 

a diameter of 70m, operating at a wavelength of 1075 nm. A series on melt 

tracks were created for each set of process parameters, each 10 mm long. For the 

theoretical calculations, the Carslaw and Jaeger heat conduction equation was 

used for the Gaussian heat source [73], [111]. The geometry of the resulting melt 

pool was then compared against the calculated results. 

4.1.1.1 Experimental Results 

Figure 4.1 demonstrates the melt pool width, calculated using the Carslaw 

and Jaeger heat conduction equation, alongside data from experiments plotted 

with varying scanning speeds and laser powers. Conversely, Figure 4.2 presents 

the data relating to the melt pool depth. The experimental data suggests an 

increase in both the width and depth of the melt pool in relation to energy input. 

Yadroitsev et al. assert that the primary influences on the geometric 

characteristics of single tracks are the laser power density and interaction time, 

as defined in equation 13 and equation 14. 

𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 =  
𝐿𝑎𝑠𝑒𝑟 𝑏𝑒𝑎𝑚 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟

𝑆𝑐𝑎𝑛𝑛𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑
    (13) 

𝐿𝑎𝑠𝑒𝑟 𝑝𝑜𝑤𝑒𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 =  
𝐿𝑎𝑠𝑒𝑟 𝑝𝑜𝑤𝑒𝑟

𝑆𝑝𝑜𝑡 𝑎𝑟𝑒𝑎
     (14) 
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Figure 4.1: The width of the molten pool versus scanning speed. 

 
Figure 4.2: The depth of the molten pool versus scanning speed. 

The work presented by here shows that the melt pool depth does not exceed 

a depth-to-width aspect ratio of 1:2. This means that the width of the melt pool 

is at least twice the depth, illustrating a shallow, wider melt pool rather than a 

deep, narrow one. The theoretical values obtained from the Carslaw and Jaeger 

model show a degree of correlation with the experimental data. However, 

notable differences also exist with the melt pool width and depth data. While the 

mean depth-to-width ratio of the melt pool is calculated to be 1:2.4, it exhibits a 

range from 1:1.7 to 1:3.1. This suggests that in some instances, the melt pool is 

deeper relative to its width. Yadroitsev et al. argues that these inconsistencies 

between theoretical calculations and actual experimental outcomes might stem 

from omitting the influence of Marangoni flow within the melt pool. The effect of 
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Marangoni flow and its influence within the melt pool are very important and 

well studied [47], [64]. 

The data from this experimental study will be used to validate the models 

developed in this chapter. Key parameters considered include the melt pool 

width, depth, temperature, and cooling rate. 

4.2 Analytical Modelling Methodology 

Researchers employ simpler analytical models for L-PBF since numerical-

based approaches are computationally intensive and expensive. Moreover, the 

two-dimensional (2D) analytical calculations are simple and easily traceable 

[12]. The Rosenthal equation and Green's function methods are two popular 

analytical modelling techniques that can be used to solve heat conduction 

problems [112][69][73]. The Rosenthal equation, initially formulated for the 

purpose of laser welding, has subsequently been adapted for use within AM 

process modelling. This equation has come to serve as a tool for modelling of L-

PBF process. For example, Plotkowski et al.  constructed a transient semi-

analytical model, using the Rosenthal equation, to determine the effects of heat 

transfer and compared them with the experimental results on AlSi10Mg created 

by both L-PBF and EB-PBF processes [113]. 

4.2.1 Initial Conditions 

In the analytical model, internal heat generation is disregarded, and so the 

internal heat energy is represented as 𝑞𝑠 = 0. In laser applications, the heat source 

comes from an external entity in the form of laser radiation, and in this particular 

case, any exothermic reaction is neglected. The workpiece was assigned an initial 

temperature condition of 293 K. The heat source, represented by the Rosenthal 

equation, is subsequently introduced to the initial boundary condition. 

4.2.2 Heat Source 

In the analytical model, the governing equation for the heat flow is 

predominantly driven by the heat conduction behaviour of the workpiece or 

material and is considered as being adiabatic for simplification. The assumption 

is that heat conduction within the workpiece typically surpasses any heat 

exchange with the environment via natural convection or radiation. Also, the 
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processed material is presumed to be uniform and isotropic, and there is no heat 

loss or gain by either natural convection or radiation. Hence, the heat exchange 

through natural convection (gas flow within the build chamber) and radiation of 

the surrounding area is ignored as the conduction heat exchange greatly exceeds 

the other two, which leads to the governing equation for heat flow as in equation 

15. In order to make the problem more analytically traceable, the physical 

material properties are linearised, and the internal energy, qs, is neglected to 

form equation 16 [107], where 𝜆 is the thermal conductivity (W/mm K), Cp 

specific heat (J/kg K), t is the time (s), and T is the temperature (K).  

𝜌𝐶𝑝
𝑑𝑇

𝑑𝑡
=

𝜕

𝜕𝑥
 (𝜆
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𝑑𝑡
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𝜕

𝜕𝑧
 (𝜆

𝑑𝑇

𝑑𝑡
)  + 𝑞𝑠   (15)  

𝜌𝐶𝑝
𝑑𝑇

𝑑𝑡
= 𝛻. (𝜆𝛻𝑇)       (16) 

The differential equation 15 is conveniently expressed in equation 17 at a 

quasi-stationary state. This equation is popularly known as the Rosenthal 

equation [114]. The heat source used here is a moving point along the x-axis. The 

2D spatial temperature distribution solved with the Rosenthal equation is 

commonly represented as isotherms drawn around the instantaneous heat 

source position in the x-y plane.  

𝑇 =  𝑇0 +  
𝑞

2𝜋𝜆ℎ
 𝑒𝑥𝑝 [−

𝑈𝑥𝑋1

2𝛼
]  𝐾0 [

𝑈𝑥𝑟

2𝛼
]     (17) 

Where T is the peak temperature (K), T0 is the preheat temperature (K), q is 

the net-power input available (W), 𝜆 is the thermal conductivity (W/mm2), h is 

the plate thickness (m), Ux is the traverse velocity (m/s), x1 is the distance along 

the beam (m), and K0 is the zeroth order of Bessel's function of the second kind. 

r is the radial distance away from the beam (m), and α is the thermal diffusivity 

(mm2/s), ρ is the density in (kg/m3). 

𝑟 = √x1
2 +  y1

2 and  ∝  =  
k

ρCp
      (18) 

 Differentiating equation 17 provides the cooling rate at any given position. 

The highest cooling rate occurs along the laser traverse line, and due to the 

coordinate system attached to the heat source, the temperature does not change 

with time with respect to the coordinate system. Hence, the temperature change 

rate equation is expressed as equation 19 [114].  
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𝑑𝑇

𝑑𝑡
= −2𝜋𝑘𝜌𝐶𝑝 (

 𝑈𝑥ℎ

𝑞
)

2

  ( 𝑇 −  𝑇0)3     (19) 

To calculate the temperature distribution and the width of the melt pool, the 

Rosenthal equation is applied to multiple locations (r1, r2…rn) around the centre 

of the laser beam. The values of the calculated thermal distribution and the 

respective cooling rate can be visually represented using a colour scheme. This 

work is done in a Microsoft Excel™ spreadsheet. The calculated temperature 

values at each location are presented in each spreadsheet cell.  

4.2.3 Validation of Thermal Modelling 

4.2.3.1 Temperature Distribution and Melt Pool Width 

The Rosenthal equation-based analytical model often treats the heat source 

as a point, line, or ellipsoid. In the current study, the heat source in the Rosenthal 

equation is implemented as a point energy source and performed as a steady-

state analysis in a Microsoft Excel™ spreadsheet. This approach can calculate the 

heat transfer through the material and display it as a spatial temperature 

distribution. For each beam profile, the surface temperature of the melt pool is 

spatially derived within each cell of the spreadsheet. Figure 4.3 illustrates a 

temperature colour map created using the analytical model, displaying the 

temperature distribution (a). 

 
Figure 4.3: Analytical results showing the temperature colour map for 20 W laser power 

at 300 mm/s scanning speed. 
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The maximum temperature computed from the analytical solution reaches 

6128 K for the processing parameters using 20 W laser power at a scanning 

speed of 300 mm/s. This is significantly higher than the actual maximum 

temperature of 1955 K observed in the molten pool during experiments. 

Nonetheless, the average temperature of the molten pool surface is calculated to 

be 2550 K (ranging from 1878 K to 6128 K), which is comparable to that recorded 

using a thermal camera in the experiments. The average temperature is 

determined by selecting the temperature of each cell that exceeds the solidus 

temperature of Ti6Al4V. The analytical solution overestimates the peak 

temperature due to several simplifying assumptions. These include considering 

the Gaussian beam as a point heat source, assuming no heat loss through 

convection or radiation, disregarding internal heat generation, and presuming a 

steady-state calculation. Furthermore, the temperature prediction is too high at 

the center for a Gaussian point heat source in the Rosenthal equation because the 

Gaussian distribution assumes maximum laser intensity at the center, with 

intensity decreasing radially outward. This results in a high concentration of 

energy at the center, leading to an overestimation of the peak temperature in that 

area. 

After extracting the melt pool width from the temperature colour map, we 

can compare the calculated temperature with the experimental results. The melt 

pool width is calculated by measuring the width across the scanning direction on 

the temperature color map, using the regions where the melt pool temperature 

exceeds the solidus temperature of Ti6Al4V. Figure 4.4 displays a comparison 

between the calculated melt pool dimensions from analytical models and the 

experimental data from the study by Yadroitsev et al. When using the Rosenthal 

equation to calculate the melt pool width, there is an average accuracy of 16% 

(with variations between 6% and 31%) relative to the experimental data. The 

Carslaw and Jaeger model, in the Yadroitsev et al.’s. study, underestimated the 

computed width by an average of 40% compared to the empirical data. 
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Figure 4.4: Ref-[110] and Analytical model predicted melt pool width comparison. 

4.2.3.2 Cooling Rate 

In the analytical modelling of L-PBF, the cooling rate is derived using 

equation 19 and is visually represented as a color map in Figure 4.5. The average 

cooling rate for the melt pool is then calculated by applying equation 19 to the 

average temperature of the melt pool obtained from the color map in Figure 4.3. 

The average cooling rate corresponding to each process parameter, across 

varying laser powers and scanning speeds is illustrated in Figure 4.6. The 

computed cooling rate for the L-PBF laser, operating at 20 W and moving at a 

speed of 300 mm/s, peaks at 1.8 × 106 K/s. An increase in laser power led to a 

reduction in the cooling rate, with values of 1 × 106 K/s observed at 30 W and 

further dropping to 6.2 × 105 K/s at 50 W laser power. Likewise, a reduction in 

laser scanning speed led to a decrease in the cooling rate. The lowest value was 

recorded at 8.2 × 104 K/s under the processing conditions of 50W laser power 

and a scanning speed of 100 mm/s.  

The relationship between cooling rate, laser power, and scanning speed is 

well-established in the context of laser welding processes [114]. It is interesting 

to observe similar trends within L-PBF. In laser welding, the laser power and 

scanning speed play significant roles in determining the cooling rate, which in 

turn influences the microstructure and mechanical properties of the welded 

joint. Generally, as the laser power increases, the cooling rate decreases. This is 

because higher laser power results in greater heat input, raising the overall 
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temperature and hence extending the time it takes for the material to cool. 

Conversely, an increase in scanning speed reduces the amount of time the 

material is exposed to the heat source, leading to a faster cooling rate. 

Similar to laser welding, the cooling rate in L-PBF is affected by the laser 

power and scanning speed. As demonstrated in ref-[110] and the analytical 

modelling in this work, an increase in laser power or a decrease in scanning 

speed reduces the cooling rate. This can be attributed to the same fundamental 

principles of heat transfer and thermodynamics that apply to laser welding. The 

cooling rate can affect the microstructural evolution and phase transformation of 

the material, which in turn influences the residual stress, mechanical properties, 

microstructure, and quality of the manufactured component. By understanding 

and controlling the cooling rate, it is possible to optimise the L-PBF process for 

different applications and materials. 

 
Figure 4.5: Analytical results showing the cooling rate in the form of a colour map for 20 

W laser power at 300 mm/s scanning speed. 
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Figure 4.6: The cooling rate derived for the analytical calculations for the 20, 30 and 50 

W laser power at 100, 200 and 300 mm/s scanning speed. 

4.3 FEM Methodology 

4.3.1 Initial Conditions 

Numerical calculations for the FEM approach were performed with the finite 

element analysis code in ANSYS 2021 R2™. A 2 x 1x 0.5 mm volume was modelled 

with a body mesh size of 15 x 15 x 15 µm, as shown in Figure 4.7. A mesh-

independence study was conducted to select a mesh size that would not affect 

the calculated values. The optimum mesh size was 15 µm. Smaller mesh sizes 

would have impacted the computational time without significantly improving 

accuracy. The below boundary conditions were then applied to this model. 

• Ambient room temperature was maintained for the substrate, implying 

that there was no additional heating applied to the substrate. 

• Radiation on the top surface of the powder bed is permitted. 

• Convective flow to the four side walls representing the shield gas. 

• All the applied thermophysical values are temperature-dependent. 

During the L-PBF process, most of the heat dissipates through conduction to 

the substrate and adjacent regions. Additionally, heat loss during the process is 

also attributed to convection and radiation from the top surface. In this study,  

convective heat losses from the top surface, resulting from the flow of inert gas 

in the chamber, were modelled by establishing natural convection as a surface 
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film interaction on the exposed surfaces. A convective heat transfer coefficient of 

10 W/(m2K) was utilised for this purpose. 

 
Figure 4.7: Computational domain used for the ANSYS simulation. 

4.3.2 Heat Source 

The laser beam radius and the power density distribution are important 

parameters for modelling the heat source in laser processing. The 1070 nm laser 

beam exiting the fibre laser in L-PBF is Gaussian (TEM00) in nature. For a 

Gaussian distributed energy source, the intensity of the laser beam drops by 1/e2 

as a function of distance from the centre of the beam. The 1/e² width is the 

diameter of the beam where the power per unit area drops to 1/e² (or 

approximately 13.5%) of its maximum value. This is another common method of 

measuring laser beam width and is often preferred in many applications because 

it provides a more complete picture of the beam's spatial extent. Mazumder et al. 

used a mathematical expression to define a moving Gaussian heat source and 

developed a three-dimensional heat transfer model for laser material processing 

[115]. This study employs a similar approach, and equation 20 defines the moving 

Gaussian laser heat source.  

𝑄𝑥𝑦 =  
2𝑄𝛼

𝜋𝑟𝑏
2  𝑒𝑥𝑝 (

−2𝑟2

𝑟𝑏
2 )       (20) 

The Ansys Parametric Design Language (APDL) script was used to apply the 

heat source equation 20 within the ANSYS platform. Q is the laser power in W, 𝛼 

is the absorption coefficient of the material for 1075 nm wavelength, and rb is the 

1/e² of the beam radius in m. 𝑄𝑥𝑦 is the heat flux in W/m2 and defines the two-

dimensional distribution of the heat source. The radial distance of any point from 

the axis of the heat source is represented as r, where 𝑟2 = (𝑥2 + 𝑦2).  
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4.3.3 Validation of Thermal Modelling 

4.3.3.1 Melt pool Width and Depth 

Figure 4.8 illustrates an example of the melt pool temperature extracted from 

the ANSYS simulation using a 20 W laser power and a scanning speed of 300 

mm/s. The transient FEM simulation of the melt pool provides temperature data, 

from which the melt pool width can subsequently be determined.The melt pool 

width are derived from the FEM models by extracting the solid-liquid interface 

of the melt pool perpendicular to the laser traverse direction. 

 
Figure 4.8: ANSYS simulated result of a melt pool with 20 W laser power and 300 mm/s 

scanning speed. 

Figure 4.9 presents a comparison of the measured melt pool width with the 

width predicted by the FEM model. For all the simulated conditions, the widths 

predicted by the FEM model are within the range of 1 – 9 % of the values obtained 

from the experiments. This suggests that in terms of melt pool width, the FEM 

model demonstrates a closer alignment with the experimental results than the 

analytical results, which exhibited an average accuracy within 6%. 
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Figure 4.9: Ref-[110] and ANSYS model predicted melt pool width comparison. 

Figure 4.10 illustrates an example of the melt pool depth data extracted from 

the ANSYS simulation using a 20 W laser power and a scanning speed of 300 

mm/s. 

 
Figure 4.10: ANSYS simulated result of a melt pool depth with 20 W laser power and 300 

mm/s scanning speed. 

Similar to the analysis of the melt pool width, Figure 4.11 illustrates a 

comparative study between the melt pool depth predicted by the FEM models 

and the experimental results. It emerges that the FEM models have a propensity 

to overestimate the melt pool depth by approximately 70%. However, this degree 

of accuracy is not consistent, fluctuating within a 50 to 80% range. The mean 

width-to-depth ratio anticipated by the FEM models was 2.6 (with variations 

between 2.3 to 3.1), suggestive of a relatively shallow melt pool. The Carslaw and 

Jaeger model, mentioned in reference [7], generated a more precise prediction of 
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the computed melt pool depth (Figure 4.2) compared to the FEM approach. 

However, Carslaw and Jaeger's model failed to calculate melt pool width (Figure 

4.1) accurately and resulted in underestimated values.  

 
Figure 4.11: Ref-[110] and ANSYS model predicted melt pool depth comparison. 

The overestimation by the FEM models, specifically regarding the depth of 

the melt pool, may be attributed to several factors. A primary cause could be the 

omission of Marangoni convection within the model. By not accounting for the 

Marangoni effect in the model, the FEM simulations might not fully capture the 

real-world dynamics of the melt pool, leading to an overestimation of its depth. 

Therefore, to improve the accuracy of the model, it would be beneficial to 

consider the influence of Marangoni convection. It is important to highlight that 

the accuracy of predicting the melt pool depth appears to degrade with 

increasing laser power. This is discussed in more detail in Section 4.6. 

Neglecting Marangoni flow in simulations primarily impacts the depth rather 

than the width of the melt pool due to the directional nature of this surface 

tension-driven flow. The Marangoni effect, which arises from temperature 

gradient-induced variations in surface tension, predominantly influences fluid 

movement from the surface towards the bottom of the melt pool or vice versa. 

This flow significantly affects the distribution of heat and material along the 

direction perpendicular to the surface flow affecting the depth of the melt pool. 

Additionally, the surface tension gradients that drive the Marangoni effect are 

more impactful in the vertical direction, leading to deeper heat penetration and 

consequently affecting the depth of the melt pool. 
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4.3.3.2 Melt pool Temperature Evolution 

Temperature transients were determined by selecting a point (probe) at the 

top surface of the melt pool and obtaining the temperature versus time data at 

this specific location. The temperature-time data for 20, 30 and 50 W laser power 

at a scanning speed of 300 mm/s is plotted in Figure 4.12. The simulated data 

shows that at a scanning speed of 300 mm/s, a 20 W laser required 0.0006 s to 

reach the melting point of Ti6Al4V. When the laser power was increased to 30 W, 

this duration dropped to 0.00025 s and further decreased to 0.0002 s with the 

use of a 50 W laser. 

 
Figure 4.12: The temperature-time data from the ANSYS simulation for the laser power 

20, 30 and 50 W at a scanning speed of 300 mm/s. 

The cooling duration was calculated as the time taken for temperature to fall 

from the beta transus temperature (1267 K) to the martensitic transformation 

temperature (847 K), employing data obtained from the probe. This cooling 

duration is presented in Figure 4.13 as a function of processing speed. In 

observing the relationship between cooling time, power input, and scanning 

speed, it was found that the cooling duration correlates positively with power 

input and inversely with scanning speed. More specifically, at a constant scanning 

speed of 100 mm/s, a rise in laser power from 20 W to 50 W resulted in an 

elongation of the cooling time from 0.002 s to 0.0054s. Additionally, for a fixed 

laser power of 20 W, an increase in scanning speed from 100 mm/s to 300 mm/s 

led to a reduction in cooling time, dropping sharply from 0.002s to 0.0007s. 
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Figure 4.13: The ANSYS predicted cooling time from β-transus temperature (1267 K) to 

martensitic transformation temperature (847 K). 

4.3.3.3 Cooling Rate 

Figure 4.14, on the other hand, demonstrates the cooling rates attained in 

each individual simulation. Echoing the discussion detailed in Section 4.3.3.2, the 

cooling rate demonstrates a comparable pattern to the cooling duration, 

whereby a surge in laser power or a decrease in scanning speed precipitates a 

reduction in the cooling rate. At a scanning speed of 300 mm/s, an increase in 

laser power from 20 W to 50 W saw a reduction in the cooling rate from 6 × 105  

K/s to 2.8 × 105  K/s. The lowest value was recorded at 7.9 × 104  K/s under the 

processing conditions of 50W laser power and a scanning speed of 100 mm/s.  

 
Figure 4.14: The cooling rate derived for ANSYS simulations for the 20, 30 and 50 W laser 

power at 100, 200 and 300 mm/s scanning speed. 
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4.4 VoF Methodology 

The mesoscopic simulation detailed in this section is performed by using a 

commercial CFD software Flow 3D™, developed by Flowscience Inc. Flow 3D is a 

CFD software package based on VoF method. Figure 4.15 illustrates the distinct 

stages summarised within a Flow 3D simulation process. Starting with a Discrete 

Element Method (DEM) oriented simulation, the settlement of powder particles 

a fundamental operation within L-PBF, is carefully replicated. This is followed by 

a simulation modelling the spreading of powder particles, reflecting the powder 

spreading process that is intrinsic to L-PBF. The final stage in the simulation 

procedure introduces a Gaussian laser beam to instigate a melting simulation, 

replicating the laser melting event observed in real L-PBF operations. 

 
Figure 4.15: Key process steps involved in a Flow 3D simulation. 

4.4.1 DEM Simulation of Powder Bed Structure 

DEM is an effective computational model, specifically used for examination 

of the consequential dynamics of numerous solid elements. It is useful in 

analysing the impact motion of many solid elements and can be applied in 

combination with flow analysis. Using DEM, the powder layer can be depicted as 

an assembly of spheres with different sizes and population densities. This 

method allows users to track the evolution of the particle distribution, thereby 

facilitating an understanding of the ultimate deposition of the particle 

population. The various physical phenomena at play are interconnected, 

implying that alterations in one aspect could provoke changes in others. For 
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instance, diverse powder recoating mechanisms may engender contrasting 

powder packing conditions, which in turn can influence the heat dissipation 

capacity of the powder bed. This subsequently impacts the local thermal 

behaviour, microstructure, and conditions within the melt zone. In accordance 

with the ref-[110], the spherical powder particles exhibit a volume-weighted 

sieve diameter distribution with the 10th, 50th, and 90th percentiles recorded as 

d10 = 8.5 µm, d50 = 16.6 µm, and d90 = 24.7 µm, respectively. These particles are 

initially introduced, following the outlined specifications, and later permitted to 

settle onto the powder bed. Subsequently, a spreading simulation is performed, 

where a blade traverses the powder bed to generate a consistent and uniform 

layer of powder. Figure 4.18 illustrates output of the formed powder layer after 

performing DEM simulation in Flow 3D, a commercial software package capable 

of performing VoF simulation. 

 

Figure 4.16: Packing density in a powder layer with 50 m thickness 

4.4.2 Heat Source and Numerical Model 

The laser beam in L-PBF can be conceptualised as a moveable heat flux (Qf), 

exhibiting a Gaussian distribution in accordance with the specifications defined 

in equation 21. 

𝑄𝑓 =  
𝑄𝛼

𝜋𝑟0
2 𝑒𝑥𝑝 − {(

𝑟0

𝑟𝑏
)

2
}       (21) 

Where Q is the laser power in W, 𝛼 is the absorption coefficient of the 

material for 1075 nm wavelength, and rb is the 1/e² of the beam radius in m. 𝑄𝑥𝑦 
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is the heat flux in W/m2 and defines the two-dimensional distribution of the heat 

source. The radial distance of any point from the axis of the heat source is 

represented as r0, where 𝑟2 = (𝑥2 + 𝑦2).  

Flow 3D is primarily a Computational Fluid Dynamics (CFD) code, and the 

VoF method is a technique employed within the CFD framework. The VoF method 

is utilised to track and simulate the behaviour of fluid interfaces, such as free 

surfaces or phase boundaries. In the CFD-based numerical simulation of an L-PBF 

process, the melt pool is assumed to be an incompressible, laminar, and 

Newtonian fluid. The governing equations for mass, momentum, and energy 

conservation, which are solved in the CFD simulation, are presented below: 

Mass:  𝛻 .  𝜈 = 0        (22) 

Momentum:  
𝜕𝜈⃗⃗⃗

𝜕𝑡
 + (𝜈 . 𝛻)𝜈 =  − 

1

𝜌
  𝛻𝑃 +  𝜇𝛻2𝜈  +  𝑔  +  𝐹𝑏  (23) 

Energy: 
𝜕ℎ

𝜕𝑡
 + (𝜈 . 𝛻)ℎ =  − 

1

𝜌
 (𝛻 . 𝑘𝛻𝑇) + 𝑞̇    (24) 

Where t is the time, 𝜈 is the velocity of melted material, P is the pressure, 𝜌 is 

the mass density, 𝜇 is the kinetic viscosity, g is gravity, 𝐹𝑏 is the body force in the 

system, h is enthalpy, k is material thermal conductivity, T is temperature, and 𝑞̇ 

is heat source term. 

The VoF method was introduced to track the instant free surface evolution 

of the melt pool and the equation is decribed as below. 

𝜕𝐹

𝜕𝑡
 +  𝛻 . (𝜈𝐹) = 0        (25) 

Where F is the fluid volume fraction (0 ≤ 𝐹 ≤ 1). A void cell without any 

fluid is defined as F = 0, whereas a cell completely filled with fluid is defined as F 

= 1. Anything in between is defined as 0 < F < 1. 

The Marangoni effect, which arises from variations in surface tension, 

significantly influences the surface morphology and convective heat transfer 

within the melt pool. Therefore, a surface tension term is incorporated into the 

model to accurately represent the primary driving forces of fluid flow in the melt 

pool. The surface tension force, which depends on temperature, can be expressed 

as follows: 

𝛾(𝑇)  =  𝛾𝑚  +  
𝑑𝛾

𝑑𝑡
 (𝑇 − 𝑇𝑚)       (26) 
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Where 𝛾 is the surface tension at temperature T, 𝛾𝑚 is the surface tension at 

melting temperature Tm and 
𝑑𝛾

𝑑𝑡
 is the temperature coefficient of material surface 

tension. 

4.4.3 Nature of Results 

Upon successful generation of the powder bed through Flow 3D’s DEM 

simulation, the resulting configuration is extracted as an STL file. The subsequent 

stage involves simulation of the laser melting process using CFD techniques. At 

the end of the simulation, the model captures the intricate interaction between 

the laser beam and the powder bed. Figure 4.17 illustrates the progression of this 

process by depicting the sequential interaction of the laser at intervals of 50 

microseconds during a Flow 3D simulation of L-PBF of Ti6Al4V. The simulation 

parameters include the utilisation of a single laser with a power of 100 W and a 

scanning speed of 1000 mm/s over a duration of 0.0005s. The figure provides a 

visual representation of the evolution of the characteristics and dynamics of 

laser-melted material during the L-PBF process. Completion of this simulation 

required a total duration of 2 hours and 30 minutes. 

 
Figure 4.17: Melt pool formation during VoF simulation of Ti6Al4V with a single laser at 

100 W laser power and 1000 mm/s scanning speed. 
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4.4.4 Validation of Thermal Modelling 

4.4.4.1 Melt pool Width and Depth 

The result of each simulation is then post-processed using FlowSight™. The 

width of the melt pool is established via direct measurement perpendicular to 

the trajectory of the traversing laser. The melt pool depth is measured by taking 

a lateral cross-section using the upper surface of the molten pool to the maximum 

depth of the melt region as reference points. Figure 4.18 provides an illustration 

of a typical cross-sectional view of a melt track, clearly displaying the geometry 

of the melt pool highlighting the liquid melt pool and solid powder region. The 

mel pool dimensions can be extracted from this simulation data. 

 
Figure 4.18: The cross-section of a melt track showing the liquid melt pool and solid 

region in a Flow 3D simulation with a single laser at 100 W laser power and 1000 mm/s 
scanning speed. 

Figure 4.19 illustrates a comparative analysis between the melt pool width 

as predicted by the Flow 3D model and the empirical width obtained from 

Yadroitsev et al’s. study. For each simulated model, the predicted melt pool width 

generated by the Flow 3D model deviated by no more than 5% from the 

experimentally measured values. The average accuracy of the Flow 3D model in 

predicting the melt pool width is around 2%, although this varies within a range 

of 1% to 5%. This data suggests that the Flow 3D model exhibits a higher degree 

of convergence of melt pool width with empirical findings as compared to the 

analytical and FEM models. 
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Figure 4.19: Ref-[110] and Flow 3D model predicted melt pool width comparison. 

Similar to the FEM forecasts, the accuracy of the melt pool depth predictions 

made using the Flow 3D models does not quite align with the level of accuracy 

achieved for the width predictions as shown in Figure 4.20. The average accuracy 

of the Flow 3D model's predictions for the melt pool depth is approximately 56%, 

with a range extending from 26% to 79%. This signifies a notably lower level of 

accuracy in the depth estimations as compared to the predictions for the width. 

Nonetheless, the depth prediction produced by Flow 3D betters that offered by 

ANSYS using its FEM. The improvements in the accuracy of Flow 3D models can 

be attributed to the incorporation of Marangoni flow and phase change effects. 

These factors could influence the behaviour of fluids in numerous real-world 

situations. By factoring them in, simulations become more realistic, thereby 

enhancing their accuracy compared to more basic FEM, which does not consider 

Marangoni flow and phase change effects. 
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Figure 4.20: Ref-[110] and Flow 3D model predicted melt pool width comparison. 

 

4.4.4.2 Melt pool Temperature Evolution 

Similar to the FEM methodology, temperature versus time data was gathered 

by choosing a location, specifically a point (referred to as a probe) at the top 

centre of the laser spot, and retrieving the temperature-time information from 

this exact position. Figure 4.21 illustrates a sample of the temperature-time data 

obtained from the Flow 3D simulation, which was run using a 20 W laser power 

at a scanning speed of 300 mm/s. During this simulation, the peak melt pool 

temperature at the probe's location climbed up to 2200 K. 

 
Figure 4.21: Temperature evolution during a Flow 3D simulation with 20W laser power 

at 300 mm/s scanning speed. 
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4.4.4.3 Cooling Rate 

Figure 4.22, demonstrates the cooling rates attained from each individual 

Flow 3D simulations for the 20, 30 and 50 W laser power at 100, 200 and 300 

mm/s scanning speed. The employment of VoF methodology within the 

framework of Flow 3D simulation exhibits parallels with the cooling rates 

observed in analytical and FEM based simulations. Within the simulation, a link 

between the cooling rate and duration is evident. This connection becomes 

clearer when laser power is increased or scanning speed is reduced, both actions 

leading to a slower cooling rate. At a scanning speed of 300 mm/s, the cooling 

rate decreased from 1.05 × 106 K/s to 6.5 × 105 K/s when the laser power was 

raised from 20 W to 50 W. The smallest observed cooling rate was 5.3 × 105 K/s, 

which occurred under processing conditions of a 50W laser power and a 

scanning speed of 100 mm/s. 

 

 
Figure 4.22: The cooling rate derived for Flow 3D simulations for the 20, 30 and 50 W 

laser power at 100, 200 and 300 mm/s scanning speed. 

4.5 Discussions 

The analytical solution illustrated in this chapter demonstrates proficiency 

in predicting parameters such as the width of the melt pool, the surface 

temperature of the melt pool, and the corresponding cooling rate. The precision 

of these characteristics, while usable, does not quite reach the level of accuracy 

observed in methodologies such as FEM and VoF. Numerical tehniques such as 

FEM and VoF innately display a superior capability when compared to analytical 
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methods. Their inherent strength lies in managing complex geometries and 

intricate boundary conditions. Their capacity to address non-linearities and 

transient conditions is another advantage, providing iterative solutions that 

analytical methods typically find challanging. While numerical methods may 

introduce some degree of approximation error, they still maintain a high level of 

accuracy, providing localised results for intricate systems that are typically 

inaccessible using analytical methods. However, their advanced proficiency 

requires a trade-off with more significant computational resources and careful 

error and convergence considerations. Hence, while they are suited for high-

precision simulations, analytical methods remain valuable for elementary 

understanding and quick calculations. 

Using the FEM-oriented ANSYS software, numerical simulations were 

performed. These findings demonstrate a direct relationship between the time 

needed to complete each simulation and the temporal span represented within 

the simulated scenario. Figure 4.23 presents a comparison of the ANSYS 

simulation times. It is notable that the most prolonged duration required for a 

simulation, operating under conditions of 50 W laser power at a speed of 100 

mm/s, amounted to 2 hours and 30 minutes. The total duration represented 

within the simulation was 0.00925s, sufficient to capture adequate data, 

including the cooling rate during solidification.  

 
Figure 4.23: Time taken to complete ANSYS simulations. 

Whilst the VoF method affords detailed outputs such as three-dimensional 

temperature and velocity distributions of the deposit with free curved surfaces, 
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and tracks the free surface of the molten pool, inclusive of surface tension-

enabled flow within the molten pool, it is important that this method is 

computationally intensive. Figure 4.24 presents a comparative analysis of the 

duration required for each VoF simulation executed in Flow 3D. In contrast to the 

FEM simulation, the duration of the Flow 3D simulations exhibited a correlation 

with both the laser power and the scanning speed. For a simulation running for 

a total duration of 0.002 seconds, there was, on average, a notable 60% increase 

in simulation time when the laser power was elevated from 20W to 30W and 

subsequently to 50W. In parallel, a reduction in scanning speed led to a marked 

escalation in simulation time, on average increasing by a factor of 2.5 times. 

 
Figure 4.24: Simulation time each model for Flow 3D for a fixed duration of 0.002s. 

The optimal scanning speed for a typical DAM process for Ti6Al4V is 

identified to be 1.6 mm/s. Due to this slower scanning speed, the time required 

for simulation would predictably increase, as it becomes crucial to capture the 

cooling rate during solidification. The solidification period for Ti6Al4V, extending 

from the beta transus phase to the martensitic transformation temperature, is 

estimated to be approximately 1 second. This time span introduces a significant 

challenge for a mesoscopic simulation in terms of the resultant elongation of 

simulation time. At present, for a L-PBF simulation employing a 50W laser at its 

slowest speed of 100 mm/s, as presented in this chapter, the lengthiest duration 

recorded is 136 hours. The simulation duration decreases to 64 hours when 

utilising a 20W laser at the same speed. However, it is worth noting that the DAM 
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process, deploying five diode lasers each with a 4W laser power, can readily 

accumulate a total power of 20W. Furthermore, any DAM simulation at a speed 

of 1.6 mm/s necessitates a minimum simulation duration of 1 second to obtain 

any significant insights regarding the solidification and cooling rates. This 

condition implies that the 64-hour simulation period may experience an 

exponential increase, potentially reaching an unsustainable level during the DAM 

simulation process. 

Consequently, while VoF simulations at a mesoscopic scale can provide 

comprehensive data regarding the melt pool, including aspects such as the 

Marangoni flow and other convective flows, they may not be entirely suitable for 

DAM simulations due to the intensive computational resources and time 

required. A FEM based approach could represent a balanced compromise, 

providing valuable insights while managing computational resources more 

effectively. Furthermore, the FEM approach holds an advantage over analytical 

methods as it furnishes more accurate and comprehensive information. This 

includes data pertaining to the depth of the melt pool, the correlation between 

temperature and time, as well as the cooling rate of the melt pool. 

4.6 Conclusions 

Table 4.2 presents the accuracy of predicted melt pool width, depth, and 

temperature using analytical, FEM, and VoF methods, compared against 

experimental results. Additionally, the table includes data on the cooling rate and 

computational time from each simulation. The accuracy of melt pool width 

predictions is significantly better with FEM and VoF compared to the analytical 

method. This improvement is primarily attributed to the numerical nature of 

these methods, which allows for the incorporation of thermophysical properties, 

enhancing the precision of the simulations. Similarly, the accuracy of melt pool 

temperature has improved in FEM and VoF in comparison to the analytical 

method. However, the FEM method has overestimated the temperature when the 

energy density increased. This is attributed to the fact that FEM is a conduction-

driven process where convective flow, including Marangoni convection, is 

omitted; hence, when the laser power increases, it produces more error. 

Furthermore, the accuracy of melt pool depth prediction is notably enhanced in 

the VoF method due to the incorporation of Marangoni flow, which allows for a 
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more detailed simulation of fluid dynamics within the melt pool. This inclusion 

helps to better capture the real-world behaviors and interactions that affect melt 

pool characteristics. 

The key benefit of the analytical solution is its simplicity and the minimal 

computational time required, typically around 10 seconds. However, both FEM 

and VoF require high-performance computers to run the simulations due to their 

complex numerical nature. This complexity allows for enhanced accuracy in 

predicting melt pool characteristics but at the cost of increased computational 

resources and time. Hence, the analytical solution could be used as a first stage 

in the modelling process to get an initial idea of the results, and then proceed 

with more advanced simulations when necessary. This approach allows for a 

preliminary assessment before committing significant computational resources 

to more detailed analyses. 

Parameter Analytical FEM VoF 

Melt Pool Width 6 – 31% 1 – 9 % 1 – 5 % 

Melt Pool Depth Not possible 50 – 80% 26 – 79 % 

Average Melt Pool 
Temperature 

14 – 40 % 2 – 40 % 6 – 11 % 

Cooling Rate 

(Minimum and 
Maximum) 

Min: 7.9× 104 K/s   

Max: 6.5× 105 K/s  

Min: 7.9 × 104 K/s 

Max: 6 × 105 K/s -  

Min: 5.3 × 105 K/s 
Max: 1.05 × 106 K/s 

Simulation Time  10s 2.5 h 6.5 to 136 h 

Table 4.2: The table displays the accuracy of the three methodologies (analytical, FEM 
and VoF) in replicating various modelled effects, benchmarked against the original 

experimental data. 

Using ANSYS for FEM simulations revealed a direct correlation between 

simulation time and the temporal scope of the scenario. For example, a 

simulation with a 50W laser at 100 mm/s speed took 2 hours and 30 minutes, 

adequately capturing data like the cooling rate during solidification. In contrast, 

VoF simulations, performed in Flow 3D, showed that simulation duration is 

affected by both laser power and scanning speed, with notable increases in time 

when altering these parameters. The scanning speed for a DAM process using 

Ti6Al4V was determined to be 1.6 mm/s, significantly impacting simulation time 

due to the need to capture detailed solidification rates. The longest recorded 

simulation for a L-PBF process was 136 hours, which could potentially increase 
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exponentially (estimated to be 130 days) for DAM simulations due to their slower 

speeds and more detailed requirements such as multiple laser arrangements. 

This suggests that while VoF simulations offer comprehensive data, 

including convective flows like Marangoni flow, they may not be the most feasible 

for DAM due to the heavy computational demands. An FEM-based approach, in 

contrast, offers a more balanced solution, providing data while efficiently 

managing computational resources. It offers advantages over analytical methods 

by delivering more accurate information on aspects such as melt pool 

morphology (width and depth) and temperature-time correlation making it a 

preferable choice for DAM in comparison to the anaytical and VoF methods.  
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5 Chapter 5: Modelling of Ti6Al4V during DAM 

Various process modelling and thermographic analysis methods have been 

studied in order to understand L-PBF and EB-PBF processes [74], [116], [117], 

[118]. However, little attention has yet been paid to the modelling of Diode Area 

Melting (DAM). The work in this chapter presents an analytical model based on 

the Rosenthal equation and a numerical model based on the Finite Element 

Method (FEM) to investigate the temperature distribution, temperature 

evolution, melt pool dimensions and cooling rates of Ti6Al4V during DAM. It 

should be noted that the Analytical and FEM models elaborated upon here build 

upon a prior models specific to L-PBF, which were developed, validated and 

delineated in Chapter 4. The surface temperature of the molten pool formed using 

multiple diode lasers is captured using a charged coupled device (CCD) thermal 

camera. The calculated melt pool dimensions, molten pool temperature and 

cooling rate are then compared against the empirical results. In the study 

presented, the mathematical models endeavour to provide a comprehensive 

interpretation of the melt pool dimensions, temperature fields and the 

subsequent cooling rates induced by an array of laser beams in a range of 

configurations. The primary ambition of these investigative models is to offer a 

mechanism through which one might determine the optimal processing window 

and assist with the selection of process parameters for DAM processing of 

different materials. 

5.1 Modelling approaches 

5.1.1 Analytical Model 

The analytical model employed in this study is detailed in Chapter 4, 

specifically in Section 4.2, where it has been validated for the processing of 

Ti6Al4V within the context of L-PBF. As with the previous approach, the 

Rosenthal equation is applied to multiple locations (r1, r2…rn) around the centre 

of the laser beam in order to calculate the temperature distribution and width of 

the melt pool. The resultant values of the calculated thermal distribution and the 

respective cooling rates can be visually represented using a colour contour plot. 

This work is done in a Microsoft Excel™ spreadsheet. The calculated values of 

temperature at each location are presented in each cell of the spreadsheet and 
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the width of the melt pool is extracted from the spreadsheet and presented. The 

physical properties of Ti6Al4V are kept constant, and Table 5.1 presents the 

thermo-physical properties of Ti6Al4V used for the analytical model [109]. 

Table 5.1: Processing parameters and material properties. 

Parameter and Properties Values (Unites) 

Scanning speed 100 (mm/min) 

Beam diameter 65 (µm) 

Solidus temperature 1878 (K) 

Liquidus temperature 1923 (K) 

Absorptivity at 808nm wavelength 0.65 

Density 4375 (kg/m3) 

Thermal conductivity 7 (W/m K) 

Thermal diffusivity (106 a) 2.9 (m2/s) 

 

5.1.2 FEM Model 

Numerical computations utilising the FEM were executed using the finite 

element analysis software ANSYS 2021 R2™. A volume dimension of 2 x 1 x 0.5 

mm was modelled, incorporating a body mesh dimension of 15 x 15 x 15 µm, as 

depicted in Figure 5.1. In the interest of ensuring computational robustness, a 

mesh-independence study was undertaken to identify a mesh size that would not 

unduly influence the resultant values. The optimal mesh dimension was 

determined to be 15 µm. Employing finer mesh dimensions would have overly 

elongated the computational dura 

tion without yielding a notable enhancement in accuracy. The initial 

conditions, boundary conditions, and the heat source are consistent with those 

detailed in Chapter 4. 

 
Figure 5.1: Illustrates the computational domain used for FEM simulation in ANSYS 

showing six laser beams. 
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5.2 Experimental Methodology 

5.2.1 DAM Beam Profiles 

The experimental setup used in this work employed a laser assembly 

comprising a linear array of multiple individually addressable laser beams (as 

described in Chapter 3, section 3.1.3), which were traversed across the powder 

bed using a gantry system. The primary aim of this investigation is to gain an 

understanding of the temperature distribution and resultant cooling rate 

generated using various laser profiles produced through the activation of 

different numbers of lasers in the array. A total number of six laser arrays are 

selected to understand the effect of multiple diode laser beams; these are 

referred to as beam profiles (BP). Although the system can currently 

accommodate up to fifty lasers simultaneously in a single row, only six lasers will 

be utilised in this study in order to maintain sensible computational times. The 

small-scale multi-laser interactions and their effects on the melt pool provided 

by the six lasers can be used for subsequent scaling of the DAM process. 

The beam profiles are characterised using a scanning slit beam profiler 

(NanoScan2sPryo/9/5) as described in Section 3.3. Table 5.2 provides a 

comprehensive breakdown of the total power and the 1/e2 width of each laser 

profile in the Y direction. Additionally, the table incorporates a schematic 

representation of the configuration of each laser beam profile.  

Table 5.2: Specification of laser beam profiles used in this study. 

Beam profile 
(BP.) 

No. of lasers Total power 

(W) 

1/e2 Beam 

Width (µm) 

BP 

Schematic 

1 1 4 65  
2 2 8 141  
3 3 12 217  
4 4 16 294  
5 5 20 370  
6 6 24 446  

5.2.2 Layer Thickness and Single Tracks 

The layer thickness of the powder was kept at 1mm for all experiments. The 

objective of this study is to investigate the morphology of the melt pool formed 

during the activation of BPs. Due to the fragility and small size of the tracks 

formed, a layer thickness of 1 mm was chosen to ensure sufficient powder 
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support beneath the solidified melt pool for the individual tracks. Layers 

between 30 to 50 µm were deemed unsuitable as they could not be effectively 

removed from the powder bed owing to their smaller size. Furthermore, multiple 

tracks were created in close proximity to one another, ensuring that the tracks 

were held together by the heat affected zone. This arrangement was crucial for 

maintaining the structural integrity of the formed tracks. 

The scanning speed was set at 100 mm/min, which was demonstrated as the 

optimum processing speed for Ti6Al4V during DAM [6]. Pre-alloyed and gas 

atomised Ti6Al4V powder used in this study was supplied by Carpenter Additive. 

The material composition and the particle size distribution of the powder is 

described in Section 3.6.1. The build chamber was purged with Argon to avoid 

oxidation during the process. This process is described in Section 3.1.2.  

A single layer with an area of 5 cm2 consisting of multiple melt tracks, as 

shown in Figure 5.2, was created with each beam profile. Multiple melt tracks 

were distinctly segregated by using a hatch spacing that was sufficiently large 

enough to avoid coalescence of tracks. The melt pool width was subsequently 

determined by taking an average of measurements made at various positions 

along these melt tracks. Samples resulting from these experiments were hot-

mounted and prepared for high-resolution imaging using a scanning electron 

microscope (Tescan Vega 3).  
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Figure 5.2: An example of melt tracks created for this work. Each melt track is 5 cm long, 

has 120 µm hatch spacing, and produces a total area of 5 cm2. 

In order to transfer the formed melt pool tracks, each sample, covering an 

area of 5 cm², was carefully removed along with the underlying powder. Due to 

the heat affected zone, the powder between each track was sintered and bonded 

together, enabling safe transfer to a sample box. Subsequently, each sample was 

hot-mounted and sectioned to measure the depth of the melt pool. 

5.3 Results and Discussion 

5.3.1 Melt Pool Surface Temperature 

5.3.1.1 Temperature colour map from the analytical model 

In the analytical model based on the Rosenthal equation, the heat source is 

often considered as a point, line, or ellipsoid type. Plotkowski et al. developed a 

transient semi-analytical model based on the Rosenthal equation to calculate the 

heat transfer effects and compare with the experimental results of AlSi10Mg 

produced by both L-PBF and EB-PBF processes [113]. Analytical-based solutions 

require significantly lower computing power compared to numerical techniques. 

However, consideration of complex boundary conditions, non-linear material 
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properties, and most notably, the ability to solve transient conditions are 

unfeasible with this approach.  

In this work, the heat source in the Rosenthal Equation is applied as a point 

energy source and executed as a steady-state analysis in a Microsoft Excel™ 

spreadsheet. This method is capable of calculating the heat flow through the 

material and present it in the form of a spatial temperature distribution. For each 

beam profile the temperature on the surface of the melt pool is then derived 

spatially within each cell of the spreadsheet as shown in Figure 5.3. Figure 5.3 (a). 

illustrates the calculated melt pool temperature for a beam configuration with a 

single laser. In contrast, Figure 5.3 (b) displays the same for a configuration 

employing six lasers. The observed differences in the scale bar across the X and 

Y axes between these figures are due to the increase in the number of lasers, 

which leads to an growth of the melt pool size. To adequately show the enlarged 

melt pool, adjustments in the scale parameters are made.The melt pools 

generated by multiple laser beams overlap and effectively creating a single melt 

track due to the close proximity of each beam. The Figure 5.4 shows a 

corresponding temperature colour map showing the temperature distribution 

for the beam profile with a single laser (a) and six lasers (b). The average 

temperature across the melt pool (perpendicular to the beam traverse direction) 

is calculated as 2060 K and 2369 K for the single beam and the six lasers beam 

profiles respectively. The melt pool width is then extracted from the temperature 

colour map. The following sections compare the average surface temperature of 

the melt pool extracted from the analytical and FEM models with those 

determined from the thermal camera data for each beam profile. 
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Figure 5.3:Calculated temperature for each cell within the melt pool for the beam profile 

with a single laser (a) and six lasers (b). 
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Figure 5.4: Temperature colour map of the melt pool for the beam profile with a single 

laser (a) and six lasers (b). 
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5.3.1.2 Temperature colour map from the FEM model 

FEM models numerically solve the transient energy conservation equation 

with convective and radiative boundary conditions within the environment 

yielding the temperature distribution in 3D, from which both melt pool width and 

depth can be determined. The principal forces responsible for flow in the molten 

pool are surface tension and buoyancy forces. The continuity equation for mass 

conservation and the Navier-Stokes equations for fluid motion must be solved for 

fluid flow and penetration depth to resolve the melt pool depth. The Rosenthal 

equation and FEM model do not consider the effects of the convective flow of 

liquid metal inside the molten pool necessary for calculating the temperature 

field. In addition, the omission of Marangoni convective phenomena further 

restricts the prediction of melt pool depth information, including temperature 

distribution below the surface layer [12]. The temperature distribution in the 

form of a colour map and melt pool boundary, as obtained from the FEM model 

for the beam profile with a single laser (melt pool width (a) and depth (b)) is 

shown in Figure 5.5. Similarly, Figure 5.6 illustrates the corresponding 

temperature colour maps produced by FEM simulation for a beam profile with 

six lasers, showing width (a) and cross section(b). The surface temperature of 

the melt pool increases with addition of each laser. The calculated average melt 

pool temperature (perpendicular to the beam traverse direction) is 1985 K and 

2310 K for the beam profile with a single and six lasers respectively. 

 

 
Figure 5.5: Temperature colour map produced by FEM simulation for a single laser beam 

surface (a) and cross section (b) 
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Figure 5.6: Temperature colour map produced by FEM simulation for a beam profile with  

six lasers width (a) and cross section(b). 

5.3.1.3 Temperature from the Thermal Camera 

The resulting images from the thermal camera is described in Section 3.5, 

with each pixel value representing a temperature in Kelvin. The average melt 

pool temperature (perpenticular to the beam traverse direction) and cooling rate 

of the melt pool are extracted from the thermal images. The melt pool 

temperature for a single laser beam was measured to be at 1946 K. This increased 

to 2258 K for the beam profile with six lasers. 

The average temperature of the melt pool derived from the temperature 

colour maps of the mathematical models are compared with the thermal camera 

data in Figure 5.7. The melt pool temperature increases with the addition of each 

laser. The melt pool temperatures obtained using the FEM model were within 2% 

of those recorded using the  thermal camera. The calculated temperature of the 

analytical method was within 6% of the thermal camera data. Though both 

methods were able to calculate the melt pool temperature to within 6% of the 

thermal camera, the lower accuracy of the analytical solution can be attributed 

to the omission of natural convective and radiative heat flows in the model. Also, 

the FEM model is a numerical-based simulation method making it more accurate 

than the analytical model. Furthermore, the Rosenthal approach considers the 

heat source as a stationary point source, not a moving Gaussian beam; hence the 

calculated heat intensity is identical across the beam diameter, resulting in the 

observed overestimation of the surface temperature. Promoppatum et al. 

modelled the L-PBF process using a similar approach and demonstrated an 

overestimation of the surface temperature using the Rosenthal approach. The 
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improved fit with the FEM model was attributed to the accuracy of the numerical 

method and the inclusion of natural convection and radiation effects  [71]. 

 
Figure 5.7: Compares average temperatures derived from the analytical and FEM 

solutions with the melt pool temperature from the thermal camera data for all six beam 
profiles. 

5.3.2 Melt Pool Width 

Alsaddah et al. demonstrated that in DAM, the morphology of the melt pool 

can be adeptly altered by modulating the laser power, adjusting the scanning 

speed, or through the utilisation of diode lasers with varied wavelengths to 

manipulate absorptivity [6], [38]. In their study, each beam profile yielded a 

singular melt pool trajectory. Figure 5.8 shows scanning electron micrographs of 

adjacent tracks, generated using two (a), three (b), four (c), five (d), and six (e) 

lasers. The addition of each laser amplifies the 1/e2 width of the beam, effectively 

broadening the melt pool formed by each beam profile. A beam profile using a 

single laser yields a 1/e2 beam width of 65 µm and results in a melt pool width of 

72 µm (measured perpendicular to the laser traverse direction). In contrast, the 

beam profile with six lasers creates the widest melt pool, measuring 480 µm 

across. This is illustrated in Figure 5.9, which plots the 1/e2 width of the laser 

array as a function of the number of lasers in the array, ranging from 1 to 6, and 

correlates it with the resulting melt pool width. As each beam is incorporated 

into the laser configuration, the melt pool width increases accordingly. On 

average, the breadth of the melt pools (measured perpendicular to the laser 
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traverse direction) from each beam profile is within 10%  (Ranging from 8% to 

11%) of the 1/e2 width of the laser beam. 

 
Figure 5.8: The SEM images depict the tracks produced using: (a) two lasers, (b) three 

lasers, (c) four lasers, (d) five lasers, and (e) six lasers. 

The observed relationship between the melt pool width and the 1/e2 width 

is important for enhancing predictability within DAM. This correlation facilitates 

a more accurate prediction of the melt pool width based on the number of lasers 

active at a particular moment. Furthermore, this relationship serves as a 

dependable reference for fine-tuning parameters, including laser power, traverse 

speed, and focus. Should the melt pool width diverge from anticipated 

measurements, it may indicate discrepancies in the laser system or inherent 

inconsistencies in the material. Additionally, researchers attempting to craft 

computational models of laser-material interactions find this correlation 

invaluable in ensuring that their simulations fit accurately with empirical 

observations. It is recommend to establish this relationship for each material 

early on during parameter optimisation in DAM. 

 
Figure 5.9: A comparison of the 1/e2 beam width with the corresponding resultant melt 

pool width. 
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The melt pool widths determined experimentally are compared with those 

predicted by the analytical and FEM models in Figure 5.10, with both models 

following the same trend as the experimental data. The Rosenthal approach 

calculated the melt pool width to be higher than the experimental results but 

with calculation and experiment falling within an acceptable average variance of 

13% (Ranging from 9% to 13%) . In contrast, the melt pool width predicted using 

the FEM model is in closer agreement with the experimental data, consistently 

matching the measured widths  to within 6% (Ranging from 5% to 8%) across all 

six beam profiles.  

 
Figure 5.10: Figure illustrating a comparison between the empirical melt pool widths and 

as predicted by both analytical methods and FEM across all six beam profiles. 

The FEM model demonstrates a higher degree of accuracy in comparison to 

the analytical model. This heightened accuracy can primarily be attributed to the 

FEM model's meticulous consideration of temperature-dependent thermo-

physical properties. In addition, the employment of numerical calculations 

within the FEM framework allows for a more detailed representation of the 

phenomena under study. Contrastingly, the analytical model discussed in this 

context conducts a steady-state analysis, leveraging uniform thermo-physical 

material property values for its computations. 

5.3.3 Melt Pool Depth 

5.3.3.1 Scanning Strategy 

In the DAM system, X-Y translations of the laser head are facilitated through 

the deployment of a gantry mechanism. Typically, a parallel scanning 
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methodology is adopted. The determination of hatch spacing between adjacent 

tracks is conditional upon the quantity of lasers activated within the laser head. 

As depicted in Figure 5.11, the parallel scanning approach is explained in the 

context of a configuration comprising five lasers. The 1/e2 beam width of this 

five-laser configuration is 370 µm. A hatch spacing of 200 µm result in an 

approximate overlap of 50% during the processing phase. A prior study indicated 

that a hatch spacing overlap ranging from 30% to 50% ensures consistent 

melting and affords the melted layer adequate density [6]. 

 
Figure 5.11: Schematic of scanning strategy. 

In Figure 5.12, a cross-sectional representation perpendicular to the laser 

traverse direction (observed by SEM) of a melted track is presented, which has 

been produced utilising five lasers. The parameters under which this was 

achieved include a scanning speed of 100 mm/min and a hatch spacing of 200 

µm produced a thickess of 118 µm. The consistency in the thickness of this single 

layer can be attributed to the 50% overlap of the hatch spacing. 

 
Figure 5.12: A cross-section representation perpendicular to the laser traverse direction 

of a melted track produced with 5 lasers: Scanning speed 100 mm/min and 200 µm hatch 
spacing. 

In Figure 5.13, a comparative analysis between the experimentally measured 

melt pool width dimensions and their simulated counterparts is illustrated. 
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Figure 5.13 (a) shows a cross-sectional view across the track, demonstrating the 

melt pool depth within a single layer generated using six laser beams. Figure 5.13 

(b) provides an illustration of the melt pool dimensions derived from the FEM 

model, utilising six laser beams. Within this study, the analytical model 

predicated upon the Rosenthal equation proves ineffectual in determining the 

melt pool depth information. Nevertheless, it enables a rapid approximation of 

the melt pool width, alongside the generation of a temperature colour map of the 

surface. 

 
Figure 5.13: Cross section of a melt pool created by the beam profile with 6 lasers. 

In DAM, melt pools commonly exhibit a crescent shape, as also reported by 

Caglar et al. in their study of a hybrid system that combines DAM with a fibre 

laser system [119]. This characteristic crescent shape is primarily due to 

Marangoni flow and recoil pressure. Marangoni flow, driven by surface tension 

differences resulting from temperature variations, pulls the molten material 

towards the hotter centre, as depicted in Figure 5.14. Additionally, the melt pool 

adjacent to the first laser experiences heat transfer towards the cooler powder 

bed and the substrate beneath, while the melt pool at the bottom of the fifth laser, 

surrounded by higher temperatures, mainly transfers heat towards the cooler 

substrate. Recoil pressure further influences the melt pool dynamics by pushing 

molten metal downwards, which can obstruct heat dissipation near the centre 

where the pressure is highest. These dynamics collectively concentrate heat at 

the centre and accentuate the curvature at the edges, reinforcing the crescent 

shape of the melt pool. 
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Figure 5.14: A schematic representation of a melt pool formed during L-PBF. 

The FEM calculated melt pool depth information corresponding to each laser 

configuration is plotted in Figure 5.15 togther with the empirical melt pool depths 

across all six beam profiles. On average, the depths projected by the models were 

14% (with a range from 11% to 19%) less than the empirical data obtained. In 

comparison, referencing Chapter 4, specifically Sections 4.4.3.1 and 4.5.4.1, both 

the FEM and VoF approaches considerably overestimated the melt pool depth 

whilst modelling Ti6Al4V using the L-PBF process. As discussed in Chapter 4, 

Section 4.6, the FEA model is predominantly a conduction-driven numerical 

model. When the energy density increased, the error in the model also increased, 

primarily due to the omission of Marangoni convection flow. This omission led to 

an increased temperature at the centre of the melt pool, thereby contributing to 

the overestimation of the melt pool depth in L-PBF simulations. However, in 

DAM, the multiple laser array is powered by low-power lasers (4W), and the total 

laser power of the beam profile is spread across a wider area, which mitigates 

the error that caused the overestimation in L-PBF simulations. The inclusion of 

Marangoni flow would improve the accuracy of melt pool depth prediction in the 

simulation. This enhancement is due to the more realistic modeling of fluid 

dynamics within the melt pool, capturing the effects of thermal gradients on the 

flow patterns. 
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Figure 5.15: Figure illustrating a comparison between the empirical melt pool depths and 

as predicted by FEM across all six beam profiles. 

5.3.4 Cooling Rate and Solidification Behaviour  

5.3.4.1 Solidification Dynamics and Cooling Rates in L-PBF Process 

In DAM, microstructure and the grain morphology are controlled by varying 

the laser power or scanning velocity. Alsadah et al. demonstrated that above 100 

mm/min scanning speed, DAM produced a fine 𝛼 +  𝛽  Widmanstätten, whereas 

below 100 mm/min a coarser microstructure was produced consisting of 𝛼 +

 𝛽 Widmanstätten [6]. Furthermore, the effect of beam profile on coarseness of 

the grain size was more pronounced than the scanning speed. A laser profile with 

an interleaved second array (providing an effective pitch of 38µm) maintained 

the temperature above the 𝛽 transus for a more extended period than the single 

laser array (pitch of 72µm), leading to a coarser microstructure. Furthermore, 

the second array increased the input power causing a further reduction in cooling 

rate in comparison to the single array. In general, as the number of lasers 

increased, the cooling rate decreased, causing the crystal to grow. 

5.3.4.2 Cooling Rates Determined Using Thermal Camera 

Measurements 

This study collected temperature data for each beam profile. Figure 5.16 

plots the temporal temperature evolution captured using the thermal camera for 

single (a), two (b), four (c), and six (d) lasers. In the analysis of the Ti6Al4V alloy, 
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the cooling duration was determined as the time taken for the temperature to fall 

from  the beta transus temperature, of 1267 K, to the martensitic transformation 

temperature at 847 K. It should be noted that the thermal camera experiences 

sensor saturation when recording temperatures below 916 K. This limitation 

arises from the sensor's inability to reliably capture temperatures beneath this 

threshold. Consequently, this results in a degree of noise in the acquired data. To 

account for this limitation and to ensure the integrity of the assessment, the data 

was extrapolated from 916 K down to the 847 K mark. This methodology was 

adopted to provide a robust and accurate representation of the cooling timeline. 

Within the contxt of DAM, empirical observation using the thermal camera 

confirms that the beam profile with a single laser necessitates 0.54 seconds to 

complete a transition to the martensitic transformation commencing from the 𝛽- 

transus. As the number of lasers in the array is increased, the time taken for the 

temperature to fall to the solidification temperature also increased: exactly 1 

second when utilising two lasers, 1.8 seconds for four lasers, and 2.2 seconds 

when activating all six lasers. The rate of cooling was ascertained based on the 

solidification duration. Notably, the application of a single laser yielded a cooling 

rate of 778 K/s. However, when six lasers were utilised, this rate decreased 

significantly to 191 K/s. This is consistent with previous work on DAM [5], [6], 

where the cooling rate decreases with the addition of lasers and is 104 orders of 

magnitude slower than conventional L-PBF. During processes like cyclindrical 

casting and float-zone DS casting of Ti6Al4V, the cooling rate can range from 1 to 

200 K/s [105], [120]. The cooling rate in DAM is therefore comparable to that of 

some of the casting processes. 
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Figure 5.16: Measured transient temperature from the thermal camera for the beam 
profiles (a) single laser, (b) two lasers, (c) four lasers and (d) six lasers. Cooling rate 

determined from 1267 K to 847 K. 

Cooling rate extracted from Figure 5.16 are plotted in Figure 5.17 as a 

function of the number of lasers in the array to highlight how the cooling rate 

observed in DAM decreases with the sequential activation of lasers, spanning 

from one to six. There is a pronounced reduction in the cooling rate from initially 

utilising a singular laser. However, the fractional decrease in cooling rate 

decreases as the number of lasers is increased, with minimal advantage gained 

beyond implementation of a beam profile comprising five lasers. Such a trend can 

be explained by considering that the cooling rate is computed in relation to a 

specific locus within the melt pool. Consequently, the integration of additional 

lasers beyond a certain count within the beam profile, which are distanced from 

this central reference, mitigates their influence on the subsequent cooling rates. 

It follows, therefore, that the incorporation of several more rows of lasers within 

the established beam profile might precipitate a further reduction in the cooling 

rates. Such a modulation is anticipated to influence the solidification rate, 

particularly in the direction orthogonal to the laser's traverse direction. This is 
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especially relevant where the additional rows of lasers are positioned. However, 

it should be cautiously noted that the advantages derived from the incorporation 

of additional rows might reach a saturation point upon achieving a specific 

number of rows. 

 
Figure 5.17: Depiction of an area plot illustrating the cooling rates achieved in DAM as 

each laser is activated, ranging from one to six. 

5.3.4.3 Cooling Rates as Predicted by Analytical Models 

The cooling rate associated with each beam profile is calculated using the 

analytical models, described in Chapter 4, Section 4.4. The cooling rates calculated 

using this model are presented in Figure 5.18 for beam profiles comprising two 

lasers (a) and six lasers (b).  
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Figure 5.18: Depicts the anticipated cooling rates as extrapolated from the analytical 

model for the beam profiles employing two lasers (a) and six lasers (b). 

The mean cooling rates stand at 4482 K/s and 592 K/s for the beam 

configurations with two and six lasers, respectively. Notably, the peak cooling 

rate is located at the melt pool's epicentre and diminishes progressively as one 

moves radially outwards from this point. The underlying rationale for this 

observation can be attributed to the characteristics inherent in the Rosenthal 

model. Within this framework, the heat source is conceptualised as a singular 

point source. Consequently, the thermal gradient is significantly higher at the 

epicentre compared to its periphery, indicating a more pronounced cooling rate 

in the central region. To counteract the implications of such pronounced central 
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cooling rates, one might consider adopting an approach that takes into account 

the average cooling rate values spread across the entirety of the melt pool. 

5.3.4.4 Cooling Rates as Predicted by FEM Models 

Temperature-time data were ascertained by selecting a specific point, 

referred to as the probe, situated atop the melt pool's surface. Utilising the data 

sourced from this probe, the cooling duration was gauged, spanning from the 

beta transus temperature (1267 K) to the martensitic transformation 

temperature (847 K). The requisite timeframe associated with the cooling 

transition from the 𝛽- transus to the onset of martensitic transformation is 

demonstrated in Figure 5.19, which plots the modelled transient temperature for 

a single laser (a) and six lasers (b). For the beam profile employing a single laser, 

the solidification duration stands at 0.05 seconds. Contrastingly, this timeframe 

increases to 0.2 seconds when the configuration is expanded to encompass six 

lasers. 
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Figure 5.19: A graphical representation of the temperature-time data procured from the 
ANSYS simulation. (a) delineates the results for the beam profile utilising a single laser 
and (b) illustrates the data corresponding to a configuration with six lasers. Each curve 

provides insight into the temperature variations over a specified duration under the 
influence of the respective laser configurations. 

5.3.4.5 Comparative Analysis of Cooling Rates in DAM 

The cooling rate extracted from thermal camera measurements is compared 

with those determined using both the Analytical and FEM models in Figure 5.20. 

A comparison between the cooling rates ascertained through both the FEM and 

the analytical approach with data captured by the thermal camera reveals a 

pronounced overestimation by both theoretical approaches. Specifically, the FEM 

model's estimate surpasses the cooling rate derived from the thermal camera by 

a factor of ten. In comparison, the analytical method's deviation is somewhat 

lower, being approximately fivefold. To illustrate, the FEM's prediction for the 
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cooling rate with a single laser is 8400 K/s, while the analytical approach 

forecasts a rate of 4482 K/s. However, in stark contrast, the thermal camera's 

measured cooling rate is considerably lower at 778 K/s. 

 
Figure 5.20: A comparison of the cooling rate predicted from the analytical and FE model 

for all six beam profiles with the cooling rate derived from the thermal camera data. 

While both modelling methodologies indeed overestimate the cooling rate, it 

is noteworthy to mention that they exhibited similar trends in response to the 

activation of each individual laser. The data derived from the thermal camera, 

FEM, and analytical models all exhibit comparable variations (from one laser 

beam to the other)  in cooling rates. Notably, this correlation becomes 

increasingly pronounced when five or more lasers are utilised. While the 

mathematical models may not precisely mirror the cooling rates as indicated by 

the thermal camera, the salient correlation underscores their utility in drawing 

meaningful conclusions. The overestimation factors manifest with reasonable 

consistency, suggesting the potential applicability of these models in future 

research, provided they are adjusted by an appropriate factorial variable. 

The analytical model solves Rosenthal’s heat equation and provides the 

temperature fields, melt pool width and cooling rates. It is computationally less 

expensive, and straightforward to use but ignores the dominant mechanism of 

heat transfer and is known to produce some errors. Furthermore, the analytical 

model provides an initial approximation to the DAM problem, which can be 

further improved with the help of other modelling techniques when necessary. 

The analytical modelling can be performed either through hand calculation or in 
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any software package that enables mathematical calculations. The FEM model 

solves the steady state or transient energy conservation equation with 

convective (gas flow) and radiative boundary conditions. The outputs are in the 

form of 3D transient temperature distributions and the shape of the melt pool 

can be derived from the 3D model. The FEM model based on numerical 

calculations provides greater consistency and accuracy than the analytical 

model. Many existing software packages can perform FEM numerical calucations. 

The FEM simulation is more complex to set up in comparison to the analytical 

modelling process.  

Convective flow of the molten metal plays an important role in heat transfer 

during a L-PBF process. The convective flow mixes molten metal from the 

surrounding area helping to distribute the heat more evenly within the molten 

pool. The convective flow of molten fluid has been shown to reduce the thermal 

gradient within the melt pool [121]. Manvatkar et al. argued that by ignoring 

convection in the liquid pool in modelling, modelled cooling rates would be twice 

as fast as those observed experimentally [122]. The over estimation of the 

cooling rate is mainly due to the higher thermal gradient in the modelling due to 

the omission of convective flow calculations. As demonstrated in Chapter 4, the 

simulation of convective heat transfer is a difficult and computationally intensive 

task due to the complex physical processes involved in the L-PBF process. In 

general, both analytical and FEM models provide a simplified solution for 

calculating the melt pool surface temperature, melt pool width and the cooling 

rate for the DAM process and can be used for quick estimations to support 

process optimisations. This study is the first attempt carried out to model the 

DAM process involving multiple individually addressable diode laser beams. 

5.4 Conclusions 

DAM uses an array of low-powered (< 5W each) diode lasers for melting 

larger areas with slower scanning velocities (1 - 20 mm/s) compared to L-PBF, 

which uses single or multiple fibre lasers with high power (> 200W) and speed 

(~ 1000 mm/s) for melting metallic powdered feedstocks. Furthermore, DAM 

intrinsically produces lower temperatures and reduced thermal gradients due to 

the slow processing speed combined with low power laser sources. It produces 

very low cooling rates, which should consequently incorporate lower residual 
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stress within the produced parts. In general, L-PBF process stability and outcome 

are driven by the temperature field in the melt pool. As such, it is vital that we 

understand the behaviour of the melt pool and its temperature evolution. 

The influence of laser number on melt pool size and cooling rate during DAM 

has been analysed for a linear array of diode lasers. FEM and analytical methods 

were extended to apply to our scheme with up to 6 lasers simultaneously 

irradiating a Ti6Al4V powder bed. Simulated results were compared with those 

measured using a thermal camera. Both models could predict the temperature 

distribution and cooling rate in the surface of the single layer melt pool of 

Ti6Al4V, however the FEM approach predicted the melt pool width and 

temperature more accurately than the analytical method. For any number of 

lasers in the array, the cooling rate for Ti6Al4V from the 𝛽- transus to the 

martensitic transformation temperature was observed to be substantialy lower 

than for reported L-PBF and EB-PBF processes. The beam profile with the single 

laser produced a cooling rate of 778 K/s whereas the cooling rate reduced to 191 

K/s for the one with six lasers. The cooling rate achieved in DAM is 104 orders of 

magnitude slower than conventional L-PBF and comparable to that of some 

casting processes, offering a clear advantage over more established L-PBF 

processes. 
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6 Chapter 6: Residual Stress in DAM of Ti6Al4V 

6.1 Introduction 

In the DAM process, a notable decrease in the cooling rate is evident with the 

utilisation of each consecutive laser beam within the specified array. Chapter 5 

describes investigations that affirm a proportional relationship wherein an 

increase in the number of active lasers in the array is directly related to a 

reduction in the cooling rate, a trend that stabilises upon the activation of up to 

five laser beams in a single row. The incorporation of an extra row of lasers 

incites a further reduction in the cooling rate of Ti6Al4V [6]. However, it remains 

critical to recognise the significant role that scanning speed/velocity plays in 

influencing the cooling rate in the DAM process. This chapter examin the affect 

that varying scanning velocity has on residual stress and microstructural 

formation when employing either 3, 4 or 5 lasers are used. The FEM model 

detailed in Chapter 5 enables simulation of the dynamics of the thermal process 

and successive cooling rates. 

6.1.1 DAM Characteristics 

In the previous study reported in ref [6], the processing of Ti6Al4V through 

DAM resulted in the generation of a β phase, a phenomenon that was consistently 

observed across all experimental samples. However, it is important to note that 

this phenomenon has not yet been thoroughly examined or studied in depth. The 

β phase presence in the samples is influenced by the inherent slow cooling rate 

of DAM, which is substantially slower than cooling rates in L-PBF. The cooling 

rate in DAM is influenced by the number of lasers incorporated within the beam 

profile, and the scanning speed of the laser array. This, sequentially, may induce 

alterations in the microstructure of the material. Moreover, the slow cooling rate 

may exhibit favourable characteristics in DAM, potentially reducing the 

formation of residual stress within the samples. The formation of residual stress 

within samples fabricated utilising DAM has not been studied previously; 

therefore, quantifying such stress formation is an important next step in 

understanding the advantages of the DAM process. 
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6.1.2 Scope of This Work 

As previously noted, there is a need for a comprehensive quantification of 

residual stress and the extent of β phase presence in these specific instances . 

Within this chapter, attention will be focused on analysis of the lattice spacing of 

the β phase using X-ray diffraction (XRD). Also, a detailed discussion on the β 

phase emanating from each distinct processing environment will be presented 

using the results from Electron Backscatter Diffraction (EBSD) measurements. 

Subsequently, analysis of residual stress will be undertaken, leveraging the XRD 

technique. In Chapter 2, Section 3, a detailed literature review was conducted on 

residual stress accumulation in materials during the L-PBF process. During L-

PBF, a reduction in the scan speed has been shown to lower the temperature 

gradients and cooling rates, leading to a decrease in residual stresses and 

reduced deformation [123][124]. The DAM process inherently operates with a 

notably slower laser speed when compared to the L-PBF process. Consequently, 

it is expected that the formation of residual stress in parts produced by DAM 

would be lower than that observed in their L-PBF processed counterparts. This 

anticipated difference will be subject to evaluation and discussion. 

6.2 Residual Stress in L-PBF of Ti6Al4V 

Most often, L-PBF induces tensile residual stress within the parts produced, 

the magnitude of which differs in different directions. Refs [90], [125]  observed 

that in a single layer the residual stress is greater in the laser traverse direction 

(denoted as X direction) than in the direction perpendicular to the laser 

propagation (denoted as Y direction) during layer formation. In L-PBF, 

directional stress is markedly influenced by the scanning strategies employed; 

nevertheless, the highest levels of residual stress have been observed in the X-

direction during line scanning [126]. Employing an alternative strategy of 90° 

rotational line scanning has been noted to encourage a reduction in residual 

stress in comparison to unidirectional line scanning. Presently, the DAM process 

utilises unidirectional line scanning with its multibeam technology, wherein both 

the beam width and hatch spacing can be controlled through the optical system 

design (e.g fibre pitch and lens magnification). The scanning strategy employed 

in this work is depicted in Figure 6.1. The laser traverse direction is designated 
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as the X-axis , the direction perpendicular to the laser traverse direction is the Y-

axis and the build direction is the Z axis. Once baseline values for residual stress 

are determined using unidirectional scanning in DAM, there is potential for 

further reducing residual stress. This can be achieved by implementing a 90° 

rotational line scanning strategy, a method that has shown effectiveness in 

reducing residual stress in L-PBF[126]. 

 
Figure 6.1: Scanning strategy and sample dimensions. 

It has been documented that increasing the layer thickness may result in a 

reduction in residual stress, this being attributable to a corresponding decrease 

in the cooling rate [127]. Nonetheless, the reduction in residual stress 

attributable to an increase in layer thickness is perceived to provide limited 

practicality, especially given the confines imposed on the maximum thickness of 

a layer within the framework of L-PBF. This restriction originates from the 

intrinsic attributes of the L-PBF process, including the need to maintain effective 

laser-material interaction and powder bed stability. Therefore, such a constraint 

limits the viability of increasing layer thickness as a robust strategy for 

attainment of a significantly lower residual stress, thereby necessitating the 

exploration of alternative methodologies for the mitigation of stress. 

Furthermore, it is often observed that the top layers formed during L-PBF 

exhibit higher residual stresses compared to the bottom layers [128]. This 

discrepancy can be attributed to a range of contributing factors, including 

differing thermal gradients—where the top layers cool rapidly due to their 

exposure to the shielding gas, the presence of support structures anchoring the 
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lower layers that induce compressive stresses, distinct thermal histories for 

individual layers, and the gradual accumulation of material during the build 

process. The actual distribution of residual stress, however, hinges on multiple 

variables, encompassing scanning strategies, layer thickness, and the specific 

process parameters employed. Consequently, while higher residual stresses in 

top layers are common, the precise distribution within an L-PBF-produced part 

is reliant on the combination of a number of influencing factors, the specific 

conditions of the L-PBF process and the materials utilised. 

The existing DAM configuration is limited in its capability to fabricate 

intricate three-dimensional objects, owing to current restrictions in the control 

system, which is still undergoing development. Accordingly, this study is 

principally concentrated on analysing single layer components leaving the 

exploration of multi-layer complex geometries for subsequent research. The 

inference drawn from this limitation is that the residual stress generated in the 

present top layer is anticipated to be slightly higher than that in subsequent 

layers of a multi-layered part. Nevertheless, acquiring an understanding of the 

residual stress incorporated within the DAM process, stemming from the 

interaction of multiple laser beams at varying scanning speeds, is considered to 

present an important next step in gaining a comprehensive understanding of the 

full process capabilities of this method. Comparison of residual stress between L-

PBF and DAM in this work will specifically concentrate on the uppermost layer, 

ensuring a like-for-like comparison. 

The development of residual stress in L-PBF is a well-researched area, and 

the values of residual stress for Ti6Al4V on the top surface (without any 

substrate heating arrangements) and in the laser traverse direction (σXX) are 

presented in Table 6.1. This also sheds light on the methods and process 

parameters employed for measuring residual stress within the samples 

produced by the L-PBF process. Table 6.2 offers additional insights into the 

alleviation of residual stresses in the L-PBF process for Ti6Al4V, highlighting the 

use of powder bed pre-heating as an effective mitigation strategy. The table 

presents data on the average residual stress in the build direction (σZZ) and 

demonstrates its reduction as the pre-heat temperature increases. In general, the 

average stress along the build direction is expected to be lower than that 

reported for the laser traverse direction in the top layer. Additionally, the 
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residual stress observed at a powder bed pre-heat temperature of 100°C is 

documented as 214 MPa.  

 

Features Residual Stress 
(𝝈𝑿𝑿), MPa 

Refs 

• Laser power: 150 W 

• Scanning Speed: 1200 mm/s 

• Layer thickness: 30 µm 

 

510 

 

[129] 

• Laser power: 200 W 

• Scanning Speed: 200 mm/s 

• Layer thickness: 50 µm 

 

425 

 

[130] 

• Laser power: 200 W 

• Scanning Speed: 800 mm/s 

• Layer thickness: 50 µm 

 

450 - 650 

 

[131] 

Table 6.1: This table presents the published residual stress values of Ti6Al4V measured 
using XRD method during the L-PBF process, with a specific focus on the residual stress 
levels in the top layer, considering variations along the laser traverse directions. All the 

work mentioned here are carried out without substrate pre-heating. 

 

Experimental 
Methodology 

Features Minimum 
Residual Stress 

(𝝈), MPa 

Refs 

 

 

 

 

Hole Drilling 
Method 

• Laser power: 200 W 

• Scanning Speed: 500 mm/s 

• Layer thickness: 50 µm 

• Pre-heat temperature: 100° C 

 

 

214 

 

[132] 

 • Pre-heat temperature: 370° C 61 

• Pre-heat temperature: 470° C 25 

• Pre-heat temperature: 570° C 1 

Table 6.2: The average residual stress measurements for Ti6Al4V during L-PBF with the 
aid of powder bed pre-heating configurations. 

6.3 Experimental Methodology 

6.3.1 DAM Samples 

The alloy powder of Ti6Al4V, that is used for the fabrication of the samples, 

was procured from Carpenter Additive, UK, with the specification as described in 

3.6.1. To prevent oxidation during processing, the DAM machine's build chamber 

was purged with argon gas. The laser head was operated with activated beam 
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profiles incorporating three, four, and five beams, traversing over the powder 

bed along the X-Y axes at scanning velocities varying from 50 mm/min to a peak 

of 250 mm/min. A consistent hatch spacing of 200 µm was maintained for all 

beam profiles, facilitating the production of samples of 10 x 10 mm in size. The 

build plate position and scanning strategy are as shown in Figure 6.1. 

Furthermore, This investigation was expressly focused on the fabrication and 

examination of a single layer rather than building a complex 3D geometry. 

6.3.1.1 Process Parameters 

Ref [6] suggested that the optimal scanning speed for Ti6Al4V during DAM is 

100 mm/min. However, scanning speeds ranging from 50 to 250 mm/min 

yielded samples with reasonable density; therefore, this range was chosen for the 

scanning speed in this study. The findings in Chapter 5 indicate that beyond the 

usage of five lasers in a single row, no further reduction in the cooling rate is 

observed from the β - transus temperature to the martensitic transformation 

temperature for Ti6Al4V. Consequently, beam profile configurations 

incorporating three, four, and five lasers have been selected for this study. The 

combination of process parameters used here is illustrated in Table 6.3, which 

outlines the number of lasers, the total laser power per beam profile, and the 

traverse speed. The combination of these process parameters is anticipated to 

yield the necessary output for determining the optimal process windows for 

Ti6Al4V, enabling the study of residual stress formation within this range. The 

sample BP10 incurred damage during processing, and subsequent attempts to 

create another BP10 were postponed due to a machine breakdown.  

 
Table 6.3: The study illustrates the combination of parameters utilised, showcasing the 

number of lasers, total laser power, and the scanning speed. 
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6.3.2 Thermal Model 

Chapter 5 detailed the development and validation of a numerical model 

using FEM for configuring multiple lasers in the DAM process. Simulations were 

initially performed for laser configurations ranging from 1 to 6, with a consistent 

scanning speed of 100 mm/min. This model was subsequently extended in this 

chapter to include multiple simulations at scanning speeds varying from 50 to 

250 mm/min, specifically for laser configurations of 3, 4, and 5. The choice to 

utilise the FEM model for calculating cooling rates was driven primarily by the 

unavailability of high-resolution cameras and support technicians. The camera 

generated 30 GB of data for each 30-second interval of process capture, which 

also demanded considerable computational time to cover all the laser 

configurations required for this study. FEM models provide a convenient solution 

that requires significantly less time to simulate the necessary data, hence their 

use in this study. The rate of change of the cooling rate for each laser 

configuration and scanning speed can be conveniently obtained from FEM 

simulations. This data can be correlated with the residual stress to establish the 

relationship between changes in the cooling rate and the induced residual stress 

during the DAM process 

6.3.2.1 Cooling Rates 

The temperature-time data required for the cooling rate calculation was 

obtained by selecting a specific point (probe) at the top surface of the melt pool 

in the thermal model created in ANSYS. The temperature-time data for this 

particular location was extracted. The cooling duration was calculated using data 

acquired from the probe, spanning from the beta transus temperature (1267 K) 

to the martensitic transformation temperature (847 K). 

6.3.3 Peak Analysis Using XRD 

The distinctive diffraction pattern observed in X-ray diffraction (XRD) is 

generated when incident X-rays interact with the well-ordered three-

dimensional atomic arrangement within a crystal. This interaction results in an 

interference effect that enhances the X-ray beam at specific directions, thereby 

yielding the characteristic diffraction peaks. The occurrence of the diffraction 

peak is dependent upon the inter-atomic spacing, a relationship explained by 
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Bragg's law, as illustrated in Figure 6.2. The determination of lattice spacing can 

subsequently be carried out using equation 27 [20]. 

𝑛𝜆 = 2𝑑 𝑠𝑖𝑛𝜃        (27) 

Where n is an integer denoting the order of diffraction, λ is the X-ray 

wavelength, d is the lattice spacing of crystal planes, and Ɵ is the diffraction angle. 

 
Figure 6.2: Depicting the D-spacing and the Interplay of X-ray Beams with Atom. 

6.3.4 Residual Stress Through XRD 

Diffraction techniques for ascertaining residual stress evaluate the angles at 

which peak diffracted intensity occurs upon irradiating a crystalline specimen 

with X-rays. From these angles, the spacings of the diffracting lattice planes are 

subsequently derived using Bragg's Law, as described in equation 27. Should the 

material be subject to residual stress, these lattice spacings will diverge from 

those of the unstressed planes, with the discrepancy being proportional to the 

stress exerted upon said planes. Employing elastic theory allows for the 

calculation of the residual stress, σøψ acting on these lattice planes. The details of 

which are discussed in Chapter 2, Section 2.7.4.  

The positioning of the fabricated Ti6Al4V component created for this study 

is depicted in Figure 6.3. The illustration also details the different parameters 

used in the XRD based residual stress measurement process. The potential 

residual stresses, denoted as σXX and σYY, occur within the samples; σXX aligns 

parallel to the laser traverse direction, while σYY is perpendicular to it, both 

situated on the surface plane of the specimens. This investigation is restricted to 

analysis of the stresses present on the surface of the components, thereby 
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excluding the stresses manifested in the build direction, σZZ. The strain, ɛøψ in the 

direction defined by the angles ø and ψ is: 

∈∅𝜓 =  [
1 + 𝜐

𝐸
 (𝜎𝑋𝑋 𝛿1

2  +  𝜎𝑌𝑌 𝛿2
2)] − [

 𝜐

𝐸
 (𝜎𝑋𝑋  +  𝜎𝑌𝑌)]   (28) 

Where E is the modulus of elasticity, 𝜐 is the Poisson’s ratio, and 𝛿1 and 𝛿2 

are the angle cosines of the strain vector: 

𝛿1  = 𝑐𝑜𝑠𝜙 𝑠𝑖𝑛𝜓       (29) 

𝛿2  = 𝑠𝑖𝑛𝜙 𝑠𝑖𝑛𝜓       (30) 

Substituting for the angle of cosines in equation 29 & 30 transform equation 

28 as below: 

∈∅𝜓 =  [
1 + 𝜐

𝐸
 (𝜎𝑋𝑋 𝑐𝑜𝑠2𝜙 + 𝜎𝑌𝑌 𝑠𝑖𝑛2𝜙) 𝑠𝑖𝑛2𝜓] − [

 𝜐

𝐸
 (𝜎𝑋𝑋  +  𝜎𝑌𝑌)] (31) 

Assuming the angle ψ to be 90°, the strain vector lies in the plane of the 

surface and the surface stress component, σø: 

𝜎𝜙 = (𝜎𝑋𝑋 𝑐𝑜𝑠2𝜙 )  + 𝜎𝑌𝑌 𝑠𝑖𝑛2𝜙)     (32) 

Substituting equation 32 into equation 31: 

 ∈ϕ𝜓 =  [
1 + 𝜐

𝐸
 𝜎𝜙sin𝜓] − [

 𝜐

𝐸
 (𝜎𝑋𝑋  +  𝜎𝑌𝑌)]    (33) 

Equation 33 establishes the relationship between the surface stress, denoted 

as σø, and the strain represented as ɛ, in any direction stipulated by the angle ψ. 

This is correlated to the strain occurring in the directions defined by ø and ψ as 

well as the principal stresses present on the surface. The strain is determined 

through variations in the crystal lattice's linear dimensions, with døψ 

representing the distance separating the lattice planes as determined by the 

directions ø and ψ: 

∈∅𝜓 =  
∆𝑑

𝑑0
 =  

𝑑𝜙𝜓− 𝑑0

𝑑0
       (34) 

Where d0 is the stress-free lattice spacing. The elastic constants are not the 

bulk values but are the values for the crystallographic direction normal to the 

lattice planes in which the strain is measured as specified by the Miller indices 

(hkl). Substituting equation 34 in equation 33 gives: 

dϕ𝜓  =  [[
1 + 𝜐

𝐸
 ]

(ℎ𝑘𝑙)
𝜎𝜙 𝑑0 sin𝜓] − [[

 𝜐

𝐸
 ]

(ℎ𝑘𝑙)
𝑑0(𝜎𝑋𝑋  +  𝜎𝑌𝑌)  + 𝑑0] (35) 
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Equation 35 is the fundamental relationship between lattice spacing and the 

biaxial stresses in the surface of the sample [20]. 

 
Figure 6.3: Definition of parameters used in X-ray stress measurement using sin2 ψ 

method. 

6.3.4.1 The sin2ψ method 

The sin2ψ method is a commonly employed technique in X-ray Diffraction 

(XRD) for the evaluation of residual stress in crystalline materials [93]. This 

method is based on the principle that the interplanar spacing of a crystal lattice 

changes under stress, and this change is reflected in the angle at which X-rays are 

diffracted according to Bragg's law. In the sin²ψ methodology, the specimen is 

aligned at various tilt angles, denoted as ψ, relative to the incident X-ray beam, 

with the ensuing diffraction angles then measured. For each angle ψ, the lattice 

spacing, or døψ, is calculated. It is shown in equation 35 that døψ exhibits a linear 

relationship with sin²ψ. Within this analytical framework, lattice strain is 

deduced through a least squares regression analysis, applying the døψ and sin²ψ 

values calculated from the experimental data [91]. The stress σø is calculated 

using the slope of the best-fit line and the elastic constant (Young's modulus, E 

and Poisson's ratio (ν) of the material [20]. When the intercept of the døψ vs 

sin²ψ plot is zero: 

dϕ0  =  𝑑0 − [[
 𝜐

𝐸
 ]

(ℎ𝑘𝑙)
𝑑0(𝜎𝑋𝑋  +  𝜎𝑌𝑌)]    (36) 
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dϕ0  =  [1 −  [
 𝜐

𝐸
 ]

(ℎ𝑘𝑙)
(𝜎𝑋𝑋  + 𝜎𝑌𝑌)]     (37) 

This is equal to the unstressed lattice spacing, denoted as d0, reduced by the 

contraction induced by the Poisson’s ratio, which is influenced by the aggregate 

of the principal stresses. The slope of the plot is: 

𝜕𝑑∅𝜓

𝜕𝑠𝑖𝑛2𝜓
 =  [(

 1+𝜐

𝐸
 )

(ℎ𝑘𝑙)
𝜎𝜙 𝑑0]      (38) 

𝜎∅  =  (
𝐸

1 +𝑣
)

(ℎ𝑘𝑙)

1

𝑑0
 (

𝜕𝑑∅𝜓

𝜕𝑠𝑖𝑛2𝜓
)        (39) 

The unstressed lattice spacing, d0 is generally unknown. However, because E 

>> (σXX + σYY) the value of dø0 from equation 37 differs from d0 by not more than 

±1, and σø may be approximated to this accuracy using: 

𝜎∅  =  (
𝐸

1 +𝑣
)

(ℎ𝑘𝑙)

1

𝑑𝜙0
 (

𝜕𝑑∅𝜓

𝜕𝑠𝑖𝑛2𝜓
)       (40) 

Where, the lattice spacing, d0ψ is a linear function of sin2ψ. Consequently, 

stress can be ascertained by measuring lattice spacings at various ψ angles. A 

linear relationship between lattice spacing and sin2ψ is established through the 

application of least squares regression. 

This method allows for the accurate determination of uniaxial or biaxial 

residual stresses, and it is particularly useful for thin films and surface layers 

where stresses often develop during manufacturing or operational processes 

[22], [93], [133], [134], [135], [136]. It should be noted that the sin2ψ method 

assumes that the stress state is biaxial and the material is isotropic and linearly 

elastic. Deviations from these assumptions may require corrections or 

alternative methods for accurate stress analysis. 

The sin2ψ method with single angular coordinate is applied in all work 

undertaken in this research. In this approach, the sample remains fixed in one 

orientation, and only the tilt angle (ψ) is varied to obtain different measurements 

of lattice spacing. The limitation here is that this apporach only captures the 

residual stress component along a specific direction. Therefore, to fully 

characterise the state of biaxial stress, the sample would have to be reorientated 

manually and the experiment repeated along different axes. PANalytical’s X’Pert3 

Powder X-ray diffraction system was used for the experiments.  
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After collecting the raw intensity data at each ψ angle, the accurate 

determination of peak positions is performed using Origin Pro software. Prior to 

determining the diffraction peak positions, the raw intensity measurements need 

to undergo correction for factors such as Lorentz polarization, absorption, and 

background noise. This correction process is carried out using XRD analysis 

software, specifically HighScore Plus from Malvern PANalytical. After 

establishing the precise peak position, the lattice spacing (d) is calculated using 

equation 27. Subsequently, a plot of lattice spacing against Sin²ψ is generated, 

and the slope is determined through linear regression analysis, which is created 

using Origin Pro software as shown in Figure 6.4.  

 
Figure 6.4: Illustrating a representative linear regression plot of Sin²ψ against d for the 
Sin²ψ residual stress methodology. This graph was generated using Origin Pro software. 

The slope represents the lattice strain induced by the residual stress in the 

material resulting from the DAM process. By applying the obtained slope value 

and the lattice spacing distance in equation 40, the residual stress in the σXX 

direction can be determined. This process can be repeated to obtain values for 

the σYY direction. 
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6.4 Results 

6.4.1 Single Line Scanning 

The investigation into melt pool morphology and determination of the 

optimal process parameters for a single track of Ti6Al4V within the DAM process 

are addressed in Chapter 5. In this investigation, a constant hatch spacing of 200 

µm overlap was employed to generate multiple single lines, successively forming 

a layer with dimensions of 10 × 10 mm using three, four, and five laser beams at 

scanning speeds of 50, 100, 150, 200, and 250 mm/min. Figure 6.5 shows plan 

view SEM images of the samples fabricated with five laser beams at different 

scanning speeds: (a) 250 mm/min, (b) 200 mm/min, (c) 150 mm/min, (d) 100 

mm/min, and (e) 50 mm/min.  

 
Figure 6.5: SEM images of the samples produced using five laser beams at (a) 250 

mm/min, (b) 200 mm/min, (c) 150 mm/min, (d) 100 mm/min and (e) 50 mm/min. 

All the samples underwent complete melting, and Figure 6.6 presents SEM 

images of the melt pool tracks generated with five laser beams at (a) 250 

mm/min and (b) 50 mm/min. 
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Figure 6.6: SEM images of samples produced using five laser beams at (a) 250 mm/min 
and (b) 50 mm/min. Both images are contributed to by 5 overlapping melt pools using 

the parallel scanning method. 

Owing to the configuration of the laser channels in a close-packed array, the 

laser spots overlap, resulting in the creation of a single wider track. For various 

laser configurations of 3, 4, and 5 lasers, each with a hatch spacing of 200 µm, the 

width of the laser beam and the degree of overlapping are detailed in Table 6.4. 

The hatch spacing has a direct impact on the build rate of the component. 

Therefore, it is important to gain an understanding of the influence of beam 

overlap on surface morphology. In these experiments, a consistent hatch spacing 

of 200 µm was employed, resulting in beam overlaps of 8%, 47%, and 54% for 

configurations using 3, 4, and 5 laser beams, respectively. 

No. of lasers Total 
power 

(W) 

1/e2 Beam 
Width (µm) 

Beam 
Overlap 

3 12 217 8% 

4 16 294 47% 

5 20 370 54% 

Table 6.4: The 1/e² beam diameter and the cumulative beam overlap generated with a 
200 µm hatch spacing. 

The depth of the melted layer was investigated across different beam 

profiles, each utilising 3, 4, and 5 laser beams, with scanning speeds ranging from 

50 to 250 mm/min. This examination was conducted with the aid of cross-

sectional view SEM as depicted in Figure 6.7. Notably, the beam profile 

comprising 5 lasers produced a thicker layer, a result attributed to the increased 

energy density and 54% beam overlap. Nevertheless, it is worth noting that the 

beam configurations employing 4 and 3 lasers still managed to produce solid 

material with acceptable layer thicknesses. A beam overlap of at least 40 - 50% 
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offers an advantage in ensuring consistent layer thickness during the DAM 

process. Nonetheless, it is advisable to conduct a comprehensive and systematic 

analysis of beam overlap across various process parameters to establish the 

definitive processing window for Ti6Al4V during the DAM process. 

 
Figure 6.7: A figure depicting the melt pool depth, as determined through SEM, across 
different beam profiles involving 3, 4, and 5 laser beams, with scanning speeds varying 

from 50 to 250 mm/min. 
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6.4.2 Surface Roughness in DAM 

Figure 6.8 shows images captured by a 3D optical microscope, depicting 

components subjected to processing at different scanning speeds, utilising beam 

profiles comprising three, four, and five lasers. Notably, each laser beam within 

these profiles is maintained at a power level of 4 W. The variation in the top 

surface roughness is marked, and the extracted values of root mean square 

surface roughness, denoted as Ra, are defined for each respective melted surface.  

 
Figure 6.8: Surface roughness for different speeds and profiles, with corresponding r.ms 

roughness Ra. 
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During the DAM of Ti6Al4V, it was observed that the surface roughness 

improved with the addition of each laser in the beam profile. The Ra value for the 

beam profile with 3 lasers at 250 mm/min is 5.4 µm. This roughness is reduced 

to 3.8 µm and 1.2 µm for the beam profile featuring four and five lasers, 

respectively. This improvement can be attributed to the increased beam overlap. 

Across the experiments, the hatch spacing for each beam profile was maintained 

at 200 µm, resulting in beam overlaps of 8%, 47%, and 54% for the beam profiles 

with three, four, and five lasers, respectively. The increase in beam overlap 

correlates with improved surface roughness values. The increment in beam 

overlap allows for a more cohesive and uniform deposition of material, 

contributing to the observed enhancement in surface quality.  

Although the correlation between scanning speed and surface roughness in 

DAM is not entirely evident, there is a general trend of improved surface 

roughness with increasing scanning speed. The unusually high surface roughness 

observed at a scanning speed of 50 mm/min is attributed to the excessive energy 

imparted during the process. A comparison of energy density, as conducted by 

Ref [6], further suggests that the optimal process window for Ti6Al4V lies 

between 100 and 300 mm/min when utilising a single row with five laser beams, 

with speeds below 100 mm/min considered excessive in terms of energy input.  

In L-PBF, it is acknowledged that factors such as laser power, scanning speed, 

and hatch spacing exhibit a substantial impact on the surface roughness of the 

fabricated components. The interplay among these parameters governs the 

energy density imparted to the material, subsequently influencing the melt pool 

dynamics and solidification mechanisms, which are pivotal in determining the 

final surface morphology [137].  

Ref [138] investigated the surface roughness of Ti6Al4V produced through 

L-PBF and developed a predictive model capable of estimating potential surface 

roughness for various processing parameters. Initially, the laser power 

significantly influences the powder melting process, with both low and high 

power levels contributing to elevated top-layer surface roughness. Inadequate 

power at lower levels may fail to fully melt larger powder particles, while 

excessive power at higher levels can result in spattering, leading to a coarse 

surface. Similarly, decreasing scanning speeds provides ample time for the 
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thorough melting of powder particles. Despite some discrepancies noted in the 

higher scanning speed region, this trend is anticipated to exhibit a consistent 

increase. The surface roughness values (Ra) obtained in this study for Ti6Al4V 

range between 2 and 38 µm. Typically, as-built parts of Ti6Al4V processed using 

L-PBF exhibit a common Ra value falling within the range of 10 to 16 µm. 

6.4.3 Melt Pool Temperature Predicted by FE Models 

The research presented in Chapter 5 demonstrated that the melt pool 

temperature increased with the activation of each laser in the beam 

configuration. Similarly, within the simulations carried out for this chapter, the 

average melt pool temperature exhibited an increase in response to the addition 

of each laser and a reduction in scanning speed. The decrease in scanning speed 

resulted in higher energy density, thereby leading to an increase in temperature. 

Figure 6.9 plots the average melt pool temperature extracted from the FEM 

simulations conducted for the laser configurations with 3, 4 and 5 lasers, while 

varying the scanning speed from 50 to 250 mm/min.  

 
Figure 6.9: The average temperature, as determined from simulations involving laser 

configurations with 3, 4, and 5 lasers, while varying the scanning speed from 50 to 250 
mm/min. 

6.4.4 Cooling Rates Predicted by FE Models 

The work presented in Chapter 5 demonstrated that across different laser 

configurations within the array there was a noticeable reduction in the cooling 

rate for Ti6Al4V from the β-transus to the martensitic transformation 
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temperature during DAM. This reduction was in stark contrast to the reported 

rates in L-PBF and EB-PBF processes. In DAM, when a single laser was used at a 

scanning speed of 100 mm/min, the beam profile yielded a cooling rate of 778 

K/s. Interestingly, this cooling rate decreased to 191 K/s when employing six 

lasers within the single array. The cooling rate for each beam configuration was 

measured using a thermal camera and compared against Analytical and FEM 

models. Throughout this study, the FEM models were constructed to predict the 

cooling rate of the multiple diode lasers in the DAM setup. Notably, the models 

consistently predicted higher cooling rates than those observed via thermal 

camera measurements. This difference primarily occured from the omission of 

Marangoni convection effects in the models. Nevertheless, an important 

observation was made: the change in cooling rate derived from the thermal 

camera for one beam profile to another followed a similar trend in both the FEM 

models and the experimental measurements. This consistency highlights the 

utility of the FEM models in comprehending the behavior of cooling rates under 

varying processing conditions in the context of DAM. 

The FEM model introduced in Chapter 5 serves as the foundation for this 

research, with simulations being conducted for different laser configurations at 

varying scanning speeds. Figure 6.10  illustrates the cooling rates, as derived from 

simulations involving laser configurations employing 3, 4, and 5 lasers, while also 

adjusting the scanning speed within the range of 50 to 250 mm/min. It is evident 

from the figure that the cooling rate exhibited a decrease with the incremental 

addition of each laser within the beam profile, concurrently reducing as the 

scanning speed was reduced. The most rapid cooling rate, reaching 8400 K/s, 

was predicted for the beam profile employing 3 lasers at a scanning speed of 250 

mm/min. In contrast, the slowest cooling rate, at 1400 K/s, was observed in the 

simulation involving 5 lasers at a scanning speed of 50 mm/min. 
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Figure 6.10: The cooling rates, as determined from simulations involving laser 

configurations with 3, 4, and 5 lasers, while varying the scanning speed from 50 to 250 
mm/min. 

6.4.5 XRD Analysis 

X-ray diffraction (XRD) is employed to confirm the presence of α and β 

phases in Ti6Al4V samples produced using the DAM process. Figure 6.11, Figure 

6.12, and Figure 6.13 display XRD phase analyses for samples created with 5, 4, 

and 3 lasers, respectively, at different scanning speeds. All the high intensity 

peaks in the XRD phase analyses of the samples consistently indicate the 

presence of the α/ά phases, characterized by a hexagonal closed-pack crystal 

structure. The 2Ɵ locations of these α/ά peaks are similar across all the samples 

produced. In a typical L-PBF process, such as L-PBF, the melt pool created by the 

laser undergoes cooling, resulting in the complete transformation of the prior-β 

phase into the acicular ά martensitic phase. This transformation is primarily 

attributed to the exceptionally high cooling rates characteristic of the process. 

Nevertheless, when the alloy undergoes gradual cooling, the prior-β transforms 

into Widmanstatten α laths [139]. In some L-PBF samples, the presence of some 

α laths can also be attributed to localised slow cooling effects. The crystal 

structure of both α and ά is identical, with both adopting a hexagonal closed-pack 

configuration. This similarity in crystal structure makes it challenging to 

distinguish between the peaks in the XRD results. Consequently, the peaks in the 

figures presented here are labelled as α/ά for clarity. 
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As discussed in Chapter 2 section 2.10, Ti6Al4V is classified as an α + β alloy, 

featuring a β transus temperature that serves as a critical threshold below which 

the transformation into a typical α + β duplex microstructure occurs. The cooling 

rate below this threshold plays a pivotal role in determining the resulting 

microstructure. In general, the rapid cooling rates in L-PBF prevent the formation 

of the β phase. In contrast, the build chamber temperature in EB-PBF reduces the 

cooling rate, enabling the formation of the β phase in the produced samples. 

However, all the samples produced, using the DAM process, utilising up to 5 

lasers with scanning speeds ranging from 50 to 250 mm/min, consistently 

demonstrated the formation of the β phase, as can be seen in Figure 6.11, Figure 

6.12, and Figure 6.13. 
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Figure 6.11: XRD phase analysis for the beam configuration with 5 Lasers illustrating for 
the scanning speed 250 mm/min; BP1 (a), 200 mm/min; BP2 (b), 150 mm/min; BP3 (c), 

100 mm/min; BP4 (d), and 50 mm/min; BP5 (e).  

The diffraction peak associated with the β phase is predominantly detected 

at a 2Ɵ angle of 39°. Additionally, a secondary β phase is observed at around a 2Ɵ 

angle  of 74 to 75°. The β phases are indicated in the plots by red circle. The 

secondary β peak is absent in some samples, as evident in Figure 6.11 (b) and 

Figure 6.12 (b). It is important to note that the intensity of the secondary β peak 

is considerably lower compared to all the other peaks in the diffraction data, 

making it susceptible to potential data errors. 
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Figure 6.12: XRD phase analysis for the beam configuration with 4 Lasers illustrating for 
the scanning speed 250 mm/min; BP6 (a), 200 mm/min; BP7 (b), 150 mm/min; BP8 (c), 

and 100 mm/min; BP9 (d). 
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Figure 6.13: XRD phase analysis for the beam configuration with 3 Lasers illustrating for 
the scanning speed 250 mm/min; BP11 (a), 200 mm/min; BP12 (b), 150 mm/min; BP13 

(c), 100 mm/min; BP14 (d), and 50 mm/min; BP15 (e). 

6.4.6 Residual Stress 

The X-Ray diffraction technique used for residual stress measurement 

primarily gauges the strain present within the crystal lattice. This strain is an 

indication of the internal forces or stresses within the material, that have caused 

the lattice to deform. Residual stresses can arise due to various manufacturing 

processes, thermal treatments, or external loads and have the potential to distort 
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the regular spacing of the crystal lattice. By studying the changes in the 

diffraction pattern, we can determine the extent of this deformation or strain. 

Once we have measured the strain, the associated residual stress, which is 

responsible for inducing this strain, is then computed. This calculation is based 

on the principle that the distortion of the crystal lattice follows a linear elastic 

relationship, meaning that the lattice deformation is directly proportional to the 

applied stress. By understanding this relationship and knowing the properties of 

the material, we can accurately derive the residual stress from the measured 

strain [20], [23], [133], [135].  

As discussed in Section 6.3.4.1, the slope of the tilt angle Sin²ψ and lattice 

spacing (d) yields the strain values. Figure 6.14 depicts the d (21.3) versus sin²ψ 

plot for BP1 (5 lasers with a scanning speed of 250 mm/min) along the X axis 

(laser traverse direction). Whereas Figure 6.15 shows the d (21.3) versus sin²ψ 

plot for BP1 along the Y axis (perpendicular to the laser traverse direction). 

 
Figure 6.14: Depicting the d (21.3) versus sin²ψ plot for two distinct configurations: BP1 

(comprising 5 lasers with a scanning speed of 250 mm/min) along the X axis. 
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Figure 6.15: Figure 6.14: Depicting the d (21.3) versus sin²ψ plot for two distinct 

configurations: BP1 (comprising 5 lasers with a scanning speed of 250 mm/min) along 
the Y axis. 

The residual stress values for each sample in both the X (σXX) and Y (σYY) 

directions are subsequently determined using equation 13. Figure 6.16 illustrates 

the residual stress in the X and Y directions, as assessed from the samples 

through the XRD technique. The results indicate that residual stresses induced in 

the DAM process vary with the addition of each laser beam and the scanning 

speed. The lowest recorded residual stress value (σYY) of 58.4 MPa, in the Y 

direction, was observed in a configuration utilizing 5 lasers with a scanning speed 

of 50 mm/min. Conversely, the highest value (σXX)  of 138.2 MPa was noted in the 

X direction in a setup employing 3 lasers with a scanning speed of 250 mm/min. 

This trend shows that residual stress decreases with the activation of each 

additional laser from 3 to 5, and also decreases with a reduction in scanning 

speed from 250 to 50 mm/min. 
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Figure 6.16: The residual stress in XX and YY directions, as determined from the samples 
using XRD technique involving laser configurations with 3, 4, and 5 lasers, while varying 

the scanning speed from 50 to 250 mm/min. 

6.4.7 Microstructure Characteristics During DAM of Ti6Al4V 

As outlined in the literature review, microstructural changes in L-PBF are 

influenced by factors such as the elevated temperature of the melt pool, rapid 

cooling rates, steep temperature gradients, and the cyclic thermal variations 

inherent in the layered manufacturing process. These factors collectively lead to 

the development of a distinct microstructure when compared to conventional 

casting or forging techniques. An inherent feature of L-PBF is the phenomenon of 

oriented crystal growth, known as epitaxial nucleation. As a result of this process, 

newly forming cells exhibit the same crystallographic orientation as the grains in 

the previously solidified layers. This phenomenon is consistently observed not 

only between adjacent layers but also within individual layers due to the 

remelting process [140]. The microstructure of the as-built Ti6Al4V alloy 

typically comprises ά martensite. The solidification of the molten alloy initiates 

with the creation of the primary cubic β phase. The as-solidified beta phase 

exhibits a noticeable texture {100} and with the rapid cooling rates characteristic 

of L-PBF, the β phase undergoes transformation into ά martensite, which 

maintains a crystalllographic orientation relationship with the parent β phase 

[3]. 
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6.4.7.1 IPF Map 

In DAM, all samples exhibit a microstructure characterised by both α and β 

crystal structures, as demonstrated in the Inverse Pole Figure (IPF) map in Figure 

6.17. An IPF is key in representing the crystal orientation in polycrystalline 

materials like Ti6Al4V, and is generated using Electron Backscatter Diffraction 

(EBSD). In the IPF, each color is assigned to a specific crystallographic direction, 

offering a visual insight into the texture of material and preferred crystal 

orientation. The cystallographic ordientation direction in relation to the colour 

map for Ti – Alpha (ά phase in this case) and Ti – Beta (β phase) are given in the 

bottom left corner of the Figure 6.17. The EBSD analysis was performed using an 

Oxford Instruments® C-NANO EBSD detector at a 20 kV operation voltage. To 

optimise the balance between resolution and scanning duration, a step size of 0.1 

µm was chosen, along with a magnification of 650x, which was determined by the 

scanning area size. 

For all the samples, EBSD analysis was conducted on an area measuring 250 

μm by 250 μm, employing a fine step size of 0.1 μm. This small step size enables 

high-resolution mapping, allowing for detailed examination of the 

microstructural features within the specified area. The IPF map provides 

confirmation of a basketweave-like α–β microstructure within the prior-β grains, 

a pattern that is consistently observed across all processing conditions. The grain 

coarseness within the microstructure displays variations across different beam 

configurations and scanning speeds. Specifically, there is a slight increase in grain 

size with the activation of each additional laser beam, as well as with the 

reduction in scanning speed. The beam profile with 5 lasers at a scanning speed 

of 50 mm/min produces an average grain size of 1.9 µm. Whereas, the beam 

profile with 3 laser at a scanning speed of 250 mm/min produces 1.07 µm size 

grains. However, it is noteworthy that the scanning speed has a more pronounced 

impact on the differences in grain coarseness and crystallographic texture 

compared to the number of laser beams. 



172                                                                               Chapter 6: Residual Stress in DAM of Ti6Al4V 

 

 

 
Figure 6.17: The IPF map as determined from the samples using EBSD technique 

involving laser configurations with 3, 4, and 5 lasers, while varying the scanning speed 
from 50 to 250 mm/min. The crystallographic orientation direction in relation to the 

colour map: Ti – Alpha is ά phase and Ti – Beta corresponds to β phase. 
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6.4.7.2 Pole Figure 

A pole figure in EBSD is a graphical representation that shows the orientation 

of crystals in a sample. It plots the orientations of individual crystallites to 

identify the texture, or preferential alignment, within the material. The pole 

figures as shown in Figure 6.18 shows the pole figures as determined from the 

samples for beam configurations with 5 lasers, while varying the scanning speed 

from 250 mm/min (a), 200 mm/min (b), 150 mm/min (c), 100 mm/min (d) and 

50 mm/min (e). Similarly Figure 6.19 and Figure 6.20 illustrates the pole figures 

for the beam configurations with 4 and 3 lasers respectivelt. 

The pole figures indicate that the α texture exhibits greater intensity 

compared to the texture of the high-temperature β phase. Additionally, there is a 

obvious preference for the crystallographic orientation of the α phase along the 

{0001} direction. The alterations in the texture of the α phase do not display a 

strong correlation with either the scanning speed or the number of lasers 

employed. Similarly, the β phase exhibits a notable crystallographic orientation 

along the {100} and {111} directions. As the scanning speed was decreased 

during processing, the texture of the β phase in the material became more 

pronounced and concentrated, a trend evident in the pole figure across all three 

Ti-Cubic orientations. There appears to be an inconsistent reduction in the 

intensity of both the α and β phases with respect to the number of lasers in the 

array, indicating a complex relationship between laser quantity and phase 

development. Additional experiments may be required to more definitively 

establish this relationship. Nevertheless, there is an indication of a marginal 

increase in the α phase concentration as the number of lasers is reduced, 

suggesting a potential correlation between reduced laser count and α phase 

development. 
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Figure 6.18: The pole figure as determined from the samples using EBSD technique 

involving laser configurations with 5 lasers, while varying the scanning speed from 250 
mm/min (a), 200 mm/min (b), 150 mm/min (c), 100 mm/min (d) and 50 mm/min (e). 
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Figure 6.19: The pole figure as determined from the samples using EBSD technique 

involving laser configurations with 4 lasers, while varying the scanning speed from 250 
mm/min (a), 200 mm/min (b), 150 mm/min (c), and 100 mm/min (d). 
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Figure 6.20: The pole figure as determined from the samples using EBSD technique 

involving laser configurations with 3 lasers, while varying the scanning speed from 250 
mm/min (a), 200 mm/min (b), 150 mm/min (c), 100 mm/min (d) and 50 mm/min (e). 

 

6.4.7.3 Phase Map 

A phase map of the samples is shown in Figure 6.21, revealing the presence 

of a small amount of β phase in all samples. A phase map in EBSD is a graphical 

representation of the distribution and types of crystallographic phases present 

within a material sample. It is created by analysing the diffraction patterns 
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obtained from different regions of the sample, allowing for the identification of 

distinct phases based on their unique crystal structures.  

 
Figure 6.21: The phase map as determined from the samples using EBSD technique 

involving laser configurations with 3, 4, and 5 lasers, while varying the scanning speed 
from 50 to 250 mm/min. 

The phase map presented in Figure 6.21 illustrates the microstructural 

composition of samples fabricated using 3, 4, and 5 lasers, with scanning speeds 



178                                                                               Chapter 6: Residual Stress in DAM of Ti6Al4V 

 

 

varying between 50 and 250 mm/min. In this map, the Hexagonal Close-Packed 

(HCP) α/ά phase of Titanium (Ti-Hex) is depicted in red, indicating the areas 

where this phase predominates. Conversely, the Body-Centered Cubic (BCC) β 

phase of Titanium (Ti-Cubic) is represented in blue, differentiating it from the 

α/ά prime phase and showcasing the phase distribution within the samples 

resulting from the specified laser and scanning parameters. The content of β 

phase varies between 0.1% and 0.9%, and there appears to be no visible 

dependence on scanning speed or the number of lasers, as observed. However, 

the XRD results (Figure 6.22) show differences in the intensities of 2θ angles 

corresponding to β positions. This discrepancy can be attributed to the fact that 

X-ray measurements provide an average value over a length of 2.5 mm, whereas 

the EBSD phase map analyses a smaller area of 250 x 250 µm². Further 

experiments may be necessary to establish this relationship more conclusively. 

6.5 Discussions 

Table 6.5 provides a comprehensive summary of the percentage variations 

in cooling rates as determined from simulations involving laser configurations 

with 3, 4, and 5 lasers, while varying the scanning speed from 50 to 250 mm/min. 

Analysis of these percentages reveals intriguing insights into the impact of 

scanning speed and the number of lasers on the cooling rate in the DAM process. 

The beam profile with 3 lasers at a scanning speed of 250 mm/min has the 

highest cooling rate of 8400 K/s and the rate of change is calculated from this 

highest value. Upon reducing the scanning speed from 250 mm/min to 200 

mm/min, a 17% decrease in cooling rate becomes evident, emphasising the 

influence of slower scanning speeds on heat dissipation. Furthermore, as the 

laser count increased from 3 to 4, a 23% reduction in cooling rate was observed 

at 250 mm/min. This finding highlights the sensitivity of the cooling rate to the 

number of lasers active within the beam profile. Remarkably, the most significant 

cooling rate reduction of 83% was achieved when employing 5 laser beams at a 

scanning speed of 50 mm/min. This suggests that the combined effect of lower 

scanning speed and the simultaneous activation of additional lasers has a 

profound impact on the cooling rate in DAM. Similarly, it is known that higher 

laser power combined with a slower scanning speed can reduce the cooling rate 

in L-PBF processes [123]. 
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Table 6.5: The percentage of changes in cooling rates, as determined from simulations 
involving laser configurations with 3, 4, and 5 lasers, while varying the scanning speed 

from 50 to 250 mm/min. The beam profile with 3 lasers at a scanning speed of 250 
mm/min has the highest cooling rate of 8400 K/s. The rate of change is calculated from 

this highest value. 

The occurrence of the β phase without the implementation of pre-heating is 

a seldom-encountered phenomenon within both L-PBF and EB-PBF processes. 

Ref [139] demonstrated the induction of an α + β microstructure in Ti6Al4V 

during L-PBF through utilisation of a distinctive approach. This method involved 

cyclic heating of the layers facilitated by a 90° rotation scanning strategy, along 

with the utilisation of a pre-heated build platform maintained at a temperature 

of 200° C. It is noteworthy that this research employed a low laser power of 42 

W at a scanning speed of 58 mm/s, resulting in a notably low scanning speed 

when compared to the commercial L-PBF process for Ti6Al4V. Despite the 

application of this inventive approach leading to the production of an α + β 

microstructure, the samples generated in this study exhibited a graded 

microstructure with residual porosity due to low energy density. Moreover, 

reduction in the laser power and scanning speed while employing a single laser 

in L-PBF results in a substantial corresponding reduction in throughput. 

Conversely, in the case of DAM, the slower speed is offset by the larger processing 

area of the laser beam array, ultimately enhancing throughput. 

In Figure 6.22, an investigation is carried out regarding the intensity of XRD 

at the β phase, specifically at a 2Ɵ angle of 39°. This examination is based on 

samples generated using laser configurations featuring 3, 4, and 5 lasers, with 

scanning speeds ranging from 50 to 250 mm/min. The data implies that the 

intensity of the β phase exhibits an incremental increase with the addition of each 

laser beam, as well as with a decrease in scanning speed. The intensity of a peak 

is intrinsically connected to the quantity of crystalline material contained within 

the sample and the extent to which the crystal planes are aligned to facilitate 
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diffraction. This observation underscores the heightened occurrence of β crystal 

formation within the DAM process as additional laser beams are incorporated, in 

parallel with a reduction in scanning speed. This alignment with the cooling rate 

further supports the notion that a gradual cooling process is recognised for its 

capacity to induce the formation of the β phase in Ti6Al4V [99]. 

 
Figure 6.22: The intensity of XRD diffraction at the β phase at a 2Ɵ angle of 39°, as 

determined from the samples involving laser configurations with 3, 4, and 5 lasers, while 
varying the scanning speed from 50 to 250 mm/min. 

As outlined in Section 6.4.3, the microstructure of Ti6Al4V is affected by the 

cooling rate during the transition from the β transus temperature to the 

martensitic transformation temperature. A similar pattern was observed in the 

FEM simulations of the cooling rates for various parameters, as detailed in Table 

6.5. The scanning speed played a role in influencing the rate of change in the 

percentage of cooling rates across different samples, which aligns with the 

observed growth in grain size. 

In DAM, the inherent characteristic of a low cooling rate, combined with the 

ability to precisely regulate this rate through activation of multiple individually 

controlled diode lasers, presents a promising method for reduction of residual 

stress in the processed materials. Additionally, the potential for fine-tuning the 

cooling rate can be extended through the incorporation of additional rows within 

the laser array and adjustment of scanning speed. Furthermore, the residual 

stresses induced in the processing of Ti6Al4V using DAM are considerably lower 

than those reported for L-PBF (specified in Table 6.1), in the absence of substrate 
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pre-heating. The smallest residual stress observed in DAM is similar to the 

residual stress in L-PBF with a powder bed pre-heat temperature of 

approximately 450°C, as indicated in Table 6.2. The values presented in Table 6.2. 

represent the average residual stress in the build direction, which is generally 

lower than that of the top layer, as previously discussed. This suggests that the 

residual stress in DAM in the build direction could potentially be even lower than 

the values reported in this study. Moreover, implementing substrate pre-heating 

in the DAM process may further decrease the residual stress levels. 

The fluctuations in residual stress correlate with the cooling rate, displaying 

a corresponding and consistent pattern. As the cooling rate decreased, the 

residual stress also decreased. Low cooling rates, particularly in the temperature 

range between the β transus and the martensitic transformation temperature, 

are known to effectively reduce residual stress in Ti6Al4V [141]. Increased laser 

power has been documented as a factor associated with a reduction in 

deformation resulting from residual stress [142]. In the context of laser cladding, 

it has been reported that reducing the feed rate, which is equivalent to the 

scanning speed in DAM or L-PBF, leads to a reduction in residual stress and 

resulting deformation [124]. The accumulation of elevated thermal residual 

stresses, attributed to the rapid cooling rate and temperature gradient, 

constitutes a significant challenge in the L-PBF built parts [127], [129], [143], 

[144]. 

6.6 Conclusions 

The investigation in Chapter 5 highlighted the efficacy of the DAM process in 

effectively regulating the cooling rate during manufacturing, through application 

of an individually controlled, fiber-coupled laser array. This control over cooling 

rates is achieved through laser activation and scanning speed adjustment. This 

Chapter further explored the influence of various beam profiles and scanning 

speeds on cooling rate changes in processed parts. DAM's inherent low cooling 

rates combined with precise control via individually managed diode lasers holds 

promise for reducing residual stress in manufactured components. 

Notably, residual stresses in DAM-processed Ti6Al4V are considerably lower 

than those reported for L-PBF. The findings here indicate that residual stresses 
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in DAM are influenced by the number of laser beams and adjustments in scanning 

speed. The lowest recorded residual stress (σYY) occurred in the Y direction, 

measuring 58.4 MPa in a configuration with 5 lasers at a scanning speed of 50 

mm/min. Conversely, the highest stress (σXX) of 138.2 MPa was observed in the 

X direction with 3 lasers at a scanning speed of 250 mm/min. A trend emerges, 

showing that residual stress decreases with the activation of additional lasers 

and with reduced scanning speed. Furthermore, the residual stress reduction 

withrespect to the number of lasers scanning speed follows the trent of cooling 

rate derived from the FEM simualtions as illustrated in Figure 6.23. 

 
Figure 6.23: Compares the residual stress in XX and YY direction at various scanning 

speeds (50 – 250 mm/min) with the cooling rate obtained from FEA analysis. 

Additionally, within the DAM process, all samples exhibit a microstructure 

that is characterised by both α and β crystal structures. Grain coarseness varies 

across different beam configurations and scanning speeds, with scanning speed 

exerting a more significant influence on grain coarseness than the number of 

lasers. Pole figure analysis reveals a stronger α texture compared to the high-

temperature β phase, with a notable preference for the {0001} crystallographic 

orientation in the α phase. The relationship between α and β phase texture 

changes, scanning speed, and the number of lasers is not strongly correlated, and 

further experiments may be needed to ascertain this relationship with greater 

certainty.  
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7 Chapter 7: Conclusions and Future Work 

7.1 Conclusions 

This study investigates the behaviour of multi-laser interaction in Diode Area 

Melting (DAM) of Ti6Al4V, focusing on the activation of each laser beam within a 

single array at varying scanning speeds. Given that DAM is a relatively recent 

technique, there has been limited exploration into laser simulation with 

individually controlled diode laser beams. This research introduces both 

analytical and Finite Element Method (FEM) models to predict melt pool 

characteristics and cooling rates. In addition to modelling, a thermal camera was 

used to extract cooling rate data from the β transus to the martensitic 

transformation temperature. These empirical data were compared with 

predictions from the analytical and FEM models, providing a comprehensive 

understanding of the thermal dynamics in the process. For DAM modelling, the 

impact of the number of lasers on melt pool size and cooling rate was examined 

for a linear array of up to six diode lasers. The FEM approach demonstrated more 

accurate predictions of melt pool width and temperature. The cooling rate for 

Ti6Al4V from the β-transus to the martensitic transformation temperature was 

significantly lower than in L-PBF and EB-PBF processes, with a single laser 

yielding a cooling rate of 778 K/s and six lasers reducing it to 191 K/s. This 

cooling rate in DAM is approximately 104 orders of magnitude slower than in 

conventional L-PBF and comparable to certain casting processes. The reduction 

in cooling rate saturated with five lasers, with no additional reduction observed 

with further lasers. 

The characteristic of lower cooling rates in DAM appears promising in 

reducing cooling rate related problems and thereby diminishing residual 

stresses in manufactured components. Notably, residual stresses in DAM-

processed Ti6Al4V materials are significantly lower than those in L-PBF. These 

stresses are influenced by the number of laser beams and scanning speed 

adjustments, with the lowest and highest residual stresses recorded at different 

configurations and speeds. The minimum residual stress (σYY) was observed in 

the Y direction (perpendicular to the laser traverse direction) , registering at 58.4 

MPa in a setup using 5 lasers with a scanning speed of 50 mm/min. On the other 

hand, the maximum stress (σXX), amounting to 138.2 MPa, was recorded in the X 
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direction (laser traverse direction) when 3 lasers were operated at a scanning 

speed of 250 mm/min. The pattern of the result suggests a correlation where the 

residual stress reduces with the activation of each laser and reduction of 

scanning speeds.  

In this study, detailed EBSD analysis was performed on Ti6Al4V samples, 

focusing on an area of 250 µm by 250 µm with a 0.1 µm step size for high-

resolution mapping. This approach confirmed a consistent basketweave-like α–

β microstructure in all samples, with variations in grain coarseness influenced by 

different laser configurations and scanning speeds. Notably, grain size increased 

with additional lasers and slower scanning speed, with the greatest impact 

observed through reducing scanning speed. Pole figures revealed a stronger α 

phase texture and a preference for its orientation along the {0001} direction, 

while the β phase showed significant orientations along the {100} and {111} 

directions, becoming more pronounced with slower scanning speeds. The phase 

map further highlighted the distribution of α and β phases, showing variability in 

β phase content with no clear dependence on scanning speed or laser number. 

However, these findings, alongside XRD results indicating differences in β phase 

intensities, suggest a complex relationship between processing parameters and 

phase development, pointing to the need for further experiments to fully 

understand these dynamics. 

7.2 Key Findings and Recommended Future Work 

Key findings from the current study are summarized in Table 7.1. These 

findings reveal extensive opportunities for further development of the DAM 

methodology. Table 7.1 also details future work associated with each finding, 

indicating potential areas for advancement. 

Key Finding Suggested Future Work 

An array of fibre-coupled diode lasers, each 
with a power of up to 4W, can be directly 
employed in the AM of metallic components. 
Activating each laser in the array expands the 
processing area, enabling the melting of 
larger areas at slower scanning speeds. 
Current research has successfully 
demonstrated the use of up to six lasers 
arranged in a single row within the array. 

For future studies, it is advisable to 
expand this beam configuration to 
potentially include up to 100 lasers. 
This expansion would facilitate an 
evaluation of the throughput and build 
rate of the DAM process, offering 
insights into its competitive 
productivity relative to L-PBF. 
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Data derived from thermal camera 
measurements reveal that employing a single 
laser beam in DAM yielded a cooling rate of 
778 K/s. When the setup was expanded to 
include six lasers, the cooling rate reduced 
significantly to 191 K/s. This rate of cooling in 
DAM is notably slower—approximately 104 
orders of magnitude—compared to 
conventional L-PBF. Additionally, it was 
observed that the reduction in cooling rate 
reached a saturation point upon the 
integration of five lasers; subsequent addition 
of lasers did not result in further reductions 
in cooling rate. 

Future work could explore adding 
multiple rows in the laser head array 
during the DAM process to better 
control the cooling rate. Utilising 
separate arrays for pre-heating, post-
heating, and melting could enhance 
thermal management and improve 
component quality. This modification in 
laser configuration represents a 
promising area for further research in 
DAM technology. 

Analytical and FEM models were developed to 
simulate the DAM process. The analytical 
solution provided quick estimates of melt 
pool width and temperature distribution 
around the melt pool but exhibited limitations 
in accuracy. FEM was well-suited for 
predicting melt pool width and depth and 
provided detailed information on 
temperature distribution. Although the 
models were not entirely accurate in 
predicting the cooling rate, the rate of change 
in cooling rate from one laser configuration 
and scanning speed to another showed a 
useful trend. This trend was useful in 
correlating cooling rate with residual stress 
formation, enhancing our understanding of 
these relationships. 

It is essential to address the limitations 
of the current analytical and FEM 
methods, which do not adequately 
capture important phenomena such as 
Marangoni convective flow and phase 
changes during laser and powder 
material interaction. This necessitates 
the use of advanced tools like 
Computational Fluid Dynamics (CFD). It 
is recommended to employ an 
advanced CFD method, such as Laser 
Beamform as mentioned in Chapter 2, 
Section 2.6, to simulate the DAM 
process. Additionally, it has been 
observed that simulating DAM requires 
substantial computational time. 
Therefore, an optimised CFD solution 
should be used to better understand the 
dynamics and accurately predict 
cooling rates and thermal gradients 
during the DAM process. 

Process parameters of DAM, such as laser 
beam profile (including spot spacing and 
dimensions), particle size distribution, 
emissivity, and conductivity of the powder, as 
well as laser power and scanning speed, 
significantly influence the morphology of 
melted single tracks and single layers, as well 
as the microstructure and surface roughness 
of DAM components. 

Other process parameters that could be 
investigated include preheating 
temperatures and scanning strategies, 
such as the length of scanning vectors 
and the variable power of individual 
beams within the line-shaped multi-
beam for overall beam intensity 
control. Additionally, the study of 
multiple layers and the mechanical 
properties of the 3D parts produced by 
DAM is essential to further understand 
and optimise the process. 

It has been determined that the DAM 
technique allows for the near-net shaping and 
processing of Ti6Al4V using several low-
power diode laser beams, which are 
individually addressable and non-deflected, to 
scan in parallel and selectively melt material 
from a powder bed. In the DAM processing of 
Ti6Al4V, the cooling rates are significantly 
reduced compared to those in L-PBF. 
Consequently, this results in the formation of 
β-grains within the samples, a phenomenon 
not achievable with L-PBF. 

Future research should focus on 
refining the DAM process parameters 
popular engineering materials such as 
Inconel 718, stainless steels, and 
aluminium alloys. The preliminary 
experiments with Inconel 718 have 
revealed balling effects in several 
samples, indicating the need for a 
comprehensive analysis to determine 
the optimal processing parameters, 
which will extend the applicability of 



186                                                                               Chapter 7: Conclusions and Future Work 

 

 

DAM technology to a wider range of 
materials. 

Residual stress measurements in this study 
focused on single-layer analyses of DAM-
processed Ti6Al4V materials, which exhibited 
significantly lower residual stresses 
compared to those processed by L-PBF. A 
strong correlation was observed between 
residual stress and cooling rate, as derived 
from FEM simulations; a decrease in cooling 
rate corresponded with reduced residual 
stress. 

For future work, it is strongly 
recommended to extend this study to 
multi-laser configurations along the 
build direction to observe how residual 
stress evolves during the construction 
of 3D shapes. Additionally, 
implementing in-situ monitoring of 
temperature evolution using a thermal 
camera could provide accurate 
temperature gradients. These gradients 
can be correlated with residual stress 
measurements to deepen our 
understanding of these dynamics in the 
DMA process. 

Table 7.1: The key findings of the current research and suggested areas for future work to 
advance DAM development. 

7.3 Summary 

The unique attributes of DAM, such as lower residual stress, lower cooling 

rates, and enhanced area processing capabilities, position it as a potentially 

innovative approach within the L-PBF landscape, offering distinct advantages 

and new opportunities compared to the existing capabilities of L-PBF. A principal 

advantage of DAM is its capacity to process broader areas using multiple lasers. 

For instance, in a five-laser DAM configuration, the beam width extends to 370 

µm, significantly wider than in L-PBF. Expanding the process to include hundreds 

of diode lasers enables the coverage of millimetre-scale lengths, expanding area 

coverage and enhancing process efficiency. The ability to process wider areas 

with DAM can significantly increase the throughput of manufacturing processes, 

making it a more time-efficient and cost-effective solution for large-scale 

production. 

With its inherently low residual stress and lower cooling rates, coupled with 

the capability to process wider areas, DAM offers distinct advantages over L-PBF. 

The low residual stress characteristic of DAM reduces the need for post-

processing treatments, which are often necessary in L-PBF to relieve stresses and 

improve material properties. Additionally, DAM's lower scanning speeds result 

in reduces spattering, further enhancing the quality of the final product by 

leading to smoother surfaces and more precise geometries. 
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In summary, these unique attributes of DAM position it as a potentially 

revolutionary approach within the additive manufacturing landscape, offering 

distinct advantages and new opportunities compared to the existing capabilities 

of L-PBF. 

*** 
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Moving Gaussian Heat Source 

/INPUT, HFLUX_func,1  

*DIM, HEAT_FLX1, TABLE,6,22, 1,12 

! The last number corresponds to the ID number for the coordinate system.  

!  

! Begin of equation: Q(x, y, t)=A*exp(B*(({X}-C)^2+({Y}-D*{TIME}-E)^2)/F+G)  

*SET, HEAT_FLX1(0,0,1), 0.0, -999  

*SET, HEAT_FLX1(2,0,1), 0.0  

*SET, HEAT_FLX1(3,0,1), 0.0  

*SET, HEAT_FLX1(4,0,1), 0.0  

*SET, HEAT_FLX1(5,0,1), 0.0  

*SET, HEAT_FLX1(6,0,1), 0.0  

*SET, HEAT_FLX1(0,1,1), 1.0, -1, 0, C, 0, 0, 2             ! "C" x coordinate 

*SET, HEAT_FLX1(0,2,1), 0.0, -2, 0, 1, 2, 2, -1  

*SET, HEAT_FLX1(0,3,1), 0, -1, 0, 2, 0, 0, -2  

*SET, HEAT_FLX1(0,4,1), 0.0, -3, 0, 1, -2, 17, -1  

*SET, HEAT_FLX1(0,5,1), 0.0, -1, 0, D, 0, 0, 1             ! "D" laser speed 

*SET, HEAT_FLX1(0,6,1), 0.0, -2, 0, 1, -1, 3, 1  

*SET, HEAT_FLX1(0,7,1), 0.0, -1, 0, 1, 3, 2, -2  

*SET, HEAT_FLX1(0,8,1), 0.0, -2, 0, E, 0, 0, -1                 ! "E" y coordinate 

*SET, HEAT_FLX1(0,9,1), 0.0, -4, 0, 1, -1, 2, -2  

*SET, HEAT_FLX1(0,10,1), 0.0, -1, 0, 2, 0, 0, -4  

*SET, HEAT_FLX1(0,11,1), 0.0, -2, 0, 1, -4, 17, -1  

*SET, HEAT_FLX1(0,12,1), 0.0, -1, 0, 1, -3, 1, -2  

*SET, HEAT_FLX1(0,13,1), 0.0, -2, 0, F, 0, 0, -1       ! "F" 2*beam radius^2 

*SET, HEAT_FLX1(0,14,1), 0.0, -3, 0, 1, -1, 4, -2  

*SET, HEAT_FLX1(0,15,1), 0.0, -1, 0, G, 0, 0, -3      ! "G" absorption*depth=0 

*SET, HEAT_FLX1(0,16,1), 0.0, -2, 0, 1, -3, 1, -1  

*SET, HEAT_FLX1(0,17,1), 0.0, -1, 0, B, 0, 0, -2          ! "B" negative sign 

*SET, HEAT_FLX1(0,18,1), 0.0, -3, 0, 1, -1, 3, -2  
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*SET, HEAT_FLX1(0,19,1), 0.0, -1, 7, 1, -3, 0, 0  

*SET, HEAT_FLX1(0,20,1), 0.0, -2, 0, A, 0, 0, -1      ! "A" Laser power 

*SET, HEAT_FLX1(0,21,1), 0.0, -3, 0, 1, -2, 3, -1  

*SET, HEAT_FLX1(0,22,1), 0.0, 99, 0, 1, -3, 0, 0  

! End of equation: Q (x, y, t)=A*exp(B*(({X}-C)^2+({Y}-D*{TIME}-E)^2)/F+G)  

sf, a1,hflux,%HEAT_FLX1% ! Replace a1 with a named selection. 
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Appendix C: COSHH assessment form for Ti6Al4V 

 
Ti6Al4V COSHH ASSESSMENT FORM 

 
Reference no: MS12012028     Date: 12 January 2020 
 

Task under assessment: Processing Titanium (Ti6Al4V) using Diode Area Melting 2.0 (DAM 2.0) 
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Location: C05, The Royal Exchange Building 
Overall risk rating = Low 

Summary: 
1.  Purging argon in the chamber. 
2. Selective scanning of the powder bed using a 450 nm, 4W diode laser. 
3. Elimination of differential pressure gradient from the chamber, if any. 
4. Cleaning up the chamber. 

 
Detailed description of task and work practice information: 

1. The chamber would be purged with argon after the atmospheric air is expelled using a 
vacuum pump. The argon gas cylinder should be handled by an individual trained in gas 
cylinder handling. 

2. After the chamber has been purged with argon, the powder would be wiped on to the 
levelled powder bed, after which a diode laser (808 nm, 4.5 W) would selectively scan the 
powder bed, melting the metal powder. The laser system should be handled by an 
individual who has cleared the online laser safety training of the university. 

3. Upon successful completion of selective scanning of the metal powder, i.e. completion of 
the fabrication of the component, the lasers are turned off, the wipers and pistons are 
returned to the ‘home’ position. The pistons are allowed to cool down. 

4. The differential pressure in the chamber would be eliminated by using the pressure 
release valve. The chamber would then be opened. 

5. The residual powder would be scooped up into containers using a spoon. After the 
majority of the powder has been scooped up, the residual material would be scrubbed 
clean using isopropyl alcohol. 

Hazard information: 
Commercial name of substance(s): 1. Ti6Al4V powder, Renishaw powder (15-45 μm) 

Supplier details: Carpenter Technology Corporation 
1735 Market Street, 
15th Floor Philadelphia, PA 19103 
United States 
Tel: +1 610-208-2000 

Hazardous substances in use/contained 
within products used: (include any 
available workplace exposure limits from 
EH40/2005) 

Substances 

1. Titanium (85 – 95%) CAS: 7440-32-6 
2. Aluminium (5 – 7%) CAS: 7429-90-5 
3. Vanadium (3 – 5%) CAS: 7440-62-2 

Associated risk phrases:  
H334 May cause 

allergy/asthma/breathing 
difficulties if inhaled 

H351 May cause cancer in the 
lungs 

H317 May cause allergic skin 
reaction 

H372 Causes damage to 
respiratory tract and lungs 

H280 Contains gas under 
pressure 

H330 Fatal if inhaled 

Supplier material safety data sheet 
(MSDS) available? 

Yes 

HAZARD RATING: Medium 
Exposure information: 

Physical form of substance: 1. Powder 
2. Gas 

Approximate amount of material used 
(per working day): 

1. 1 kg 
2. 20 L 

Who might be exposed to the hazardous 
substance(s): 

Operator(s) 

Potential routes of exposure: a. Inhalation 
b. Dermal 

Potential consequences of exposure: a. Bronchial irritation 
b. Potential allergic skin reaction 
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Approximate daily duration of exposure:  

☐  Less than 30 mins 

☐  2 – 4 hrs 

☐  30 mins – 1 hr 

☐  4 – 8 hrs 

☒  1 – 2 hrs 

☐  More than 8 hrs  
Location of task: 

☐  Outside 

☐  Confined space  

☐  Inside – poorly 
ventilated 

☒  Inside – well ventilated  

☐  Other: please specify 

      

Any additional activities that could 
increase exposure potential (such as 
maintenance): 

NA 

Any at-risk groups or individuals to be 
aware of: 

NA 

POTENTIAL EXPOSURE RATING: Low 
Hierarchy of control measures: 

Can the substance be eliminated or a less 
hazardous alternative used? 
(if not, explain why)  

No (the choice of material is important for the 
results expected from the experiment) 

Existing engineering controls: 
 

Personal Protective Equipment: 
  
☐  Eye/face protection? 

       (state type/class required)  

    

 

  ☒  Protective clothing? 

         (state type/class required)  

         

☒ Protective gloves? 
       (State type/class 

required)  

         

 

☒ Masks/respirators? 
(3M 6898 with A1 filters)

 
Details of instruction / information / 
training provided to employees: 

1. Lab induction to get access to the facility 
2. Gas cylinder training to handle argon cylinders 
3. Laser training to handle diode laser(s) 

Other control measures: 1. Oxygen sensor to be kept inside the chamber to 
monitor the oxygen levels. The lab has oxygen 
sensors as well to ensure safe oxygen amounts 
in the working environment. 

Details of any exposure monitoring: NA 
Details of any health surveillance 
required: 

NA 

Other precautions and emergency procedures: 
Any specific storage precautions (include 
quantities held on site): 

NA 

Any specific release, spillage, fire or 
disposal precautions: 

1. Dust clouds should be avoided 
2. Avoid moisture and humid environment 

RESIDUAL EXPOSURE RATING: Low 

 
OVERALL RISK RATING (hazard rating x resid. exposure rating) =   
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Any further action required: No 
Assessed by: Sarath Alayil Veetil Reviewed 

by: 
Dr Kamran A Mumtaz 

Date assessed: 12/01/2020 Date 
reviewed: 

12/01/2020 

Review before: 12/01/2022 Next review: 12/01/2022 

 

**** 

 

 

 


