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Abstract

Misinformation and disinformation during critical events, like the COVID-
19 pandemic and geopolitical con�icts such as the Ukraine war, poses
threats to public perception, social cohesion, and political stability. While
fact-checkers strive to counter their spread, a multifaceted problem emerges:
the enduring and widespread propagation of similar or nearly duplicate
false narratives across multiple languages, modalities, and social media
platforms, often persisting long after the initial debunking by a profes-
sional fact-checker.

First, this thesis utilises the CoronaVirusFacts Alliance database to identify
and uncover repeatedly debunked false narratives related to COVID-19.
The spatiotemporal analysis indicates the global prevalence of false nar-
ratives related to general medical advice, consistently shared by Facebook
users despite the existence of fact-checks that have already debunked sim-
ilar narratives across different languages. Additionally, the thesis analyses
debunks related to the Ukraine con�ict, revealing the wider spread of dis-
information compared to its debunks and demonstrating the delayed but
positive impact of debunks on reducing Ukraine-related disinformation.
The thesis ultimately advocates for the implementation of a cross-lingual
debunked narrative search tool in the fact-checking pipeline to ef�ciently
identify previously debunked narratives in different languages.

Motivated by the challenges posed by the persistent spread of debunked
narratives, this thesis delves into cross-lingual debunked narrative retrieval,
aiming to enhance the performance and robustness of retrieval models
across various languages. Firstly, it introduces the Multistage BiCross en-
coder for multilingual access to COVID-19 information, presenting exper-
imental results and search query optimisation techniques. Subsequently,
the thesis introduces novel benchmark datasets and computational meth-
ods to aid fact-checkers in detecting debunked narratives across multiple
languages. It also emphasises the need for social media platforms to adopt
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similar technologies at scale to optimise fact-checker resources. Finally, the
thesis proposes unsupervised methods for training debunked narrative re-
trieval models, offering effective real-time adaptation without relying on
time-consuming and labour-intensive human annotations.

In summary, the research contributes to a comprehensive understanding of
the spread of debunked narratives. It offers practical solutions and insights
that can inform policy decisions and contribute to the ongoing global ef-
forts against misinformation and disinformation.
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Chapter 1

Introduction

False information poses signi�cant threats to public perception, social co-
hesion, and political stability, especially during critical events such as the
COVID-19 pandemic (Posetti et al., 2020; IFCN, 2024) and geopolitical con-
�icts like the Russia-Ukraine war (Babacan and Tam, 2022; Mejias and
Vokuev, 2017; EUvsDisinfo, 2024) and the Israel-Hamas war (St�anescu,
2024; FullFact, 2024a). For instance, people around the world encoun-
tered many false narratives about the coronavirus's origin, spread, med-
ical treatments, and vaccines (Posetti et al., 2020; Brennen et al., 2020).
Beyond mere inaccuracy, the spread of false information can have pro-
found real-world consequences and has the potential to cause consider-
able harm (Lewandowsky et al., 2012; Roozenbeek et al., 2020; Nakov and
Da San Martino, 2021; Arora et al., 2023). For example, around 800 peo-
ple lost their lives because of false information related to coronavirus in
just the �rst three months of 2020 (BBC, 2024). On the other hand, false
information triggered a massive exodus of migrants during the lockdown,
causing a national disturbance in India (TOI, 2024).

Another issue with false information is that it often originates on various
social media platforms which makes its authenticity questionable as there
is no method in place to quickly check the credibility of the content as well
as the source (Limaye et al., 2020; Tasnim et al., 2020; Del Vicario et al.,
2016; Singh et al., 2022). Additionally, easy access to social media often
provides the playground for bad actors to execute their nefarious motives
(Vosoughi et al., 2018; Guess et al., 2020; Di Domenico et al., 2021; Lazer
et al., 2018). For example, false narratives were deliberately spread on so-
cial media platforms during the 58th US presidential elections in order to

1
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in�uence the election outcome (Watts, 2017; Allcott and Gentzkow, 2017).
Hence, social media websites have become key conduits as they not only
provide a medium for publishing factually inaccurate information but also
offer services like promoting information to target speci�c people or com-
munity 1 (Lazer et al., 2018; Spenkuch and Toniatti, 2016; Flaxman et al.,
2016). Moreover, a report by Pew Research (Shearer, 2021) shows that 52%
of American adults get news from digital platforms, out of which more
than half of the respondents (53%) said that they consume news from so-
cial media platforms. Therefore, detecting the spread of false information
on social media platforms has become both important and urgent.

Despite the increasing efforts by fact-checking initiatives to combat false
information (Graves and Cherubini, 2016; Haque et al., 2018), there exists
a critical research gap in detecting and analysing the cross-border propa-
gation of similar debunked narratives and the duplicated efforts of fact-
checkers in debunking them. This thesis highlights the persistence of
debunked narratives in various regions and languages, emphasising the
need for empirical investigations into their spatio-temporal aspects to de-
velop targeted strategies for countering false information on a global scale.
Furthermore, it introduces novel methods and datasets for cross-lingual
debunked narrative retrieval, aiming to enhance the performance and ro-
bustness of retrieval models across various languages.

The next section (Section 1.1) clari�es the terminology associated with the
spread of false information, providing essential context for understanding
this research. Section 1.2 discusses the problem statement and research mo-
tivation in detail. Additionally, Section 1.3 outlines the research questions
addressed in this investigation. Finally, Section 1.4 gives a brief overview
of each chapter and the corresponding contributions. It also enumerates
the publications generated during the research for this study.

1.1 De�nition and Terminology

In the context of this thesis, it is essential to clarify certain de�nitions and
terminology associated with the spread of false information. The term
“fake news” has frequently been employed in the literature to denote false
information (Pennycook and Rand, 2021; Lazer et al., 2018; Gelfert, 2018).
However, this study refrains from using the term “fake news” due to its

1https://www.nytimes.com/2018/11/06/technology/myanmar-facebook.html



3

ambiguity and varying de�nitions across researchers and organisations.

For instance, Klein and Wueller (2018) de�nes fake news as an “online
publication of intentionally or knowingly false statements of fact”. The
Ethical Journalism Network (EJN) 2 de�nes it as “information deliberately
fabricated and published with the intention to deceive and mislead others
into believing falsehoods or doubting veri�able facts.” Notably, renowned
dictionaries such as Cambridge3, Collins4, and Oxford 5, among others, also
provide varying de�nitions. Given these disparate de�nitions, this thesis
opts for clarity by not employing the term “fake news”. Instead, it employs
a broader concept of false information which may include false claims or
narratives, de�ned as any content containing false information that is not
true. The distinction between a “claim”' and a “narrative” is as follows:

• Claim : A claim typically refers to a speci�c statement or assertion,
often presented without accompanying evidence or proof 6. Claims
can be either true or false and frequently serve as building blocks
within a broader narrative.

• Narrative : A narrative aims to convey a particular message, view-
point, or perspective, often by structuring various claims or pieces of
information into a cohesive storyline 7. For example, different false
narratives related to 5G and coronavirus emerged and spread widely
8.

Additionally, false claims and narratives require further nuance due to the
varying purposes behind their spread. As explored by Wardle and Der-
akhshan (2017), misinformation, disinformation, and malinformation each
represent distinct intents behind the spread of false information. Despite
these distinctions, this study addresses general false information regardless
of speci�c subtype. The details of each category are as follows:

• Misinformation : Information that is false but the person sharing the

2https://ethicaljournalismnetwork.org/fake-news-bad-journalism-digital-a
ge

3https://dictionary.cambridge.org/dictionary/english/fake-news
4https://www.collinsdictionary.com/dictionary/english/fake-news
5https://www.oxfordlearnersdictionaries.com/definition/english/fake-news?

q=fake+news
6https://dictionary.cambridge.org/dictionary/english/claim
7https://www.merriam-webster.com/dictionary/narrative
8https://fullfact.org/online/5g-and-coronavirus-conspiracy-theories-cam

e/
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information has no intent to harm anybody. For example, people
shared home remedies to cure COVID-19 in a genuine effort to help
others9.

• Disinformation : Information that is false and is shared intentionally
by a person or groups of people with an intent to deceive or cause
harm to a particular person, community, organisation or country. For
example, anti-vaxxer disinformation spread amidst the COVID-19
pandemic10 amidst the COVID-19 pandemic.

• Malinformation : Malinformation also has an intent to deceive or
harm but the information itself is true and based on reality. For
instance, decontextualised images of empty grocery stores during
the start of the COVID-19 pandemic were used to instil panic buy-
ing11 (Brennen et al., 2020).

Furthermore, this thesis introduces the concept of “debunked narrative re-
trieval” as a central theme. This concept involves the process of identifying
and retrieving narratives or claims that have been previously debunked by
fact-checking organisations. This retrieval aims to locate instances where
false information reappears after it has already been debunked. Finally,
the term “debunked narratives” speci�cally refers to false information that
has already been refuted and proven inaccurate. Throughout the thesis,
the terms “debunks” and “fact-checks” are used interchangeably.

1.2 Research Motivation

To counter the spread of false information, there has been a signi�cant
surge in fact-checking initiatives, dedicated to monitoring and debunking
(IFCN, 2024; Graves and Cherubini, 2016; Pavleska et al., 2018; Haque et al.,
2018). However, despite these efforts, the immediate and enduring dam-
ages caused by false information persist, highlighting the ongoing chal-
lenge (Burel et al., 2020; Schuetz et al., 2021; Barrera et al., 2020; Anderson
and Rainie, 2017).

The ampli�cation of false information is further exacerbated by social me-

9https://www.bbc.co.uk/news/world-51735367
10https://www.bloomberg.com/news/newsletters/2021-07-02/anti-vaccine-dis

information-spreads-in-asia
11https://www.politifact.com/factchecks/2020/mar/06/facebook-posts/romania

n-conspiracy-theory-migrates-us-amid-corona/
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dia, resulting in the dissemination of similar false narratives across differ-
ent countries at varying times (FullFact, 2024b). These narratives are often
debunked by multiple fact-checking organisations in multiple languages.
This proliferation has led to duplicated debunking efforts, leading to a sig-
ni�cant waste of fact-checker resources. For instance, the claims stating
that consuming alkaline-rich foods can eliminate coronavirus was initially
debunked in Europe (Maldita, 2020) in Spanish. However, this claim per-
sisted, as it faced debunking once more by fact-checking organisations in
Asian (Boomlive, 2020; Teyit, 2020), South American (Fatos, 2020; Cocuyo,
2020), and North American (Leadstories, 2020; AP, 2024) countries in mul-
tiple languages. Notably, there is an absence of extensive empirical investi-
gations into the cross-border propagation of similar or nearly duplicate de-
bunked narratives across various modalities and languages. Furthermore,
even if multiple fact-checkers consistently debunk information online, the
current effectiveness of debunking in curbing the overall spread of false
narratives on social media platforms remains an unanswered question, es-
pecially in the context of the Russia-Ukraine war. Addressing this problem
is essential for informing policy decisions, guiding resource allocation, and
providing valuable insights into the dynamics of false information on so-
cial media platforms.

Simultaneously, in the pursuit of mitigating the spread of false information,
researchers have proposed automated fact-checking systems as a comple-
mentary approach (Panchendrarajan and Zubiaga, 2024; Shu and Liu, 2022;
Nielsen and McConville, 2022). These systems serve the dual purpose of
countering false narratives on digital media and easing the workload on
fact-checkers (Shang et al., 2023; Wu et al., 2022; Guo et al., 2022; Zhang
et al., 2022a; Zeng et al., 2021). A key task of these systems is the detec-
tion of previously fact-checked similar claims which aims to detect claims
that spread even after they have already been debunked by at least one
professional fact-checker (Nakov et al., 2022c, 2021b; Shaar et al., 2020b).
This is essentially a retrieval problem, referred to as “debunked narra-
tive retrieval” in this thesis, where a claim serves as the query to extract
relevant debunked narratives from a database of already published pub-
licly available fact-checking articles. Previous work has mostly focused
on training retrieval models, primarily focusing on monolingual retrieval,
where the language of the query claim matches the language of the de-
bunk (Shaar et al., 2020a,b; Nakov et al., 2021b, 2022b; Barrón-Cedeño et al.,
2023). However, it is imperative to emphasise that these monolingual re-
trieval models operate under the assumption that debunked information
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is exclusively contained within a single language. This assumption is chal-
lenged by compelling evidence presented in this thesis, demonstrating the
persistent spread of similar false claims across multiple languages, despite
the availability of debunks in another language for several months. Thus,
the automated detection of debunked narratives in multiple languages is
crucial to make the best use of scarce fact-checkers' resources.

Building upon this need, the thesis delves into the realm of “cross-lingual
debunked narrative retrieval,” which aims to �nd and retrieve debunked
narratives in different languages. To address this, the primary issue at
hand revolves around the need to enhance the performance of cross-lingual
and multilingual retrieval models using advanced neural techniques while
ensuring their robustness. Moreover, signi�cant challenges are associated
with cross-lingual retrieval of debunked narratives, including the potential
for retrieval models trained on high-resource languages to bene�t low-
resource languages, as well as the cross-dataset and cross-domain gener-
alisation of models in a zero-shot setting. By addressing these challenges,
the thesis seeks to contribute to the global �ght against misinformation and
disinformation.

As the narrative unfolds, it becomes evident that prompt detection of false
narratives is inherently challenging due to its topical nature. This high-
lights the necessity for models to adapt and learn from new data in real-
time to effectively counter ever-evolving false narratives. While creating
human-annotated datasets is a solution to regularly update retrieval mod-
els on emerging topics, it introduces challenges such as high costs and time
constraints. To overcome this, the thesis explores alternative approaches,
speci�cally unsupervised methods, to mitigate the resource-intensive na-
ture of current practices. It also aims to determine various factors that
in�uence the effectiveness of unsupervised methods. In conclusion, the re-
search paves the way for more ef�cient and cost-effective methods for the
development of debunked narrative retrieval models.

1.3 Research Questions

This doctoral research seeks to address two primary research questions (1,
2). It breaks them down into sub-research questions, as outlined below.

1. To what extent do false narratives propagate even after being de-
bunked by professional fact-checkers, and how does their spread com-
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pare to the dissemination of corresponding debunks?

(a) How do false narratives propagate across languages, modalities, and
social media platforms, even after they have been debunked by at least
one professional fact-checking organisation?

To answer this, this thesis investigates the spatiotemporal char-
acteristics of false narratives related to COVID-19 that have mul-
tiple debunks and see how these differ in terms of country, social
media platforms and modality of content. Speci�cally, the inves-
tigation explores how long false narratives persist and continue
to circulate after their initial debunking by a fact-checker. The
�ndings are presented in Chapter 2. Additionally, this inquiry
is also extended to Ukraine-related false narratives in Chapter
3. Finally, this research question sets the stage for the second
primary research question (2) by highlighting the importance of
cross-lingual debunked narrative retrieval in the claim veri�ca-
tion work�ow to detect the spread of debunked narratives in
multiple languages.

(b) How does the spread of Ukraine-related disinformation compare to the
dissemination of its corresponding debunks, and is there a causal rela-
tionship between them?

This thesis delves into this by conducting a comparative analy-
sis of engagement, themes, and causality using Ukraine-related
debunks and disinformation. Speci�cally, the Granger causal-
ity test is employed to assess the effectiveness of debunking in
countering Ukraine-related disinformation on social media plat-
forms. Answering this question contributes to evaluating the
current ef�cacy of debunking for mitigating disinformation on
social media platforms. Furthermore, this analysis also provides
insights into the potential effectiveness of automated strategies
for detecting debunked narratives on social media platforms,
as addressed in the second primary research question (2). The
problem is studied in detail, and the �ndings addressing this
research question are presented in Chapter 3.

2. What are the effective ways by which we can detect and alleviate the
repeated dissemination of multilingual debunked narratives?

(a) How can advanced novel neural approaches enhance cross-lingual and
multilingual retrieval, and what is their impact on improving cross-
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lingual debunked narrative retrieval?

Building on the foundation laid in the �rst primary research
question (1), this research question explores novel neural ap-
proaches to enhance cross-lingual and multilingual retrieval. To
address this research gap, the thesis reports the results of the
University of Shef�eld's participation in the Multilingual Infor-
mation Access (MLIA) shared task on the COVID-19 multilin-
gual semantic search. As part of this effort, the thesis demon-
strates the performance of the proposed multistage BiCross en-
coder in comparison to state-of-the-art methods in the MLIA
shared task in both monolingual and cross-lingual retrieval set-
tings. Further details of this work are provided in Chapter 4.

Furthermore, this thesis leverages the knowledge gained through
MLIA participation to enhance cross-lingual debunked narrative
retrieval. First, a challenging benchmark dataset is developed
that stands out as a comprehensive resource compared to its
counterparts. Subsequent experiments were conducted to eval-
uate the performance of state-of-the-art cross-lingual retrieval
models in identifying debunked narratives. Drawing inspira-
tion from our proposed multistage BiCross encoder, this research
also proposes two multistage retrieval methods that effectively
address the cross-lingual nature of the task. The details of this
work and its outcomes are presented in Chapter 5.

(b) What are the key challenges and opportunities in cross-lingual de-
bunked narrative retrieval? Can models trained on high-resource lan-
guages help low-resource languages in a zero-shot setting?

This research question delves into the domain of cross-lingual
retrieval of debunked narratives, aiming to identify both chal-
lenges and opportunities. In the fact-checking realm, where
detecting the recurrence of debunked narratives is crucial, the
question seeks to determine whether the models can transcend
language barriers and adapt to various datasets and languages.
By addressing this issue, the question addresses the overarch-
ing challenge of enabling the retrieval of debunked narratives
with limited resources and advocates for solutions to promote
cross-lingual and cross-dataset evaluations in fact-checking prac-
tices. In Chapter 5, the thesis conducts an in-depth study and
addresses this research question.
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(c) How can unsupervised methods enhance real-time adaptation in de-
bunked narrative retrieval without relying on human annotations?

This research addresses the challenge of swiftly detecting false
narratives tied to their topical nature. To overcome this, mod-
els must dynamically adapt and learn in real-time. Although
using human-annotated datasets is a method to regularly up-
date retrieval models on emerging topics, it is time-consuming,
labour-intensive, and often limited in scale, which can impede
the performance of the retrieval models. The thesis explores
the potential of unsupervised methods for training debunked
narrative retrieval models to match or surpass the performance
of state-of-the-art methods without relying on human-annotated
pairs. It aims to overcome the resource-intensive nature of re-
trieval model development in the fact-checking domain. This
problem is thoroughly examined and addressed in Chapter 6.

To address the above-mentioned research questions, this thesis leverages
diverse datasets, and cutting-edge deep learning techniques to analyse and
mitigate the spread of debunked narratives. The chapters of this thesis are
structured to provide a comprehensive examination of the problem, start-
ing with the spatiotemporal characteristics of COVID-19-related debunked
narratives, followed by an in-depth analysis of Ukraine-related disinforma-
tion, the development of multilingual semantic search methods, and the ex-
ploration of cross-lingual retrieval and unsupervised training approaches.

1.4 Thesis Overview: Publications and Contribu-
tions

This section outlines the contributions of this thesis. In particular, it adopts
the thesis by publication format and comprises �ve distinct papers in the
following order.

Chapter 2

Publication I: The False COVID-19 Narratives That Keep Being Debunked:
A Spatiotemporal Analysis

This publication addresses the �rst primary research question (1a). It ex-
amines the spatiotemporal characteristics of similar or nearly duplicate
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false COVID-19 narratives that have been spreading in multiple languages,
modalities and on various social media platforms in different countries,
sometimes as much as several months after the �rst debunk of that narra-
tive has been published by a fact-checker. The contributions of this publi-
cation are as follows:

• It utilises the CoronaVirusFacts Alliance database of COVID-19-related
debunks and uncovers 10.3% of instances where similar false nar-
ratives related to COVID-19 are independently debunked multiple
times, highlighting the widespread dissemination of misinformation
during the pandemic.

• The spatiotemporal analysis reveals that misinformation on general
medical advice is widespread globally and has been repeatedly de-
bunked by multiple fact-checkers. Additionally, it �nds that Face-
book users consistently share false narratives without being aware
that fact-checking organisations have already debunked these narra-
tives in the past, sometimes in different languages.

• It provides compelling evidence for the need for a cross-lingual de-
bunked narrative search tool in the fact-checking pipeline to ef�-
ciently determine if a narrative has been previously debunked in an-
other language. Moreover, this approach aims to optimise resources
and prevent the repetitive debunking of the same claims, particularly
crucial given the labour-intensive nature of manual fact-checking.

This work has been published on ArXiv preprint server.

Singh, I., Bontcheva, K., & Scarton, C. (2021). The False COVID-19 Narra-
tives That Keep Being Debunked: A Spatiotemporal Analysis. arXiv preprint
arXiv:2107.12303.

The author contributed to the work by conceptualising, collecting data,
developing methodology, validating, and writing.

Chapter 3

Publication II: Comparative Analysis of Engagement, Themes, and Causal-
ity of Ukraine-Related Debunks and Disinformation

This publication addresses the �rst primary research question (1b), where
it examines the database of debunks related to the Ukraine con�ict by dif-
ferent fact-checking organisations. The contributions of this publication
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are as follows:

• It offers a comprehensive comparative analysis of the dissemination
of Ukraine-related disinformation and corresponding debunks on Twit-
ter, revealing that, despite platform efforts, Ukraine-related disinfor-
mation spreads more widely than its debunks. The dataset used is
made publicly accessible for further research.

• A bidirectional post-hoc analysis, employing Granger causality tests,
impulse response analysis, and forecast error variance decomposi-
tion, reveals that debunks eventually exert a positive impact on re-
ducing Ukraine-related disinformation, albeit not immediately.

• It uncovers approximately 18% of debunks that are associated with
false claims already debunked by another fact-checking organisation
in a different country or language. It suggests practical strategies to
mitigate the impact of disinformation, such as utilising cross-lingual
search and machine translation to expedite the debunking.

This work has been published in 13th International Conference on Social
Informatics (SocInfo) 2023.

Singh, I., Bontcheva, K., Song, X., & Scarton, C. (2022, October). Comparative
Analysis of Engagement, Themes, and Causality of Ukraine-Related Debunks
and Disinformation. In International Conference on Social Informatics (pp. 128-
143). Cham: Springer International Publishing.

The author contributed to the work by conceptualising, collecting data,
developing methodology, validating, and writing.

Chapter 4

Publication III: Multistage BiCross encoder for multilingual access to
COVID19 health information

This publication addresses the second primary research question (2a), pre-
senting the experimental results from the participation in the Multilingual
Information Access (MLIA) shared task on COVID-19 multilingual seman-
tic search. The contributions of this publication are as follows:

• Multistage BiCross encoder method, which is a three-stage ranking
pipeline that uses the Okapi BM25 retrieval algorithm and state-of-
the-art multilingual transformer-based bi-encoder and cross-encoder
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by aggregating sentence-level relevance scores for the task of COVID-
19 multilingual semantic search.

• Experiments with different types of search queries in order to estab-
lish the best performing ones for retrieving COVID-19 health infor-
mation across millions of documents, in multiple languages. It also
presents ways to combine scores from different stages using various
rank fusion algorithms.

• An extensive comparison of our runs with other participant runs
demonstrates the effectiveness of our methods in achieving high pre-
cision for top-ranked documents, as well as high recall for all re-
trieved documents in both monolingual and cross-lingual search set-
tings.

This work has been published in the Public Library of Science Journal.

Singh, I., Scarton, C., & Bontcheva, K. (2021). Multistage BiCross encoder
for multilingual access to COVID-19 health information. PLOS ONE 16(9):
e0256874.

The author contributed to the work by conceptualising, developing method-
ology, validating, and writing.

Chapter 5

Publication IV: Breaking Language Barriers with MMTweets: Advancing
Cross-Lingual Debunked Narrative Retrieval for Fact-Checking

This publication addresses the second primary research question (2a, 2b).
This study addresses the understudied problem of cross-lingual debunked
narrative retrieval, introducing a novel dataset and conducting experiments
to benchmark retrieval models, revealing challenges and insights for opti-
mising models to enhance fact-checking efforts. In particular, the novel
contributions of this publication are:

• The Multilingual Misinformation Tweets (MMTweets): a novel bench-
mark that stands out, featuring cross-lingual pairs, images, and �ne-
grained human annotations, making it a comprehensive resource com-
pared to its counterparts. In total, it comprises 1, 600 query tweet
claims (in Hindi, English, Portuguese & Spanish) and 30, 452 debunk
corpus (in 11 different languages) for retrieval. The dataset used is
made publicly accessible for further research.
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• An extensive evaluation of state-of-the-art (SOTA) cross-lingual re-
trieval models on the MMTweets dataset. It also introduces two mul-
tistage retrieval methods (BE+CE and BE+GPT3.5) adapting earlier
approaches to effectively address the cross-lingual nature of the X-
DNR task. Nevertheless, the results suggest that dealing with multi-
ple languages in the MMTweets dataset poses a challenge, and there
is still room for improvement in models.

• A comprehensive evaluation aims to investigate: 1) cross-lingual trans-
fer and generalisation across languages within MMTweets; 2) how
challenging it is for models trained on existing datasets to transfer
knowledge to the MMTweets test set; 3) the impact of the type and
count of negative pairs on the model's performance; and 4) insights
into the retrieval latency of different models.

This work is currently under review.

Singh, I., Scarton, C., Song, X., & Bontcheva, K. (2023). Finding Already
Debunked Narratives via Multistage Retrieval: Enabling Cross-Lingual, Cross-
Dataset and Zero-Shot Learning. arXiv preprint arXiv:2308.05680.

The author contributed to the work by conceptualising, collecting data,
developing methodology, validating, and writing.

Chapter 6

Publication V: UTDRM: Unsupervised Method for Training Debunked Nar-
rative Retrieval Models

This publication answers the second primary research question (2c). This
work proposes a novel Unsupervised Method for Training Debunked Nar-
rative Retrieval Models (UTDRM) in a zero-shot setting, eliminating the
need for human-annotated pairs. It leverages fact-checking articles for the
generation of synthetic topical claims and employs a neural retrieval model
for training. The main contributions of this publication are:

• UTDRM, a two-step method for training debunked narrative retrieval
models that achieves comparable or superior retrieval scores to su-
pervised models, all without relying on annotations. A comprehen-
sive evaluation of UTDRMacross seven public datasets establishes its
ef�cacy and generalisability in retrieving accurate debunks for mis-
information in tweets, political debates, and speeches.
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• A large-scale dataset of synthetic topical claims created using two
topical claim generation techniques based on text-to-text transformer-
based models and large language models (LLMs).

• Extensive ablation experiments that assess the impact of different fac-
tors on UTDRM's performance. This includes: 1) the volume of fact-
checking articles utilised, 2) the number of synthetically generated
claims used for training, 3) the proposed entity inoculation method,
and 4) the usage of LLMs, such as LLaMA and ChatGPT, for retrieval.

This work has been published in the EPJ Data Science Journal.

Singh, I., Scarton, C., & Bontcheva, K. (2023). UTDRM: unsupervised method
for training debunked-narrative retrieval models. EPJ Data Science, 12(1), 59.

The author contributed to the work by conceptualising, collecting data,
developing methodology, validating, and writing.

Chapter 7

Conclusions and Future Work

This thesis concludes with Chapter 7, which summarises the thesis, revisits
the proposed research questions, and brie�y discusses directions for future
work.

Other Research Contributions

The author is the main contributor to all the chapter publications men-
tioned in this thesis. In addition, the author has also contributed to other
publications that helped strengthen his PhD work. However, either the re-
search doesn't align with the thesis topic or the author isn't the primary
contributor, and hence this thesis excludes the following research.

Singh, I., Li, Y., Thong, M., & Scarton, C. (2022, July). GateNLP-UShef at
SemEval-2022 Task 8: Entity-Enriched Siamese Transformer for Multilingual
News Article Similarity. In Proceedings of the 16th International Workshop on
Semantic Evaluation (SemEval-2022) (pp. 1121-1128).
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Jiang, Y., Song, X., Scarton, C.,Singh, I., Aker, A., & Bontcheva, K. (2023,
September). Categorising Fine-to-Coarse Grained Misinformation: An Empiri-
cal Study of the COVID-19 Infodemic. In Proceedings of the 14th International
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Chapter 2

The False COVID-19 Narratives
That Keep Being Debunked: A
Spatiotemporal Analysis

Iknoor Singh, Carolina Scarton and Kalina Bontcheva
Department of Computer Science, The University of Shef�eld, UK

Abstract

The onset of the COVID-19 pandemic led to a global infodemic that
has brought unprecedented challenges for citizens, media, and fact-
checkers worldwide. To address this challenge, over a hundred fact-
checking initiatives worldwide have been monitoring the informa-
tion space in their countries and publishing regular debunks of viral
false COVID-19 narratives. This study examines the database of the
CoronaVirusFacts Alliance, which contains 10,381 debunks related to
COVID-19 published in multiple languages by different fact-checking
organisations. Our spatiotemporal analysis reveals that similar or
nearly duplicate false COVID-19 narratives have been spreading in
multiple modalities and on various social media platforms in differ-
ent countries, sometimes as much as several months after the �rst
debunk of that narrative has been published by an International Fact-
checking Network (IFCN) fact-checker. We also �nd that misinfor-
mation involving general medical advice has spread across multiple
countries and hence has the highest proportion of false COVID-19
narratives that keep being debunked. Furthermore, as manual fact-
checking is an onerous task in itself, therefore the need to repeatedly
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debunk the same narrative in different countries is leading, over time,
to a signi�cant waste of fact-checker resources. To this end, we pro-
pose the idea of including a multilingual debunk search tool in the
fact-checking pipeline, in addition to recommending strongly that so-
cial media platforms need to adopt the same technology at scale, so
as to make the best use of scarce fact-checker resources

2.1 Introduction

The COVID-19 pandemic has not only triggered a global health emergency but
has also led to the emergence of a worldwide infodemic, commonly referred to as
a disinfodemic (Posetti and Bontcheva, 2020). In 2020, virtually everyone encoun-
tered or was exposed to various false claims concerning the origin, transmission,
and medical treatments of the coronavirus 1. Numerous studies (Limaye et al.,
2020; Tasnim et al., 2020) have indicated that a majority of these claims originate
on various social media platforms, raising concerns about their authenticity due
to the lack of a reliable method for swiftly assessing the credibility of the online
content. These unveri�ed claims often fall into the category of misinformation,
where the person spreading the claim is unaware of its falsity. Additionally, there
is disinformation, involving the intentional spread of false information to deceive
(Bontcheva et al., 2020). Both misinformation and disinformation have the poten-
tial to in�ict signi�cant harm 2. On the other hand, despite the substantial growth
in the number of fact-checking initiatives, these efforts are still unable to effec-
tively mitigate the impact of dis/misinformation in the early stages of its spread
due to limited resources (Nakov, 2020; McGlynn et al., 2020; Burel et al., 2020).

Furthermore, a report (FullFact, 2024b) by the UK's independent fact-checking
organisation FullFact shows that there have been cases where similar narratives
disseminated in different countries at different times have been debunked by mul-
tiple fact-checking organisations, given that the debunk (or fact-check) for that
narrative already existed before. However, the previous study (FullFact, 2024b)
was small-scale and lacked in-depth analysis, a gap we aim to address in this pa-
per. In particular, it is unclear how frequently the same false narratives are spread
and debunked across different languages or countries. In this paper, we utilise
the International Fact-checking Network (IFCN) CoronaVirusFacts Alliance fact-
checks database to �nd all duplicate debunks of the same false narratives concern-
ing COVID-19. While it is possible that these duplicate debunks were generally
published on days that lie in proximity to the publication date of the �rst de-
bunk, our analysis �nds that such duplicates differ by weeks and perhaps even by

1https://www.poynter.org/ifcn-covid-19-misinformation/
2https://www.bbc.com/news/world-53755067
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months from their �rst appearance. These duplicate debunks usually arise when
the same narratives are shared recurrently on various social media platforms in
different countries at different times 3. Although there could be multiple reasons
why people persistently repeat debunked narratives (Lewandowsky et al., 2012;
Ecker et al., 2010), one notable factor is that well-known �gures, such as politi-
cians, are known to reiterate false statements consistently (Nyhan and Rei�er,
2010; Pillai and Fazio, 2021). Another possible reason, which we extensively ex-
plore in this paper, is that the debunk published in one language might not be
available in another language, preventing the spreader from being aware of its
debunk. In particular, we address the following research questions in this paper,

RQ1 Does the database of COVID-19-related debunks contain duplicate debunks
of the same false narrative? In the case of duplicate debunks, what is the
temporal gap between them, i.e. can the same false narrative resurface again
signi�cantly later and spread unhindered by the platforms' moderation al-
gorithms in a different language or country?

RQ2 What are the spatiotemporal characteristics of recurrent debunked narra-
tives, and how do these characteristics differ in terms of country, social
media platform, and modality of content?

RQ3 What types of misinformation is most prevalent and has been debunked by
multiple fact-checkers across different countries?

RQ4 Why integrate a multilingual debunked narrative search tool into the fact-
checking pipeline to detect previously debunked narratives in multiple lan-
guages?

In this paper, we uncover numerous cases where similar debunked narratives
spread at different times, varying in terms of country, social media platform, and
modality of content. These narratives usually stem from an original factually
inaccurate claim. Additionally, the recurrent spread of narratives of the same false
claim gives rise to debunks from multiple fact-checking organisations in different
languages. In this paper, we refer to these as “duplicate claim debunks” since
they all debunk narratives of the same claim. The term “debunked narratives” or
“debunked claims” refers to false narratives or claims that have undergone prior
debunking or have been proven inaccurate by professional fact-checkers. Finally,
we identify all such duplicate claim debunks in the IFCN database (Section 2.2).

We further investigate the spatiotemporal characteristics of the spread of de-
bunked narratives. The analysis reveals that narratives related to general medical

3https://www.aljazeera.com/news/2020/12/2/trump-releases-video-repeating
-debunked-election-fraud-claims
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advice are particularly prevalent, having disseminated across multiple countries
and been debunked multiple times. For instance, narratives regarding the pur-
ported bene�ts of consuming alkaline-rich food to eliminate coronavirus were
initially debunked in Europe. Nevertheless, these narratives persisted, as they
were again debunked by fact-checking organisations in Asian, South American,
and North American countries. Furthermore, the �ndings also reveal that Face-
book users contribute to most of the misinformation, as the same false narratives
keep appearing on the platform, oblivious to the fact that the fact-check articles
for those narratives have already been published in the past, either in the same
language or in a language different from what the user posts in.

Lastly, there is a growing interest in developing automated fact-checking systems
(Zhou and Zafarani, 2020; Singh et al., 2020; Thorne and Vlachos, 2018). In this
context, before fact-checking a new claim, it is crucial to prevent the spread of
narratives that have already been debunked. For instance, a prior study (Reis
et al., 2020) on WhatsApp public groups in India and Brazil identi�ed a signi�-
cant amount of misinformation in the form of images shared within the groups,
even after undergoing fact-checking. This recurrent spread of debunked narra-
tives has led to the urgent need for retrieval systems to �nd fact-checked claims.
Recent efforts have been made to address this internal gap (Barrón-Cedeno et al.,
2020; Shaar et al., 2020a), with researchers focusing on detecting previously de-
bunked narratives in a monolingual setting. However, this paper underscores the
importance of including multilingual debunked narratives in the fact-checking
pipeline to determine whether a narrative spreading in one language has already
been debunked in the same or a different language (cross-lingual setting). Despite
the signi�cance of searching for previously debunked narratives in a multilingual
setting, it has largely been overlooked by the research community. Furthermore,
given the labour-intensive nature of current fact-checking processes, the ability to
search for debunked narratives in a cross-lingual setting can prevent the unneces-
sary duplication of efforts in debunking the same narratives repeatedly. This ap-
proach would allow resources to be allocated more ef�ciently, enabling the timely
fact-checking of other unsubstantiated claims.

In the next section (Section 2.2), we discuss the method used to perform the anal-
ysis. Section 2.3 mentions the main �nding of this paper and in Section 2.4, we
conclude this paper.

2.2 Method

To address the research questions outlined in Section 2.1, we utilise the Coro-
naVirusFacts Alliance database led by the IFCN Poynter. The IFCN Poynter
database comprises debunks from over 100 organisations in 70 countries, cov-
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ering around 40 languages. All IFCN fact-checkers adhere to speci�c principles
regarding good practices in debunking. We use the IFCN Poynter 4 website to
collect all claims that underwent fact-checking in 2020.

We crawl a total of 10,381 claims related to COVID-19 along with their corre-
sponding debunk article page. In addition to the �elds provided by the Poynter
website5, we extract the following information �elds for each debunked claim on
the IFCN Poynter website:

• `Claim': Original debunked claim statement from the IFCN Poynter website.
• `Country': List of countries where the claim has spread.
• `Fact-checking Organisation': Name of the fact-checking organisation that

has debunked the claim.
• `Debunk Link': Link to the fact-checking article about the claim.
• `Debunk Language': Language used in the fact-checking article detected

using langdetectPython library 6.
• `Debunk Date': Date of publication of the fact-checking article detected us-

ing htmldatePython library 7.
• `Social media website': List of websites where claims appeared extracted

from fact-checking articles using the JAPE rule (Song et al., 2021).
• `Modality of content': Modality of claims extracted from fact-checking arti-

cles using the JAPE rule (Song et al., 2021).

To identify similar debunked narratives, we employ the claim �eld from the de-
bunks collected earlier to identify semantically similar claims that were debunked
by multiple fact-checkers. We formulate this as a retrieval problem, where for each
claim �eld, we conduct a semantic search across all other claims in the dataset.
Each claim used as a query is denoted as a “query claim debunk,” and their re-
trieved semantically similar claims are referred to as “duplicate claim debunks”.

For retrieval, we initially standardise all references to COVID-19 in the claims
(e.g., SARS-CoV-2, COVID-19, 2019-nCoV, COVID) with a uni�ed representa-
tion, namely “coronavirus.” Following this, we employ a multistage approach
(Nogueira and Cho, 2019; Singh et al., 2021b) (see Chapter 4) involving BM25
Okapi algorithm for initial lexical retrieval and a subsequent neural retrieval stage
utilising a state-of-the-art text similarity model based on RoBERTa cross-encoder
model(Liu et al., 2019) to identify semantically similar claims. We ensure robust
and reliable data by setting a strict 0.8 similarity score threshold and manually

4https://www.poynter.org/ifcn-covid-19-misinformation/
5https://www.poynter.org/wp-content/uploads/2020/05/CORONAVIRUS-FACTS-RFP

-Data-Description.pdf
6https://pypi.org/project/langdetect/
7https://pypi.org/project/htmldate/
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Query Claim Debunk Duplicate Claim Debunk

Claim Debunk Org Date Claim Debunk Org Date

Vitamin C can cure coron-
avirus.

Détecteur
de
rumeurs

2020/04/24 Vitamin C can cure COVID-
19.

JTBC
news

2020/03/04

Vitamin C is a miracle cure
for the novel coronavirus.

Källkritikbyrån 2020/03/05

Vitamin C prevents coron-
avirus.

TjekDet.dk 2020/03/04

Vitamin C will protect you
from the coronavirus.

AFP 2020/03/13

Consuming large doses of Vi-
tamin C can stop the spread
of coronavirus.

Vishvas
News

2020/03/04

Vitamin C can “stop” the new
coronavirus.

FactCheck.org 2020/02/12

The coronavirus can be
slowed or stopped with the
“immediate widespread use
of high doses of vitamin C.”

PolitiFact 2020/01/27

Aborted fetal cells are in the
COVID-19 vaccine

Science
Feed-
back

2020/11/16 Vaccines, including the
one for COVID-19, include
aborted fetal tissues.

VoxCheck 2020/04/28

Aborted babies used to de-
velop COVID-19 vaccine

AAP
FactCheck

2020/10/22

CoronaVac uses cells from
aborted fetuses.

Aos
Fatos

2020/07/28

Table 2.1: Some examples of query claim debunks and their corre-
sponding duplicate claim debunks. Note 1) Fact-checking organisation
of the query claim debunk and duplicate claim debunks is different. 2)
Date of publication of the duplicate claim debunk is before the date of
publication of the query claim.
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verifying the quality to include only relevant duplicate claim debunks. In addi-
tion to this, there are two retrieval constraints: 1) The fact-checking organisation
of the query claim debunk is different from the fact-checking organisation of the
retrieved duplicate claim debunk 2) The date of publication of the duplicate claim
debunk is before the date of publication of the query claim debunk. These con-
straints ensure that we do not get duplicate cases and only the ones which have the
debunks from different fact-checking organisations published in the past. More-
over, the IFCN Poynter 8 states that the countries mentioned on the debunked
claim webpage are where the falsehood was spreading. Therefore, we infer that
the claims which have been debunked at different times are the claims that have
been spreading in distinct countries at different times.

Finally, for each query claim debunk, we retrieved N (� 1) duplicate claim de-
bunks. For certain analyses (see Section 2.3), we transformed this from a one-to-
many relationship into a one-to-one relation between query claim and duplicate
claim debunks. Table 2.1 shows examples of query claim debunks and their cor-
responding duplicate claim debunks.

2.3 Findings

We divide this section into four parts, where each of the below-mentioned �ndings
addresses the four research questions mentioned in section 2.1 in order.

Finding 1. COVID-19 debunks in the IFCN database contain a consider-
able number of fact-checking articles debunking similar narratives that
originate in different countries at different times.

Out of a total of 10,381 debunks in the IFCN database, we identify 1,070 debunks
that already have a debunk about a similar claim from a different fact-checking
organisation published in the past. This accounts for 10.3% of all the debunks
in the IFCN database. Throughout this paper, we refer to these 1,070 debunks
as “query claim debunks” and their duplicate counterparts as “duplicate claim
debunks” (see Section 2.2). In other words, for each query claim debunk, we have
N (� 1) duplicate claim debunks from different fact-checking organisations pub-
lished in the past. Please refer to Appendix 2.6.1 for the cluster plot visualisation
for duplicate claim debunks.

Figure 2.1 (left) is the pie chart distribution of the top 10 countries of query claim
debunks, i.e., the top countries where claims already debunked are spreading.
India and the United States have the largest number of recurring false narratives,

8https://www.poynter.org/wp-content/uploads/2020/05/CORONAVIRUS-FACTS-RFP
-Data-Description.pdf
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and these get debunked multiple times, leading to a waste of fact-checkers' efforts.
It indicates that these countries, particularly India with a total proportion of 19%,
are most vulnerable to the spread of narratives that have already been debunked
in the past. In general, this also suggests a lack of awareness among the people
about prior fact-checked information.

Figure 2.1 (right) illustrates the pie chart distribution of the top 10 fact-checking
organisations of query claim debunks, i.e. the top fact-checking organisations
that are debunking narratives for which debunks already existed in the past.
The results align with Figure 2.1 (left), where Vishvas News, an Indian fact-
checking website, publishes a large number of debunks about previously fact-
checked claims.

Figure 2.1: Left: Pie chart distribution for top 10 countries where the
claims already debunked were spreading. Right: Pie chart distribution
for top 10 fact-checking organisations that published fact-checking ar-
ticles about the claims that were debunked in the past.

The difference in days between the publication date of query claim debunks and
the duplicate claim debunks is depicted in Figure 2.2. The histogram plot shows
the weekly count with the bin interval set at 7 days. For instance, the �rst bar
indicates that there are 884 cases where the publication date difference between
query claim debunk and duplicate claim debunk is one week or less. Similarly, the
second bar shows nearly 300 cases with a fortnight difference, and so forth. This
reveals that misinformation persists and gets debunked multiple times even after
relevant debunks are already available. This is worrisome and the subsequent
�ndings help us understand the reasons for the existence of such duplicate claim
debunks.
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Figure 2.2: Histogram plot for days difference between query claim
debunks and duplicate claim debunks. (Bin set at an interval of 1
week).

Finding 2. Spatiotemporal characteristics of similar false narratives and
their transition between countries, social media platforms and modali-
ties of content.

The spatiotemporal characteristics of both query claim debunks and duplicate
claim debunks can help reveal how information �ows or changes between dif-
ferent debunks. In Figure 2.3, pie charts illustrate the movement of similar false
claims between different countries. For simplicity, we only consider the top 10
country pairs, where Figure 2.3 (left) shows the count of cases where both coun-
tries are the same, and Figure 2.3 (right) shows cases where both countries are
different.

Since the date of publication of the duplicate claim debunk is before the publica-
tion date of the query claim debunk (see Section 2.2), the symbol “  ” between
the countries can be treated as the �ow of false claims between different country
pairs. For example, “India  United States” indicates that there are around 40
cases where the �ow of false claims is from the United States to India. We �nd
that the movement of similar false claims is highest between India and the United
States, followed by movement from Spain to Columbia. The conceivable reason
for this could be the common language of English and Spanish, respectively, for
each of the cases.

Figure 2.4 (left) illustrates the change in social media platforms of the claims fact-
checked in both query claim debunk and duplicate claim debunk. In other words,
it provides insights into the movement of similar false claims from one social
media website to another. It suggests that for similar claims, the spread within
Facebook itself is the highest, with around 800 cases, followed by occurrences from
WhatsApp to Facebook, which has just over 200 instances. This is particularly
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Figure 2.3: The movement of similar false claims between different
country pairs. The bar chart on the left shows the top 10 counts of
cases where both the countries are same and the bar chart on the right
depicts the top 10 cases where both countries are different.

concerning given that Facebook, increasingly used as a primary source of news
(Bridgman et al., 2020), allows the wide dissemination of content whose falsity
has already been fact-checked in the past.

According to a Pew Research report of 20209, 52% of American adults get news
from digital platforms, out of which more than half of the people (53%) said that
they consume news from social media platforms. This is worrisome, especially
during the time of COVID-19 pandemic 10 as most false claims regarding gov-
ernment rules, virus cures, vaccines, and more originate on various social media
platforms, making users vulnerable to believing misinformation. Although these
social media platforms have made efforts 11 to mitigate the spread of false nar-
ratives, it remains prevalent, as shown in this study and supported by previous
research (Burel et al., 2020).

Furthermore, people use different modalities of content such as text, images,
videos, etc., to spread factually inaccurate claims. Figure 2.4 (right) displays the
transition in the modality of claims fact-checked in both query claim debunk and
duplicate claim debunk. While the modality for text, video, and image remains
consistent, there are also considerable cases where there is a transition between
the modalities of content that state the same things.

Figure 2.5 shows the difference in the language used in the fact-checking articles

9https://www.pewresearch.org/journalism/2021/01/12/news-use-across-socia
l-media-platforms-in-2020/

10https://www.pewresearch.org/fact-tank/2021/08/24/about-four-in-ten-ame
ricans-say-social-media-is-an-important-way-of-following-covid-19-vaccine
-news/

11https://www.washingtonpost.com/technology/2020/11/09/facebook-twitter-e
lection-misinformation-labels/
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Figure 2.4: Left: Transition in social media platforms. Right: Transi-
tion between modality of content.

for both the query claim debunk and the duplicate claim debunk for the top 10
language pairs. Here, the �rst symbol represents the ISO-39 language code of the
query claim debunk, and the second one is the language used in duplicate claim
debunk articles. It's noteworthy that for monolingual pairs, it's unusual to observe
a signi�cant number of duplicate claim debunks for which debunks already exist
in the same language. Additionally, there are a considerable number of bilingual
pairs, indicating the necessity for cross-lingual search before debunking a new
claim, as discussed later in Finding 4.

Figure 2.5: Top 10 count of cases showing the difference in the lan-
guage used in the fact-checking articles for both the query claim debunk
and the duplicate claim debunk. ISO-39 language code is used to de-
note the language.

Finding 3. COVID-19 misinformation involving general medical advice
got spread across multiple countries and hence has the highest propor-
tion of duplicate claim debunks in our dataset.

To assist fact-checkers in quick debunking, prior work (Brennen et al., 2020) cat-
egorised COVID-19 misinformation into various types, such as medical advice,
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virus origin, etc. We label the claims using CANTM model (Song et al., 2021) to
understand which kinds of claims spread the most and have the highest number
of duplicate claim debunks.

Figure 2.6 (top) depicts a pie plot of the categories of claims for which multiple
debunks exist. The COVID-19 misinformation categories include PubAuthAction
(public authority), CommSpread (community spread and impact), GenMedAdv
(medical advice, self-treatments, and virus effects), PromActs (prominent actors),
Consp (conspiracies), VirTrans (virus transmission), VirOrgn (virus origin and
properties), PubPrep (public reaction), Vacc (vaccines, medical treatments, and
tests), and None (other). Misleading medical advice appears to be the most con-
sistent topic of misinformation, accounting for the highest proportion at 33%, fol-
lowed by conspiracy theories, public authority actions, and community spread-
based false claims, each making up 13% of all cases. Overall, these recurring
topics underscore the necessity for more ef�cient resource allocation to mitigate
redundant debunking efforts.

Furthermore, Figure 2.6 (bottom) is a scatter plot demonstrating the difference in
days between query claim and duplicate claim debunks for different categories
of claims. We observe that claims on general medical advice are most densely
spread, indicating many cases where the publication date of duplicate claim de-
bunks differs by several days. Claims about vaccines and conspiracy theories also
exhibit a dense spread compared to others, which are denser on the lower end,
depicting that the difference in days between the publication date of query claim
and duplicate claim debunk is not much.

In Table 2.2, we examine the top six words (after removing all non-useful words) in
various categories of claims that have multiple debunks. Words such as “Water”,
“lemon” etc are most dominant in misinforming medical advice, while “Honjo
Tasuku” and “Gates” can be observed in repeated claims involving conspiracy.
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Figure 2.6: Top: Pieplot for categories of claims. Bottom: Difference
in days between query claim debunks and duplicate claim debunks for
different categories of claims.

We further examine claims that are widely spread and have debunks published at
different times of the year. Figure 2.7 presents a sample of 10 false claims about
fallacious medical advice, including cures, remedies, and prevention methods spe-
ci�c to COVID-19. We �nd that the duplicate claim debunks for these claims are
spread across the entire year and are published in different languages.
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Class Words

GenMedAdv water salt lemon cures breath vitamin vinegar tea
Consp nobel honjo tasuku lab wuhan gates outbreak china
PubAuthAction people china patients government police india court video
CommSpread people photo italy video patients china cof�ns victims
PromActs president ronaldo cristiano minister hospitals bill charles hotels
Vacc vaccine people cure bill gates dna russia p�zer
VirTrans hypoxia masks use mask chicken �u creator pcr
VirOrgn video wuhan virus china market bats chicken hubei
PubPrep people lions streets russia homes masks berlin pandemic

Table 2.2: Top six words in different categories of claims that have
multiple debunks; darker blue means higher volume.

Subsequently, Figure 2.8 illustrates the timeline of debunks for claims about the
consumption of an alkaline-rich diet to eliminate the coronavirus. From our
dataset, it appears that the claim was �rst debunked in Spain in March 2020 and
after a month a similar claim was debunked in Indonesia and the United States but
it was still here to stay. It is surprising and yet worrisome that the same claim was
again debunked in Turkey and Brazil in September and December respectively.
One thing that might have led to this unknowing spread of previously debunked
claims is the language of the fact-checking article, as they all differ (shown in
Figure 2.8 with ISO-39 language codes enclosed in brackets after the name of the
fact-check organisation).

We also investigate the language and modality of the claims and �nd that claims
written in one language are sometimes transformed into other languages and var-
ied modalities (eg. text to image) before being propagated to other countries. The
social media platforms used to spread the claim in different countries also change
over time. Figure 2.8 shows that the same claim was shared on Facebook, What-
sApp, and Twitter.

Figure 2.7: Timeline for a sample of 10 claims about fallacious medical
advice. Here the language of debunk article is denoted by different sym-
bols like English:F ; Spanish:� ; Hindi: � ; Portuguese:� ; French:N;
Other: X;
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Figure 2.8: A detailed timeline of claim: “A diet rich in alkaline foods
can eliminate the coronavirus”. All the images show the same claims
being spread on different social media websites in different languages
and varied modalities (top left and bottom right are the images shared
on Facebook; top right and bottom centre are the images accompanied
by some text shared on Facebook and Twitter respectively; top centre
and bottom left show text shared on WhatsApp)

Figure 2.9 illustrates conspiracy theories that have been debunked multiple times.
The belief that COVID-19 is linked to 5G technology was common across many
countries, despite having been debunked before. Additionally, there are numerous
falsely attributed claims and conspiracies involving Bill Gates. For instance, Figure
2.10 displays the timeline of debunks about claims alleging a statement from Bill
Gates that the COVID-19 vaccine can change human DNA. All the debunks appear
in multiple languages at different times over the time span of �ve months from
June to October 2020.
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Figure 2.9: Timeline for a sample of 10 conspiracy theories concerning
COVID-19. Here the language of the debunk article is denoted by
different symbols like English:F ; Spanish:� ; Hindi: � ; Portuguese:
� ; French:N; Other: X

Figure 2.10: Detailed timeline of claim: “Bill Gates stated that vac-
cines against COVID-19 will change human's DNA”

Finding 4. The IFCN database mainly consists of cases where there isn't
even a single duplicate claim debunk in the same language as that of
the query claim debunk, highlighting the necessity of including multi-
lingual debunk search in the fact-checking pipeline.

As mentioned earlier, we identi�ed 1,070 debunks about claims that already have
debunks published by an IFCN fact-checker. Among these 1,070 cases, there are
a total of 627 (59%) instances for which we don't have a single duplicate claim
debunk in the same language as that of the query claim debunk. Alternatively,
this shows that if a person from some country is willing to search for fact-check
articles about a claim that has already been debunked in a language different from
what the person understands, then he/she might not be able to do so due to the
language barrier. Although one can make efforts to search through the content in
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multiple languages, it's usually not done because it's inef�cient and it's probably
the reason claims spread, incognizant of the fact that they have already been de-
bunked in the past. Therefore, the need for multilingual and cross-lingual debunk
search in the initial stages of the fact-checking pipeline becomes imperative.

Before delving into fact-checking a claim, it is crucial to check whether the claim
or its equivalent has already been debunked by a fact-checking organisation in
a different language. While there are commercially available debunk database
search tools by Google12 and WeVerify 13, to the best of our knowledge, these tools
are limited to monolingual search. Our analysis highlights the need for a cross-
lingual/multilingual retrieval search, where a comprehensive pool of debunked
narratives from around the world is considered, irrespective of the language used
in the fact-checking article. Given the time-consuming nature of manual fact-
checking, avoiding duplicated efforts in debunking narratives that have already
been debunked in the past is paramount. Therefore, the ability to search for pre-
viously debunked narratives in multiple languages is bene�cial for fact-checkers.

On the other hand, while it may be impossible to fact-check every claim, social me-
dia platforms can take the initiative to warn users before they share content con-
taining previously debunked narratives. Over the years, numerous fact-checking
organisations have emerged, accumulating a vast corpus of fact-checking articles
(Augenstein et al., 2019; Shahi and Nandini, 2020; Gupta and Srikumar, 2021a)
debunking various claims in different languages. This data can be effectively
utilised to quickly debunk repeated false narratives appearing on various social
media platforms, thereby limiting their spread and potential harm.

2.4 Conclusion

The onset of the COVID-19 pandemic led to a global infodemic that has brought
unprecedented challenges for citizens, media, and fact-checkers worldwide. To
address this challenge, over a hundred fact-checking initiatives worldwide have
been monitoring the information space in their countries and publishing regu-
lar debunks of viral false COVID-19 narratives. In this paper, we examine the
database of the CoronaVirusFacts Alliance, which contains 10,381 debunks related
to COVID-19 published in multiple languages by different fact-checking organi-
sations.

Our spatiotemporal analysis addressed the research questions outlined in the in-
troduction. First, we con�rmed the existence of duplicate debunks of the same
false narratives across different countries and languages (RQ1), revealing signif-

12https://toolbox.google.com/factcheck/explorer
13https://weverify.eu/
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icant temporal gaps between the initial and subsequent debunks. This demon-
strates that false narratives can resurface months later, often without moderation
by social media platforms. Second, we identi�ed key spatiotemporal characteris-
tics of these recurrent narratives, highlighting differences across countries, social
media platforms, and content modalities (RQ2). Notably, misinformation involv-
ing general medical advice has spread across multiple countries and hence has the
highest proportion of false COVID-19 narratives that keep being debunked (RQ3).

Lastly, we underscored the necessity of integrating a multilingual debunked narra-
tive search tool into the fact-checking pipeline (RQ4). This tool could signi�cantly
enhance ef�ciency by preventing the redundant effort of debunking previously
addressed claims, thereby optimising the use of fact-checker resources. Addition-
ally, we strongly recommend that social media platforms adopt this technology at
scale, so as to make the best use of scarce fact-checker resources.

2.5 Limitations and Future Work

Our work should be seen in light of the following limitations: i) For all the fact-
checking articles debunking similar narratives, we did not consider any changes in
rulings made by fact-checkers over time. In other words, we assume that if a claim
is initially declared false by some fact-checking organisation, then it remains false
irrespective of the time or place of debunking of a similar claim. This is something
we plan to investigate in detail in our future work. ii) While the dataset utilised
in our analysis may be considered weakly labelled, we mitigate this limitation by
leveraging state-of-the-art semantic similarity models with a high threshold. Ad-
ditionally, we conduct manual checks to ensure that only relevant duplicate claim
debunks are included in our study. iii) The assumption that overlapping debunks
indicate redundant efforts is valid but not entirely foolproof. Fact-checkers may
have valid reasons to publish their own versions, renew existing checks, or add
further evidence. Finally, we presume that the spread of debunked narratives is
due to the spreader being unaware of previously debunked articles about similar
narratives; however, there can be multiple possible reasons for this (Lewandowsky
et al., 2012). Future work should delve deeper into these aspects, exploring the
reasons behind duplicated debunks and examining the effectiveness of user en-
gagement with debunks. The main aim of this study is to draw attention to the
general public and fact-checkers regarding the presence of duplicate claim de-
bunks, suggesting ways to mitigate the spread of debunked narratives and better
deal with potential infodemics in the future.



34

2.6 Appendix

2.6.1 Gephi Plot

Out of 10,381 debunks in the IFCN database, we �nd 1070 debunked claims that
already had a debunk about the same false narrative from a different fact-checking
organisation in the past. We clustered together all such duplicate claim debunks
which have more than three debunks that fact-check similar claims and produced
a GRAPHML-�le to visualise the clusters using java-based network analysis ap-
plications such as Gephi (Figure 2.11). The Fructhterman-Reingold force-directed
graph drawing algorithm is used to visualise the network in a compact circle with
coloured cluster separation based on the modularity class. Here, a node repre-
sents a debunk from the fact-checking organisation and the colour represents the
cluster of all duplicate claim debunks. The claim statement for each cluster is
mentioned as shown in Figure 2.11.
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Figure 2.11: Cluster visualisation for duplicate claim debunks.



Chapter 3
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Engagement, Themes, and
Causality of Ukraine-Related
Debunks and Disinformation

Iknoor Singh, Kalina Bontcheva, Xingyi Song and Carolina Scarton
Department of Computer Science, The University of Shef�eld, UK

Abstract

This paper compares quantitatively the spread of Ukraine-related dis-
information and its corresponding debunks, �rst by considering re-
tweets, replies, and favourites, which demonstrate that despite plat-
form efforts Ukraine-related disinformation is still spreading wider
than its debunks. Next, bidirectional post-hoc analysis is carried out
using Granger causality tests, impulse response analysis and forecast
error variance decomposition, which demonstrate that the spread of
debunks has a positive impact on reducing Ukraine-related disinfor-
mation eventually, albeit not instantly. Lastly, the paper investigates
the dominant themes in Ukraine-related disinformation and their spa-
tiotemporal distribution. With respect to debunks, we also establish
that around 18% of fact-checks are debunking claims which have al-
ready been fact-checked in another language. The latter �nding high-
lights an opportunity for better collaboration between fact-checkers,
so they can bene�t from and amplify each other's debunks through
translation, citation, and early publication online.
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3.1 Introduction

Following on from and interleaved with the COVID-19 infodemic, the war in
Ukraine has unleashed a new large stream of mis- and disinformation (Aguerri
et al., 2022), as evidenced, amongst others, by fact-checkers from the European
Digital Media Observatory (EDMO) who found a record-high Ukraine-related dis-
information in March 2022 1. Examples include viral decontextualised videos from
past2 and a popular pro-Kremlin false narrative about the existence of a biolab
in Ukraine funded by Joe Biden's son 3. To counter this fast-�owing disinforma-
tion, the International Fact-checking Network (IFCN) fact-checkers are working
together to maintain and publish a uni�ed database of debunks of Ukraine-related
disinformation 4. In order to measure the effectiveness of these efforts, we carry
out a comparative analysis of engagement, themes, and predictive causality of
Ukraine-related debunks and disinformation.

The novel contributions of this paper are in answering the following three key
research questions through a quantitative analysis of Ukraine-related disinforma-
tion and debunks on Twitter:

RQ1 What is the overall engagement of Ukraine-related disinformation and de-
bunks on Twitter (Section 3.4)?

RQ2 Does the spread of debunks have a positive impact in reducing Ukraine-
related disinformation (Section 3.5)?

RQ3 What are the underlying themes in Ukraine-related disinformation and their
spatiotemporal characteristics on Twitter (Section 3.6)?

In the following sections, we will discuss �rst related work (Section 3.2) and then
detail the data acquisition methodology for this study (Section 3.3).

3.2 Related Work

Ukraine-related pro-Kremlin disinformation (Yablokov, 2022) is not new (Mejias
and Vokuev, 2017; Aguerri et al., 2022; Lange-Ionatamishvili et al., 2015). For
instance, Lange-Ionatamishvili et al. (2015) and Mejias and Vokuev (2017) stud-
ied the spread of disinformation on social media after the 2014 annexation of
Crimea by the Russian Federation, while Erlich and Garner (2021) investigated

1https://edmo.eu/fact-checking-briefs/
2https://www.politifact.com/factchecks/2022/may/10/facebook-posts/no-not

-footage-ukraine-shooting-down-russian-plane/
3https://www.politifact.com/article/2022/apr/01/facts-behind-russian-rig

ht-wing-narratives-claimin/
4https://ukrainefacts.org/
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Table 3.1: Top domains of disinformation and debunk links.

Disinformation Domains Debunk Domains

facebook.com (30%) dpa-factchecking.com(25%)
tiktok.com (3%) euvsdisinfo.eu (25%)
twitter.com (3%) rumorscanner.com (9%)
oroszhirek.hu (2%) politifact.com (8%)
sputniknews.com (2%) factly.in (8%)
nabd.com (2%) verify-sy.com (6%)
arabic.rt.com (1%) factcrescendo.com (4%)
fb.watch (1%) vera�les.org (3%)
de.news-front.info (1%) factcheck.org (2%)
Other (55%) Other (10%)

if Ukrainian citizens are able to discern between factual information and pro-
Kremlin disinformation. Another study (Gerber and Zavisca, 2016) investigated
the effectiveness of Russian propaganda in swaying the views of its readers. Re-
cently, Park et al. (2022) released a Ukraine-related dataset of tweets and carried
out an analysis of public reactions to tweets by state-af�liated and independent
media. Miller et al. (2022) studied the spread of tweets related to hashtags that
were trending in February 2022. Nonetheless, these studies do not focus speci�-
cally on comparing Ukraine-related disinformation and debunks in terms of en-
gagement, inter-relationship, and topics.

Prior literature on the spread of true and false information is extensive (Vosoughi
et al., 2018; Grinberg et al., 2019; Shao et al., 2018). Nevertheless, this paper is
related to prior work that studied the spread and dynamics of false information
and debunks on Twitter (Burel et al., 2020, 2021; Park et al., 2021; Allcott and
Gentzkow, 2017; Singh et al., 2021a; Jiang et al., 2021; Swire et al., 2017; Nyhan
and Rei�er, 2015; Barrera et al., 2020; Zhang et al., 2022b; Recuero et al., 2022). In
particular, Burel et al. (2020) compared COVID-related misinformation and fact-
checks using impulse response modelling, causal analysis, and spread variance
analysis, while Chen et al. (2021) investigated the reasons why people share fact-
checks and ways to encourage this further. Also, Siwakoti et al. (2021) showed that
user engagement with fact-checks increased signi�cantly as a result of the COVID-
19 pandemic. However, to the best of our knowledge, no study has examined the
predictive causality between Ukraine-related disinformation and debunks, or their
spatiotemporal characteristics and top disinformation themes.

3.3 Data

The data underpinning our analyses spans disinformation and debunks posted be-
tween 1 February and 30 April 2022. Speci�cally, we focus on Ukraine-related de-
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bunks and accompanying links to the corresponding disinformation encompass-
ing: (i) 110 debunks and 311 links to disinformation published by EUvsDsinfo 5,
which primarily fact-checks pro-Kremlin disinformation; (ii) 344 debunks indexed
by Google in the ClaimReview format 6, which refer to 439 disinformation links.
See Appendix 3.9.1 for details on how we collect the disinformation links from
debunks. Similar to Burel et al. (2020), in addition to the above date restrictions,
we also applied keyword-based �ltering 7 in order to select only Ukraine-related
debunks and disinformation.

In total, this study analyses 454 debunk URLs and 750 links to Ukraine-related
disinformation. The latter are provided by the fact-checking organisations them-
selves within the published debunks (see Appendix 3.9.1), therefore we consider
them as accurate. Table 3.1 shows the top domains that occur within the disin-
formation and debunk links. The former point either to content on social media
platforms or to Kremlin-backed outlets. For debunks, the main domains are EU-
vsDisinfo (25%) and Dpa-factchecking (25%).

Next, we use academic research access to the Twitter API8 to obtain 16,549 unique
tweets containing one of the above debunk URLs and another 62,882 unique tweets
sharing one of the disinformation links 9. Retweets are also collected, since we aim
to investigate the overall spread of information on Twitter. Hereafter, the tweets
containing debunk links are referred to as “debunk tweets” and those containing
disinformation links as “disinformation tweets”. Figure 3.1 shows the stacked
plot of a rolling 7-day average curve for the spread of disinformation and debunk
tweets. It shows that Ukraine-related disinformation spiked in the �rst half of
March 2022, which consequently led to an increase in published debunks as it is
also reported in EDMO's Fact-checking Briefs 10.

3.4 Comparative Analysis of Engagement

In order to measure the spread of disinformation and debunks through tweets,
we �rst compare the differences in engagement metrics in terms of mean and
standard deviation. Table 3.2 shows the statistics for author's followers, author's

5https://euvsdisinfo.eu/
6https://www.datacommons.org/factcheck/download
7Where debunked claims were in languages other than English, these were translated

automatically with Google Translate �rst, prior to �ltering with the keywords listed here:
https://gist.github.com/greenwoodma/430d9443920a589b6802070f2ca54134

8https://developer.twitter.com/en/docs/twitter-api
9The dataset used for analysis received ethical approval from the University of Shef�eld

Ethics Board. This paper only discusses analysis and results in aggregate data, without
providing examples or information about individual users.

10https://edmo.eu/fact-checking-briefs
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