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Abstract

Nuclear fission reactors are a key source of power generation in many countries world-

wide, but come with the potential for nuclear weapons proliferation. Safeguarding of

current reactors through item accountancy is seen as sufficient to prevent this, but new

developments in reactor technology pose new risks. Using the unshieldable antineutrino

signal emitted by reactors during the fission process to monitor core operations offers

a potential solution.

A test bed facility has been developed to characterise and test new equipment for

a large neutrino detector that could be used for non-proliferation. A programme of

testing for Photo-Multiplier Tubes (PMTs) has been undertaken, resulting in a thorough

understanding of the inherent dark rate background.

The PMT characterisation was used to inform the design of a mid- to far-field an-

tineutrino monitoring prototype located in Boulby Mine, with its sensitivity to real

reactor antineutrino signals in a complex landscape evaluated using Monte Carlo simu-

lations. A novel event reconstruction-data reduction-analysis chain has been developed

to harness the inverse beta decay signal of a positron and neutron pair to extract reactor

signals from backgrounds.

This analysis pathway has been compared to an independent pathway, with signifi-

cant improvements found. The detector is found to have sensitivity to power reactors

over 150 km away, with the use for future non-proliferation applications of neutrino

detectors showing potential. Consideration of a viable path toward the inclusion and

application of antineutrino monitoring of reactors for non-proliferation determines that

neutrino detectors may have future utility.
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Chapter 1

Introduction

The neutrino is the lightest and most abundant known particle in the Universe. It has

very little mass and interacts very rarely, via the weak force, giving them a ghostly

nature. Despite this, they contain important information about the nature of the

Universe; among other things they carry information about lepton number conservation

through their flavour oscillation, about nuclear interactions and decays, and about

supernovae. As such, studying the neutrino has been the goal of many physicists

around the world since the 1950s.

1.1 The Early History of Neutrinos

1.1.1 Postulation

The neutrino was postulated as a remedy to a problem discovered in 1914 by James

Chadwick [6], where the energy spectrum of electrons emitted during β decay did not

match the theoretical expectations at the time. The theory at the time suggested

β decay would result only in an electron and a change in chemical element. It was

expected that, due to the conservation of energy, this electron would be monoenergetic.

This became an issue when James Chadwick showed that the electron had a continuous

energy spectrum that ended at the expected energy monoenergetic electrons should be

emitted at. Figure 1.1 shows an example arbitrary β decay spectrum compared to the

expected monoenergetic emission. If energy was conserved, Chadwick’s discovery would

suggest there is some missing energy. However, there was no consensus on whether this

was the case. Niels Bohr suggested that energy may not be conserved during this decay

1



Chapter 1. Introduction

Figure 1.1: Example β decay spectrum. Reprinted from [7].

[8], but is conserved on average.

It would not be until 1930 that a good solution would be proposed. In his letter to a

meeting of physicists1 in Tübingen, addressed “Liebe Radioaktive Damen und Herren”2,

Wolfgang Pauli proposed a “desperate remedy” [9, 10]. His remedy was a new particle.

Specifically, he proposed that alongside the electron emitted during β decay, a spin 1/2

neutral fermion that was very weakly interacting was also emitted. This particle would

conserve energy and angular momentum. This was a contentious proposal, given only

the electron [11] and proton [12] had been discovered at this point. Even Pauli was

uncomfortable with the situation; he had proposed a particle he thought impossible to

detect.

Despite this, Enrico Fermi adopted a three-body beta decay formalism [13, 14], the

first theory of weak interactions. This was originally rejected by Nature for containing

“speculations too remote” [15]. Experiments showing the upper energy limit of the

emitted electron [16], and James Chadwick’s discovery of the neutron in 1932 [17], made

the idea of a new neutral particle to carry away excess energy seem more plausible than

the idea that energy is not conserved. Fermi proposed that the neutron within a nucleus

would decay to a proton, with an electron and the new neutral particle emitted:

n → p+ e− + ν̄e.

1Lise Meitner and Hans Geiger in particular
2“Dear radioactive ladies and gentlemen”

2



1.1. The Early History of Neutrinos

He suggested that this new particle could be detected via Inverse Beta Decay (IBD)

ν̄e + p → e+ + n.

The discovery of the neutron did cause one small issue. The new, weakly interacting

particle had been called a “neutron” by Pauli due to its neutral nature. However,

the neutron discovered by Chadwick was not the same particle, so Pauli’s particle

needed a new name. Fermi adopted the Italian diminutive “neutrino”, coined jokingly

by Edoardo Amaldi to mean “little neutral one” [18]. Bethe and Peierls estimated

the neutrino cross section to be σ < 10−44 cm2, concluding there was “no practically

possible way of observing the neutrino” [19].

1.1.2 Discovery

1.1.2.1 An Explosive Solution

In 1951, Frederick Reines, then a group leader at Los Alamos laboratory, decided the

goal of detecting the “elusive neutrino” was worth striving for [20]. The neutrino was

believed to be undetectable, due to it being very weakly interacting. Reines needed a

large number of neutrinos to observe them, so naturally he decided an atomic bomb was

his best option. Whilst seeming like a radical option, Reines had been involved in the

Manhattan Project and later directed a series of nuclear weapons tests. The choice of

a bomb was to yield an intense pulse of particles above background. However, neither

he nor Fermi, who alongside Bethe agreed an atomic bomb would be the best source of

neutrinos, knew how to build a large enough detector to detect the resulting neutrinos.

It was not until Reines discussed the idea of neutrino detection with Clyde Cowan Jr.

that the concept of a large liquid scintillator detector3 was discussed as part of Project

Poltergeist [21].

Under the plan by Reines and Cowan (Figure 1.2), a large liquid scintillator detector

would be suspended half way down a 150 ft shaft, 40m horizontally from the location

the bomb would be detonated at. The area below the detector would be a vacuum

tank, and above the detector would be back filled. When the bomb was detonated,

the detector would be released and allowed to free-fall. This allows the shock-wave

of the blast to pass by without disturbing the detector and should allow the detector

3Until then, the largest detectors were a litre or so in volume. Reines and Cowan needed a tonne-

scale detector.
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to observe neutrinos. Foam rubber and feathers would be piled at the bottom of the

shaft for the detector to land on. The detector would then be extracted once the

surface radioactivity had died down. This plan was approved by the then director

Figure 1.2: The original Reines and Cowan proposal to use a nuclear explosive as a

source of neutrinos and detect them by dropping a liquid scintillator detector down a

nearby shaft. Reprinted from [21].

of Los Alamos, Norris Bradbury, possibly due to the support of Fermi and Bethe,

and possibly due to the success of previous nuclear weapons operations carried out

by Reines. Bradbury was also known to be impressed by the 3 orders of magnitude

reduction in neutrino interaction cross section the detector could achieve. The previous

upper limit was 10−37 cm2 [22], but Reines and Cowan expected to achieve sensitivity

to 10−40 cm2, although the theoretical value at the time was 10−44 cm2.

1.1.2.2 A More Sensible Alternative - Hanford Experiment

Work to build a detector and dig a shaft for this experiment was underway as soon as

approval was granted. In Autumn 1952, after the work was presented to the Physics
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Division at Los Alamos, J. M. B. Kellogg urged Reines and Cowan to review the use

of an explosive and instead consider a fission reactor [20, 21]. The neutrino flux from

an explosion would be several thousand times that of a reactor, but the gamma and

neutron background would be the same. This was the reason the bomb was initially

chosen. If the background could be suppressed, the reactor would be a more viable

option.

Initially, the intention was to observe the positron produced by IBD first through

scintillation and then through annihilation γs. The realisation that identifying the

neutron as well as the positron gave Reines and Cowan the mechanism by which to

reduce backgrounds. This is what was needed to allow a fission reactor to be used as a

source of neutrinos.

The design proposed for their first attempt was a cylindrical, liquid scintillator-filled

detector doped with a neutron capture agent, either boron or cadmium4 [23, 24]. The

design consisted of 90 Photo-Multiplier Tubes (PMTs), and was shielded by alternating

layers of lead and paraffin to attenuate external γs and neutrons. An umbrella of Geiger-

Mueller tubes to veto muons was used to further reduce background rates.

This detector was placed near the face of the Hanford reactor, as seen in Figure 1.3.

Energy calibration was performed using 60Co and 16N, and positron-neutron pairs were

analysed. Once all backgrounds were considered, the difference in coincident pair rates

between the reactor pile being on and off was 0.41 ± 0.20 delayed counts per minute.

This gave the first “probable” detection of the neutrino [25].

1.1.2.3 Confirmation - Savannah River

The large reactor-independent background at Hanford, due to the location of the detec-

tor on the surface causing it to be exposed to cosmic ray muons, was a major drawback.

Cosmic rays and the production of neutron secondaries in the shielding were much more

abundant than the neutrino signal. To make a conclusive first detection of the neutrino,

a new detector was designed and the Savannah River reactor was used. The Savannah

River reactor was much more powerful than Hanford, and had a shielded location 11m

from the core and 12m underground.

The redesign of the detector was to discriminate neutrinos from the reactor and

cosmic ray-produced particles. Two tanks of water with cadmium chloride dissolved in

them were sandwiched between three tanks containing liquid scintillators. The protons

4Cadmium was used in the final detector.
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Figure 1.3: The liquid scintillator detector used at Hanford. Reprinted from [20].

in the water were the targets for IBD, and the scintillator tanks were instrumented with

110 PMTs. If IBD occured in a water tank, the positron annihilation would be visible

in the scintillator tank above and below that water tank. A neutron capture event

would then follow to create a delayed-coincidence signal. No signal would originate

from the scintillation tank furthest from the water tank in which the event occurred.

This allowed the location of the event to be determined and false-coincident events to

be discriminated. For false-coincident events, there would be no clear relation between

the location of the signals. The layout of the detector can be seen in Figure 1.4.

The experiment took over 1371 hours of data [26], including both reactor on and off

time, with an initial aim to determine whether there was an increase of neutrino-like

signals when the reactor was on. The rate observed with the reactor on was over a

factor of 5 greater than with the reactor off, at 2.88 ± 0.22 counts per hour and 0.56
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Figure 1.4: Schematic of the Savannah River Neutrino Detector. Reprinted from [21].

± 0 06 counts per hour respectively.

To confirm this observation was due to neutrinos, several studies of the system and

backgrounds were performed. Changes to the shielding were tested to confirm that γs

and neutrons are not entering the detector, and that the neutrino-like rate does not

change. Confirmation that the first signal in the pair was a positron came by changing

the lead shielding between the water and scintillation tanks to reduce the positron

detection efficiency as annihilation γs are shielded. Varying the cadmium concentration

caused the neutron capture efficiency to change, and the coincident signal rate dropped

to nearly 0 when the cadmium was removed. Heavy water was added to the water

tanks to reduce the proton density, and showed a significant drop in the antineutrino

detection efficiency but only a slight drop for background events [20].

These tests, alongside the significant signal increase with the reactor on and the sig-

nal to background ratio of 4:1 for accidental and 5:1 for correlated reactor-independent

backgrounds, confirmed the first detection of the neutrino had been made [20, 21, 26].

This news was sent to Pauli via telegram; he supposedly interrupted his meeting to
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read this and celebrated with champagne.

The expriment at Savannah River was updated and improved to measure a more

accurate interaction cross section, with a result consistent with theory [27].

1.1.3 Flavours

After the detection of the neutrino, evidence of parity violation was found in beta decay

by Wu [28] after being proposed by Lee and Yang [29], and explained by several people

as the theory of weak decay was developed [30–32]. The neutrino was also shown to

be left-handed5 shortly afterward [33]. Cowan and Reines considered the idea of using

the neutrino to probe the weak interaction in energy ranges beyond ordinary β decay

using accelerators [20]. They also considered the question of was the “neutretto”, the

neutral particle produced when a pion decays into a muon, the same as the neutrino

from β decay.

The muon had been discovered in 1937 [34] and was expected to decay to an electron.

However, the electron showed a continuous energy distribution much like in β decay.

Searches for

µ → e+ γ

showed an absence of the γ energy emission [35]. Treating the decay of muons in the

same way as β decay seemed sensible.

The idea of using an accelerator was conceived independently by Bruno Pontecorvo

[36] and Melvin Schwartz [37]. The suggestion was a proton beam could be directed at

a target to produce pions and kaons, which decay to muons and neutrinos that travel

approximately in the direction of the original proton beam.

In 1962, Schwartz alongside Lederman and Steinberger led a team to investigate the

neutrino produced alongside a muon [38]. Using the Alternating Gradient Synchrotron

(AGS) at Brookhaven, they investigated the

π± → µ± + (ν/ν̄)

interaction with the expectation that if the neutrino here is the same as β decay,

electrons and muons would be produced in equal abundance by neutrino interactions.

To do this, pulses of protons from the AGS were diverted to a beryllium target to

produce pions and kaons. The π and K were produced in the general direction of the

5Its direction of motion is opposite to its direction of spin.
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Figure 1.5: Plan view of the AGS neutrino experiment. Reprinted from [38].

protons, and directed at an iron shield. Neutrinos are produced during the pion decay

and the shield stops all but the neutrinos. An array of spark chamber modules was

used to detect charged particles produced by neutrinos interacting. A plan of the whole

setup is shown in Figure 1.5.

The pulses of protons were used to create 30 ns gates with a Cherenkov counter

on the pion beam in coincidence with triggering panels in the detector. Tracks in the

spark chamber were used to identify events, with muons leaving single tracks and those

produced by neutrinos having tracks originating within the detector. Electrons produce

showers in a spark chamber, so muons and electrons can be distinguished. The electron

shower signal was calibrated by taking two of the modules from the detector to the

Cosmotron electron beam.

Out of the events observed, 34 were single tracks produced in the detector and

therefore deemed to be muons. Of these, 29 were expected to be due to neutrinos after

cosmic ray analysis with the AGS switched off. If the neutrinos associated with β decay

and muons were the same, around 29 electrons showers would be observed. However,

only 6 were seen and they were of different appearance to those seen at the Cosmotron.

The conclusion was therefore

νe ̸= νµ

when lepton universality is considered. This was the first confirmation that there are

multiple types of neutrino, and won the Nobel Prize in 19886.

In 1975, the discovery of anomalous lepton production in electron-positron anni-

6This won the Nobel Prize before Frederick Reines did for the first detection of the neutrino, which

was in 1995
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hilation at the Stanford Linear Accelerator Center (SLAC) led to the discovery of a

new lepton with a mass of 1.6 - 2.0GeV [39]7. This was the tau, which has a mass of

1.77686GeV [40]. A new lepton flavour indicated a new neutrino flavour to go with

it. Due to the high mass, tau production and measurements proved difficult. However,

the total number of lepton flavours could be constrained via the number of particles

that couple to the Z0 boson. It is assumed that the “invisible” component of the Z0

decay width is due to neutrinos, and can be determined by subtracting all observed

decays from the total Z0 decay width. Measurements at the Large Electron Positron

Collider (LEP) [41–44] and in the SLAC Large Detector (SLD) [45] (Figure 1.6) gave

indirect evidence of the tau neutrino from this, and combined analysis of all data gave

a constraint on the number of active light neutrinos with 2mν < mZ of [46]

Nν = 2.9840± 0.0082.

The first direct observation came from Direct Observation of the NU Tau (DONUT)

in 2000 [47], when they used the decay of charmed mesons produced by 800GeV protons

from the Tevatron at Fermilab hitting a tungsten target to produce tau leptons in

DS → ν̄τ + τ and

τ → ντ +X.

The neutrino underwent charged-current interactions in the nuclear emulsion detector

to produce τ leptons. The τ has a short lifetime and so decayed quickly to a single

charged daughter with a branching ratio of 0.86 and a short ∼2mm track. The decay

leaves a “kink” in the track with allows the τ to be identified. Four of these tracks were

seen by DONUT, with an estimated background of 0.34 ± 0.05 events and a probability

of 4 × 10−4 of the tau tracks being background. This gave the first direct measurement

of ντ , and completed the set of active light neutrinos.

1.1.4 Bruno Pontecorvo

The key moments in the history of our understanding of neutrinos cannot be discussed

without mentioning the Italian-born Soviet physicist Bruno Pontecorvo. Bruno Pon-

tecorvo started in experimental physics at Rome University where, as part of Fermi’s

Via Panisperna boys, he was involved in the experiment that led to the discovery of

7This won Martin Perl the Nobel Prize alongside Frederick Reines in 1995
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Figure 1.6: The hadron production cross section near the resonance of the Z0 boson

from combined measurements. The coupling predictions of the Standard Models for

two, three and four neutrino species are shown under the assumption they account for

the invisible decay width. Reprinted from [46].

slow neutrons in hydrogenous materials and neutron activation [48, 49]. This discovery

led to the discovery of nuclear fission.

He then moved to Paris to join the Curie-Joliot group, where he studied nuclear

isomerism. Here, he studied the excitation of protons and neutrons via interaction with

γs followed by subsequent energy emission, noting that there was no chemical change

[50]. During his time in France, Pontecorvo joined the French Communist Party.

In 1940, as Paris was under the threat of German occupation and Pontecorvo being

of Jewish descent, he fled with his family by bicycle [51]. After initial rejection by the

British, he moved to Oklahoma to work on oil well logging using neutrons [52–56]. He
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developed a method that saw the first practical use of slow neutrons.

Following this period, he worked in the British Tube Alloys team on the development

of nuclear weapons in Montreal [51], which became part of the Manhattan Project. In

particular, he was involved in the development of the ZEEP nuclear reactor at Chalk

River and the commissioning of the NRX reactor, the most powerful research reactor

in the world that the time [51, 57].

In Canada, Pontecorvo started his research into elementary particle physics, taking

an interest in cosmic rays and neutrinos. In 1946, he proposed the radiochemical method

for neutrino detection [58]

ν + (A,Z) → e− + (A,Z + 1).

The decay of the secondary nucleus could be used to observe the interaction. Pontecorvo

suggested
37Cl + νe → 37Ar + e− (1.1)

as

� C2Cl4 is a cheap, non-flammable liquid;

� 37Ar is unstable with a 34.8 day half-life;

� 37Ar is a rare gas and can be extracted from a large detector.

This mechanism was later used by Ray Davis to show that the antineutrino and neutrino

are different particles [59] and at Homestake for solar neutrino detection [60], which also

used Pontecorvo and his team’s low-background proportional counter invented in 1948

[57, 61].

Once the muon had been shown to be weakly interacting [62], Pontecorvo, alongside

Hincks, set about investigating the decay [35, 63]. An upper limit on the probability of

the

µ → e+ γ

decay was set, before Pontecorvo drew an analogy between electron and muon weak

interactions [64]. He suggested that the weak interaction has an e− ν pair and a µ− ν

pair, and that the weak interaction is universal to e − µ. He also suggested that the

muon is a spin 1/2 particle and a neutrino is emitted when a muon captures on a

nucleus. His investigation of

µ− + (A,Z) → ν + (A,Z − 1) and e− + (A,Z) → ν + (A,Z − 1)
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showed that they are both characterised by the same Fermi constant GF , leading him to

conclude there is a “fundamental analogy” between β-processes and muon absorption.

He continued his work on nuclear reactor design and slow neutrons, and moved to

Harwell in the UK. The FBI had suspected Pontecorvo and his wife of being communist,

and had already identified his siblings as communists. Colleagues of Pontecorvo who had

worked on the Manhattan project and other nuclear development, such as Klaus Fuchs,

were confirmed as Soviet spies which raised concern over Pontecorvo. In September

1950, when on holiday in Rome, he and his family abruptly flew to Stockholm. He

was helped by Soviet agents to enter Finland and then the Soviet Union, where he was

welcomed and given significant honours and privileges, thus defecting from his Italian

and British citizenship. His defection caused major concerns in the West over the

potential transfer of nuclear secrets.

Once in the Soviet Union, he joined what is now the Joint Institute for Nuclear

Research (JINR) in Dubna. From the late 1950s, he started considering the use of an

accelerator for neutrino experiments via pion and kaon production and decay [36]. He

also started considering the role of the neutrino, and whether the neutrinos associated

with electrons and muons are the same. Over the decade from 1957, he started working

on the idea that neutrinos were different types and could oscillate between the types.

This was inspired by the

K0 ⇄ K̄0

strangeness oscillations [65]. Starting with the idea that neutrinos and antineutrinos

could oscillate between each other [66, 67], he eventually developed the idea that

νµ ⇄ νe

could occur [68] after the discovery that

νe ̸= νµ,

something he suspected to be the case since his time in Canada in the 1940s [57]. He was

also able to predict that neutrinos would be produced in intense bursts by supernovae.

Bruno Pontecorvo’s theories are especially impressive when it is realised that he

developed many of them before the prerequisite theories and measurements existed. He

developed ideas surrounding the interaction of particles before they had been discov-

ered, and proposed several ideas that would later be used in significant breakthrough

measurements.
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1.2 Neutrino Propagation

Whilst neutrinos are unusual in their interaction properties, they are even more unusual

in their propagation. The quantum mechanical process of neutrino oscillation, in which

the probability of observing a neutrino in a weak lepton flavour (e, µ, τ) state changes

as it travels, gives rise to unique properties.

1.2.1 Postulation of Oscillation

As stated, the concept of neutrinos oscillating between states was proposed by Pon-

tecorvo in 1957 based on the idea that neutrinos and antineutrinos were different states.

This allowed the theory of neutrino flavour oscillations by Maki, Nakagawa and Sakata

to be developed in 1962 [69], with Pontecorvo himself significantly adapting his theory

over time. Despite the concept of neutrino flavour oscillations being around for some

time, there was little evidence and consensus that the theory was correct for a long

period.

1.2.2 Missing Neutrinos and the Solution

Since their first detection, neutrinos have been studied in many different ways. In

the 1950s, Ray Davis attempted to apply Pontecorvo’s proposed radiochemical method

(Equation 1.1) [59] to reactor neutrinos but saw no clear detection. He did, however,

show neutrinos and antineutrinos are not the same particle. He then proposed this

method for a solar neutrino detector in the Homestake mine alongside John Bahcall

[60, 70]. Bahcall produced a model of the solar neutrino flux [71] based on Bethe’s

mechanisms of solar energy production in the pp and Carbon-Nitrogen-Oxygen (CNO)

chains [72], and attempted to measure this flux with the proposed detector.

The first version of the detector saw no result, so a second version was developed.

This detector was filled with 390,000L of C2Cl4, and had an overburden of 4,400Metres

Water Equivalent (m.w.e). As neutrinos interact, gaseous Ar is produced. It is extracted

by flushing the detector with helium and a known quantity of 36Ar to measure the

extraction efficiency, and the 37Ar decays are counted using a proportional counter.

The threshold of 814 keV meant only a sample of the solar flux could be measured,

demonstrated by the solar neutrino spectra in Figure 1.7.

The initial measurements created an upper limit to the observed flux, but this limit

was significantly below the expected value. Over the 20 year of data-taking life of the
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Figure 1.7: Standard solar model neutrino spectra. The dotted lines are from the CNO

fusion chain. Reprinted from [73].

experiment, a flux of 2.56 ± 0.16 (stat.) ± 0.16 (sys.) Solar Neutrino Units (SNU),

where 1 SNU equals 10−36 captures per target atom per second, was measured [74].

This flux was significantly below the expected value, which Bahcall placed at 9.3 ±
1.3 SNU [75].

This created the “Solar Neutrino Problem”, and there was debate as to why two

thirds of the expected neutrinos were not observed. Experimental uncertainties were

ruled out and the theoretical models checked, but the problem persisted.

Tension between theory and data increased as several experiments saw deficits.

An alternative radiochemical method using gallium was proposed [76, 77], where the

interaction

71Ga + νe → 71Ge + e− (1.2)

is used. This has a threshold of 233 keV and could detect neutrinos from the pp inter-

action. This was a criticism of the Homestake experiment, and so gallium could resolve

some disputes.

This method was applied in two concurrent experiments in the 1990s, the Gal-

lium Experiment (GALLEX) and the Soviet-American Gallium Experiment (SAGE).
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GALLEX, at Gran Sasso, used liquid GaCl3 as the target; SAGE used liquid gallium

metal just above its melting point. Both removed the germanium chemically and used

proportional counters to observe the decays. GALLEX observed only 55% of the pre-

dicted solar neutrino flux [78], with SAGE only seeing 55 - 60% [79]. This provided

support for the observations made by Homestake.

Radiochemical detectors were not the only ones to see a deficit. Kamiokande, a water

Cherenkov detector, used neutrino-electron scattering to observe solar neutrinos. The

outgoing electron direction strongly correlates to the neutrino direction in this process,

and allows the direction of origin of the signal to be confirmed. Energy reconstruction

of the event allowed the fusion process within the Sun that produced the neutrino to

be identified. Despite using an entirely different detection method, Kamiokande still

saw a deficit in the solar neutrino flux of around half the expected value [80]. Although

this elastic scattering process is sensitive to all neutrino flavours, is it most sensitive to

electron neutrinos as they are able to interact via both the neutral and charged current;

the other flavours can only interact via the neutral current. Even if all interactions in

Kamiokande are attributed to νe, the rate still falls below the predictions.

Many sources for the deficit were postulated, including astrophysical causes. How-

ever, a second anomaly in the neutrino sector appeared to rule this out. Atmospheric

neutrinos, produced by pions and muons decaying in the atmosphere as a result of

cosmic ray collisions, are expected to be a mix of electron and muon flavours. The

expected ratio Nνµ/Nνe = 2 is due to the decays

π+ → µ+ + νµ,

µ+ → e+ + ν̄µ + νe.

Both Irvine-Michigan-Brookhaven (IMB) and Kamiokande saw reductions in the muon

neutrino rate, resulting in a smaller than expected ratio [81, 82]. Searches at higher en-

ergies (multi-GeV) by Kamiokande, where the angular correlation between the neutrino

and the charged lepton produced in the detector is better and neutrinos are more likely

to be able to pass through the Earth, showed a large correlation between the reduced

muon neutrino flux and the zenith-angle [83]. The lower energy (sub-GeV) neutrinos

were isotropic in the detector.

This effect was confirmed by Super-Kamiokande (SK) with high statistics mea-

surements of the asymmetry between upward- and downward-going neutrinos, with no

asymmetry seen for electron neutrinos. This was strong evidence that neutrinos change
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flavour as they travel. The upward-going neutrinos travel significantly further and hence

have more opportunity to change flavour. This creates the reduction in muon flavour

neutrinos. Furthermore, SK observed a result consistent with the oscillation of νµ to

ντ , with the largest disappearance corresponding to the largest distance of travel [84].

Neutrino oscillations were confirmed, and the deficits resolved, when the Sudbury

Neutrino Observatory (SNO) made measurements of the solar neutrino flux using heavy

water (D2O) [85]. Like previous water-based experiments, SNO was sensitive to charged

current interactions,

νe +
2H → p+ p+ e−.

However, owing to its heavy water SNO was also sensitive to the neutral current,

νx +
2H → p+ n+ νx.

The neutral current interaction here has a 2.2MeV threshold and so only sampled 8B

neutrinos, but is sensitive to all neutrino flavours. By observing a deficit in the charged

current consistent with previous measurements, but showing a flux matching the ex-

pected solar flux in the neutral current, SNO conclusively confirmed that neutrinos

oscillate in flavour as they propagate [86, 87]. The final cross-check on the measure-

ment came from the elastic scattering process used in Kamiokande. As this is sensitive

to all flavours but with a preference for electron flavour neutrinos, the flux should be

higher than the charged current. By comparing their charged current interaction rates

with SK’s high statistics elastic scattering rate [88], SNO was able to show that the flux

measured by elastic scattering was higher than that measured via the charged current

as expected.

1.2.3 Current Theories

1.2.3.1 Vacuum Oscillations

The oscillation of flavour is unique to neutrinos as far as is currently known, and occurs

due to the weak and mass eigenstates not being aligned. Neutrinos are produced at

the vertex of the weak interaction, and are in a flavour state defined by the charged

leptons in the interaction. However, each time a neutrino is produced in flavour state

α, there is a probability that mass state i is created. Currently, there are three known

flavour and mass states neutrinos can exist in, with the flavour state being a coherent
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superposition of the mass states;

|να⟩ =
3∑

i=1

U∗
αi|νi⟩ and |νi⟩ =

∑
α=e,µ,τ

Uαi|να⟩. (1.3)

Here, Uαi is the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) mixing matrix [69].

The PMNS matrix is unitary under the assumption neutrinos are Dirac fermions, and

has dimensions 3 × 3 describing all possible rotations between mass and flavour states.

U =

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3


 c12 s12 0

−s12 c12 0

0 0 1


 c13 0 s13e

−iδCP

0 1 0

−s13e
iδCP 0 c13


1 0 0

0 c23 s23

0 −s23 c23

 , (1.4)

solar accelerator atmospheric

where cij = cos θij and sij = sin θij are the mixing angles between states i and j, and δcp

is the CP violating phase. The CP violating phase is a complex phase that introduces

difference between neutrino and antineutrino oscillations, and is placed onto θ13 by

convention; each rotation will contribute a complex phase however. A fourth matrix is

required if neutrinos are Majorana particles, with the form diag(1, eiϕ1 ,eiϕ2+δ) [89].

Neutrinos propagate in their mass state |νi⟩, as only these are eigenstates of the

Hamiltonian, and have eigenvalues of Ei =
√

m2
i + p2

i . The states evolve according to

the time-dependent Schrödinger equation with no potential assuming a vacuum, and

have a plane wave solution of the form

|νi(x, t)⟩ = e−i(Eit−pix)|νi⟩. (1.5)

The flavour states are then expressed as

|να(x, t)⟩ =
3∑

i=1

U∗
αie

−i(Eit−pix)|νi⟩. (1.6)

Combining this with Equation 1.3 gives

|να(x, t)⟩ =
∑

β=e,µ,τ

3∑
i=1

U∗
αie

−i(Eit−pix)Uβi|νi⟩, (1.7)
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which shows that the mass state is a superposition of all three flavour states for t >

0. Flavour state |να⟩ can be detected in flavour state ⟨νβ| some time later, with a

probability given by the square of the transition amplitude

P (να → νβ) = |⟨νβ|να(x, t)⟩|2 (1.8)∑
i

∑
j

U∗
αiUβiUαjU

∗
βje

−i((Ei−Ej)t−(pi−pj)x). (1.9)

The orthogonality of flavour states dictates that ⟨νβ|να⟩ = δβα. As neutrinos are highly

relativistic, the plane-wave term is approximated to

Eit− pix ≈ m2
iL

2E
(1.10)

for a distance of travel L. The total oscillation probability is then given as

Pνα→νβ(L,E) =
∑
i

∑
j

U∗
αiUβiUαjU

∗
βj exp

(
− i

∆m2
ijL

2E

)
, (1.11)

where ∆m2
ij = m2

j − m2
i is the mass-squared difference. The transition probability

requires two non-zero neutrino masses as it is sensitive to the mass difference between

states. This is in disagreement with the Standard Model, which requires neutrinos to

be massless.

Vacuum oscillations explain the atmospheric neutrino anomaly, with the measure-

ments made by SK matching these theoretical expectations. For reactor neutrinos,

vacuum oscillations are similarly of relevance, with the survival probability of electron

antineutrinos being of importance. The survival probability is given by

Pν̄e→ν̄e = 1− cos4(θ13) sin
2(2θ12) sin

2
(1.27∆m

2

21L

Eν̄

)
− cos2(θ12) sin

2(2θ13) sin
2
(1.27∆m

2

31L

Eν̄

)
− sin2(θ12) sin

2(2θ13) sin
2
(1.27∆m

2

32L

Eν̄

)
.

(1.12)

1.2.3.2 Matter Oscillations

Although the atmospheric neutrino problem is solved by neutrino oscillations in a vac-

uum potential, the solar neutrino problem is not. The oscillation frequency, as shown

in Equation 1.11, depends on L/E. As solar neutrinos do not all have the same energy,
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different frequencies are expected. However, if L/E is very large, as is the case for

solar neutrinos, the neutrinos should oscillate many times. This should form a detailed

sinusoidal structure which will average out to a probability of each flavour of 1/3 for

all energies. The results for solar neutrino measurements do not show this. Instead,

the energy range each experiment is sensitive to has an effect on the electron neutrino

flux observed. This suggests that very few flavour changes are happening before the

neutrinos are observed, so that small changes to E create a large change in the survival

probability. Furthermore, the distance to the Sun from Earth (L) changes seasonally,

so the observed flux should also change seasonally but this is not the case.

This occurs due to the fact solar neutrinos are produced in the ultra-dense solar core

and not in the near vacuum like atmospheric neutrinos are. Here, there are many free

electrons in the dense plasma which νe can interact with, but there are no muons or taus

for the other flavours to be affected by. This creates a potential in the Hamiltonian

which will then change the oscillation parameters. This is the Mikheyev-Smirnov-

Wolfenstein (MSW) effect [90, 91].

The MSW effect is resonant, so under certain conditions all electron-neutrinos are

efficiently converted to another flavour. The lower energy pp chain neutrinos are mostly

unaffected, but the higher energy neutrinos are. This creates the observed energy

dependence on the solar νe flux on Earth, and accounts for the near disappearance of
7Be neutrinos. This resonance only occurs if the mass that mostly consists of electron

neutrinos (ν1) is not the heaviest of the three masses (i.e., ν1 < ν2), which gives some

information on the ordering of the masses8.

The effect of changing density as a neutrino propagates through the medium to the

near-vacuum as it leaves the Sun changes the mass state. In the high density limit

of the solar core, the matter mixing angle tends to π/2. The neutrino mass states in

matter, represented as

|ν1m⟩ = cos θm|νe⟩+ sin θm|να⟩, (1.13)

|ν2m⟩ = − sin θm|νe⟩+ cos θm|να⟩, (1.14)

reduce to

|ν1m⟩ ≈ |να⟩, (1.15)

|ν2m⟩ ≈ −|νe⟩, (1.16)

8It is unknown whether ν3 is the heaviest or lightest mass state. This is the mass hierarchy problem.
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so the electron neutrinos are mostly in the second mass state. Due to the change in

density being slow enough to be considered adiabatic, transitions between ν1m and ν2m

are neglected. Once the neutrinos escape the Sun, they revert to the vacuum potential.

A near perfect match to the expected flux under the assumption of the MSW effect

occurring was seen by SNO, with the difference being due to matter effects in the Earth

causing a small νe regeneration.

1.2.4 Current Measurements

Since the confirmation that neutrinos do indeed oscillate in flavour, several experiments

have been measuring the parameters of oscillation. The parameter space that an ex-

periment is sensitive to is determined by its setup. The labels on Equation 1.4 give an

indication of the type of experiment needed to measure a particular oscillation. Most

experiments will analyse in a two-flavour mixing assumption and focus on the relevant

parameters to simplify the relationship between oscillation parameters.

The constraints on θ12 and ∆m2
21 are dominated by the long baseline reactor ex-

periment Kamioka Liquid Scintillator Antineutrino Detector (KamLAND) and solar

experiments. KamLAND [92] is particularly sensitive to ∆m2
21 [93], and dominates the

global fits, but there is tension [94] with the solar experiments [74, 95–101]. Recent

SK data reduces this tension [102]. The solar experiments deduce m2 > m1 due to the

MSW effect.

There are several short baseline reactor experiments setup for measuring θ13. These

experiments look for ν̄e disappearance over a short distance, with Daya Bay [103] and

Reactor Experiment for Neutrino Oscillation (RENO) [104] having consistent results.

This is the most recently determined mixing angle, and the smallest. Double Chooz

first indicated that this mixing angle was non-zero [105], before Daya Bay confirmed

it [106]. The importance of this angle being non-zero comes from its coupling to δCP;

CP violation could not occur in the neutrino sector if this mixing angle was zero.

Reactor experiments are sensitive to an effective mass which includes ∆m2
32 as well as

∆m2
31 [107], so the tightest constraints on ∆m2

31 come from long baseline accelerator

experiments.

Atmospheric neutrinos are used to measure θ23 and ∆m2
32 through νµ disappearance.

Experiments such as SK [108], IceCube DeepCore [109, 110] and the Astronomy with

a Neutrino Telescope and Abyss environmental RESearch project (ANTARES) [111,

112] have all made measurements of ∆m2
32 comparable with each other, although there
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is some tension in the θ23 measurements between SK and DeepCore. Both SK and

IceCube have observed ντ appearance in atmospherics [113, 114], which is experimental

proof of neutrino oscillations.

Accelerator experiments, such as Tokai to Kamioka (T2K) [115] and NuMI Off-Axis

νe Appearance (NOνA) [116], use meson decays to produce neutrino beams. By tuning

the L/E properties of the beam-to-detector setup, different oscillation parameters can

be achieved. These experiments are sensitive to the θ23 and ∆m2
32 parameters through

νµ disappearance, and θ13 through νe appearance. They also have some sensitivity to

δCP, with T2K finding evidence to 3σ that δCP is non-zero in 2020 [117]. This result

initially had a large tension with NOνA in normal ordering9, but reanalysis gave results

consistent to a 1.7σ level [118].

The current oscillation parameter measurements from a global fit are given in Ta-

ble 1.1.

Parameter Mass Hierarchy

Normal Inverted

sin2 θ12 0.303+0.012
−0.012 0.303+0.012

−0.011

θ12 (◦) 33.41+0.75
−0.72 33.41+0.75

−0.72

sin2 θ23 0.451+0.019
−0.016 0.569+0.016

−0.021

θ23 (◦) 42.2+1.1
−0.9 49.0+1.0

−1.2

sin2 θ13 0.02225+0.00056
−0.00059 0.02223+0.00058

−0.00058

θ13 (◦) 8.58+0.11
−0.11 8.57+0.11

−0.11

δCP 232+36
−26 276+22

−29
∆m2

21

10−5eV2 7.41+0.21
−0.20 7.41+0.21

−0.20
∆m2

3l

10−3eV2 +2.507+0.026
−0.027 −2.486+0.025

−0.028

Table 1.1: Three-flavour oscillation parameters from a global fit to data including SK

atmospheric data [108] and using χ2 mapping for relevant neutrino parameters. Data

taken from NuFIT 5.2 [118].

Future experiments aim to determine the octant of θ23 (< π/2 or > π/2), the mass

hierarchy and δCP. Atmospheric experiments such as Precision IceCube Next Gen-

eration Upgrade (PINGU) [119] and Cubic Kilometre Neutrino Telescope (KM3NeT)

[120] aim to determine the octant of θ23, and new accelerator experiments such as

9ν1 < ν2 < ν3. Inverted ordering is defined as ν3 < ν1 < ν2.

22



1.3. Nuclear Reactors and the Role of the Antineutrino

Hyper-Kamiokande (HK) [121] and Deep Underground Neutrino Experiment (DUNE)

[122] will look at δCP. DUNE should be sensitive to the mass hierarchy with its 1300

km baseline and larger matter effects. The Jiangmen Underground Neutrino Obser-

vatory (JUNO) [123, 124] reactor experiment aims to resolve the mass hierarchy in a

model independent way.

1.3 Nuclear Reactors and the Role of the Antineu-

trino

Nuclear fission reactors have been a source of power generation since the 1950s [125],

and continue to be used extensively across the world as a clean10 energy source. In

2020, the International Atomic Energy Agency (IAEA) predicted an increase in global

nuclear capacity of 80% by 2050 [126].

However, nuclear fission has been used in weapons since the Second World War. Plu-

tonium, a key material for nuclear weapons, is a by-product of nuclear power generation

due to the irradiation of 238U [127]. Chemical reprocessing can allow this plutonium

to be extracted and used. This creates a scenario whereby power generation can be

weaponised without careful constraints and monitoring.

1.3.1 Reactors for Power Generation

Nuclear reactors produce energy through the fission of 235U, 238U, 239Pu and 241Pu,

where neutrons are captured and cause the isotope to split (fission) into neutron-rich

daughter isotopes. The fission process releases neutrons, 2.5 on average [128], and gam-

mas. The neutrons can cause further fission, continuing the process, and the gammas

carry energy that can be used for power generation. The fission process requires an

injection of neutrons to start, but can be self-sustaining once going. As multiple neu-

trons are emitted per fission, the rate of fission will increase with each reaction. This

creates a chain reaction which is controlled via neutron-absorbing control rods, made

out of materials such as boron or graphite, which stop the rate of reaction running away

and becoming out of control. The controlled chain reactions produce a large amount

of energy, which is transferred to a coolant and used for generating electricity. Not all

neutrons will cause fission reactions. To cause a fission, neutrons generally need to be

10The environmental impact is debated.
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slowed to thermal energies (thermalise) to allow them to be captured on a fissionable

nucleus. To do this, a moderator is used to slow the neutrons down until they are at

the right energy. The choice of moderator, and coolant, depends on the reactor design.

The most common reactor design in the UK is the Advanced Gas-cooled Reactor

(AGR), which is a form of Gas-Cooled Reactor (GCR). AGRs use graphite as a neutron

moderator and gaseous carbon dioxide as a coolant. The graphite contains channels that

hold the fuel rods and allows the CO2 flow through. The channels also act as the neutron

moderator. The CO2 is heated to ∼650 ◦C as it circulates the core, before exchanging its

heat to create steam. The steam turns turbines to generate electricity, before condensing

and being recirculated. A schematic of an AGR is shown in Figure 1.8.

Figure 1.8: Design of an AGR. Reprinted from [129].

The most common reactor design in general is the Pressurised Water Reactor

(PWR), a form of Light Water Reactor (LWR). PWRs use water at very high pressure,

∼150 atm, as the coolant and moderator; the high pressure ensures the water remains

a liquid as it heats to ∼300 ◦C. The fuel is immersed in this water. The high pressure

coolant water exchanges heat with a lower pressure water flow that is boiled and used

to generate electricity in the same way as an AGR. A schematic of a PWR is shown in
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Figure 1.9.

Figure 1.9: Design of a PWR. Reprinted from [129].

Both AGRs and PWRs use the same fuel, 235U, in the form of hollow, sintered11

pellets of enriched uranium oxide. The pellets are strung together in sealed metal tubes

(fuel pins or rods), which are grouped together in fuel assemblies. The abundance of
235U in natural uranium is 0.7%, so it is enriched to 3 - 5% [130]. The mass of uranium

oxide fuel in the core dictates the power output of the reactor.

The 235U contribution to the fission rate is 70% in an AGR and 55% in a PWR at

the mid-point in the fuel cycle [131]. The other three fissioning isotopes (238U, 239Pu and
241Pu) contribute the rest. Despite being dominant in uranium at > 99% abundance,

and still dominant in enriched uranium, 238U contributes < 10% of the total fissions.

At the mid-point of the fuel cycle, ∼one third of the power generation comes from 239Pu

fissions in a PWR, with ∼20% in an AGR. 239Pu is produced in a neutron-rich core

via
238
92U+ n → 239

92U
β−
−→ 239

93Np
β−
−→ 239

94Pu.

The capture of two successive neutrons on 239Pu forms 241Pu.

11Sintering is process to compress powder into pellets by pressure or heat without liquefaction.
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The refuelling cycle of a reactor is a compromise between safety, optimal fuel usage

and minimising downtime. AGRs are refuelled by small amounts regularly, every ∼4

months [131], as the fuel pins are spaced far enough apart to allow the quick replace-

ment of individual fuel channels. This is possible as the neutron capture rate on the

graphite moderator is minimal, allowing the channels to be spaced apart. As refuelling

is relatively quick, the AGR refuelling cycle is designed to optimise fuel usage.

By contrast, the refuelling of PWRs is a slow and complex process. The neutron

capture rate on the water moderator is significant, so the fuel pins are placed close

together to reduce this effect. As such, all fuel assemblies need to be removed to refuel

and replace depleted assemblies. This creates a suboptimal fuel usage, which causes

the power output of the reactor to noticeably reduce over the fuel cycle as the 235U is

depleted (burnup).

1.3.2 Nuclear Proliferation

Nuclear fission was weaponised even before its use in power generation. Since the deto-

nation of the first weapons in the Second World War nuclear weapons have proliferated

rapidly, reaching a peak stockpile of ∼63,000 warheads in 1986 at the height of the

Cold War [132], with more and more nations developing nuclear warheads [133]. De-

spite both the US and Russia, the dominant nuclear states with 90% of the world’s

warheads and 99% at the peak, decommissioning many of their weapons, the current

stockpile is still ∼15,000 weapons [133].

It is clear that, with the increasing number of countries developing weapons and the

existing stockpile, the proliferation of nuclear weapons is a concern. This concern has

been significantly heightened in recent years due to rising global tensions, especially

between nuclear states.

With the concern surrounding nuclear proliferation, there is also concern surround-

ing nuclear reactors. Nuclear reactors can be used a source of 239Pu, a highly fissile12

isotope, which is commonly used in nuclear fission weapons. This is because it is easier

and cheaper to produce highly pure 239Pu than highly enriched weapons-grade ura-

nium. It also has the smallest critical mass, the smallest mass needed to sustain chain

reactions, of the common nuclear fuels [134]. The nuclear properties of plutonium are

12Fissile materials can sustain a fission chain reaction with the capture of thermal neutrons. They

are a subset of fissionable materials that can be fissioned by neutron capture, but sometimes require

more energy than thermal neutrons provide.
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given in [135]. This means only a few kilograms is sufficient to create a warhead, but

the use of 239Pu as reactor fuel requires tonnes, so diverting reactor fuel cycles to 239Pu

production for weapons is a quick process [136]. Furthermore, power reactors have

moved to higher average burnups over time, increasing the concentration of plutonium

in the spent fuel [127]. The first generation of GCRs in the UK, Magnox reactors, were

optimised to produce 239Pu [137].

In an attempt to curb the proliferation and testing of weapons, several international

treaties and agreements have been formed. Notably, the Treaty on the Non-Proliferation

of Nuclear Weapons (NPT) came into force in 1970 [138]. These treaties require meth-

ods for the verification of nuclear materials and reactors.

1.3.3 Safeguards

The IAEA has safeguards in place to verify compliance of signatories with the rele-

vant treaties [139]. The current safeguards are designed to prevent the diversion of

a specific minimum quantity of fissile material, 8 kg Pu and 25 kg Highly Enriched

Uranium (HEU)[140]13. Power reactors are designed to have a small number of well-

defined operational tasks; they receive and store fresh fuel, load fuel into the core,

transfer spent fuel to wet storage, and then transfer to dry storage. These tasks allow

most safeguarding to be done through accountancy of fuel assembly components. Di-

version of fuel is addressed via a continuity of knowledge using cameras, seals and other

monitoring systems. Monitoring of core burnup would in principle add information to

this safeguarding.

These safeguarding methods all require cooperation from the host state, and intru-

sive access. This access can come with no notice, as the IAEA will perform unannounced

checks [141].

Research reactors are a particular case with special challenges for safeguarding [141].

Research reactors with a thermal power < 10MWth are not a concern for safeguarding

as they are unable to produce a sufficient quantity of weapons-grade material. There

are 222 IAEA-classified research reactors, 40 with a power output > 10MWth [142].

These reactors can be difficult to safeguard due to their flexibility of operation. They

are not set up for single, predesignated tasks in the same way power reactors are.

To verify declared operation, their power is monitored [143]. This occurs alongside

13Uranium enriched to contain 20% or more 235U [130]
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other inspections and the standard inventory checks. Despite these checks, there are

documented cases of misuse that were not detected by the IAEA [144].

Whilst it is generally agreed that the current safeguards are sufficient, particularly

when cost is considered, new developments may lead to gaps in the methods [145].

The development of advanced reactor types, new nuclear deals and the requirement for

non-cooperative monitoring may necessitate new monitoring techniques.

1.3.4 Reactor Antineutrinos

The potential for gaps in the future safeguarding against nuclear proliferation and

misuse of nuclear reactors suggests new approaches should be considered. One such

approach is to make use of the particle emission during nuclear fission, in particular

antineutrinos. Neutrinos have a very low interaction cross section which means they are

impossible to shield, and they will escape from their location of emission. The approach

of applying the detection of antineutrinos to reactor observation was first proposed by

Soviet scientists in the 1970s [146, 147], before being demonstrated at Rovno Nuclear

Power Plant [148–150].

The proposed role of antineutrinos in non-proliferation is as part of the bulk accoun-

tancy of nuclear materials. By monitoring the operations of the core, and determining

core composition, any discrepancies in the bulk fuel can be identified. The main goal

of this is to identify the early shutdown of reactor cores. The build up of 239Pu, the key

material of concern for weapons production, during a reactor cycle is usually mitigated

by it fissioning or through its conversion to 240Pu. However, stopping a reactor cycle

early can allow the extraction of 239Pu from the core and the production of weapons-

grade material. Monitoring the antineutrino flux from a reactor has the potential to

identify both the change in core composition through a fuel cycle, and any shutdowns

that occur, thus identifying potential production of weapons-grade material.

1.3.4.1 Emission

During the fission process, the isotopes produced by neutron capture and nuclear fission

are neutron-rich. This makes them unstable and causes them to decay through beta

decay. As well as the emission of a β particle, an electron antineutrino is also emitted.

The flux of emission is not dependent on external conditions, depending only on the

reactor core.
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The antineutrino flux depends primarily on the power output of the reactor, and in

particular the rate of fissions. There is a subdominant dependence on the composition

of the reactor core too, i.e. the isotopes that are present in the fuel assemblies. The

core composition and burnup depend on the reactor type. The antineutrino spectrum

of a fissioning isotope is given by

Φν̄e,i(Eν̄e) = Pth
piλi(Eν̄e)

Qi

, (1.17)

where Pth is the thermal power of the core, pi is the fraction of the thermal power

resulting from the fission of isotope i, Qi is the average thermal energy emitted per

fission and λi(Eν̄e) is the antineutrino emission energy spectrum normalised to one

fission for fissioning isotope i as a function of antineutrino energy Eν̄e . λi(Eν̄e) is given

by

λi(Eν̄e) = exp

(
6∑

j=1

ajE
j−1
ν̄e

)
, (1.18)

where the coefficients aj are fit parameters from the Huber-Mueller predictions [151,

152], which are derived from measurements of the β spectra from nuclear fission. The

total antineutrino flux for a reactor is the summation of the contributions from indi-

vidual isotopes.

The flux is sensitive to the fission fractions14, particularly the proportion of 235U,

in the reactor core. As the core burnup progresses, 239Pu is produced via neutrons

from 235U being captured on 238U, which decays via two β decays to 239Pu. This allows
239Pu to accumulate. It is able to decay through α emission to 235U or fission. When

it undergoes fission, it will emit ∼65% of the antineutrino flux of 235U for the same

power output [153, 154]. This creates a change in the antineutrino flux without a power

output change and allows the increasing amount of 239Pu, and burnup of 235U, to be

visible in the antineutrino spectrum. The time-evolution of the spectrum depends on

the initial core composition, reactor type and power output, and burnup.

This evolution of the reactor antineutrino spectrum has been observed in the SONGS1

detector, along with the reactor power. The San Onofre Nuclear Generating Sta-

tion (SONGS) reactor complex consists of three PWRs, and therefore has long re-

fuelling periods. The reduction in antineutrino flux as burnup occurs can be seen in the

SONGS1 data in Figure 1.10. A large drop in the antineutrino flux due to refuelling is

also clearly visible in the data.

14The relative fraction of each fissioning isotope in the core.
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Figure 1.10: Power outage of the SONGS reactor and its effect on the neutrino flux

observed in SONGS1. a) reported power of reactor, b) observed event rate and c) close

up of b) to show decreasing event rate with fuel evolution. Reprinted from [155].

As antineutrino emission is isotropic, the flux drops off proportionally to the distance

from the reactor squared.
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1.3.4.2 Reactor Antineutrino Anomaly

The models of reactor antineutrino spectra for fissioning isotopes were modified by

the Huber-Mueller predictions in 2011 [151, 152] using β spectra of the fissioning iso-

topes [156–159]. This modification resulted in a deficit of 5.7 ± 2.3% in the detected

antineutrino flux [160]. This deficit was confirmed by STEREO [161]. Beyond the

flux deficit, an excess at 5MeV was observed in Daya Bay, RENO, Double Chooz and

NEOS [162–165]. The deficit and shoulder at 5MeV are seen in Figure 1.11. This

Figure 1.11: The Huber-Mueller model compared to data from several reactor experi-

ments, showing a general deficit in the observed reactor antineutrino rate and an excess

at 5MeV. Reprinted from [164].

created the reactor neutrino anomaly, in which the antineutrino flux predictions based

on the β spectra of the fissioning isotopes did not match the measured flux in several

independent experiments.

Daya Bay and RENO both saw evidence correlating the emission from 235U and the

flux deficit [162, 163], with RENO suggesting there is also a dependence on 235U for the

5MeV bump [163]. Ab initio calculations from fission and β yields, and a re-evaluation

of the Huber-Mueller model using updated predictions, produced a better agreement

with data and suggest that 235U was the cause of the flux deficit [166].

Measurements of β spectra used in the Huber-Mueller model predictions come from

using thin foils of uranium or plutonium oxide between nickel foils to capture thermal

neutrons. The measurements of three of the fissioning isotopes were taken in the 1980s,
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with 238U in 2013. A re-evaulation of the 235U and 239Pu β spectra showed there

was previously a 5% overestimation in the 235U cumulative β spectrum [167]. This is

the expected source of the reactor antineutrino flux deficit after recalculation of the

spectra with the Huber-Mueller model [168]. Alternative models, such as in [169],

show improvements in part of the antineutrino flux compared to the Huber-Mueller

predictions, but still can not explain the 5MeV bump.

The excess at 5MeV is as yet unresolved, but attempts at new models and under-

standing of interactions have suggested possible ways to account for it. One suggestion

is biases on the reference spectra of fission electrons could cause the anomalies [170],

with forbidden transitions another explanation [171].

The simulations in chapter 5, and subsequent data reduction and analyses, did not

include the resolution to the reactor antineutrino anomaly as spectra calculated prior

to 2021 were used. As such, the deficit and the 5MeV bump are accounted for in the

systematic uncertainties on reactor IBD rates.

1.3.4.3 Previous Detection and Experiments

Reactor antineutrinos have been detected in many experiments since their first obser-

vation by Cowan and Reines, and first proof of application at Rovno. Until 2022, all

detections had been using scintillators. Detectors are generally doped with a neutron

capture agent to take advantage of the IBD signal (see subsection 2.3.1). Detectors such

as Daya Bay [172], Double Chooz [173] and RENO [174] are able to probe the mixing

angle θ13, as well as look for sterile neutrinos. The JUNO detector will attempt to use

reactor antineutrinos to resolve the mass hierarchy of neutrino states [123]. The choice

of scintillator instead of water is because the energy spectrum of reactor antineutrinos

is in the region 0 to 10MeV, and generally peaks around 3 to 4MeV depending on

their distance of travel. For water-filled detectors, such as SK, the energy threshold is

generally too low when light yield and backgrounds are accounted for. However, SNO+

was able to successfully observe reactor antineutrinos in 2022 by lowering its threshold

to 1.4MeV, allowing it to observe 50% of the 2.2MeV γs from neutron capture on

hydrogen [175, 176]. More detail on antienutrino interactions is given in section 2.1 and

detection mechanisms is given in section 2.2.
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1.4 Thesis Aims and Structure

The work in this thesis presents the development and characterisation of detector tech-

nologies for the purpose of reactor antineutrino detection and monitoring. An analysis

of detector performance and sensitivity to real reactors in a realistic environment has

been performed to understand the requirements of far-field reactor antineutrino moni-

toring for non-proliferation purposes.

This chapter has introduced the early history of the neutrino, and its relevance to

nuclear reactor safeguarding. The rest of the thesis is structured as follows:

� Chapter 2 explains the general detection principles for reactor antineutrinos, in-

cluding their interaction and the observable signal produced.

� Chapter 3 presents a test bed facility developed for characterising hardware for a

water-based neutrino detector.

� Chapter 4 details the characterisation of photomultiplier tubes for use in a detec-

tor, with a particular focus on the first characterisation of photomultiplier tubes

in the purpose-built water tank described in chapter 3.

� Chapter 5 describes Neutrino Experiment One, a proposed detector for mid- to

far-field reactor neutrino monitoring, alongside the simulation of signal and back-

ground sources in the detector.

� Chapter 6 presents the event reconstruction and data reduction algorithms devel-

oped for the analysis of detector designs.

� Chapter 7 presents three analyses, a rate-only sensitivity analysis for various

detector designs to reactors in a realistic environment and two spectral analyses

using neutrino oscillations to determine the distance to an observed reactor.

� Chapter 8 gives concluding remarks to the work presented throughout.
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Chapter 2

Antineutrino Interactions and

Detection

Due to their neutral charge and the fact they only interact via the weak interaction,

neutrinos are not directly observable. Instead, the products of their interaction with

matter are observed. The way in which they interact depends on both the properties

of the incident neutrino and the matter they interact with.

In the large-volume liquid-filled detectors used for neutrino detection, the interaction

products will produce light which is detected by photosensors. The characteristics of

the total light emission per interaction provide information on the particles directly

detected and the incident neutrino.

2.1 Interactions with Matter

On the energy scale of reactor antineutrinos (up to ∼10MeV), the dominant interac-

tion mechanism in water and hydrocarbons is IBD with a cross section ranging from

O(10−44) to O(10−41) cm2 [177]. During IBD, an electron antineutrino interacts with a

proton. An up quark becomes a down quark, forming a neutron, and a charged boson

is exchanged to produce a positron. The equation for IBD is

ν̄e + p → e+ + n,

with a Feynman diagram in Figure 2.1.
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Figure 2.1: Feynman diagram of IBD.

The cross section of interaction for IBD in [178] is given by

dσ

dt
=

G2
F cos

2(θc)

2π(s−m2
p)

2
|M2| (2.1)

where GF is the Fermi coupling constant, θC is the Cabibbo quark mixing angle, mp is

the proton mass, and |M2| is the absolute of the matrix element squared and gives the

probability of transition from the initial state to the final state. |M2| is calculated in

terms of the Mandelstam variables, as:

|M2| = A(t)− (s− u)B(t) + (s+ u)C(t) (2.2)

Here, s = (pν̄e + pp)
2, t = (pν̄e − pe)

2 and u = (pν̄e − pn)
2 are the Mandelstam variables

with momenta pν̄e , pe, pp and pn for the antineutrino, positron, proton, and neutron

respectively. A(t), B(t) and C(t) are functions of the Mandelstam variable t.

By inserting

s−m2
p = 2mpEν̄e

s− u = 2mp(Eν̄e + Ee)−m2
e

t = m2
n −m2

p − 2mp(Eν̄e − Ee)
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where Ee and Eν̄e are the positron and antineutrino energies respectively, and mp is the

proton mass, the cross section can be given as

dσ

dEe

(Eν̄e , Ee) = 2mp
dσ

dt
(2.3)

The cross section can be expressed as

σIBD(Ee) = 10.0× 10−44 pe Ee E
α
ν̄e cm

2, (2.4)

where

α = −0.07056 + 0.02018 lnEν̄e ln
3Eν̄e .

This parameterised cross section is used to determine the detectable spectrum of a

reactor at a site in [179].

Other calculations of the cross section have been performed, such as in [180]. A

more recent calculation, in [177], reduced the uncertainties at higher energies but with

no significant change in the absolute values. On the energy scale of reactor neutrinos,

the difference between the cross sections in [177] and [178] is negligible. The overall

uncertainty on the IBD cross section is under 1%, with a full treatment including

information on the neutron decay reducing the uncertainty to 0.52%.

For IBD to occur, the antineutrino must have sufficient energy to overcome the

threshold. This is determined by the mass of the particles involved, and can be ex-

pressed as

Ethr =
(mn +me)

2 −m2
p

2mp

(2.5)

in the laboratory frame. During IBD, the antineutrino energy is given entirely to the

interaction products. The majority of the kinetic energy is taken by the positron, which

is relativistic upon emission for detectable positrons from reactor antineutrinos. As

such, the positron can provide information about the energy of the incident antineutrino

through the approximation

Eν̄e = Ee+ + Ethr −me. (2.6)

The positrons emitted during IBD have an almost isotropic distribution, with a

slight bias in the backwards direction. The neutron, however, takes most of the an-

tineutrino’s momentum, causing the initial direction of emission to be mostly parallel

to the antineutrino direction. This is due to the neutron dominating the total mass

after the vertex of interaction. After emission, the neutron will random walk. It will
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scatter successively in the detector medium, deviating from the original path as it does,

until it thermalises. After thermalising, the neutron is captured on a nucleus in the

detection medium e.g. hydrogen. This produces a signal from the de-excitation of the

capture nucleus, which will occur within a small distance of and short time after the

positron signal. This time and distance is determined by the detection medium, and

creates a coincident pair of signals for an IBD interaction.

The other major mechanism for antineutrino interaction is the Elastic Scattering

(ES) of antineutrinos on electrons, both neutral- and charged-current. The cross section

of elastic scattering for reactor antineutrinos is O(10−45) to O(10−44) cm2 [181], but

there is no energy threshold for the interaction to occur and the number of target

particles is significantly higher. Electrons are typically scattered in the same direction

as the incoming antineutrino, but the antineutrino does not necessarily deposit all of

its energy as it does in IBD. A comparison of the cross section of IBD and ES is seen

in Figure 2.2.

Figure 2.2: Cross section of IBD and elastic scattering for both electron neutrinos and

antineutrinos. Reprinted from [181].
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2.2. Light Production in Matter

2.2 Light Production in Matter

For a particle to be observed in a detector, it must produce an observable signal.

Neutrino detectors rely on light production by the products of a neutrino interaction.

There are multiple mechanisms by which this can occur, depending on the detector

design and interaction type.

2.2.1 Cherenkov Radiation

Water Cherenkov detectors are set up to look for Cherenkov radiation from an electron

or positron that has been transferred kinetic energy from a neutrino. Cherenkov radia-

tion is a phenomenon that occurs when a charged particle has a velocity v greater than

the speed of light in a dielectric medium with refractive index n [182]:

v ≥ c

n
.

When the charged particle passes through the medium, polarisation followed by de-

excitation of the molecules in the medium cause the emission of Electromagnetic (EM)

radiation. When the particle travels faster than the speed of light in the medium, it

disrupts the emitted EM radiation and creates constructive interference in the polarisa-

tion field. This creates a characteristic blue cone of Cherenkov radiation, the geometry

of which is shown in Figure 2.3.

From this geometry, the particle’s velocity can be determined. The opening angle

of the cone is given by

cos(θ) =
1

nβ
,

where β = v/c. This yields the threshold for Cherenkov radiation of

β >
1

n
,

and a maximum opening angle of

θmax = cos−1

(
1

n

)
.

For a particle of mass m, the kinetic energy threshold to produce Cherenkov radiation

is

Ethr =
mc2√
1− 1

n2

.

39



Chapter 2. Antineutrino Interactions and Detection

ct
n

vt

Figure 2.3: The geometry of a Cherenkov cone. The red arrow (left) shows the direction

of travel of the particle, the blue arrows (right) show the propagation of Cherenkov

radiation.

The frequency spectrum of Cherenkov radiation is given by the Frank-Tamm equation

[183, 184]

∂2E

∂x∂ω
=

q2

4π
µ(ω)ω

(
1− c2

v2n2(ω)

)
for v >

c

n(ω)
, (2.7)

and yields the total energy radiated per unit length:

dE

dx
=

q2

4π

∫
v> c

n(ω)

µ(ω)ω

(
1− c2

v2n2(ω)

)
dω, (2.8)

where q is the electric charge of the particle and ω is the frequency, and µ is the

permeability of the medium. This means the amount of light produced via Cherenkov

radiation is related to the energy of the charged particle.

The cone of light reveals both the direction and energy of the charged particle, and

will produce a ring pattern on a detector wall. This ring can be used to determine

the interaction vertex. The light yield from Cherenkov radiation, particularly at the

energy reactor antineutrinos are produced at, is low. This limits the resolution with

which the energy and vertex location can be determined. The spectrum of Cherenkov

radiation is continuous, with a peak at 420 nm and most light in the Ultra-Violet (UV)

and blue regions. Photosensors for neutrino detectors are typically designed to have a

peak sensitivity matching this region of peak emission.
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2.2.2 Scintillation

The other major mechanism of light production in neutrino detectors is scintillation.

Scintillators still rely on the products of neutrino interaction, but the light production

differs.

Scintillators come in many forms, but the one typically used in neutrino detection

is organic liquid scintillator [185]. In a scintillator, a charged particle will deposit

energy and cause ionisation or excitation of the scintillator molecules. A subsequent

de-excitation will radiate light.

In an organic scintillator, phenyl groups are the key source of radiative emission.

Phenyl groups contain delocalised electrons in π-orbitals arising from hybridisation of

s- and p-orbitals in carbon atoms in the groups [186]. The energy levels in these groups

lead to the emission of blue to UV light [187], which is ideal for detection with common

optical sensors.

Within a scintillator molecule, electronic energy states comprise several vibrational

states with very small energy splitting. In most cases, the excitation of a π-electron will

happen from the vibrational ground state of the electronic ground state to an excited

vibrational state of an excited electronic state, which is known as the Franck-Condon

principle [188, 189]. This occurs because the electronic transitions are nearly instant

compared to the timescale of nuclear motion. Therefore, the excited state must be

compatible with the previous state at the instant of transition for the transition to be

able to occur.

The de-excitation of vibrational states is very quick (10−12 to 10−11 s) and non-

radiative. The de-excitation of electronic states depends on the fine splitting. A singlet

state will de-excite in O(10) ns, but a triplet will be milliseconds or longer as it requires

two excited molecules due to forbidden transitions arising from angular momentum

conservation between states. Forbidden transitions rely on a spin flip, which is forbidden

by electric dipole transitions and requires the inclusion electric quadrupoles. As such,

this process occurs at very low rates causing triplet state de-excitation to be very slow

[186, 190]. The quick de-excitation of singlets states produces fluorescence, the slow

de-excitation of triplet states produces phosphorescence; this gives rise to fast and slow

scintillation components. Example energy levels for a fluorescent molecule are shown

in Figure 2.4.

Scintillators containing a single solvent will suffer from self-absorption, where the

emission and absorption spectra overlap and emitted light is re-absorbed. To overcome
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Figure 2.4: Energy levels of singlet (S) and triplet (T) states with corresponding vi-

brational levels shown for a fluorescent molecule. Radiative transitions (solid) and

non-radiative transitions (dashed) are shown. Reprinted from [191].

this, one or more fluorescent molecules are used, with the effect of using two shown

in Figure 2.5. Typically, a primary fluor is used to shift the radiated light to longer

wavelengths (Stokes shift), through energy loss, where the scintillator is transparent.

In some occasions, a secondary wavelength shifter is also used to shift the wavelength

further. Energy transfer to the primary fluor is typically non-radiative, via Förster

Resonant Energy Transfer (FRET) [192], but transfer after this is typically radiative.

A variety of solvents and fluors are used, with combinations picked to tune the per-

formance of the detector medium. Linear Alkyl Benzene (LAB) is used in SNO+ [193],

with it showing particularly good safety features, transparency, material compatibility

and low cost [194–201]. Pseudocumene was used in Borexino for its high light yield [202],

but is chemically aggressive [203–208]. Among the fluors, 2,5-diphenyloxazole (PPO)

is a common choice [193, 195, 198–201, 204, 205, 209–211].

Where Cherenkov light is directional with a low light yield, scintillation light is

isotropic but with a high light yield and very low threshold. Scintillators are generally
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Figure 2.5: Typical arrangement of absorption and emission regions in a solvent with

two wavelength shifters. Reprinted from [191].

used where a good energy resolution or low energy threshold is required.

2.2.3 Neutron Capture

The capture of thermal neutrons on nuclei can lead to the production of light. When

a thermal neutron, one which has an average kinetic energy corresponding to particles

in the ambient medium (∼0.025 eV), captures on a nucleus, it leaves the nucleus in an

excited state. The nucleus de-excites and emits one or more gamma rays with a discrete

total energy characteristic to the nucleus’ energy levels. These gamma rays can be used

to tag the neutron capture. The total energy deposited due to the neutron capture is

dependent on the Q value of the interaction, and determines the number of photons

emitted by the neutron capture.

2.2.4 Light Loss Mechanisms

Whilst the detector medium, whether water or a hydrocarbon, will produce light, it

will also attenuate light through numerous mechanisms.

Absorption occurs when the wavelength of light corresponds to energy levels in the

medium in which it propagates. If the light matches the energy levels, it excites the
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medium but is absorbed in the process. If light is re-emitted, it is isotropic and not

directional. Pure water in a liquid phase absorbs mostly at longer wavelengths [212].

Scattering of light comes in three key forms. Rayleigh scattering is dominant in the

liquid media used in neutrino detectors, and occurs when light scatters elastically off

molecules much smaller than the wavelength of the light [213]. The light is polarised

by the scattering and the wavelength remains the same as the incident light. The

scattering is symmetric forwards and backwards with respect to the direction of the

incident light. Mie scattering is also elastic, but occurs when the molecule scattered

off is of a similar size to the wavelength of the light [214]. The scattered light is

polarised as with Rayleigh scattering but is asymmetric, being scattered in the forward

direction. The larger the molecule, the more the light is forward scattered. The third

mechanism, Raman scattering, is subdominant. Raman scattering is inelastic, some

energy is transferred between the molecule and the light (usually to the molecule)

[215].

Quenching is the loss of deposited energy that results in a reduction in light yield

in a scintillator. Ionisation quenching is the major form of quenching considered in

organic liquid scintillators. When the energy loss (dE/dx) of the particle is small,

the light yield of the scintillator is proportional to the energy of the particle. When

dE/dx is large, the scintillator has a non-linear response. As the particle travels, it

excites molecules along its path. When the particle is heavy or travelling slowly, the

density of ionised and excited particles is high. The scintillator becomes saturated and

interactions between excited molecules result in more non-radiative transitions, causing

a reduction in emitted light. The scintillator is in effect at the maximum capacity

for light production in the area the particle deposits energy in. A proton or an alpha

particle will produce an order of magnitude less photons than an electron of the same

energy [185] because of this effect.

Ionisation quenching is typically described by the empirical Birks’ law [216]

dL

dx
= S

dE
dx

1 + kB
dE
dx

, (2.9)

where dL is the light produced along path dx, S is the light yield constant, kB is

Birks’ quenching parameter and dE is the energy loss of the particle along path dx.

This approach treats ionisation quenching as temporary molecular damage [217]. A

more general version, Chou’s equation [218], is often used too as it includes the effects

of neighbouring molecules. Other forms of quenching, such as impurity and colour
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quenching [219], can be mitigated by tuning the scintillator cocktail.

Pure water is typically measured to have a much longer attenuation length than

scintillators. The attenuation length in SK with pure water was measured as ∼120m

at 400 nm [220], which is significantly longer than the 15.10 ± 0.35m attenuation length

in Daya Bay’s Gd-doped LAB [221]. Attenuation in scintillator is dominated by ab-

sorption, with scattering lengths generally being less significant; SNO+ measured a

scattering length of 71.90 ± 13.6m [193]. The values quoted for Daya Bay and SNO+

here are fairly typical for scintillators [222].

2.3 Detector Fill Media

2.3.1 Gadolinium doping

As described in section 2.1, an electron antineutrino interacts via IBD to produce a

characteristic positron-neutron coincident pair. The positron will produce a prompt

signal via instantaneous Cherenkov radiation, the neutron will thermalise and then

capture to produce a delayed signal. The delayed neutron capture can be used to tag

the prompt positron, producing a distinctive coincident signal.

In both pure water and pure liquid scintillator, the neutron will capture on hydrogen

[223]. Hydrogen has a neutron capture cross section of 0.3 b [224], leading to a capture

time around 200 µs. The energy released is a single 2.2MeV gamma. This leads to a

weak signal that can be easily masked by backgrounds.

To boost the neutron capture signal, the detector medium can be doped with a neu-

tron capture agent. Several options are present, including cadmium [225] and lithium

[226]. Gadolinium is a common choice due to its high neutron capture cross section

and non-toxic properties. Gadolinium has the highest neutron capture cross section

of any stable element, 2.54 × 105 b for thermal neutrons on 157Gd [227] and an aver-

age of approximately 4.9 × 104 b across all isotopes [228, 229]. Gadolinium will also

emit an average 8MeV gamma cascade upon neutron capture [230], significantly more

than hydrogen, and capture a neutron within approximately 30 µs for a typical 0.1%

Gd loading in water. This creates a much clearer delayed signal, with a much tighter

time and distance between the prompt and delayed IBD signals, when compared to

hydrogen.

Gadolinium doping was first proposed in [231, 232], and tested in Evaluating Gadolin-
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ium’s Action on Detector Systems (EGADS) [233] in the form of a 0.2% concentration

of Gd2(SO4)3 (0.1% concentration of Gd). The optical properties of EGADS, in Fig-

ure 2.6, remained stable with good transparency and the neutron capture efficiency was

calculated as 84.36 ± 1.79% [234]. The neutron tagging efficiency on hydrogen in SK

with pure water was determined as (17.74 ± 0.04stat ± 1.05sys)% [235]. As such, in

2020 SK started moving to a new phase with gadolinium included (SK-Gd) [236].

Figure 2.6: The water transparency in EGADS measured between October 2014 and

September 2017. The blue band is where SK III and IV operated. Reprinted from

[233].

2.3.2 Water-based Liquid Scintillator

As described in section 2.2, light can be produced via scintillation and Cherenkov

radiation. Each of these mechanisms has benefits and drawbacks; Cherenkov radiation

has a low light yield and high energy threshold to overcome, but is directional, whereas

scintillation light has no threshold and a high light yield, but is isotropic. Liquid

scintillator is also hard to scale to large detectors due to its absorption, cost, and

availability, whereas water is much easier to scale to very large detectors.

A combination of water and liquid scintillator, in the form of Water-based Liquid

Scintillator (WbLS), is a potential solution to get the benefits of both media. Current

WbLS cocktails are based on LAB combined with water using a surfactant [237–240]1.

1New cocktails are based on di-isopropylnaphthalene (DIN) [241].
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LAB is an oily, hydrophobic substance and so separates from water. The surfactant

allows the formation of micelles, which have hydrophobic (non-polar) and hydrophilic

(polar) surfaces [240]. This allows the LAB to combine with the water. The fluor used

is PPO [242].

WbLS could lower the energy threshold of water-based neutrino detectors. Studies

of WbLS-loaded detectors, such as THEIA [243], see an energy threshold of 0.6MeV

used in a detector with a 50 kT volume [244, 245]. This is significantly lower than SK,

which is also 50 kT but has a threshold of 3MeV [246] in its pure water fill. There

would also be an expected boost in signal detection efficiency, accompanied by a boost

in energy resolution due to the high scintillator light yield [247]. SK-III reached an

energy resolution of 10% at 30MeV [100], but a WbLS cocktail with a 10% scintillator

concentration would be able to reach 12% at 1MeV [248]. This is due to an increased

light yield compared to water, with a measurement of 127.9 ± 17.0 photons/MeV/(%

concentration of scintillator) [247]. The relative light yield of WbLS is slightly lower

than a pure LAB/PPO cocktail [249].

The directionality of Cherenkov radiation could be preserved if the scintillation and

Cherenkov light could be separated. Scintillation light is emitted after a short delay,

but Cherenkov radiation is immediate. A sufficiently fast photosensor, such as a Large

Area Picosecond PhotoDetector� (LAPPD�), could resolve the immediate Cherenkov

and delayed scintillation components [250–253]. The Cherenkov/Scintillation Separa-

tion (CHESS) experiment aimed to demonstrate this concept [242, 254] and the time

response of LAB/PPO combinations has been measured via X-ray excitation [239]. A

simulation of WbLS can be seen in Figure 2.7, with the Cherenkov ring on the detector

clearly visible.

As well as using fast photosensors, using slow fluors that use the triplet states to in-

crease the time between the absorption and emission of the scintillation component can

also allow the time separation of Cherenkov and scintillation light [256]. Alternatively,

spectral separation is possible due to the long-wavelength photons being dominated by

Cherenkov radiation and the short-wavelength photons being dominated by scintillation

light [257, 258].

WbLS is expected to have good Particle Identification (PID) performance, with γ-

neutron separation shown [259]. The Eos experiment is designed to investigate the PID

performance further [260].

WbLS can be doped with a metal neutron capture agent, such as gadolinium, as
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Figure 2.7: High-energy electrons in WbLS. The scintillation light (red) is isotropic

whilst the Cherenkov radiation (blue) is directional and forms a cone of light. This is

picked up by PMTs as it forms a ring of light on the wall. Reprinted from [255].

the metal can be loaded into the aqueous phase [261]. Previous studies have shown

gadolinium-doped WbLS to be the only viable way of increasing low-energy neutrino

detection for reactor neutrino monitoring with a water-based detector [262].

2.4 Summary

The choice of a detector’s fill medium depends on the particle being observed. In the

case of reactor antineutrinos, the dominant interaction mechanism is IBD, in which an

electron antineutrino interacts with a proton to form a positron and neutron in a pair.

The positron can be observed via Cherenkov radiation in water and scintillation light

in a scintillator, and the neutron can be observed when it captures on a nucleus.

The efficacy can be boosted for both particles by tuning the detection medium. For
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the positron, water will allow good directionality via Cherenkov radiation. However, in

the case of reactor antineutrinos where the energy is low, the light yield from Cherenkov

radiation is low. Scintillators offer a higher light yield and therefore make the positron

easier to detect, but come with an increased cost, reduced scalability and no direction-

ality. Combining the two, via WbLS, may give some benefits of each medium.

The neutron capture efficiency can be increased by using a neutron capture agent,

such as gadolinium sulphate, with a high neutron capture cross section. This creates

a distinct capture signal with the deposition of a large amount of energy via photon

emission. By detecting the positron and neutron signals in coincidence with each other,

IBD can be identified.
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Chapter 3

PocketWATCH Water Cherenkov

Detector Test Bed

New detectors require a significant amount of R&D to design and build, and equipment

often requires characterisation before installation. To do this, smaller test bed facilities

are often used to replicate the conditions found in a large detector. Before SK moved

to gadolinium loading, EGADS was constructed and operated for a prolonged period

to understand the effects of long-term gadolinium exposure [233].

The light injection system to be used for the dynamic calibration of HK’s optical

properties requires characterisation before it can be installed, as do PMTs before they

can be effectively used. To carry out this work, the PocketWATCH test bed facility

has been developed at the University of Sheffield to allow the development of opti-

cal light injectors, material compatibility testing with ultrapure and gadolinium-loaded

water, and the operation of photosensors in single-photon mode. The system is nor-

mally operated with ultrapure, temperature-controlled water to match the expected

conditions of HK, but can also be doped with Gd2(SO4)3·8H2O at 0.2% to replicate

gadolinium-doped detectors.

3.1 Facility Description

3.1.1 PocketWATCH Tank

PocketWATCH is a 2 × 2 × 1.25m tank (Figure 3.1) that contains 2000L of water,

allowing a 25 cm air gap directly above the water. The tank is constructed using 6mm
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thick SS316 plates and raised 20 cm off the floor on 6 legs, with a 3mm thick SS316

lid on top. The air gap directly above the water allows for the installation of a gantry

system and control electronics. A valve is located at the bottom of the tank to allow

for draining of the system.

A gantry system can be installed at the water surface, allowing three-dimensional

positioning of objects in the tank. Currently, a two-dimensional gantry is able to cover

almost all of the water surface, with a platform that can be lowered to any height. This

is to be used for automated positioning of the light injectors being characterised for

HK, where a lowered platform will hold a mounting point that rotates in two angles.

(a) Technical design drawing of PocketWATCH.

(b) PocketWATCH without lid and

during filling with pure water. A two-

dimensional gantry is installed at the

water surface.

Figure 3.1: The PocketWATCH tank.

Water is circulated through inlet and outlet flanges at opposite diagonal corners

below the water level. There are two outlet ports on the lower flange and three inlet

ports on the upper flange. The two outlet ports each connect to an inlet port, one

via a water purification system and one via a temperature-control system, forming two

seperate loops. The third inlet is for filling the system. All five ports have a valve,

allowing them to be sealed. A further 30 cm flange is positioned on one wall below the

water surface to allow for future experimentation, and two smaller 10 cm flanges above
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the water are used for feeding cables into the tank.

Access to the tank is provided by a two-tonne overhead crane and hand-pulled

manual crane. This allows the lid to be safely removed and objects to be stably lowered

into and raised out of the tank. The tank is capable of housing large objects and rigs,

such as the one used for testing up to five 10” PMTs in section 4.6.

3.1.2 Water Filtration

The water is purified using a Veolia Water Technologies system which is able to provide

18.18MΩcm resistivity at 25 ◦C at a flow rate of 20 Litres Per Minute (lpm), giving

an idealised turnover time of 1.7 hours. This system is in constant operation to allow

continuous purification of the water, with a pump used to circulate the water.

The filtration system consists of several components, a schematic of which is seen in

Figure 3.2. A deionisation (DI) cylinder is used to remove dissolved anions and cations

in the water, such as Ca2+, Cl− and HCO−
3 . This uses a nuclear-grade mixed-bed virgin

deionisation resin, with virgin resin used for its better performance when compared to

recycled resins. Particulates are removed by a series of filters: 5µm, 0.2 µm and 0.05 µm

in size, and bacterial growth is suppressed using a 254 nm UV sterilisation lamp. The

resistivity of the water, as well as its temperature, is monitored pre- and post-filtration.

A second 5 µm filter is used in a separate loop during filling to remove large particulates

in the main water supply before exposing the rest of the system to the impure water.

Using a separate 5µm filter extends the life of the one in the main filtration loop,

which is in constant operation, by not exposing it to water with a high concentration

of impurities.

The filtration system for PocketWATCH has four main modes of operation:

1. normal operation with ultrapure water,

2. normal operation with gadolinium-doped water,

� the DI cylinder is bypassed in this mode

3. fill and recirculate,

4. sanitisation (see subsection 3.1.4).

During normal operation with ultrapure water, water is drawn from the tank using

the pump and sent via the DI cylinder, particulate filters and UV lamp before returning
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Figure 3.2: Schematic of the PocketWATCH filtration system. Figure by Matt Thiesse.

to the tank. The UV lamp is located between the 5µm and 0.2 µm filters. For use with

gadolinium-doped water, the DI cylinder is bypassed to avoid it removing the Gd3+

ions from the water. Options are available for Gd-compatible deionisation, which are

discussed in more detail in subsection 3.2.3, but they are not currently deployed in

PocketWATCH. During filling, water from the main water supply is fed through the

separate 5µm filter and the DI cylinder before entering the tank through the alternative

filling port. Water is then drawn from the tank and circulates via the main filtration

loop with the other three filters and the UV lamp, but not through the DI cylinder.

Once filling is complete, the DI cylinder is returned to the main filtration loop and

normal operation commences.

3.1.3 Water Temperature

The temperature of the water is controlled by an Applied Thermal Control Ltd. K4

4.5 kW chiller on a second loop. This unit can maintain the temperature of the water

between 4 and 30 ◦C to within ± 0.1 ◦C at a flow rate of 17 lpm. An external pump

with a higher water capacity than the K4’s internal pump is used to circulate the water
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through the loop. Alongside the standard vapour compression and expansion process

used for cooling, the system also includes a hot gas valve to allow heating.

3.1.4 Maintenance

Once per year, the system is sanitised and undergoes necessary maintenance. All four

particulate filters are removed alongside the UV lamp. The system is fully sanitised

using a chemical sanitiser containing hydrogen peroxide, acetic acid and peracetic acid.

The DI cylinder is bypassed to stop it removing the chemicals in the cleaning agent.

The sanitiser is maintained at a concentration greater than 0.8% w/w for at least one

hour with all parts of the tank, chilling loop and filtration loop in contact. The system

is then flushed, and new filters and a new UV lamp are installed. The DI cylinder is

replaced less frequently and is done only when necessary.

3.2 Performance

3.2.1 Light Tightness

To operate photodetection experiments, particularly at the single-photon level, external

sources of light must not interfere with the equipment. For PocketWATCH, this means

any light entering the tank will limit the ability to operate equipment in single-photon

mode or understand any light sources being used. Several measures are in place to

restrict light from entering the tank and allow operation of equipment in single-photon

mode. A 1 cm thick foam gasket between the lid and tank walls forms a hermetic seal

when compressed by the lid. The flanges used for electronic feedthroughs and water

inlet and outlet ports are all vacuum-compatible, and an extra cover is placed over the

tank lid. All pipework is made using thick-walled ABS pipes, replacing the previous

pipes which allowed blue and UV light to pass through. These measures exclude all

external light from entering the tank, and were all in place during the PMT tests

described in section 4.6.

Further measures were added in preparation for the characterisation of light injectors

for HK. These included lining the internal walls and base with 3M 2080 Matt Deep

Black vinyl to reduce reflections off the tank (Figure 3.3), and using black water-filled

polypropylene balls on the water surface to suppress reflections from the boundary

between the air and water. These balls provide a 91% surface coverage through optimal
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hexagonal circle packing.

Figure 3.3: PocketWATCH lined with black vinyl.

3.2.2 Water Temperature

It is common for photosensors to be highly sensitive to ambient temperature. To

characterise any equipment, the temperature must be maintained in a stable operating

window to minimise any thermal effects. Alternatively, to determine the effects of

temperature, the water temperature must be adjustable in a controlled and consistent

way. The K4 chiller in the PocketWATCH circulation system is used for this purpose.

The K4 chiller can maintain a water temperature to within ± 0.1 ◦C and adjust the

temperature between 4 and 30 ◦C. However, there is a large surface area beyond the

chiller from which heat can escape, reducing the efficiency and consistency. The pipes
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between the chiller and the tank, and the tank walls and lid, provide a significant

opportunity for heat loss.

Figure 3.4: PocketWATCH with insulation and an extra cover to prevent light entering

the system. Cables can be seen entering the tank via a covered feedthrough at the top

of the near side.

To maintain the bulk temperature, the outer walls of the tank are covered in 19mm

thick Armaflex Class O insulation with a thermal conductivity less than 0.033W/(m·K)

at 0 ◦C. All large sections of pipework between the chiller and the tank are also insulated

with foam to maintain temperature, and the room itself is held at 20 ◦C by an air

conditioning unit. Some of the measures to counter temperature loss, and to reject

ambient light, are shown in Figure 3.4.

The bulk water and ambient temperatures are measured by a series of Pt100 RTD

sensors in the bulk volume, filtration system and room. The bulk water temperature
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is stable to within 0.012 ◦C, with a small offset between probes due to differences in

the Analogue-to-Digital Conversion (ADC) calibration of the probes. The temperature

stability is visible in Figure 3.5.
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Figure 3.5: Measured PocketWATCH water and ambient temperatures. Small dips in

the temperature measurements in the tank are due to electrical noise, and not actual

temperature changes.

3.2.3 Water Quality

Liquid-filled particle detectors have great effort put into making their fill media as

pure as possible. This is to reduce backgrounds from radioactivity and impurities, and

maximise detector performance. Water-based detectors such as SK use ultrapure water

which is continuously filtered and polished, and are able to achieve attenuation lengths

reaching 100m for light in the wavelengths of interest [263].

To replicate these conditions, PocketWATCH has a deionisation and filtration sys-

tem in constant operation, and water conditions are closely monitored. The water

quality is measured constantly via resistivity measurements pre- and post-filtration.
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There is no in situ measurement of the bulk volume in the tank, so the post-filtration

resistivity acts as the maximum resistivity of the water and the pre-filtration resistivity

approximates the minimum resistivity assuming efficient mixing of impurities in the

tank. The resistivity of the water leaving the tank is always lower than it is leaving

the filtration system due to the dissolution of atmospheric gases and the leeching of

chemicals from components in the system.

The resistivity running in pure-water mode is seen in Figure 3.6. The constant

supply of ultrapure water is maintained, shown by the post-filtration measurement at

over 18MΩcm, and has a small drop in resistivity as it enters the tank and passes

through the system. The large drop in the pre-filtration measurement is caused by the

tank being opened, allowing atmospheric gases to dissolve. Once the lid is replaced,

the resistivity returns to its prior value.
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Figure 3.6: Resistivity of water in PocketWATCH before and after the filtration system.

The large drop in the pre-filtration resistivity is caused by removing the tank lid, which

allows atmospheric gases to dissolve into the water.

A more relevant metric for large Cherenkov detectors, which is not measured in

PocketWATCH constantly due to the need for water extraction, is the ability to transmit
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UV and visible light. Cherenkov light peaks in the blue and UV wavelength region,

and photosensors are typically sensitive to these regions. For these measurements, a

Shimadzu UV-2700i UV-Vis spectrophotometer, which uses a pair of lamps, double

monochromator and adjustable slit to create a beam of a precisely known wavelength,

is used with a 10 cm quartz test cell. Two measurement types are used: a 200 - 800 nm

spectrum with a 5 nm slit width is measured for both ultrapure and gadolinium-loaded

water, and a 250 - 300 nm spectrum with a 0.1 nm slidth width is measured for the

gadolinium-loaded water only. The 200 - 800 nm spectrum is used to determine the

transmission of light across the complete region of interest. The 5 nm slit width is

chosen to increase the signal-to-noise ratio and give a better accuracy. The larger slit

width has a lower resolution, and so cannot resolve sharp peaks as easily. However,

for measurements of the full spectrum, these features are not the desired observation.

The 250 - 300 nm measurement used for gadolinium-loaded water is a high resolution

measurement of the gadolinium excitation peaks in this region (Figure 3.7) [264], and

allows a determination of the relative concentration of gadolinium in the water over

time from the maximum absorption for each peak. Here, the 0.1 nm slit width allows a

good resolution when measuring narrow peaks.

Water is held in a 10 cm long quartz cuvette inside the spectrophotometer. A second

1 cm quartz cuvette filled with water from the same sample is used to measure the effect

of the quartz and its boundary with both water and air. The transmission of the 1 cm

cell is subtracted from the 10 cm cell, leaving the transmission of 9 cm of the sample

water.

When the cuvettes are completely clean, they have an identical transmission. Sub-

tracting the effects of one from the other when empty leaves a transmission of 100% in

an ideal situation. A cleaning procedure, in which the cuvettes are rinsed with acetone

followed by deionised water after every use, and cleaned by soaking in nitric acid on a

regular basis, is used to maintain the physical state of the cuvettes. However, it is not

always possible to maintain perfect cleanliness during repeated testing. This results in

the cuvettes showing slight differences in their transmission of light, and the subtraction

of one from the other having a wavelength-dependent offset from 100% transmission.

To handle this, a correction is applied to remove this offet. The correction is determined

by taking data with the cuvettes empty immediately before a measurement of a sample.

The metric for transmission used by SK is the “light left atX m”, typically quoted as

the “light left at 15m” [233]. This is determined by creating a set of weights which are
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Figure 3.7: Spectrophotometer measurement of transmission between 250 and 300 nm

of gadolinium-doped water. The troughs correspond to absorption due to the excitation

of Gd3+ ions [264].

the normalised product of the SK PMT quantum efficiency and Cherenkov spectrum.

These weights allow the wavelengths of interest in the SK detector to be prioritised.

The weights are used to produce a weighted average of the percentage transmission for

the path length of the measurement, with it being scaled to a chosen distance. The

light left at X m is defined as

%LL(X m) = 100
7∑
i

wi × e−X·α(λi), (3.1)

where λi is the ith wavelength, wi is the weight and α is the attenuation length for the

ith wavelength. The attenuation length is calculated as

α =
pl

ln(P )
, (3.2)

where pl is the path length used for measurements (pl = 9 cm for PocketWATCH

measurements) and P is the probability of transmission of a given wavelength. The

weights wi are given in Table 3.1.
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EGADS uses the Underground Device Evaluating Attenuation Length (UDEAL)

system to measure water transparency, which is a system of seven lasers fired through a

vertical water column of variable height up to a maximum of 8.2m. The light intensity

is measured by two integrating spheres, one before and one after the light is transmitted

through the water, using photodiodes.

λ [nm] 337 375 405 445 473 532 595

w 0.252 0.253 0.206 0.141 0.106 0.039 0.003

Table 3.1: Wavelength of lasers used by UDEAL and their weights for the calculation

of light left [233, 265, 266].

The %LL(15m) in SK is typically greater than 80%, and was in the 74 - 82% range

for SK-III and -IV [267]. EGADS observed values typically between 74 and 78% with

gadolinium-loading (Figure 2.6).

The %LL(X m) metric and weights in Table 3.1 are used to determine the optical

performance of the water in PocketWATCH, for both ultrapure water and Gd2(SO4)3-

loaded water.

3.2.3.1 Pure Water

The light left at 2m, the length of the tank, in PocketWATCH is observed as 93 ±
2% (Figure 3.9) with a transmittance of greater than 99% across most of the relevant

wavelength region (Figure 3.8). This allows Cherenkov radiation to be detected across

the whole tank by a PMT similar to those in SK.

The light left at 15m is ∼15% lower than measured by SK and EGADS, however

this may be in part due to methodology limitations. The measurements are significantly

limited by the spectrophotometer setup, including the limited path length and cuvette

cleanliness. The sensitivity of the spectrophotometer, which peaks in the 350 - 550 nm

range, means very little UV light is absorbed over the measurement path length for

the wavelengths of interest. Therefore, over the 9 cm test cell, very little detectable

absorption occurs in this wavelength range. The UDEAL system used by EGADS

has a length of 8.2m [233], and SK is able to use the inner detector volume [220],

giving a much larger path length for absorption to occur and be detected. However,

extrapolating from a 9 cm path length to several metres is difficult and small effects

can produce a large difference in the determined light left. The cleanliness of the
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Figure 3.8: Percent transmittance of Pock-

etWATCH water when running in pure wa-

ter mode. Cumulative measurement er-

rors from the UV-Vis spectrometer are also

shown.
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Figure 3.9: Percent light left shown as

a function of distance in PocketWATCH

pure water.

cuvettes can produce these effects, with difference between the sample and reference

cells offsetting the measured transmission. Correcting for this effect by measuring the

transmission of the empty cuvettes handles most of these issues, but any impurities

introduced when filling the cuvettes, or any impurities that can be suspended in liquid,

are harder to account for as they are only observable during sample measurements.

The uncertainty on the measured transmittance is determined from many repeat

measurements over a large period of time, and accounts for the cuvette cleanliness,

the handling of the sample between extraction from the tank and measurement of its

spectrum, and the positioning of the cuvettes in the spectrophotometer.

3.2.3.2 Gadolinium Compatibility

PocketWATCH is designed to be fully compatible with gadolinium doping in the form

Gd2(SO4)3·8H2O at a concentration of 0.2%, which matches the gadolinium doping of

EGADS. Using gadolinium sulphate in an octahydrate form allows easier dissolution

into water than using pure gadolinium sulphate. Gadolinium compatibility allows test-

ing for a wider range of experiments to take place, and materials were selected using the

experience of EGADS. Most materials known to be compatible with ultrapure water

are also compatible with Gd at the relevant concentration, except nylon and certain
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PVC formulations.

The DI cylinder is not compatible with Gd however, as it would remove the ions

from the water. Two proven methods exist to replace this, exchange resins with Gd

counterions as used by SK and an EGADS-style bandpass filtration. The exchange

resin works similarly to the standard DI cylinder used for PocketWATCH, but replaces

removed ions with Gd ions. Therefore, if a Gd3+ ion is removed, it is replaced by

another for no net loss in concentration. The band-pass system used by EGADS splits

the water flow into a Gd-less water and concentrated Gd water flow using nanofilters

after passing through a UV lamp and larger filters. The Gd-less water is then purified

through deionisation before being recombined with the concentrated Gd water. For

PocketWATCH, no Gd-compatible replacement for the DI cylinder is used. During the

gadolinium-doped operational mode, only the particulate filters and UV lamp are used

in the filtration system.

The water quality is measured in the same way as it is in pure-water mode, using

resistivity and UV-visible light transmission, with emphasis on the optical transmis-

sion. To measure the stability and water quality over time, 4 kg of Gd2(SO4)3·8H2O

was dissolved in the tank for a 0.2% concentration, and regular optical transmission

measurements were made over the course of a week. As the dissolving process on a large

scale takes time, the lid of the tank was removed for a long enough period to allow a

significant dissolution of atmospheric gases. A nitrogen buffer can be used above the

water surface to prevent this. However, as this is unnecessary for the normal opera-

tion of the facility, the tank was not changed to incorporate this for the purpose of

the Gd-compatibility test. To make a direct comparison to the water quality without

Gd, transmission measurements of the pure water were made without the DI cylinder

and with the lid off to replicate the conditions. If the DI cylinder was replaced with a

Gd-compatible system, this would not be necessary as the dissolved atmospheric gases

could be removed during deionisation without a reduction in the Gd concentration.

The measurements of Gd-loaded water and pure water, both with the DI cylinder

bypassed, are comparable as shown by Table 3.2. The Gd-loaded water had an approx-

imately 2% reduction in light left after the 2m length of PocketWATCH, and showed

a similar transmittance, when compared to pure water with no DI. The transmittance

and percent light left are shown for pure water with the DI bypassed in Figure 3.10 and

Figure 3.11, with the equivalent for Gd water shown in Figure 3.12 and Figure 3.13.

The small difference between the Gd-doped and pure water is not unexpected based on
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Mode %LL(2m) %LL(15m)

Pure Water - DI 93 ± 2 62 ± 10

Pure Water - No DI 93 ± 2 64 ± 11

Gd Water - No DI 91 ± 2 53 ± 9

Table 3.2: Percent light left at 2m and 15m for PocketWATCH water.

the small difference seen by EGADS to SK-III and -IV.

The measurements of light left over time and with decreasing resistivity, both with

and without Gd, with the DI cylinder bypassed are stable. The water resistivity and

%LL(2m) for the pure water are shown in Figure 3.14 for measurements taken prior to

the implementation of cuvette cleaning procedures and corrections. The absolute values

of the %LL(2m) measurements are lower than those with the cleaning procedures used

for the result in Table 3.2, but show the stability of UV transmission over time. The

resistivity of the water drops off rapidly in the first day with the tank open and DI

cylinder bypassed, before decreasing at a constant rate of approximately 9% per day

through the end of the test.

The water resistivity when Gd is loaded into the water falls to below 1.5 kΩ cm

before stabilising (Figure 3.15 (top)). The %LL(2m) remains stable throughout the

test, and is comparable to the values obtained from pure water (Figure 3.15 (middle)).

This stability implies no leeching of chemicals or material degradation due to reactions

with the Gd2(SO4)3. Analysis of the absorption peaks due to gadolinium showed no

change over time once all Gd2(SO4)3 had completely dissolved (Figure 3.15 (bottom)).

This confirms that no gadolinium is being removed by the filtration system or is coming

out of solution during circulation.

A combination of good optical properties when the water is gadolinium-loaded, no

reduction in gadolinium concentration and no apparent material compatibility issues

indicates that the system is compatible with gadolinium. This allows the replication of

gadolinium-doped water Cherenkov detector conditions for equipment testing.

3.3 Summary

The PocketWATCH facility is a test bed designed for prototyping and characterising

equipment for deployment in water Cherenkov detectors. It is able to replicate the water
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Figure 3.10: Percent transmittance of

PocketWATCH water when running in

pure water mode with the DI cylinder by-

passed. Cumulative measurement errors

from the UV-Vis spectrometer are also

shown.
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Figure 3.11: Percent light left shown as

a function of distance in PocketWATCH

pure water with DI cylinder bypassed.
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Figure 3.12: Percent transmittance of

PocketWATCH water when running in Gd

water mode with the DI cylinder bypassed.

Cumulative measurement errors from the

UV-Vis spectrometer are also shown.
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Figure 3.13: Percent light left shown as a

function of distance in PocketWATCH Gd

water with the DI cylinder bypassed.

and light conditions of large, ultrapure water detectors and those with gadolinium-

loading.
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Figure 3.14: Pure water resistivity (top) and %LL(2m) results (bottom) over time

since the DI bypass. The mean value was %LL(2m) here is 85 ± 5%, but the standard

cuvette cleanliness procedure was not followed. Instead, the stability of the %LL(2m)

is of interest.
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Figure 3.15: Gd water resistivity (top), %LL(2m) results (middle) and normalised

peak absorbance for the largest two Gd absorption peaks (bottom). The approximately

1.5% difference in resistivity readings from both sensors is consistent with the expected

accuracy uncertainty of the cell constant, specified as ± 1% for this range.

The water in the system is continuously filtered and polished to remove impurities,

with resistivity measurements reaching those expected of ultrapure water. The optical

properties of the water allow transmission in the wavelengths of interest for Cherenkov

detectors, and are stable over long periods of time.

The system is completely gadolinium compatible, with no leeching of chemicals

from materials in the system or degradation of the optical properties of the water.

The filtration system does not remove the gadolinium ions, although an alternative

deionisation system is required such as the resin used by SK.

The PocketWATCH tank is completely light tight and temperature-controlled, al-

lowing a variety of testing regimes down to the single-photon level. The tank also has
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the space and capacity for gantry systems to be installed at the surface of the water,

or for large objects to be lowered in by an overhead crane.

These attributes produce a facility that can be used not only for equipment develop-

ment, but also general experimentation. Cosmic ray muon detection in the water using

a variety photosensors, with plastic scintillator placed on the tank lid for a coincidence

trigger, can be performed. When loaded with gadolinium, neutron capture measure-

ments originating from both cosmic ray muons and radioactive neutron sources can be

made by measuring the nuclear de-excitation of the gadolinium. Detailed measurements

of equipment, such as the testing of PMTs described in chapter 4, and experiments us-

ing larger photosensors are also possible using the facility. The combination of material

compatibility, water purification, overhead access using a crane and light tightness allow

a large range of particle detection experiments, creating a highly flexible and unique

facility.
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Chapter 4

Photomultiplier Tubes and their

Characterisation

In a liquid-filled particle detector, the photons emitted due to particle interactions are

used to observe and identify particles. In the case of neutrino detectors, these particles

are the products of neutrino interactions. To detect the emitted photons, the detector

is instrumented with photosensors. The common choice of photosensor is the Photo-

Multiplier Tube (PMT). Photons, in particular when detected individually, produce

small signals. PMTs are designed to amplify a photon signal, making them more easily

observed.

The choice of photosensor is dictated by the requirements of the detector. Neutrino

detectors require stability and longevity due to the long detector lifetimes, high photo-

sensor coverage and therefore low cost per unit collection area, and sensitivity to the

wavelengths produced by the detector medium. Large PMTs are the typical choice here.

SK uses 11129 Hamamatsu 20” diameter PMTs in the inner detector and 1885 8” diam-

eter PMTs in the outer detector [263, 268], the outer detector for LUX-ZEPLIN (LZ)

uses 3” PMTs [269] and SNO+ uses 9362 8” PMTs previously used in SNO [85, 270].

Fast timing can be useful in some scenarios, such as Cherenkov/scintillation separa-

tion; fast detectors such as LAPPD�s are useful here [251, 253]. Some novel detectors

require several channels in a single readout, in which case small multianode PMTs are

beneficial [271, 272].

The PMTs used for performance studies of Neutrino Experiment One (NEO) from

chapter 5 onward, and the ones that will be used in the Boulby Underground Test

Tank for Observing Neutrinos (BUTTON) [3], are 10” Hamamatsu R7081-100s. This
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PMT model and characterisation testing of these devices is described from section 4.3

onward.

4.1 Background on PMTs

PMTs are used to detect photons by converting them into a readable electrical signal.

There are several key sections in a PMT, which are shown in Figure 4.1.

Figure 4.1: Structure of a PMT. Reprinted from [273].

There is an outer window layer at the front which has a low work function material

deposited on the inside called the photocathode. On larger PMTs, the window is

often a bulbous shape and the photocathode sits on the inside of the bulb. This is to

increase the mechanical strength as inside the window is a vacuum region. A diagram

of the Hamamatsu R7081, with its bulbous window, is shown in Figure 4.5. A photon

in the energy range the photocathode is sensitive to has the potential to liberate an

electron, called a photoelectron, via the photoelectric effect [274]. Liberated electrons

are pulled by a potential across the vacuum region under the window towards a current

amplification region. Current amplification is commonly done using dynode chains

[274], but Micro-Channel Plates (MCPs) are also used as they are much thinner and so

reduce the time for an electron to propagate through the system [275, 276]. Secondary

electrons are emitted at each dynode, or MCP, to amplify the current. The amplified

current is picked up by the anode, where the signal can be read out. PMTs with a

gain, the ratio of the charge at the anode to the number originating photoelectrons for

the pulse, of 106 or more allow single photoelectrons to be counted. The charge read

out at the anode can allow multi-photon pulses to be analysed, as it is expected that
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charge collected at the anode is linearly correlated with the number of photons hitting

the photocathode.

PMTs have a typical response to a single photon liberating a Single Photo-Electron

(SPE). This forms a characteristic pulse at the anode, the features of which are dictated

by the PMT’s design.

There are several ways in which PMTs can differ. Many features such as the timing

characteristics, sensitive wavelengths, gain and dark rate are dictated by PMT design.

4.1.1 Window and Photocathode

The choice of photocathode material will impact the wavelengths that the PMT is sen-

sitive to [273]. Bialkali photocathodes have a quantum efficiency, the probability of a

photon incident on the photocathode being absorbed and liberating a photoelectron,

that peaks for blue wavelengths [274]. An example of the wavelength-dependent quan-

tum efficiency of a bialkali photocathode is shown in Figure 4.2. A quantum efficiency
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Figure 4.2: Quantum efficiency of the Hamamatsu R7081-100 with a high quantum

efficiency bialkali photocathode as used in simulations for NEO [277].

of 35% is considered to be high. Bialkali photocathodes, such as Sb-Rb-Cs and Sb-K-

Cs, have a higher sensitivity and lower dark current (described in subsection 4.1.5) than

an Sb-Cs photocathode. Low noise bialkali photocathodes e.g. Sb-Na-Cs are available.
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They are able to withstand high operating temperatures, up to 175 ◦C compared to the

standard 50 ◦C, and exhibit very low dark current.

The sensitivity is also determined by the window materials. The most common

choice is borosilicate glass which is opaque at wavelengths shorter than 300 nm [273].

The PMT glass is a large source of background in detectors with many PMTs due

to its inherent radioactivity. Low-radioactivity borosilicate glass can be used, where

materials and processes that introduce less contamination are used. This can lower the

rates of radioactive decays in the glass by an order of magnitude. There is a tradeoff

between sensitivity, cost and radioactivity. Materials that offer both high sensitivity and

low radioactivity tend to cost more to produce. This can be impractical for detectors

with many photosensors.

4.1.2 Charge and Gain

The output charge distribution of a PMT is determined by several factors: the cathode,

the amplification, and the charge collection [273]. The gain of a PMT is determined

by the amplification mechanism. Dynode chains are split into several stages, typically

between a few and around 20, and amplify the current by a factor between 10 and

109. More stages in the dynode chain will provide more amplification, with the total

amplification being described by

µ = δn, (4.1)

where µ is the gain, δ is the number of secondary electrons emitted per primary electron

for the dynode material and n is the number of stages in the dynode chain. Materials

used in the dynode are chosen for their secondary emission, with alkali antimonide (Sb),

beryllium oxide (BeO) and magnesium oxide (MgO) being commonly used [273]. The

material is coated onto a substrate electrode. The electrode is typically nickel, stainless

steel or copper-beryllium alloy. The calculation of gain can be done from the charge

distribution resulting from the integration of the waveforms output at the anode.

The total gain across the complete dynode chain (in the case of a roughly linear

voltage divider) can be modelled as

A = an
(
V

n

)nα

, (4.2)

where V is the applied voltage, n is the number of dynodes, and a and α are constants

specific to the PMT [274]. To reduce the need for very high gain PMTs, amplifiers are
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often used to boost the output signal. The observed gain in this case is the gain of the

whole system including additional amplification.

The linearity of the system, the degree of proportionality between the incident light

and resulting electrical signal, will impact the charge output. The linearity in current

through the cathode is typically limited to the µA level, above which the resistivity

can impact the linearity of the PMT output. A high bias to the first dynode can help

reduce this effect.

The uniformity of the electric field through the amplification structure will also

impact the output. Edge effects and non-uniformity in the field between dynodes can

cause charge to be lost as it propagates through the system.

The anode can also be a source of non-linearity in the system. For large pulses, the

large amount of charge may impact the electric field as it passes through the anode

which will impact the current at the anode. A higher potential means that a larger

pulse is needed to disrupt the electric field, as the field will be larger relative to the

pulse, and will improve linearity.

The charge distribution, such as the one shown in Figure 4.3, can be used to deter-

mine the resolution of the PMT i.e. how well photoelectrons can be resolved from each

other; some PMTs are able to resolve single photoelectrons.

4.1.3 Timing

A PMT will produce an electrical pulse at the anode when charge is collected after a

single electron is amplified through the system. The PMT will have a charge response

and a time response to the single electron. The Single-Electron Time Response (SETR)

is the distribution of arrival times in the electron cascade that constitutes the PMT

output i(t). It is assumed that the timing distribution for the amplification of a sin-

gle electron starts as a δ-function at the first dynode, where secondary electrons are

generated [274]. The secondary electrons are released without any time dispersion, but

with different initial energies and directions. These electrons then arrive at the second

dynode with an exponential time distribution. The timing distribution becomes an

exponential folded with itself at each dynode. This creates an output function at the

nth dynode:

in(t) = tn exp(−αt). (4.3)

The impact on the timing characteristics of a pulse of this effect are seen in Figure 4.4,

where the spread leads to a pulse with a width λ.
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Figure 4.3: Typical relative charge spectrum of a Hamamatsu R7081 PMT with the

key components labelled. The pedestal is due to waveforms with no pulses, the valley

is caused by under-amplified signals, and the charge response contains an SPE peak

with multi-PE peaks in the tail.

The transit time of a PMT is the time it takes from a photoelectron being liberated

to the signal being produced at the anode. Transit time is statistical and so is quoted

as an average. The distribution for transit time consists of several features; there is a

prompt signal from a photoelectron which is Gaussian, a continuous random dark noise

distribution and delayed pulsing peaks (see subsection 4.1.4). In multi-detector systems,

such as neutrino detectors with a large number of PMTs, transit time is generally

accounted for to synchronise the output. The transit time of a PMT is affected by λ,

but in a complex and non-trivial manner.

Transit time has a dispersion from pulse to pulse for the prompt photoelectron

signal. This dispersion is caused by several factors including the launch angle, emission

energy and location of emission of the photoelectron from the photocathode, and the

way is which the charge is collected by the anode. The standard deviation of the

distribution of transit time is the Transit Time Spread (TTS). This spread will impact

the ability to observe and reconstruct events.
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Figure 4.4: Pulse shape with the dynode steps. λ is the pulse width at the anode.

Reprinted from [274].

4.1.4 Undesired Pulses

Most pulses will occur via the standard propagation route of a photoelectron passing

from the photocathode through the dynode chain. However, a small number of pulses

are affected by other mechanisms and can lead to early or late pulses [274]. There

are several mechanisms for this and they all impact the observed pulse at the anode

differently:

1. Backscatter of a photoelectron from the first dynode causes the photoelectron to

travel toward the photocathode, decelerating in the electric field. The electron

stops just short of the photocathode and then accelerates through the system as

it would if liberated from the photocathode, creating a late pulse.

2. A photoelectron can be scattered inelastically from the first dynode, carrying

away some energy. Fewer secondary electrons are emitted and two undersized

pulses are produced, one of them being a late pulse.

3. A photon can be directly incident on the first dynode. An undersized pre-pulse

is generated here.

4. Photons can be produced at the anode in high gain PMTs. If these photons reach

the photocathode, a photoelectron can be emitted and a second pulse at twice

the transit time is produced.

5. High-speed scattering of a photoelectron from the first to the second dynode can

generate an undersized, slightly early pulse.

6. After-pulsing can occur due to ionisation of gases due to an imperfect vacuum in

the PMT.
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7. Induced charge passing through the anode mesh due to the electrons from the

penultimate dynode can produce an early pulse. This pulse is normally very close

in time to the main pulse and is often not resolved.

4.1.5 Dark Noise

PMTs used for single-photon detection have characteristic SPE pulses produced when a

photon liberates an electron from the photocathode. However, photons are not the only

mechanism by which electrons are liberated from the photocathode. Thermal energy,

electric fields and particles can all liberate electrons if enough energy is transferred.

From the waveform alone, it is impossible to distinguish the mechanism that produces

an electron as the pulse is identical between mechanisms. A single electron will produce

an SPE level pulse (a pulse with the same characteristics as a single-photon produced

pulse).

Pulses produced in the absence of photons are referred to as “dark” pulses, PMTs

each have a characteristic count rate of these, and are a dominant background to single-

photon detection. Thermionic emission, where an electron is liberated from the photo-

cathode by thermal energy, is one of the major mechanisms that produces dark counts

and should be characterised in detail. There is also a dark current component due to

leakage current. This is generally due to imperfect insulation in the system, and is more

dominant at lower voltages. In neutrino detectors, dark noise can limit the ability to

reconstruct events [278].

4.2 PMT Requirements for Reactor Antineutrino

Detection

For instrumenting a reactor antineutrino detector with a kilotonne-scale volume, thou-

sands of PMTs are needed. They need to be capable of detecting single photons to allow

low energy interactions to be observed, and have the smallest background possible. If

a PMT has a high intrinsic dark noise or radioactivity, when a large number are used

the background can be overwhelming.

Before installation, the PMTs must also be well understood to optimise their per-

formance. To ensure an even response from all PMTs in a detector after electronics are

considered, the charge and timing characteristics must be well known. Not all PMTs
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will produce the same gain for the same voltage due to internal differences, so their

gain must be calibrated to ensure each one has the correct voltage. To correlate the

pulses from all PMTs in the system, the time profiles and noise of the PMTs must be

understood to allow the pulses to be digitised accurately. It is common for testing pro-

grammes to be carried out in advance of detector installation for these reasons. Some

keys tests are given in Table 4.1.

Test Type Description

Gain Determine voltage for optimal gain

Peak-to-valley Determine signal-to-noise

Dark Counts Determine dark noise

Table 4.1: Key tests often performed on PMTs.

In the case of simulation studies of proposed detectors, such as those presented from

chapter 5 onward, the timing and charge distributions need to be accounted for to sim-

ulate accurate data acquisition. The contribution to background, both due to radioac-

tivity and dark noise, are also requirements for producing accurate results. Without

this information, results from simulations will be optimistic and misleading.

The rest of this chapter details tests performed on PMTs for the BUTTON test

experiment under construction at Boulby Underground Laboratory in the UK, and to

be considered for a proposed reactor antineutrino detector.

4.3 Hamamatsu R7081-100 Photomultiplier Tube

The PMTs to be used in BUTTON are Hamamatsu R7081-100 10” tubes with a low

radioactivity borosilicate glass window and a bialkali photocathode. An integrated

base containing the dynode chain is supplied with the PMT, and is encapsulated to be

waterproof and compatible for use in gadolinium-doped water. The base is shown in

Figure 4.5 before encapsulation. An 80m BELDEN YR53485 cable, connected by the

vendor, is used to supply positive High Voltage (HV) and provide a return path for the

signal as they are Alternating Current (AC) coupled. The electronics in the PMT base

has an impedance of 50Ω.

The R7081-100 has a 10 stage box and line dynode (Table 4.2), creating a 107 gain,

and a 300 nm to 650 nm spectral response from the photocathode. The peak wavelength
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Figure 4.5: Diagram of the Hamamatsu R7081 10” PMT [277]. All measurements are

in mm.

for sensitivity is 420 nm. The typical transit time is 62 ns, with a typical TTS of 3.4 ns

and 3.8 ns pulse rise time. The dark count rate after 15 hours in darkness is designed to

be typically 8 kHz, with a maximum count rate of 16 kHz [277]. The minimum effective

photocathode diameter is 220mm.

Electrodes K D1 F2 F1 F3 D2 D3 D4 D5 D6 D7 D8 D9 D10 P

Ratio - 16.8 0 0.6 0 3.4 5 3.33 1.67 1 1.2 1.5 2.2 3 2.4

Table 4.2: Ratios for the voltage divider chain used for biasing the R7081 PMT [279].

K = Cathode, D = Dynode, P = Anode, F = Focus
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4.4 Electronics Used for Testing of Hamamatsu R7081

PMTs

The PMTs are powered via a CAEN V6534P positive polarity HV board. As the PMTs

are AC coupled, the AC signal and Direct Current (DC) HV need to be separated. A

custom “splitter” board (Figure 4.6), using a capacitor in a resistor-capacitor circuit

as a high-pass filter, is used to block the DC components and eliminate the DC offset

from the AC signals. The splitter is designed to have the same impedance, 50Ω,

as the electronics in the PMT base to reduce signal reflections caused by impedance

mismatches; 50Ω cables and connectors were also used.

Figure 4.6: Splitter board channel design to separate the signal output from the PMT

and the HV supply to the PMT.

As the SPE signal from these PMTs has a mean amplitude of approximately 4mV,

the signal is amplified by a CAEN N979 10× fast amplifier. It is then digitised by a
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CAEN V1730B 500MS/s digitizer where a 10 kHz external trigger is used to open a

220 ns acquisition window. The digitiser is read out via an optical link to a CAEN

A2818 PCI CONET controller. For testing involving a light source, the trigger to the

digitiser is a delayed copy of the LED trigger from a gate generator. The delay accounts

for the time the signal due to the LED takes to propagate through the system. A flow

diagram of the electronics used is presented in Figure 4.7.

Figure 4.7: Flow diagram of electronics used for testing PMTs. When an LED is used,

the digitiser is triggered by a delayed copy of the LED trigger from the gate generator

(red). For dark rate tests, the digitiser is triggered directly by the signal generator

(blue).

4.5 Quality Assurance and Acceptance Testing

Before acceptance of a PMT for a detector, Quality Assurance (QA) tests are usually

performed. These are designed to check the manufacturer specifications are met by

the tubes before installation. Electrical tests of 87 Hamamatsu R7081-100 PMTs were

performed.
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4.5.1 Setup

The electronics used are as described in section 4.4. Testing was carried out inside

an aluminised Mylar tent that acted as both a dark box and a Faraday cage, a fitted

cloth cover was placed over the tent to further restrict stray light from the surroundings

entering the tent. A custom-built rig was used to hold PMTs during testing.

For tests requiring a light source, a 470 nm LED was connected to a driver with a

10 kHz trigger designed to generate pulses of a few ns in length. The light intensity was

set by the driver voltage and chosen so that the PMT output was dominated by SPE

pulses. A PMMA diffuser was used to create a uniform distribution of light on the PMT

surface. The PMTs were left in the dark under a bias voltage for 18 hours to allow the

dark rate to stabilise. The tests were conducted at ambient room temperature, which

was determined as 21 - 23 ◦C. The setup is shown in Figure 4.8.

4.5.2 Data Taking, Processing and Quality

Four key tests were performed to confirm that PMTs met the manufacturer specifica-

tions and the requirements of a neutrino detector. The tests, as listed in Table 4.3,

were of the nominal HV as provided by Hamamatsu for a gain of 107, the gain versus

voltage, the peak-to-valley ratio and the dark count rate.

Test Type Trigger Duration Gate Description

pulses (106) (mins) (ns)

1 Nominal HV 3.0 5.0 220 SPE at nominal HV

2 Gain 3.0 5.0 220 SPE for 5 HV steps

3 Peak-to-valley 3.0 5.0 220 SPE at 107 gain

4 Dark Counts 9.0 15.0 220 No LED

Table 4.3: Summary of tests performed for quality assurance of Hamamatsu R7081-100

PMTs. SPE data is taken with an LED set to yield an SPE output from the PMT.

The charge output at the anode was determined by integrating a 50 ns window

around the SPE peak, with histograms of this used in the gain and peak-to-valley tests.

An example, with key components labelled, is shown in Figure 4.3. The integration

window was chosen to start 15 ns before the mean arrival time of the peak to ensure

the entire SPE peak was within the window when trigger jitter was accounted for. The
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Figure 4.8: Four PMTs mounted in the rig in the Mylar tent at the University of

Edinburgh. The diffuser is fixed at the top of the tent directly above the rig, with

optical fibres guiding in light from the LED outside of the tent.

width of the deviation in the arrival time of the peak was ∼8 ns, which is consistent

with the PMT TTS, LED timing characteristics and trigger jitter.

Several sources of noise were present in the system after grounding and isolating the

system. Fourier transform analysis of waveforms showed frequencies consistent with
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USB protocol transport and a local radio transmitter. A Radio-Frequency (RF) noise

filter was applied to reject noisy waveforms. The filter rejected any waveforms where

the maximum and minimum amplitudes were within a factor of 2. This accounted for

a maximum of 1 - 2% of the total waveforms when the LED was used.

4.5.3 Gain

To determine the gain, it was modelled and fit to the output charge distribution. The

relative charge output for an SPE, QSPE, requires characterisation of the charge response

and inherent charge backgrounds. The gain is calculated from QSPE via

A =
2 QSPE × 10−12

e famp Z
, (4.4)

where famp = 10 is the amplifier gain, Z = 50Ω is the impedance, e is the charge of an

electron and the factor of two comes from the 50Ω termination in both the PMT and

the CAEN N979 preamplifier which halves the charge.

There are three key regions in the charge spectrum (see Figure 4.3): the charge

response due to electrons liberated from the photocathode, the valley due to under-

amplified events and thermionic emission from the dynodes, and the pedestal where

there is no pulse. The charge response region consists of an SPE peak and a tail which

contains multiple-photoelectron peaks.

There are two contributions to the charge response: the photoelectric effect at the

photocathode, and the amplification at each dynode. The photoelectric conversion at

the cathode is the convolution of the number of photons hitting the cathode and the

conversion of these to photoelectrons. These are a Poisson process and binary process

respectively, and give a distribution of

P (n, µ) =
µne−µ

n!
, (4.5)

where P (n, µ) is the probability that n photoelectrons will be observed when the mean

number of photoelectrons collected at the first dynode is µ.

The amplification can be modelled using Gaussian functions. For larger amplifica-

tions, ≥ 4 and preferably > 10, the photoelectron peaks can be approximated with

G(x) =
∞∑
n=0

1

σSPE

√
2πn

exp

(
−(x− nQSPE)

2

2nσ2
SPE

)
, (4.6)
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where σSPE is the width of the SPE distribution, x is the charge variable and QSPE is

the SPE charge output. For lower amplifications, the photoelectron peaks are replaced

with the sum of Gaussians

Gn(x) =
∞∑

m=0

(n QSPE

QSPE,2
)me

−n
QSPE
QSPE,2

m!
· 1

σSPE,2

√
2πn

exp

(
−(x−mQSPE,2)

2

2mσ2
SPE,2

)
, (4.7)

where m is the number of electrons produced at the first dynode, QSPE,2 is the charge

output by a single electron emitted from the first dynode, and σSPE,2 is the width of

the distribution in the Gaussian approximation.

The ideal PMT charge response is a convolution of the amplification and photoelec-

tric conversion processes, and is modelled as

Sideal(x) =
∑
n

P (n, µ)G(x). (4.8)

The background regions consists of the pedestal and valley distributions. The

pedestal is approximated as a Gaussian distribution, and the valley is an exponential.

The sum of these processes gives the total background distribution:

B(x) = P (0, µ)
1

σ0

√
2π

exp

(
− x2

2σ2
0

)
+ Pexpθ(x)α exp(−αx), (4.9)

where P (0, µ) is the Poisson probability that zero photoelectrons are produced, σ0 is

the width of the pedestal, Pexp is the probability that valley-producing background is

present and α is the coefficient of the exponential decrease of the valley. The condition

θ =

0 x ≤ 0

1 x > 0
ensures there is only an exponential component for x > 0.

The total charge distribution is the sum of the charge response and background

distributions:

Q(x) = Sideal(x) +B(x). (4.10)

This modelling regime is adapted from [280]. An example of the fit is shown in Fig-

ure 4.9.

The PMTs were tested at five voltage steps, chosen to be approximately flat in gain,

and the gain versus voltage fit using

A =

(
V

Vopt

)β

, (4.11)
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Figure 4.9: Fit of models for gain to output charge distribution. A double-Gaussian

fit to the pedestal (yellow), Gaussian fit to the SPE (blue) and double-photoelectron

peaks (green), and exponential fit to the valley (black) combine to give a total fit (red).

Errors (not visible) on the relative charge are between 0.1 and 2.0mVns/Ω.

where Vopt is the operating voltage that gives 107 gain and both Vopt and β are free

parameters [281]. The fit is shown for one PMT in Figure 4.10. A comparison between

the obtained voltage for 107 gain was made to Hamamatsu’s nominal voltage for the

same gain.

At higher voltages, pulses lasted longer above threshold (i.e. were wider) and arrived

sooner relative to the trigger, with the timing variation being consistent with the transit

time decreasing by ∼12 ns from 1300V to 2000V as suggested in the data sheet [282].

The integration window (subsection 4.5.2) was chosen to account for this effect.

The mean value determined from Equation 4.2 of α = 6.9 agrees with the expected

value of 7.0 for a 107 gain across the 10 dynodes. Comparison to the Hamamatsu values

(Figure 4.11) show a factor 1.02 offset, which is∼20V. Hamamatsu perform tests before

the 80m cable is applied, which may account for the difference. A single PMT was found

to not meet the 107 gain requirement within Hamamatsu’s recommended upper limit

of 2000V, requiring 2003V. Due to this being very close to the acceptance limit, this

PMT will still be deemed acceptable for use.
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Figure 4.10: Fit of gain curve using Equation 4.11 for five HV steps. Errors (not visible)

are 0.0001V.

4.5.4 Peak to Valley

The peak-to-valley ratio, the ratio of the mean charge of the SPE peak to the charge at

the minimum point between the pedestal and the SPE peak in the charge distribution

(Figure 4.3), is a good measure of the signal-to-noise of the PMT. It is determined by

fitting to the charge data taken at the operating voltage determined as giving a 107 gain

in subsection 4.5.3. A Gaussian is fit to the signal region of the charge distribution, and

parabola to the valley between the pedestal and SPE peak. The ratio of the maximum

of the Gaussian and minimum of the parabola are then taken to give the peak-to-valley

ratio. The uncertainties come from the fitting parameters and are in the region 0.01 -

0.02 (absolute); the peak-to-valley ratios are ∼2 - 3.

Results are shown in Figure 4.12. There is some correlation between provided

Hamamatsu data and these measurements, but the measurements consistently fall below

the Hamamatsu data. A rejection criterion of a peak-to-valley ratio of 2 was not met by

some PMTs. However, moving the PMTs within the holder showed that the measured

magnetic field in the laboratory could impact the peak-to-valley ratio by up to ∼0.5.

Neutrino detectors use magnetic shielding and compensation coils to correct for this,

with these PMTs passing the threshold for acceptance when shielded. This highlights

88



4.5. Quality Assurance and Acceptance Testing

Figure 4.11: The determined operating voltages for a 107 gain compared to Hama-

matsu’s nominal voltages. The grey dashed line represents the maximum operating

voltage of 2000V. The outlier is potentially due to an error in the Hamamatsu data

from pre-shipping tests.

the impact of the electric field that transports the photoelectron from the cathode to

the dynode chain. PMT illumination also impacts the peak-to-valley ratio, specifically

the spacial light distribution over the photocathode. The diffuser used in these tests

gave a flat illumination at the 10% level.

4.5.5 Dark Counts

The acceptance requirement set for these PMTs for the dark counts was a maximum

rate of 10 kHz, with the typical dark rate after 24 hours storage in darkness quoted as

8 kHz on the data sheet [282]. This value is with a lower-level discriminator set at one

quarter of the mean SPE signal amplitude.

Before data taking, the PMTs were held at their determined operating voltage for

at least 18 hours to allow the dark rate to stabilise. No light source was used in this

data acquisition process. The threshold was set at 10mV, equivalent to ∼0.25 of the

mean SPE signal amplitude as determined from the peak-to-valley tests, with a dark

pulse being deemed to have occured if this threshold is exceeded. A maximum of one
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Figure 4.12: Measured peak-to-valley ratios versus the Hamamatsu data sheet values.

The grey dashed line shows a potential requirement of a peak-to-valley ratio of 2. Errors

on the values (not visible) are between 0.01-0.02 (absolute uncertainty).

dark pulse per 220 ns waveform was counted, with the probability of multiple true dark

counts in a single waveform being deemed negligible; multiple pulses were treated as

multiple-pulsing phenomena.

Values in the data sheet are quoted at 25 ◦C, so a correction was applied to the dark

rate obtained to allow a direct comparison. More detail about temperature-dependent

dark rate is in section 4.6.

All PMTs passed the acceptance test, with a mean dark rate of 1.8 kHz, and there

was a good correlation to the Hamamatsu data but with outliers in both directions.

The obtained dark count rates and comparison to Hamamatsu data are summarised in

Figure 4.13.

4.5.5.1 Temperature-dependent Measurements as Part of QA Testing

A climate chamber was used to allow the dark rate to be measured against temperature.

Several PMTs were tested, with the measurements for one shown in Figure 4.14. The

results are consistent with those reported by Double Chooz [281].

The Richardson law of thermionic emission was fit to the data, with it being deemed
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Figure 4.13: Comparison of the measured dark count rates and the Hamamatsu nominal

rates.

a good description of the data, and the work function of the photocathode being deter-

mined to be in the range 1.2 - 1.5 eV.

A more detailed study of the temperature-dependent dark rate was performed, and

is described in section 4.6.

4.6 Temperature-dependent Measurements in Wa-

ter

In many detectors, particularly neutrino and dark matter detectors, the PMTs are

submerged in a liquid medium such as pure water or liquid scintillator. However, they

are typically characterised in air, normally at a single ambient temperature, before

installation into a detector [281, 283–288].

It has been seen in detectors that the rate of pulses changes depending on the

medium the PMTs are installed in and its conditions, e.g. in the LUX-ZEPLIN dark

matter detector [289]. As such, it is important to characterise PMTs in a realistic

dielectric and magnetic environment, and with varying temperature to understand the

performance and thermionic dark noise contribution that can be expected in a detector.
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Figure 4.14: Dark rate versus temperature for an R7081 tube. A fit to the Richardson

form is superimposed (see subsection 4.6.2).

The temperature-dependent dark rate of the Hamamatsu R7081-100 PMT has been

characterised using a subset of PMTs used in the QA tests in section 4.5.

4.6.1 Measurement Procedure

To take measurements, a set of up to five PMTs were placed in a holder and lowered

into the tank described in chapter 3 as shown in Figure 4.15. A lid was placed on

the tank and the cables connected to the splitter board after passing through a Safe

High Voltage (SHV) to SHV feedthrough. The electronics used are those described in

section 4.4.

To measure the rate of dark pulses, 15 minute runs with the 10 kHz external trigger

were used. Each run equates to 1.98 s of live time, or approximately 9 × 106 waveforms

each 220 ns in length. Four runs were taken across a two hour period at each tempera-

ture to ensure consistency between runs. The water temperature was adjusted between

7 ◦C and 25 ◦C in 2.5 ◦C steps, except for between 12 ◦C and 15 ◦C where 0.5 ◦C steps

were used. This region was chosen to surround the operating temperature of Super-

Kamiokande [220].

As measurements of the dark rate were desired, the inside of the tank needed to
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4.6. Temperature-dependent Measurements in Water

Figure 4.15: A batch of five PMTs inside the tank. Covers can be added to each PMT

individually for further optical isolation.

be kept optically isolated from the tank’s surroundings. To confirm no external light

was entering the tank, runs were taken with the room lights on and off for each PMT

deployment with no difference being observed. The final data was taken with the room

lights off.

When PMTs are exposed to significant levels of light, they have an increased dark
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rate for several hours to days after the exposure. This “cooldown” period was measured

by exposing the PMTs to large levels of light and then recording the dark rate every

hour for five days at a fixed temperature. The outcome, in Figure 4.16, shows that after

approximately two and a half days the dark rate is at its pre-exposure level. Therefore,

the PMTs were left in total darkness for at least two and a half days, 60 hours, before

attempting to take measurements.
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Measured Dark Rate

Figure 4.16: The dark rate with time in complete darkness after large light exposure

for PMT0103 (black). The rate takes around two and a half days to settle at the pre-

exposure level of 425Hz (red, dashed) within error.

Despite light from outside the tank being blocked from entering the system, light

could still be produced inside the tank. Cosmic ray muons will produce Cherenkov radi-

ation as they pass through the water. As the tank is on the Earth’s surface and near sea

level, the rate was approximately 1 cm−2min−1 [290]. This, alongside the large amount

of light produced per muon and the amount the light reflects in the steel tank, produced

a significant increase in SPE level pulses observed by the PMTs. Alongside muons, ra-

dioactive backgrounds, in particular from the PMT glass, can produce Cherenkov and

gamma radiation. It is also possible for light to be produced by the final dynodes in

the PMT itself [291]. Most single-photon detecting PMTs have countermeasures [274],
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4.6. Temperature-dependent Measurements in Water

but it is possible for photons to escape and trigger that or neighbouring PMTs.

To combat the light produced inside the system and isolate the thermionic emission

and intrinsic dark rate, each PMT was individually covered in a black plastic sheet.

This allowed them to be optically isolated from each other and any light produced in

the water.

4.6.2 Analysis

4.6.2.1 Pulse Analysis

An SPE pulse was characterised as having a mean amplitude of 40mV after amplifi-

cation, and a width above threshold of around 20 ns where the rise is very sharp (few

ns) and the fall is exponential. An example is shown in Figure 4.17. A threshold of

25% of the mean SPE amplitude, 10mV in this case, was used in line with Hamamatsu

[282], and a rise time cut of < 20% was applied. An upper amplitude limit of 80mV

was applied to remove multiple-photon backgrounds e.g. from cosmic ray muons. The

probability of multiple true dark pulses in a single acquisition window was assumed to

be negligible.

Despite attempting to match the impedance between the PMT electronics and the

splitter board, there was still a mismatch due to the circuit board used in the splitter

board. This mismatch caused reflections of large pulses in the cables, which caused a

large baseline shift within the data acquisition window when these pulses occured just

before the external trigger. The system as a whole also contributed to these shifts.

The water circulation systems contain several pumps and motors, and the water tank

is difficult to shield. As such, the system is susceptible to noise which causes further

shifts in the baseline. SPE level pulses can be impacted by these baseline shifts, as

shown in Figure 4.18.

To compensate for this, a baseline correction similar to the Linear Common Mode

Suppression algorithm described in [292] was applied. This correction has several steps:

1. The mean of the waveform is subtracted.

2. Any linear slope in the data is corrected for.

3. Data points more than one standard deviation from the mean are removed.

4. The mean of the new waveform is subtracted.
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Figure 4.17: Typical SPE level pulse after 10x amplification. These make up approxi-

mately 90% of the pulses above threshold.

5. Any linear slope in the new waveform is corrected for.

6. Outlying data points with corrections applied (changes determined in steps 4 and

5) are re-added to the waveform.

This acts to counter the reflections and leave a pulse with a flat baseline centred

on 0 mV such as the one in Figure 4.18, making the analysis of SPE level pulses more

robust.

4.6.2.2 Thermionic Emission

Thermionic emission can be modelled using Richardson’s law [293] in Equation 4.12,

N = AT 2 exp

(
−eϕ

kBT

)
. (4.12)

Here, N is the rate of electrons emitted from the photocathode by thermionic emission,

A is a scaling factor containing a material-specific correction factor, T is the absolute
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Figure 4.18: Corrections applied to a waveform with a shifted baseline (red, solid), with

the original waveform (black, dashed) shown for reference.

temperature, ϕ is the work function, e is the electron charge and kB is the Boltzmann

constant. A constant offset was also applied as a free parameter.

The electrons emitted will produce SPE level pulses, at the rate N . By measuring

the dependence of N on T , the work function ϕ can be obtained for the photocathode

and any divergence between the data and Richardson’s law for thermionic emission can

be observed.

4.6.3 Results

The results show that Richardson’s law fits the data well, with results for one batch of

three covered PMTs shown in Figure 4.19. The data occasionally has a small plateau-

effect below 15 ◦C as the thermionic emission component of dark rate reduces. A com-

parison between the SPE level pulse rates when covered and uncovered for these PMTs

is shown in Figure 4.20, suggesting that when the PMTs are uncovered, more than half

of the counts come from sources other than dark pulses.

The work functions for the PMTs, obtained by fitting Richardson’s law to the data,
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Figure 4.19: Dark rate versus temperature for covered PMTs. The fit to Richardson’s

law is superimposed to the data, and the “x” at 25 ◦C is the Hamamatsu data sheet

value [282].

match the range measured in air with values between 1.2 and 1.5 eV.

Runs with the room lights on and off are consistent with each other, confirming no

stray light entered the system.

To confirm the results, a series of tests were conducted on PMT0103 in isolation.

To do this, PMT0103 was deployed in the tank on its own. Temperature-dependent

measurements of dark rate were taken and compared to the measurements taken from

PMT0103 when deployed with other PMTs. The results, in Figure 4.21, show very little

difference between the two runs. The PMT was also exposed to light before measuring

the dark rate every hour for five days which confirms the optical cooldown period of 60

hours is sufficient, with results in Figure 4.16.

The impact of water resistivity was tested by bypassing the deionising cylinder and

allowing the water resistivity to drop gradually, and taking data every hour during this.

The water resistivity and dark rate results, in Figure 4.22, confirm the resistivity has

no clear impact on the intrinsic PMT dark rate.
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Figure 4.20: Covered versus uncovered PMTs. PMT0170 was kept uncovered to act

as a control. Covering the PMTs lowers the SPE level count rate significantly, and

brings them closer to the measurements made by the vendor [282] (“x” at 25 ◦C). The

measurements for the covered PMTs have the fit to Richardson’s law superimposed.

4.6.4 Discussion

The results of the measurements of temperature-dependent dark rate across thirteen

PMTs are in good agreement with thermionic emission as modelled using Richardson’s

law in Equation 4.12 in the 15 ◦C to 25 ◦C temperature range. However, below 15 ◦C

there are occasionally small deviations above the expected rate as thermionic emission

rates reduce. This suggests that there are non-thermionic emission contributions to the

dark rate that become more dominant at lower temperatures. It is seen in [274, 294]

that the temperature-dependent dark rate does not always follow Richardson’s law of

thermionic emission.

An assay of the PMT glass, performed at the Boulby UnderGround Screening

(BUGS) facility and shown in Table 4.4, suggests that the PMT glass has a low con-

tribution to the background at approximately 3.4Bq kg−1. The mass of these PMTs

is 1.4 kg, yielding < 5Bq per PMT assuming the glass is the majority of the PMT

mass. Not all of these events will cause light emission, further lowering the potential

contribution to the overall count rate.
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Figure 4.21: The dark rate with temperature for PMT0103 measured when the PMT

is part of a batch of PMTs (black) compared to in isolation (red).

Measurements of the SPE level pulse rate with changing water resistivity confirm

that the water resistivity has negligible impact on the intrinsic SPE level pulse rate.

The largest non-thermal contribution to SPE level counts in a liquid medium is light.

Despite the system being optically isolated from its environment, the liquid fill allows

light production via interactions from cosmic ray muons and radioactive decays. Cosmic

ray muons are incident on the tank at an expected rate of the order several hundred Hz

as the tank has a 2m2 top surface area, and a further 6m2 on the sides. This light is also

likely to be reflected, which will further increase the number of photons hitting PMTs,

due to the steel tank. Without simulations, it is hard to quantify the expected number

of hits from muon-produced photons, but it expected to be a significant contributor to

the total number of counts observed by the PMTs. Along with the direct detection of

photons, the consistent light exposure leads to a prolonged increase in PMT activity

leading to a further increase in the SPE level pulse rate. As such, simply vetoing cosmic

ray muons and accounting for radioactive backgrounds might not allow all contributions

to the SPE pulses due to light to be removed. Beyond light production in the tank,

high gain PMTs are known to produce light in the final dynodes around the anode
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(a) Evolution of water resistivity with time.
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(b) Dark rate with water resistivity.

Figure 4.22: (a) The water resistivity with time after the deionising cylinder is bypassed.

The resistivity drops when the deionising cylinder in the filtration system is bypassed.

(b) The dark rate of a covered PMT with resistivity. There is no clear connection

between intrinsic PMT dark rate and water resistivity.

[291]. This light can trigger both the PMT emitting the light and its neighbours. By

optically isolating PMTs from the system and their neighbours, the SPE level pulse

rate drops by a factor of ∼2.5 as shown in Figure 4.20.

A comparison between dark rate measurements made in water and air (both as part

of the QA tests and by the vendor [282]) at 25 ◦C is presented in Table 4.5. The mea-

surements in air show good agreement. The water measurements agree with expectation

when the time in darkness before data taking is accounted for. The measurements made

in air are after approximately 18 hours in complete darkness, whereas those in water

are after at least 60 hours. The dark rate reduces significantly over this time. For

PMT0103, the dark rate after 18 hours is 1.8 times the rate after 60 hours, as shown

in Figure 4.16.

This is significant for detector application, as it suggests that there is no intrinsic

difference in PMT dark rate when the medium of deployment changes. Therefore,

any differences seen in PMT rates when in a liquid are likely to be due to external

contributions such as light production in the system. In the case of LUX-ZEPLIN [289],

the raised pulse rates that occur after the tank is opened and the water resistivity drops

is likely related to contaminants in the water or optical cooldown after light exposure,

and not an intrinsic effect of water resistivity on the PMTs.
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Isotope mBq/kg ppx
238U 660(40) 54(3)

ppb 238U
226Ra 430(20) 35(1)
210Pb 610(50) 50(4)
235U 30(5) 50(7)
228Ra 440(20) 108(5)

ppb 232Th
224Ra 370(10) 89(2)
40K 830(50) 27(2) ppm 40K

Table 4.4: PMT glass assay results from data taken at the BUGS facility using a

Mirion (Canberra) BE6530 BEGe-type HPGe detector. Uncertainties in mBq/kg are

1 σ statistical errors only. True coincident summing effects are not accounted for, and

introduce an additional error of up to O(10%). For comparison only, the 235U value

is given as a 238U ppb equivalent where conversion is performed using the standard
natU activity ratio for 238U: 235U of 21.6 [295]. Results courtesy of Paul Scovell, Boulby

Underground Laboratory.

4.6.5 Conclusion of Temperature-dependent Dark Rate Char-

acterisation

The temperature-dependent dark rate of Hamamatsu R7081-100 10” PMTs has been

characterised when submerged in water, and shows a good match to the measurements

taken in air and by the vendor [282]. Richardson’s law of thermionic emission fits the

data well, especially in the 15 ◦C to 25 ◦C range, with other contributions becoming

more noticeable at lower temperatures.

The impact of light on the SPE level pulse rate is significant, and simply using a

light tight water tank is not sufficient to remove all light. This is due to light produc-

tion in water from cosmic ray muons, radioactive backgrounds and possibly the PMTs

themselves. The impact of radioactivity from individual PMTs and water resistivity

are shown to have a negligible effect on the intrinsic dark rate, but exposure to light

has a lasting impact. The source of raised SPE level pulse rates in liquid detectors is

likely to be external to the PMTs.

It can be concluded that intrinsic PMT dark rate is consistent across different me-

dia, and that characterising a PMT in air is sufficient, based on the comparison of

temperature-dependent dark rates measured in air and water when all light is removed.
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PMT

ID

Dark Rate at 25 ◦C [Hz] (after time in dark)

Water (60 hours) Air (18 hours) Vendor

14 1,708 2,409 2,300

82 2,149 2,793 2,700

162 1,396 2,141 2,200

3 1,804 4,401 3,600

112 1,730 1,855 1,500

159 1,235 2,489 2,000

26 1,329 3,702 3,600

104 3,276 1,667 1,500

143 865 1,439 1,400

155 3,535 4,193 5,000

15 1,397 2,259 2,200

29 1,487 1,729 1,900

103 1,428 1,759 1,600

148 954 1,892 2,100

Table 4.5: The dark rate measured at 25 ◦C in water, air and by the vendor (air) [282].

The tests in water were conducted after at least 60 hours in complete darkness, the

other tests after approximately 18 hours. Uncertainties are 1 - 4% for the water and

air measurements.
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4.7 Pressure Testing

In large, liquid-filled detectors, the pressure at the bottom can be very high. The

pressure increases by 1 atm for every 10m of depth in water, so the pressure at the

bottom of SK is ∼4 atm. In 2001, when SK was half full, a PMT imploded and set

off a chain reaction of imploding PMTs [296, 297], destroying 6665 out of the 11146

installed at the time. The Hamamatsu R7081 PMTs to be used in BUTTON have a low-

radioactivity borosilicate glass window. The mechanical strength of this, particularly

after prolonged exposure to gadolinium, has not been directly tested.

A pressure vessel1, rated to 10 atm of overpressure, was constructed for testing the

ability of PMTs and their housings to withstand the pressure they would experience at

the bottom of a large, water-filled detector. The vessel is able to hold a 10” PMT and

is filled mostly with water. Nitrogen gas is pumped in to increase the pressure. Design

drawings of the vessel are shown in Figure 4.23.

Figure 4.23: Design of the pressure vessel used for pressure testing.

4.7.1 PMT Soak Testing in Gadolinium-doped Water

To test the effect of gadolinium exposure on the mechanical strength of PMT glass,

12 PMTs were soaked in gadolinium-doped water for a prolonged period before being

pressure tested.

1The vessel was christened “Freddie” by Sam Fargher and Chris Toth after Freddie Mercury
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4.7.1.1 Selection

Of the batch of 96 PMTs available, only 12 could be soak tested due to space constraints.

As the glass bulbs are hand blown, there is variation in the glass both within individual

PMTs and across batches. To get a wide range of glass properties, a selection process

based on the thickness of the glass across the window was developed.

Measurements of the thickness of glass were made at 25 points on the window of 45

PMTs using a handheld ultrasound probe. Measurements were taken at three different

circumferences (C1, C2 and C3) and at 45◦ intervals around the glass window, with a

measurement at the central top point of the window also taken. The breakdown of the

measurement locations is shown in Figure 4.24. Several PMTs were retested multiple

times by two people to confirm the precision of the measuring process.

(a) Side view with three circumferences mea-

surements are made at.

(b) Top view with the angular positions mea-

surements are made at.

Figure 4.24: Diagram of the Hamamatsu R7081, with the photocathode region in orange

and the lower reflective surface in grey.

Selections were made based on the average glass thickness, the variation in the

thickness and the thickness of the measurements of the C3 circumference. The reason

for the emphasis on C3 is due to the shape of the glass and the proximity to the region

where the glass and base connect. This is expected to be a weak region under high

pressure.

The measurements of the glass thickness are shown in Figure 4.25, Figure 4.26 and
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Figure 4.27. The PMTs considered for soaking had varying glass thickness properties

to allow an understanding of the impact of each property, and whether particular focus

on certain glass properties is needed as part of QA testing.
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Figure 4.25: The mean glass thickness of measured PMTs. Those with red numbers were

considered for the soak testing. The green bars represent the average mean thickness

and standard deviation with uncertainties.
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Figure 4.26: The minimum and maximum glass thickness of measured PMTs. Those

with red numbers were considered for the soak testing. The green bars represent the

average minimum and maximum thickness with uncertainties.
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Figure 4.27: The mean glass thickness of C3 for measured PMTs. Those with red

numbers were considered for the soak testing. The green bars represent the average C3

mean thickness and standard deviation with uncertainties.
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4.7.1.2 Detailed Glass Thickness Testing

The thickness of the glass window of a single PMT was tested in detail by the Non-

Destructive Testing (NDT) team at the Atomic Weapons Establishment (AWE). These

tests also used ultrasound scans, but made 208 measurements compared to the 25 hand-

made measurements of the other PMTs, and produced a three-dimensional map of the

glass (Figure 4.28).

Figure 4.28: Glass thickness map measured using ultrasound scans by the NDT team

at AWE. Figure courtesy of Steve Quillin, AWE.

A Computerised Tomography (CT) scan was also performed, allowing the internal

structure of the PMT and its electronics to be seen (Figure 4.29).

The ultrasound and CT scans yielded consistent results, and the observations were

comparable to those made of the other PMTs using the handheld ultrasound probe.
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Figure 4.29: CT scan of a PMT performed by the NDT team at AWE. Figure courtesy

of Steve Quillin, AWE.
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4.7.1.3 Gadolinium Soaking

A total of twelve PMTs were soaked, with ten in a 1% gadolinium concentration to

replicate prolonged use in a Gd-doped environment, and one each in 0.1% gadolinium

concentration and pure water to act as controls. The initial soak period was planned

as ∼1 - 3 months, but the soaking lasted over a year due to COVID restrictions.

The control PMTs, in no or low Gd concentration, showed no observable change

after a year of soaking. The PMTs in the 1% Gd all had a cloudy effect on the surface

(Figure 4.30). The glass was cleaned using various methods, including deionised water

Figure 4.30: PMT with cloudiness after a year of soaking in a 1% gadolinium concen-

tration.

rinses, isopropyl alcohol, glass cleaner, acetic acid and physical cleaning with both clean

and alcohol-soaked wipes. No change was observed after cleaning. Two of these PMTs

were tested for gadolinium crystal deposits using X-ray fluorescence, with all results

being negative. Repeats of the glass thickness testing were inconclusive, giving no clear

indication that the cloudiness is due to etching.

The most likely cause of this effect is a small etching of the glass due to the acidic

nature of gadolinium sulphate when dissolved in water. The etching is enough to change

the optical properties of the glass surface, but is within the resolution of the ultrasound

probe.
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4.7.1.4 Pressure Testing

The PMTs were then pressure tested up to 6 atm of overpressure in the pressure vessel.

This was done by increasing the pressure in increments of 2 atm and holding it for 15

minutes. All PMTs passed the testing, with no sign of mechanical damage. This would

suggest that the gadolinium does not impact the integrity of these PMTs, although the

cloudiness should be understood. However, as this effect is not seen in EGADS, and

does not occur at the 0.1% Gd concentration that is used in doped detectors, this is

unlikely to be a major concern in the use of these PMTs in a detector.

The gadolinium soak tests were deemed inconclusive. The increased gadolinium

concentration does not replicate the conditions of a 0.1% doped detector, and the

cloudy effect is only seen at the higher concentrations. The prolonged period of the

soaking, with no access possible, due to COVID means the cloudiness could not be

monitored over time or understood at an earlier stage.

4.7.2 Acrylic Vessels

Acrylic vessels, such as the one in Figure 4.31, are planned for use in BUTTON to

allow compatibility with many fill materials without the need for extended prior testing.

These vessels will house one Hamamatsu R7081 PMT each, and are rated to withstand

3 atm of pressure.

To confirm the rating, they were tested in the pressure vessel. Two designs were

tested, with the only difference being the curvature of the acrylic near the bolts that

hold the two hemispheres together. One vessel was tested to destruction, with the other

two being tested to 2 atm.

During the tests, the housings were loaded one at a time into the pressure vessel

(Figure 4.32) and sealed in. The pressure was increased in 0.5 atm steps, with the

housing being removed and checked for water ingress at each step. Of the two tested

to 2 atm, one was held at 2 atm overpressure overnight. Both of these housings passed

the pressure tests.

The third housing, tested to destruction, was taken to the rated 3 atm of overpressure

and held there. After no sign of issues, the pressure was slowly increased until the vessel

imploded at 3.17 atm. As the housing fragmented, it was not clear where the weaker

spots were. However, the section around the cable feedthrough came away cleanly

in one piece and there was significant damage to the plastic around the flange that
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Figure 4.31: Acrylic housing for Hamamatsu R7081 PMT to allow material compati-

bility with different fill media.

connects the two hemispheres of the housing (Figure 4.33).

Based on the results, with no water ingress at over 2 atm of overpressure and the

implosion occurring at over 3 atm, the housings are deemed to be suitable for use in

a small detector such as BUTTON. For larger detectors, in excess of 30m, these

housings would not be suitable. In the case of large detectors, the materials and PMTs

are specified to have compatibility with the liquid fill as these detectors very rarely

change the fill medium over the course of the detector lifetime. However, for a test bed

like BUTTON, changes in fill material are expected and flexibility is required. Using

housings such as these can provide that flexibility as the PMTs can be kept constant

across different fills.
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Figure 4.32: An acrylic housing being lowered into the pressure vessel. A lid is bolted

on top with a cable feedthrough to seal the housing in.

Figure 4.33: An acrylic housing that imploded at 3.17 atm of overpressure.

4.8 Summary

PMTs are commonly used in liquid-filled neutrino detectors to observe light emitted by

particle interactions. In large detectors, several thousand are used, with their output
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combined to allow a detailed reconstruction of observed events. To allow the optimal

usage of PMTs, they are characterised in detail before installation into a detector.

Several characterisation regimes have been developed, both in air and water, and

applied to the Hamamatsu R7081-100 PMTs to be installed in BUTTON and used

in simulations of NEO. The testing in air confirms the tubes are up to manufacturer

specifications, with a generally good relationship between Hamamatsu’s in-house testing

and the data obtained. To confirm the properties of the PMTs remain consistent when

submerged in water, as they would be in a water-based neutrino detector, a subset of

PMTs were tested in detail in the PocketWATCH facility described in chapter 3. In

particular, their dark rate was confirmed to be dominated by thermionic emission and

independent of the fill media.

Their compatibility with gadolinium was tested by prolonged soaks in 0.1% and

1% concentrations of gadolinium-doped water, with the 0.1% concentration showing no

changes. The 1%-soaked PMTs showed a cloudiness on the glass, but this concentration

is not representative of a doped detector and provided no meaningful conclusions. This

type of effect has not been observed in EGADS, and therefore is not a cause for concern.

The mechanical strength of both the Hamamatsu R7081 PMTs and acrylic housings

for material compatibility have been tested in a pressure vessel, with all equipment

tested being deemed suitable for their planned use in BUTTON.
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Chapter 5

Neutrino Experiment One: A

Remote Reactor Antineutrino

Monitor

Nuclear reactors raise concerns over the proliferation of nuclear weapons, as discussed

in detail in section 1.3. Safeguarding currently exists and is performed by the IAEA,

and is generally sufficient for the current generation of power reactors. However, there

are potential gaps in the current methods used for safeguarding. Documented cases of

research reactor misuse and the development of advanced reactors types in the future

may necessitate new methods [145].

One such method is to use the antineutrino emission from the fission processes in a

reactor core. Antineutrinos are unshieldable, and their flux is directly determined by the

core composition and power output. Observation of reactor antineutrinos can provide

information on the operation of a core. Antineutrino observation can also be performed

remotely, offering a less intrusive method than traditional safeguarding techniques.

5.1 Requirements for Reactor Antineutrino Moni-

tor

To observe reactor neutrinos, an antineutrino detector is required. Antineutrinos from

reactors have been observed previously at short standoffs from reactor cores and as

amalgamated signals at larger distances. KamLAND has previously made observations
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of antineutrinos from distant reactors and has used them to make oscillation measure-

ments [298], whilst Daya Bay successfully measured reactor spectra and was able to

unfold a spectrum for each fissioning isotope [299]. However, mid- to far-field monitor-

ing of reactor operations and core evolution for the purpose of non-proliferation has not

yet been performed. Before using this technology in the field, it must be demonstrated

by a prototype to both prove utilty and optimise the design.

To construct a detector of sufficient sensitivity to yield the required information,

several requirements must be met. Neutrinos are a very weakly interacting particle,

producing very low interaction rates in a detector in comparison to their flux. As such,

backgrounds can dominate over the observed antineutrino rates. Suppression of these

backgrounds is vital to ensure the antineutrino signal can be measured. This can be

achieved through both detector location and design.

The design of the detector must be such that the antineutrino signal can be easily

observed. Choosing the detector size, type and fill medium will all impact the efficiency

of detection, as well as the ability to distinguish the signal from the backgrounds that

cannot be suppressed.

Finally, for a prototype to be useful, it must be situated in a reactor landscape

that replicates a realistic situation. A signal is needed from a target reactor, with

backgrounds provided by other reactors, so that the ability to observe a potentially

“unknown” reactor against “known” reactors can be understood. Ideally, a landscape

that provides several reactors that can act as an observation target would be used for

any prototype.

The rest of this chapter details the design, location and simulations of the the

Advanced Instrumentation Testbed (AIT)-Neutrino Experiment One (NEO) facility-

detector prototype proposal for reactor antineutrino monitoring.

5.2 Location and Facility

5.2.1 Underground Facility

As rarely interacting particles, the neutrino signal can be easily masked by backgrounds.

In the case of reactor neutrinos, the largest non-radiological background comes from

cosmic ray muons, due to the spallation products they produce and their high rate

in comparison to neutrino interaction rates. These products can be produced outside
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a detector and propagate inside, such as energetic neutrons produced in rock, or be

produced inside the detector itself, such as radionuclides from the spallation of oxygen.

Cosmic rays are energetic particles from astrophysical events, and are composed

mostly of protons (∼90%) and helium nuclei (∼9%) [300]. When they reach Earth,

they interact with atoms in the atmosphere at an altitude of approximately 15 km and

produce showers of secondary particles. These secondary showers typically consist of

protons, neutrons, charged pions and charged kaons. The charged pions and kaons are

unstable and will decay, generally producing muons (99.99% branching ratio for pions,

63.50% branching ratio for kaons). These muons can reach the Earth’s surface and

even penetrate deep into rock due to their behaviour as minimum ionising particles,

caused by their unusually long mean lifetime (2.2 µs [40]) and high mass (105.66MeV

[40]). At sea level, the expected rate of cosmic ray muons is ∼1 cm−2min−1 [290] at an

average energy of ∼4GeV [301].

As cosmic rays come from above, a solution to their dominant rate is to go under-

ground. Large neutrino detectors, such as SK and SNO, are constructed in underground

laboratories [85, 302]. This allows the muon flux to be attenuated as muons will interact

and deposit their energy in the rock. A potential choice of location for AIT-NEO is

the Science & Technology Facilities Council (STFC)’s Boulby Underground Laboratory,

situated in Israel Chemicals Ltd (ICL) Boulby Mine near Whitby, North Yorkshire, UK.

The laboratory is situated 1100m underground, with a flat overburden. This depth in

rock salt corresponds to 2800m.w.e, and produces an O(106) reduction in cosmogenic

muons compared to the surface [303]. Figure 5.1 shows how the muon flux at Boulby

compares to other underground laboratories. The muon flux at SK has an O(105) muon

reduction and SNOLAB sees a 5× 107 muon reduction compared to sea level [304].

Boulby has been home to several deep underground physics experiments since the

1990s including the ZEPLIN dark matter detector and part of the CYGNUS (formerly

DRIFT) directional dark matter detection programme, as well as the BUGS world-

class material assay facility, giving it a proven track record of supporting rare-event

and low-background science. A schematic of the lab is shown in Figure 5.2.

Beyond its significant muon attenuation, Boulby is renowned for its low radon levels.

The radon concentration in the air at Boulby averages < 3Bqm−3 [313]. This is orders

of magnitude lower than equivalent laboratories with SNOLAB, the host laboratory

for SNO and SNO+, seeing 129.5 ± 5.9Bqm−3 [314], and Kamioka having seasonal

variations between > 1000Bqm−3 April to November and < 500Bqm−3 November to
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Figure 5.1: Total muon flux for various underground laboratories. The smooth curve

is a global fit to data taken at sites with a flat overburden [305]. Kamioka has a

mountainous overburden and a depth of 2700m.w.e at the location of SK [302]. Data

from [298, 305–311]. Reprinted from [305].

April [315]. The dome above the SK detector has a radon air concentration of 40 -

100Bqm−3 [316].

The ultra-low backgrounds in the lab are not the only reason Boulby is a suitable

choice of location for a reactor antineutrino monitoring prototype; Boulby is located

near the United Kingdom’s AGR fleet, giving a variety of monitoring scenarios to

consider.

5.2.2 Reactor Landscape at Boulby

The reactor landscape at Boulby is ideally suited for a prototype mid- to far-field reactor

antineutrino detector for non-proliferation purposes. The proximity to the UK’s and

northern France’s reactor fleet allows for reactors at standoff distances between 26 km

and ∼440 km to be considered as targets for observation. The map in Figure 5.3 shows

the distribution of reactors around Boulby.

There are two reactor types within this distance. The reactors in northern England
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Figure 5.2: Schematic of the laboratory at Boulby within the layers of rock in the mine

[312].

and Scotland are AGRs; the reactors in southern England1 and northern France are

PWRs. The reactors, their types and their distance to Boulby are summarised in

Table 5.1.

The two AGR types are similar designs, with the second generation AGR-2 cores

being constructed slightly later using updated and modified designs from the first gen-

eration AGR-1 cores.

The nearest reactor, Hartlepool, is a first generation dual-core AGR with a thermal

power output of ∼1500MW per core [318]. As the nearest reactor to the proposed AIT-

NEO site at Boulby, the WATCHMAN collaboration who proposed the project formed

a strong relationship with EDF, who operate the UK’s reactor fleet. EDF were able to

1Including the currently under construction Hinkley Point C.
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Torness

Hartlepool

Heysham

Sizewell B

Gravelines
Hinkley Point C

Detector at 
Boulby

Figure 5.3: Map showing the location of the detector at Boulby and the nearest oper-

ating reactor sites [317].

provide significant information on a confidential basis surrounding the operation of the

Hartlepool cores. This included information about the assembly types, hourly reactor

power variations, daily mean channel power and daily channel irradiation. This allowed

detailed modelling of the antineutrino flux, and allowed more accurate simulations.

Work on modelling the Hartlepool antineutrino flux is available in [131].

Hartlepool uses 110 tonnes of ∼3%-enriched UO2 pellets in each core. There are

332 graphite channels that enclose eight fuels elements of 1 m in length per channel,

forming the reactor core. Figure 5.4 is a schematic of an AGR fuel element. Each

element contains 36 stainless steel pins which contain the fuel pellets [131]. The CO2

coolant is able to flow through the graphite channels, which are shown partially complete

in Figure 5.5.

The AGR dual-core power stations are usually continuously run by maintaining the
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Figure 5.4: Fuel element for an AGR core, with 36 fuel pins enclosed in graphite. The

fuel pins are 1m long and contain UO2 pellets. Reprinted from [319].

operation of one core as the other is refuelled. The refuelling is regular, twice per year,

and takes approximately two weeks per core.

The EDF Hartlepool power station is due for decommissioning2 in 2026 [320], so any

detection would be required before then. However, due to the proximity of other reac-

tors to Boulby, Hartlepool is not the only option for reactor detection. The Heysham

complexes at 149 km are two dual-core AGR sites. Heysham 1 is an AGR-1 with a

decommissioning date in 2026 like Hartlepool [320], Heysham 2 is an AGR-2 with a

decommissioning date in 2028 [320]. The capacity for power output and operation

of Heysham 1 is nearly the same as Hartlepool as it is the same basic design [318].

Heysham 2 has a slightly higher capacity of ∼1550MWth per core [318]. Torness, at

187 km, is an AGR-2 dual-core station with a 1623MWth power capacity per core [318].

Beyond the AGR stations, there are also PWR stations at greater distances. Sizewell

B, with a 3425MWth power capacity, is a currently-operating single core site. The

current decommissioning date is 2035 [320], but a review of a long term extension

is ongoing [321]. Gravelines, in northern France, consists of six PWR cores each of

2785MWth. These are due to be decommissioned in 2031 [322]. Hinkley Point C is

currently under construction, and is expected to be producing power around 2030 [323]

and have an initial 60 year lifetime. The station is expected to produce 3.260GWe,

2All decommissioning dates were accurate at the time of writing, but are subject to change.
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Figure 5.5: An incomplete AGR core composing of graphite blocks that house the fuel

elements. Image courtesy of EDF Energy.
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which can be empirically related to thermal energy via [324]

3.260GWe

(
4.3GWth

1.6GWe

)
= 8.76GWth.

The energy not converted to electrical energy is lost as thermal energy to the cooling

water system, and later the surrounding environment. A summary of the decommis-

sioning dates of the reactors nearest to Boulby is in Table 5.1.

Reactor Number Type Standoff Power Decommissioning

of cores distance [km] [MWth] date

Hartlepool 2 AGR-1 26 3000 2026

Heysham 1 2 AGR-1 149 3000 2026

Heysham 2 2 AGR-2 149 3100 2028

Torness 2 AGR-2 187 3246 2028

Sizewell-B 1 PWR 306 3425 2035

Hinkley Point C 2 PWR 404 8760 2086

Gravelines (France) 6 PWR 441 16710 2031

Table 5.1: Summary of reactors closest to Boulby. Decommissioning dates are from

[320, 322, 323]. Sizewell B was under review for a long term extension beyond 2035 at

the time of writing [321]. Power data is from [318].

Due to shutdowns for refuelling and maintenance among other things, the average

thermal power reactors are operated at is lower than their thermal power capacity.

5.3 Detector

5.3.1 Cavern

The overall design of the detector prototype is determined by a combination of the

signal, background, and facility. For the AIT facility, the largest cavern to house an

underground detector is a 25m height and diameter upright cylinder [262]. This is

based on a combination of engineering requirements and cost; a larger cavern would

require a different way of supporting the cavern roof. This restricts the largest detector

to be a 22m height and diameter upright cylinder. The geology for a smaller cavern

option at Boulby is shown in Figure 5.6.
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Figure 5.6: The geology of a potential cavern to house AIT at Boulby. Figure by COWI

UK Ltd.

5.3.2 Rejected Designs

Several designs for a reactor monitoring prototype have been considered [262, 325], such

as a rectangular prism of height and width 8m and length of either 50m or 80m, and

a small upright cylinder of 12m or less in height and diameter. Both of these general

designs would significantly reduce the engineering costs and requirements of supporting

a large cavern underground. However, studies of these detector designs show neither

would be suitable for observing the nearest reactor cores at Hartlepool 26 km away

[325]. These designs are limited by backgrounds, as neither could accommodate an

outer detector region to shield against external backgrounds such as cosmic ray muons.

The rectangular prism would experience a large amount of background for its internal

volume, as backgrounds scale with detector surface area and a rectangular prism has a

high surface area to volume proportion. The signal in the smaller cylinders would be

too small to be able to observe a significant signal above backgrounds.
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5.3.3 Neutrino Experiment One

The final general design of the detector is an upright cylinder in the larger cavern size

(25m) [262, 326]. It is instrumented with Hamamatsu R7081 10” PMTs, which are

described in detail in chapter 4, to a coverage of at least 15%. The choice of 15%

PMT coverage comes from previous simulations, which found that the sensitivity of a

detector to a reactor drops off sharply below this coverage [262].

The detector is split into two key regions by the PMT Support Structure (PSUP), a

large Inner Detector (ID) region which is used to detect the signal and a smaller Outer

Detector (OD) region to shield against backgrounds. The OD is uninstrumented i.e.

no PMTs face this region. This is different to many detector designs, such as SK [246],

which have instrumented active veto regions. In a detector with an active veto, any

particles observed in the OD will be vetoed from the data. This allows backgrounds

that enter the tank from the outside, such as muons, to be efficiently removed from

the data. However, this adds significant cost to the detector design. In an effort to

reduce costs, the design for NEO initially has a passive outer buffer. If the detector is

sufficiently sensitive without the requirement for outwards facing PMTs, they can be

omitted. The inner and outer detectors are optically divided by opaque black sheeting

to stop light from interactions in the OD reaching and triggering the ID. The detector

also has a 1.5m air gap to the cavern wall. Whilst this is due to access requirements,

the air gap acts to further suppress backgrounds produced outside of the detector. A

schematic of the design is shown in Figure 5.7.

Within the general detector design, several variations are considered. Two detector

sizes are considered, a 22m height and diameter detector that is the largest possible

detector with the cavern design, and a 16m height and diameter detector which should

be the minimum viable size to observe the reactor signals. The key specifications are

detailed in Table 5.2.

Tank diameter PSUP OD buffer Inner PMT Number

and height [m] radius [m] width [m] coverage [%] of PMTs

16 5.7 2.3 15 1824

22 9.0 2.0 15 4600

Table 5.2: Summary of detector geometries used in this study. The PSUP radius

determines the size of the ID.

127



Chapter 5. Neutrino Experiment One: A Remote Reactor Antineutrino Monitor

Figure 5.7: Schematic of the detector design by Jan Boissevain (University of Pennsyl-

vania), showing the tank supported on a steel truss structure and the PSUP inside.

On top of the two basic detector designs, two fill media are considered. They are:

� Gd-H2O with 0.2% Gd2(SO4)3 doping (for 0.1% Gd concentration),

� Gd-WbLS with 0.2% Gd2(SO4)3 doping and ∼100 photons per MeV WbLS. The

WbLS corresponds to a ∼1% scintillator concentration.

Having four possible detector configurations gives the effect of upper and lower

limits for the sensitivity of NEO based at the AIT site at Boulby to the UK’s nuclear

reactor fleet. The largest tank with the Gd-WbLS fill should be the most sensitive

detector. It has the largest target volume, the highest light yield and the lowest energy

threshold. The 16m detector with a Gd-H2O fill should be the least sensitive detector. If
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the performance of the most and least sensitive detectors are understood, the optimal

balance of cost and performance can be extracted. If the most sensitive detector is

unable to achieve a reasonable level of sensitivity, it would suggest the concept is difficult

to achieve with current technology.

5.4 Simulations

As NEO is a proposed and not a currently operating experiment, no data exists. To

understand the detector’s performance in terms of its ability to observe and measure

distant reactor antineutrino signals in a realistic environment, it has been simulated in

detail.

Full Monte Carlo (MC) simulations of the detector and particles were carried out

with the Reactor Analysis Tool - Plus Additional Codes (RAT-PAC) simulation package

[327], which has been adapted for AIT-NEO. RAT-PAC makes use of the Class Library

for High Energy Physics (CLHEP) libraries [328], and uses GEometry ANd Tracking 4

(Geant4) [329, 330] as a command interpreter for macro execution. RAT-PAC also uses

Geant4 for compilation. Much of the RAT-PAC structure is designed to interface with

the Generic Liquid-scintillator Anti-Neutrino Detector or GenericLAND (GLG4sim)

package [331]. GLG4sim is a self-contained application in which a set of tools, libraries

and classes for generic Geant4 liquid scintillator detectors are defined. It was origi-

nally adapted from KamLAND’s MC package, but for use with generic detectors. It is

also set up to allow it to act as a library or starting point for specific detector simula-

tions. GLG4sim’s features include support for input and output operations, handling

of databases, optical models for both materials and PMTs alongside PMT hit collec-

tion, and classes for particle generator implementation. RAT-PAC uses the classes

defined within GLG4sim to create an MC particle and detector response simulation.

The data analysis framework ROOT [332] is used to handle data input and output, and

file structure.

The optical models for materials are custom definitions using libraries and classes

from GLG4sim. The optical properties of each material are defined based on mea-

surements or manufacturer specifications, and used to form the optical response. The

WbLS models of emission profile and material composition are from [244], and are

based on time profile measurements [239, 247] and Gd-WbLS light yield and scatter-

ing measurements [333]. The PMT simulation is extracted from GLG4sim, with the
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properties tuned to those for the Hamamatsu R7081. The PMT response for charge

and time are stored as Probability Density Functions (PDFs) which are sampled when

a photon is absorbed by the photocathode, for which the probability of absorption is

dictated by the quantum efficiency distribution of the photocathode. To reduce the

simulation time, the PMTs are simulated in a small envelope. Whether a photon hits

a PMT is only checked if the photon is within this envelope to reduce the usage of the

PMT optical models. The triggering and Data Acquisition (DAQ) are handled directly

in RAT-PAC.

Particle generators are also custom models implemented with GLG4sim libraries.

The IBD generator uses the cross section model in [178] to define the direction and

energy of the outgoing particles, which define how these particles are generated. Ra-

dioactive decays use custom definitions of decay chains, branching ratios and decay

modes to define the particular particle to be simulated, and fast neutrons use the

model in [305]. The light emission from neutron capture on gadolinium is handled by

DICEBOX [334], which simulates the γ decay of excited nuclei.

RAT-PAC acts as an event-loop, handling single particle instances at a time to

produce an interaction-by-interaction detector response model. Detector geometry and

composition can be defined as a fixed design, or use a detector factory based on re-

quested properties such as photocoverage, size and fill. The two implemented NEO

detector designs use fixed geometries as inputs.

5.4.1 Detector

The detector simulations are a simplified version of the detailed design concept proposed

for NEO [262, 325, 326, 335], and detailed in subsection 5.3.3. The complex structures,

such as the I-beams, trusses and PSUP are simplified to their approximate position

and volume. This allows their contribution to the background to be considered without

extending the CPU time required. A cutaway of the detector model implemented into

RAT-PAC is shown in Figure 5.8.

The detector is surrounded by 2m of rock in simulations. This distance is deemed

sufficient as combined with the minimum 2m OD buffer and 1.5m air gap, the back-

grounds due to radioactivity from the rock are not expected to penetrate the fiducial

volume of the detector. This distance is also deemed sufficient for fast neutrons as the

total neutron flux attenuation is 2+ orders of magnitude in 3.5m of rock or water [305].

The minimum air gap between the cavern wall and the detector, the smallest OD and
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Figure 5.8: Cutaway view of the 22m detector implemented into RAT-PAC. The layers

from inside to outside are: the ID, the PMTs and support structure, the plastic sheeting

between the ID and OD, the OD and the air gap to the cavern wall. The outer surface

of the OD is the tank wall, and the surface outside of the air gap is the cavern wall.

the dead space due to the PSUP combined are in excess of 3.5m. Fewer than 0.5% of

the cosmogenic neutrons generated in the outer 1.9m of rock trigger a detector response,

with approximately 2% in the inner 10 cm. This is before vertex reconstruction and

analysis cuts are applied, which further reduce the observed rate. The triggering of the

radioactive-decay produced particles from this layer is negligible, and the fast neutron

trigger rate drops off rapidly beyond this distance. Consistent with previous studies

of NEO and its predecessor reactor prototype designs, radioactive decay backgrounds

were generated in the inner 10 cm of the rock layer to reduce simulation time.
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5.4.2 Reactor Modelling and Signals

5.4.2.1 Input Spectra

To simulate the reactors in subsection 5.2.2, their detectable antineutrino flux is mod-

elled. The detectable antineutrino emission consists of three components, the emission

flux (subsection 1.3.4), the interaction cross section (section 2.1) and the survival prob-

ability of electron antineutrinos (subsection 1.2.3). These three components are con-

volved to produce a spectrum of antineutrinos that could be detected for each reactor

in NEO. Matter oscillations are neglected as they have very little effect at the energy

of reactor antineutrinos.

To calculate the reactor antineutrino emission flux, the Huber-Mueller model in

Equation 1.17 is used [151, 152] alongside the average thermal output for 2020 based

on IAEA load factors. The mid-cycle fission fractions are assumed, which for AGRs

is appropriate due to their short refuelling cycle and expected O(1%) antineutrino

flux variation during the cycle. The most up to date β spectra and antineutrino flux

predictions that resolve the reactor antineutrino anomaly have not been used as the

work was started before accepted solutions to the anomaly were available. Instead, the

anomaly is incorporated into the systematic uncertainty.

Spectra for each of the reactors are generated from geoneutrinos.org [179], a web

tool that takes detector locations and IBD emission from various sources, and produces

observable spectra and rates for that location. The integrated rate of interaction is

calculated from the antineutrino spectra [179] in Neutrino Interaction Units (NIU),

which is the interactions per 1032 target particles per year. This unit is used by geoneu-

trino.org and normalises the spectra to allow easier comparison across sources and

detectors. This is converted to an IBD rate using

RIBD = RNIU × NkT ×Np

1032
, (5.1)

where NkT = mass of water in the detector in kilotonnes and Np = 6.686 × 1031 is

the number of free protons per kilotonne of water. The IBD generator then draws

antineutrinos from the relevant spectrum. The generator allows the simulation of the

time and position distribution of IBD based on reactor antineutrino spectra, and weights

the angle between the positron and antineutrino by the cos2(θ)-dependent cross section.

Positron and neutron energies and momenta forming an IBD pair are calculated to the

first order correction for finite nucleon mass [180]. The time and distance between

interactions for simulated IBD pairs is in Figure 5.9. The mean time between IBD
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pairs is ∼28 µs and the mean distance is ∼6 cm. The true antineutrino energy spectra

for Hartlepool, Heysham 2 and Torness at Boulby are shown in Figure 5.10, with the

normalised spectra in Figure 5.11 to show the effect of neutrino oscillations.

Figure 5.9: The time and position distribution of simulated IBD pairs.

5.4.2.2 Spectral Shape Comparison

For the spectral analyses in section 7.2, the spectral shape of a reactor if it was at a

given distance needs to be modelled. To do this, a simplified version of the model used

to generate the spectra of known reactors is used.

The antineutrino emission is simplified to

ϕ(Eν̄) =
∑
i

fiλi(Eν̄), (5.2)

where fi is the fission fraction for the i-th isotope and λi(Eν̄) is given by Equation 1.18.

The cross section is taken as

σ(Ee) = peEe, (5.3)

where Ee and pe =
√

E2
e −m2

e are the positron energy and momentum respectively,

and me is the positron mass. The total detectable spectrum is then given by

f(Eν̄

∣∣L) = ϕ(Eν̄)σ(Eν̄)P (L,Eν̄), (5.4)
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Figure 5.10: The antineutrino spectra at Boulby for Hartlepool (26 km), Heysham 2

(149 km) and Torness (187 km). Data from [179].

where P (L,Eν̄) is the survival probability of electron antineutrinos of energy E trav-

elling distance L (Equation 1.12), and the other terms are as defined in Equation 5.2

and Equation 5.3. This spectrum is then normalised to yield the spectral shape for a

reactor at distance L.

5.4.3 Backgrounds

There are several background sources for reactor neutrino detection. Due to the co-

incident pair nature of IBD, the backgrounds of most concern are the ones that are

also coincident pairs. However, uncorrelated single particle interactions can also cause

accidental coincidences which mimic the pair signal. Some backgrounds are also omit-

ted due to having negligible rates in the detector once reconstruction and analysis cuts

are applied. One such case is spontaneous fission of 238U and 232Th in the detector.

When the rejection of instances of more than two interactions is performed, the rate

of accepted triggers drops to O(2) per year [336]. Raw rates for the key background

components are in Table 5.3.
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Figure 5.11: The antineutrino spectra at Boulby for Hartlepool (26 km), Heysham 2

(149 km) and Torness (187 km) normalised to show the effect of neutrino oscillations.

Data from [179].

5.4.3.1 Uncorrelated Single Particles

By far the most numerous interaction type in the detector is single particle interactions

from natural radioactivity in the materials in the detector and its environment. These

interactions are physically independent of each other, but if they occur in proximity to

each other, they can mimic a correlated event pair.

As these particles are produced by natural radioactivity, their rate depends on the

composition and cleanliness of the detector, support structures and cavern. Whether

these particles trigger the detector and are reconstructed depends on the detector’s

energy threshold, vertex position and resolution, and the distance of the fiducial volume

to the detector walls and cavern. Due to this, not all particle sources are simulated.

Only those that have sufficient energy and half-life, and therefore can physically trigger

the detector, are simulated. The background rates due to radioactivity are determined

by a combination of data and manufacturer specifications [233, 303, 305, 337–348].

Previous experiments, such as ZEPLIN and DRIFT, have been used to determine rates
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Component Pair Rate [Hz]
17N β-n 1.99 × 10−5

9Li β-n 3.25 × 10−5

Reactor IBD 1.47 × 10−5

Geoneutrino IBD 2.60 × 10−6

Single Rate [Hz]

Fast neutrons 3.22 × 10−2

Uncorrelated single β 3.57 × 107

Table 5.3: The raw background rates in the 22m NEO design. The reactor IBD is for

all reactors further away than Gravelines.

at Boulby alongside material assays performed at Boulby [341, 349].

The largest contribution to the uncorrelated background is the PMT glass, with the
238U and 232Th decay chains being the main source of activity. This contribution can

be mitigated by using low-radioactivity glass, such as on the Hamamatsu R7081-100

PMTs described in section 4.3 to be used in NEO. The rates in Table 5.3 assume low-

radioactivity glass is used. The contribution to the background from the PMT glass

would increase from ∼104 to ∼105Bq if standard borosilicate glass was used. Fiducial

cuts can also significantly reduce the rate of triggers coming from PMT glass, as they

tend to trigger in the volume nearest the PSUP. Steel in the tank and PSUP contains
60Co and 137Cs, both of which will β decay and produce γ radiation. This can also be

suppressed by fiducial volume cuts, the effect of which are seen in Figure 5.12.

Not all uncorrelated backgrounds occur near the edge of the detector or the PSUP.

Radon, part of the 238U decay chain, is a gas and can be supported in the water. This

causes it to circulate and reach throughout the detector. Despite the ultra-low radon

levels of 3Bqm−3 in Boulby Mine, radon can still be produced in the 238U decay chain

in the PMT glass. The rate of radon diffusion from PMT glass to water is not well

known. This makes the radon background complex to understand and handle. There

is also a natural 40K component found in water which is hard to remove, even through

purification.

Although there is a large number of uncorrelated backgrounds from a variety of

sources, not all need to be considered in detail. Many backgrounds do not trigger a

detector response, and many do not have a large enough rate to be observable in NEO.
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Figure 5.12: Rate of triggers due to uncorrelated single interactions from radioactivity

against the distance from the PSUP in the ID after vertex reconstruction and a 10 PMT

hit threshold. Moving away from the edge of the detector causes the background rates

to drop off significantly except for those in the fill medium such as radon. Reprinted

from [350].

Isotopes where the beta decay endpoint is < 0.5MeV are neglected from simulations

as they will not produce a signal. Decays where the branching ratio is < 0.1% are also

neglected. The DAQ trigger will naturally suppress many interaction types. The DAQ

requires 6 PMT hits within 200 ns, so many low energy particles or interactions near

the edge of the ID will not trigger the detector.

Alpha decays can also be neglected. In water, α particles will not produce Cherenkov

radiation as they are not relativistic. In scintillator, the effect of ionisation quenching

means that very little light is produced as a result of the α particle. These particles are

unable to propagate very far, so will only trigger near the location they are produced.

This means they interact near the PSUP or detector walls, and would either fail to

produce enough PMT hits to trigger the DAQ or be easily removed by fiducialisation.

To simulate the large number of uncorrelated components, they are combined into a

single simulation with their respective rates interleaved. The total rate from each con-

tributor to the single interaction background in the 22m design is given in Table 5.4;
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Component/ Rate [Bq] Source

Decay chain
40K 1.37 × 105 Liquid, PMT, PSUP, Tank, I-beam, Rock
238U 3.16 × 107 Liquid, PMT, PSUP, Tank, I-beam, Rock
232Th 3.67 × 106 Liquid, PMT, PSUP, Tank, I-beam, Rock
235U 3.15 × 104 Liquid, PSUP, Tank, I-beam
60Co 1.17 × 105 PSUP, Tank, I-beam
137Cs 1.23 × 105 PSUP, Tank, I-beam

Table 5.4: Contributions to the uncorrelated single β rate in the 22m NEO design.

each component can originate from multiple locations within the detector and its en-

vironment. The liquid is the smallest contributor to the rate of radioactivity, with

O(10)Bq per decay chain. The PSUP contributes O(103) Bq per decay chain, with the

tank and I-beams producing O(104) Bq per decay chain. The rock dominates the total

rate, at O(106) Bq, but these particles very rarely reach and trigger the detector. In-

terleaving the different contributions allows a single output with uncorrelated particles

having a realistic time and position distribution.

5.4.3.2 Cosmogenic Muons

As stated in section 5.2, muons are a significant source of background and the reason

that the AIT facility and NEO detector would be located underground in Boulby Mine.

The muons themselves are easily rejected owing to the fact they are through-going and

leave a clear track inside the detector.

However, muons produce backgrounds that are significantly harder to reject. Muons

can interact with the rock surrounding the detector and the detector materials, produc-

ing secondary products through spallation. These secondary particles can be produced

in multiplicity, forming coincident event pairs, or decay via β-neutron emission. These

backgrounds can also propagate or be long-lived, so a time veto after a muon track is

not always sufficient. An outer detector, whether passive as with NEO or active like

SK, can mitigate and reject some of these backgrounds.

The average muon energy in Boulby Mine is 264GeV [305]. Lower energy muons

will not reach as deep into the rock, leaving a high energy muon flux. SK, at Kamioka

with its lower m.w.e depth, has an average energy of 259GeV [351]. The total muon
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flux in Boulby Mine is [303]

Φµ = (4.09± 0.15)× 10−8 cm−2 s−1.

5.4.3.3 Fast Neutrons

Fast neutrons are energetic neutrons produced when muons interact in the rock in

the cavern wall. They are able to propagate into the detector and through successive

spallation and neutron evaporation interactions, in which a nucleus de-excites and emits

a neutron, produce further neutrons. Neutrons from the rock with energy less than

10MeV are not penetrating enough to cross the air gap between the detector wall and

rock and cross the OD to trigger in the ID; these lower energy neutrons are neglected

as a result.

The spectral flux of neutrons is defined as [346]

dN

dEn

= A

(
e−7En

En

+B(Eµ)e
−2En

)
, (5.5)

where A is a normalisation constant, En is the neutron energy, Eµ is the muon energy

and B(Eµ) = 0.52− 0.58e−0.0099Eµ as determined from FLUKA simulations. The muo-

genic neutron spectrum is also defined in [305]. The spectral flux for neutrons produced

by 264GeV muons at Boulby is shown in Figure 5.13 with the average energy of these

neutrons being 88GeV. The flux at the cavern wall above 10MeV is calculated through

a combination of experimental data and simulation as [305]

Φn(> 10 MeV) = 1.11 × 10−9 cm−2 s−1 × cavern surface area.

There is a 27% uncertainty on this flux due to the uncertainty on the muon flux and

neutron production rates. Neutron backgrounds from the rock at Boulby have been

measured previously, such as in [352] where a rate of (1.72± 0.61(stat.)± 0.38(sys.))×
10−6 cm−2 s−1 above 0.5MeV was determined. This study included radioactive decays

in the rock. The muogenic-only neutron flux in [305] agrees with the one in [353].

The direction of the primary neutrons, direct from the muon interaction, is dictated

by the muon direction. Muons originating from cosmic rays are strongly biased in the

downward direction at the high energies required to penetrate down to the AIT cavern

location. The muon angular distribution at Earth’s surface is described in [347], and

the attenuation of muons as they propagate through the Earth is dependent on the

139



Chapter 5. Neutrino Experiment One: A Remote Reactor Antineutrino Monitor

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Neutron Energy (GeV)

10 14

10 13

10 12

10 11

10 10

10 9

Ne
ut

ro
n 

Fl
ux

 (c
m

2  s
1 )

Figure 5.13: Neutron spectral flux for 264GeV muons at Boulby using Equation 5.5.

angle. The neutron angular distribution is described as [305]

dN

d cos(θ)
=

Aθ

(1− cos(θ))Bθ(Eµ) + Cθ(Eµ)
. (5.6)

Here, Aθ is a constant, Bθ(Eµ) = 0.482E0.045
µ and Cθ(Eµ) = 0.832E−0.0152

µ as determined

from FLUKA simulations. The primary neutron distribution is peaked parallel to the

muon direction. The secondary neutrons from evaporation are emitted isotropically,

which creates a flattening effect in the neutron angular distribution. This can be seen

in Figure 5.14 for neutrons from 264GeV muons. The primary neutrons tend to be

easily rejected due to the high energy and direction, but secondary neutrons are more

difficult.

The number of neutrons produced by a muon depends on the muon energy when it

interacts and the material it interacts in. This also depends on the depth of the cavern

as more energetic muons will reach deeper underground. The multiplicity in the rock at

Boulby can reach as high as 100 neutrons, but is generally much lower with an average

of 6.03 per muon in an assumed rock density of 2.7 g cm−3 [305]. The multiplicity is

[346]
dN

dM
= AM(e−BM (Eµ)M + CM(Eµ)e

−DM (Eµ)M), (5.7)
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Figure 5.14: Neutron angular distribution for 264GeV muons at Boulby using Equa-

tion 5.6.

whereAM is a normalisation constant, BM(Eµ) = 0.321E−0.247
µ , CM(Eµ) = 318.1e−0.01421Eµ

and DM(Eµ) = 2.02e−0.006959Eµ as determined from FLUKA simulations [305]. As these

neutrons are produced in multiplicity, they can create event pairs. The flux versus mul-

tiplicity for 264GeV muons is shown in Figure 5.15. The mean time between these

neutron interactions is 20 µs and the mean distance is ∼80 cm, which is similar to IBD.

This can be seen in Figure 5.16.

There are several methods to suppress the fast neutron flux. A buffer region to

attenuate neutrons in the OD, potentially combined with an active veto, can reduce

the flux of neutrons that trigger the ID. This is by either stopping them reaching the

ID or by vetoing them if they trigger an active OD. The design of NEO described in

subsection 5.3.3 relies on a passive OD to attenuate backgrounds. Rejecting neutrons

in high multiplicity groups can also suppress the fast neutron background, allowing

only triggers with a multiplicity of two or less to be counted. Applying a time veto

after high-energy triggers will reduce the number of products of these interactions that

trigger the detector. The light profile of neutrons in water differs from that of positrons.

The isotropic nature of neutron capture light can potentially be distinguished from

directional Cherenkov radiation produced by positrons.
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Figure 5.15: Neutron multiplicity for 264GeV muons at Boulby using Equation 5.7.

Figure 5.16: The time and position distribution of simulated fast neutrons.
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5.4.3.4 β-Neutron Emitting Radionuclides

Alongside fast neutrons, cosmic ray muons can also produce radionuclides through suc-

cessive spallations. These spallations generate hadronic and EM showers, with the

hadronic showers being the principle production mechanism for long-lived radioiso-

topes. Only 11% of these radioisotopes were found to be produced directly by muon

spallation, and 4% by throughgoing muons, in SK [342]. These isotopes are unstable

and decay, producing the radionuclide background. The isotopes of most concern for

NEO are the β-neutron emitters, which produce a near identical signal to the positron-

neutron emission from IBD. The β particle will produce prompt Cherenkov radiation

or scintillation, and the neutron will capture to produce the delayed capture signal.

In water, the spallation occurs predominantly on oxygen regardless of the inclusion

of gadolinium or in the form of WbLS. The radionuclides of concern produced by this

are 17N and 9Li, as they both have high yields and β-n branching ratios. The spallation

products from oxygen are shown in Table 5.5. In simulations, 16C and 11Li are neglected

due to their low yields. Measurements of the 8He β-n yield in SK were consistent with

zero, and a 90% upper confidence limit of 0.9 × 10−7 µ−1 g−1 cm2 was adopted [340].

Therefore, 8He is also neglected.

The β-n decay rates are calculated using

Riso(s
−1) = Rµ(s

−1)× Lµ(cm)× Yiso(µ
−1 g−1 cm2)

× br × ρ(g cm−3)×
(

Eµ,Boulby

Eµ,Super−Kamiokande

)α

, (5.8)

where Rµ = Φµ× tank surface area, Lµ is the muon path length, Yiso is the isotope

yield, br is the branching ratio for the β-n decay, ρ = 1g cm−3 for water and Eµ is the

average muon energy at the given location. The path length in [342] is taken as vertical

height of the SK detector, making the assumption all muons are downward going, which

sets a conservative upper limit. The same assumption is made for NEO, and rates are

calculated for the full detector volume. A depth-related correction to the average muon

energy Eα
µ is applied, where α = 0.73± 0.10 [305], as higher-energy muons will survive

to greater depths on average.

There are two options for the isotope yield for 9Li, theoretical and experimental val-

ues. The measured yield in SK was found to be 0.50 × 10−7 µ−1 g−1 cm2 with neutron

tagging and 0.51 × 10−7 µ−1 g−1 cm2 without [340], with an 18.1% systematic uncer-

tainty. This is approximately a factor of four lower than the theoretical value in Ta-
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Isotope Half life Total yield Production process β endpoints

(β-n br) (s) (10−7 µ−1 g−1 cm2) (MeV)
17N 4.173 0.59 18O(n,n+p) 3.3 (50%), 4.1 (38%)
16C 0.747 0.02 18O(π−,n+p) 4.7 (84%), 3.7 (16%)
11Li (85%) 0.0085 0.01 16O(π+,5p+π++π0) 16.6 (22%), 12.5 (16%)
9Li (50.8%) 0.178 1.9 16O(π−,α+2p+n) 11.2 (29%), 10.8 (12%)
8He (16%) 0.119 0.23 16O(π−,3H+4p+n) 5.3 (8%), 7.5 (8%)

Table 5.5: β-neutron backgrounds. Isotope yields in water calculated with FLUKA

[342] for SK. Principal β endpoint energies with approximate branching ratios taken

from [343–345].

ble 5.5. The cause of this was proposed as the spallation of 16O ejecting many nucleons.

This is supported by the large disparity also being visible in the 8Li/8B yields. All other

values are within 2σ of the theoretical values. To use the experimental yield in NEO,

the difference in the average muon energy between Kamioka and Boulby would need to

be corrected for. The difference between the experimental and theoretical yields would

also need to be incorporated into the systematic uncertainties, creating an uncertainty

on the 9Li rate given by

σRiso

Riso

=

√
σ2
Yiso

Yiso

+
σ2
Eα

µ

Eα
µ

. (5.9)

The uncertainty on the yield is

σYiso
=

|Ytheor − Yexp|
Ytheor

. (5.10)

The uncertainty on the muon flux is not required as no assumption on the muon flux

is made in the experimental measurements. The 18.1% systematic uncertainty on the

SK measurement would become a minimum uncertainty in NEO.

The theoretical yield can be used as a more conservative approach due to the higher

yields. The uncertainty on the theoretical yield is given by

σRiso

Riso

=

√
σ2
Φµ

Φµ

+
σ2
Eα

µ

Eα
µ

, (5.11)

where σΦµ = 0.15 × 10−8 cm−2 s−1 is the uncertainty on the muon flux. The uncertainty

on the energy dependence is

σEα
µ
=
√

(Eα
µ ln(Eµ)σα)2 + (αEµσEµ)

2. (5.12)
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The average muon energy uncertainty σEµ is due to uncertainties on the atmospheric

muon energy spectrum and the muon energy loss in the rock, which is not highly

correlated with rock composition and precise depth [303]. It is assumed to be negligible

in simulations for NEO. The systematic uncertainty on the theoretical yield of 9Li is

very low, < 1%.

The theoretical radionuclide yields with low uncertainties represent a more cautious

approach than using the experimental values, which are a factor of four lower, with

higher uncertainties. This cautious theoretical approach has been adopted in NEO.

The rates in NEO do not account for the difference in muon energy loss in the

detector between SK and NEO. This is assumed to be negligible due to the energy

loss being small compared to the muon energy, so the interaction cross sections do not

change by a significant amount in the detector.

The spectra of the key β-n emitters in NEO, 9Li and 17N, simulated in a 22m

detector according their theoretical rates are shown in Figure 5.17.

Figure 5.17: Simulated spectra of 17N and 9Li β particles in NEO.

To suppress radionuclides, correlating the interactions to a muon track can allow

the rejection of some by applying a time veto. Long-lived isotopes may survive a time

veto, but effective tracking allows a transverse distance cut to the muon track without

extending the detector dead time. Locating the hadronic showers that produce the

145



Chapter 5. Neutrino Experiment One: A Remote Reactor Antineutrino Monitor

radionuclides can also allow radionuclide interactions to be identified and rejected.

5.4.3.5 IBD Backgrounds

Some background sources produce IBD, which makes them nearly indistinguishable

from reactor antineutrinos. One source is geological electron antineutrinos, or geoneu-

trinos, which come from the beta decays in the 238U and 232Th chains and of 40K in the

Earth’s crust and mantle.

The spectra of the geoneutrino components used in NEO are from [179], and are

determined by summing the contribution of each decay in the chains weighted by their

branching ratios. The expected IBD rate due to geoneutrinos in NEO comes from inte-

grating the product of the differential geoneutrino flux, IBD cross section, geoneutrino

energy spectrum and electron antineutrino survival probability. The geoneutrino flux

at the surface is pre-calculated and adjusted for variations in the density of the mantle

and isotope abundance.

Geoneutrinos are generally very low energy, and as such many will not meet the IBD

threshold. For a 0.6MeV positron energy threshold, 76% of the total geoneutrino flux

can contribute; for a 1MeV positron energy threshold, 43% of the total geoneutrino

flux can contribute. In both cases, the contribution to the geoneutrino flux above

threshold is entirely from the 238U decay chain. The rate is also low, with a total

rate approximately an order of magnitude lower than Heysham 2, and so they are a

subdominant background. Although it is possible for potassium to capture an electron

and form argon, which emits mono-energetic geoneutrinos, these are neglected for NEO

due to the low β endpoint energy of 1.5MeV and branching ratio of 11%.

Reactors that are not the target of observation provide a significant background,

especially when the target reactor is a weaker signal. The signals from different reac-

tors are nearly indistinguishable, with only changes to the antineutrino spectra due to

oscillations causing any differences. The major way to handle this background is by

having knowledge of the expected IBD rate and looking for an excess due to the target

reactor.

The background due to reactors is split into individual components for the nearest

reactors to Boulby, detailed in Table 5.1, and an amalgamated world reactor background

for all others. The reactor and geoneutrino backgrounds at Boulby with the Heysham

2 cores as the target of observation are shown in Figure 5.18.
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Figure 5.18: The antineutrino spectra for the Heysham 2 cores and IBD backgrounds.

Data from [179].

5.4.4 Systematic Uncertainties on Signal and Background

The uncertainties on signal and background components used for simulation studies are

displayed in Table 5.6. The uncertainty on uncorrelated backgrounds due to radioac-

tivity is assumed to be negligible.

5.5 Summary

A prototype detector, Neutrino Experiment One (NEO), has been designed to monitor

reactor antineutrinos for non-proliferation purposes. The design options include a 16m

height and diameter upright cylinder and a 22m height and diameter upright cylinder,

with a gadolonium-doped water-based fill medium and 15% PMT coverage. Two fill

media are considered, alongside the gadolinium doping: pure water and WbLS.

To suppress backgrounds, the detector will be located underground in Boulby Mine.

This gives a very low radon rate of < 3Bqm−3 and cosmic ray muon attenuation of

O(106). The location is also in proximity to the UK’s reactor fleet, allowing various
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Component Uncertainty

Hartlepool 2.5%

Heysham 2.0%

Torness 2.6%

Sizewell B 2.75%

Hinkley Point C 3.0%

Gravelines 3.4%

World Reactor 6.0%

Geoneutrinos 25%
9Li 0.2%
17N 0.2%

Fast Neutrons 27%

Table 5.6: Uncertainties on signals and backgrounds. Data taken from [5, 179, 305].

combinations of signal and background tests to be performed.

The detector has been simulated, along with its signal and background components,

in detail via MC simulations in RAT-PAC. RAT-PAC uses classes and libraries from the

GLG4sim package, as well as libraries and tools from CLHEP and Geant4, to produce

an interaction-by-interaction detector response simulation. The signal and background

components have been modelled using combinations of experimental data and theory,

with conservative options chosen where possible and time-saving assumptions where ap-

propriate. These simulations can be used to determine the performance of the detector

designs with respect to the observation of the various reactors.
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Event Reconstruction and Data

Reduction

The signal in a neutrino detector is in the form of PMT electrical output upon the

detection of photons. In a real detector, with thousands of PMTs, there is a large

amount of electrical noise and number of background particle interactions mixed in

with the signal. This gives a lot of PMT hits that need to be handled and backgrounds

that need to be rejected, and poses a significant challenge to the observation of a

particular signal.

To overcome this challenge, the positions of the interaction vertices in a detector

are reconstructed based on the PMT hit patterns and timing, producing information

on the origin of each hit. This allows noise to be removed, as it is likely to only produce

single PMT pulses with no interaction vertex that can be reconstructed. The PMT hits

can also be used to reconstruct the energy of a detected particle based on the amount of

light collected. This can be done via the number of PMTs hit for a given reconstructed

interaction or the amount of charge collected by the PMTs.

Once triggers in the detector are reconstructed to locate the interaction vertices,

data reduction is applied to reject backgrounds and extract potential signal events.

This allows particle interactions that are not of interest to be separated from those

that are. This, in combination with vertex and energy reconstruction, is designed to

efficiently select out signal events.

In the case of NEO, the signal event is a positron and neutron pair from IBD. The

majority of particle interactions in a neutrino detector are not reactor neutrinos, or

neutrinos at all. They come from a combination of sources, of which the key ones
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are described in subsection 5.4.3, and comprise many particle interaction types. To

observe reactor antineutrinos, the background must be suppressed sufficiently through

data reduction.

This chapter first reviews traditional vertex fitting, energy reconstruction and trig-

gering algorithms, before exploring a new data reduction method using a combination

of likelihoods and machine learning. The algorithms reviewed are in the context of

simulations of NEO described in section 5.4, and use real time triggering based on

estimating the data rates produced in the NEO detector.

6.1 Event Reconstruction

Detector data, in the form of signals from the PMTs, needs to be processed and recon-

structed to allow useful information to be extracted. Reconstruction makes use of the

timing distribution of the detected light and the pattern it makes across the PMTs on

the detector wall. For NEO, the response is simulated so that the MC output replicates

the expected response of a real NEO detector, including all known detector effects such

as PMT charge and timing response, dark noise and radioactive backgrounds. The

reconstruction can then be applied to the simulated data in the same way it can to

observed data.

6.1.1 Vertex Reconstruction

The vertex reconstruction applied to the simulated data is an adapted version of the

Branch Optimization Navigating Successive Annealing Iterations (BONSAI) algorithm,

the low-energy (up to ∼100MeV) vertex reconstruction algorithm currently deployed

by SK [354].

BONSAI is a time-based fitting algorithm that maximises a likelihood for PMT hit

times. The likelihood is based on the hit time residuals of the signal and dark noise,

and is given by

lnL(x, t0) = ln(
N∏
i=1

P (∆ti(x))), (6.1)

where P (∆ti(x)) is the PDF of time residuals from true vertices, x is the vertex position,

t0 is the emission time and ∆ti(x) is the time residual for the hit at the ith PMT such

that

∆ti(x) = ti − ttof,i − t0. (6.2)
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Here, ti is the hit time at the ith PMT and ttof,i = |xi − x|/cwater is the time of flight

from the vertex to the ith PMT.

Observed data has an inherent PMT dark noise contribution. As the simulated data

does not, the dark noise is added in during reconstruction at a rate of 3 kHz. This is

deemed to be a conservative value based on measurements of the Hamamatsu R7081

PMT’s dark rate, such as those in chapter 4. Dark noise is added into the reconstruction

by taking the window ti − ttof,i and scaling the rate of hits outside this window to its

size.

The timing residual (Figure 6.1) contains effects from the detector, such as the

PMT timing characteristics, the photocoverage, and the total scattering which depends

on the detector medium and size. PMT timing characteristics dominate the shape

of the distribution for hit-time residuals. The prompt signal peak is at 0 ns, with a

double-pulsing peak at ∼50 ns and an after-pulsing peak at ∼70 ns. The key parameter

affecting the reconstruction is the TTS of the PMT, which results in the width of the

prompt peak.

Figure 6.1: PDFs of the true hit-time residuals for the combinations of detector and

media considered in subsection 5.3.3, normalised to a maximum of 1. Reprinted from

[355].

Scattering of light has a large impact on the distribution. The tail is pushed out to
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longer times, and the addition of scintillator causes the prompt peak to widen which

means the double-pulsing and prompt peaks are less well-defined. This is due to the

absorption and re-emission in the scintillator. This is specific to the cocktail used,

as the decay constant of different scintillator cocktails can differ by ∼5 ns, which is

comparable to the photopeak width. BONSAI was developed for use in pure water for

the SK detector, but is also capable of effectively reconstructing interaction vertices in

liquid scintillator. The time profile differs due to the scintillation decay constant, seen

in Figure 6.1, but the increase in light yield offsets the changes in the time profile.

There are several steps the reconstruction algorithm goes through to determine the

vertex of an interaction, which are summarised as:

1. List of PMT hits created - This allows vertices that form the starting point

of the likelihood maximisation to be created. A pair of PMT hits separated by

time ∆t must be sufficiently far apart that light could not travel directly between

them in the same ∆t to ensure that primarily unscattered light is used. This is so

that the light used to generate the vertices could come from the same interaction.

2. Hits grouped into fours - At least four hits are required for reconstruction in

three dimensions. These hits are required to have a hit-time residual of zero. Each

group of four defines a point in the detector and allows a list of initial test vertices

to be created. If only one starting point is used for the likelihood maximisation,

the probability of local maxima affecting the result is increased.

3. Number of hits reduced using variable time window - This increases the

speed of reconstruction as the number of quadruples of hits is proportional to

the total number of hits to the fourth power (N4). Groups with a small spread

in time are given preference. The window is selected to contain a predetermined

number of combinations, with all combinations in the window being maximised

over. The three hits that immediately follow each hit in the window are taken to

form more groups of four.

4. Test vertices for all combinations averaged over nearby points - The test

vertices are evaluated and averaged over nearby points in 60 cm and 150 cm steps

to reduce the number of starting points for the likelihood maximisation.

5. The likelihood is maximised - The determined starting vertices are used, and

emission time and dark noise are free parameters.
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6. The vertices with the best log likelihoods in a range are taken to the

next iteration - This is done after each step in the likelihood maximisation, and

the range is a fraction of the total range for all test vertices and is reduced each

step. This reduces the chance of local maxima degrading the result, with the

algorithm converging at the best vertex with each iteration.

7. The vertex is the centre of a dodecahedron - This occurs for each iteration,

and allows the new test vertices for the next iteration to be defined as the vertices

of this dodecahedron. The radius of the dodecahedron reduces with each step.

8. The final vertex is selected - The vertex with the maximum log likelihood is

selected as the reconstructed vertex.

Although four hits are required to reconstruct position in three dimensions, in prac-

tice more are needed to allow the algorithm to converge on a single vertex. To ensure

the algorithm is able to consistently and efficiently converge on a vertex, a minimum

of nine digitised hits are required per trigger for reconstruction to be attempted. This

improves the speed of reconstruction as triggers with few hits take longer to reconstruct,

and will often result in either a poorly reconstructed vertex or a failure to reconstruct

a vertex.

Reconstructing the interaction vertex is necessary for background discrimination.

If several hits are observed as coming from a single point in the detector, it is far less

likely to be a random dark noise coincidence than if individual PMT hits are observed.

This also allows position constraints to be applied to observed interactions such that

particles can be rejected based on their interaction point.

An adapted version of BONSAI to harness the neutron capture light when recon-

structing IBD has been developed in [355]. This makes use of positron Cherenkov

radiation and neutron capture emission as a pair to provide a stronger constraint on

the interaction vertex of IBD. By using the large amount of light from the neutron

capture to tag the positron during reconstruction, the efficiency and resolution of re-

construction can be improved, and the energy threshold lowered.

The first six Legendre polynomials, in terms of cos(θ) where θ is the angle of the

incident photon on the PMT, are used as an estimate of the isotropy of light in the

Gd-H2O fill. Cherenkov light is anisotropic, forming a cone, but neutron capture light

is isotropic. The difference in the first Legendre polynomial for positrons from IBD and

fast neutrons is shown in Figure 6.2.
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Figure 6.2: The first Legendre polynomial for IBD positrons and fast neutrons in the

22m Gd-H2O detector.

6.1.2 Energy Reconstruction

As stated in section 2.2, the amount of light produced by a charged particle in a medium

relates to the energy of the particle. As such, the amount of light produced can be used

to determine the energy of the particle.

There are multiple ways in which the energy can be determined based on the ob-

served light. The number of PMT hits within a time window can be used, as can the

collected charge from the observed particle. These are often used in tandem with cal-

ibration data, in which radioactive sources with known energies or an electron Linear

Accelerator (LINAC) with a tuned energy output are used to compare particles of

known energy with their light yield, and corrections for detector effects.

6.1.2.1 Energy Reconstruction in Super-Kamiokande

In SK, the energy response of the detector is calibrated using a LINAC to produce low

energy electrons (∼ 5 - 16MeV) [356] and 16N to produce 4.3MeV electrons [263]. The

energy of observed particles is reconstructed by taking the effective number of PMT

hits in a 50 ns window from the interaction [100]. The effective number of hits, Neff , is

determined from the number of hits in a 50 ns window, N50, with corrections applied
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to account for various effects. The effective number of hits is defined as:

Neff =

N50∑
i

{(Xi + ϵtail − ϵdark)×
Nall

Nalive

1

S(θi, ϕi)
× exp

(
ri
λ(t)

)
×Gi(t)}. (6.3)

The explanation for each component that determines Neff is:

Xi: This provides an estimate of the effect of multiple photoelectrons for the ith

PMT hit. Interactions occuring close to the PMTs will have a Cherenkov cone that

does not have sufficient space to expand, giving a small number of observed hits for the

same overall light yield. Xi is defined as

Xi =


log( 1

1−xi
)

xi
, xi < 1

3.0, xi = 1
(6.4)

where xi is the ratio of hit PMTs in a 3 × 3 PMT grid surrounding the ith PMT to the

total number of live PMTs in the grid. The log term is derived from Poisson statistics

and is the estimated number of photons per PMT in the grid, and is based on the

number of triggered PMTs in the grid. If every PMT in the grid is hit, it is assumed

that the number of photons incident on the ith PMT is 3.

ϵtail: Not all photons travel directly to a PMT; some are scattered and will therefore

arrive later. This creates PMT hits outside of the 50 ns window. To account for this

effect, ϵtail is applied.

ϵtail =
N100 −N50 −Nalive ×Rdark × 50 ns

N50

(6.5)

uses the number of alive PMTs in the ID, Nalive, the number of PMT hits in a 100 ns

window, N100, and the measured dark rate for the data-taking period, Rdark, to define

a correction for late-arriving photons.

ϵdark: The dark noise in the PMTs can have a large impact on the data, and is

corrected using

ϵdark =
50 ns×Nalive ×Rdark

N50

. (6.6)

Nall

Nalive
: This accounts for the number of live PMTs in the data-taking run. The

number of live PMTs is not constant across the detector lifetime due to factors such as

electronics failures.
1

S(θi,ϕi)
: This is a geometric factor determined by MC simulation, and checked with

LINAC and Deuterium-Tritium (DT) neutron generator data. S(θi, ϕi) is the effective
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photocathode area of the ith hit PMT as viewed from the angles (θi, ϕi). This accounts

for shadowing of the PMT and glancing angles.

exp( ri
λ(t)

): The water transparency will affect the way in which produced light is

observed. This factor, in which ri is the distance between the ith PMT and the recon-

structed vertex and λ(t) is the measured water transparency for the data-taking period,

accounts for the transparency.

Gi(t): The relative quantum efficiency of the PMTs is adjusted as not all PMTs

have an identical response.

A fit between true energy and Neff obtained from MC simulation is used to recon-

struct the particle energy. This method yields an energy resolution described by

σ(E) = −0.0839 + 0.349
√
E + 0.0397E

in SK-IV [357].

6.1.2.2 Energy Resolution of NEO

The energy resolution of NEO is determined entirely through simulation. As the NEO

designs have different properties to the SK detector, a different energy reconstruction

technique is applied. The Hamamatsu R7081-100 PMTs considered for NEO, described

in chapter 4, are newer and have a better charge resolution than the 20” PMTs used in

SK. To make the most of this, the energy reconstruction applied for NEO uses collected

charge in place of the number of effective PMT hits method used in SK. The energy

resolution is then compared to SK for a water fill as a performance benchmark.

To reconstruct the energy of an observed particle, a linear fit between the number

of observed photoelectrons and true particle kinetic energy is used to convert between

charge and energy. For a given distance between the reconstructed vertex and the

PSUP, the relationship exhibits a strong linearity when only well constructed particles

with a good residual are used. This is shown by Figure 6.3 for electrons at the centre

of the tank.

The position of an interaction will impact the number of observed photoelectrons

for a given energy. Particles far from the PSUP will generally appear in the same

way, but as the interaction vertex approaches the PSUP, the probability of multiple

photons hitting the same PMT increases. SK apply a correction based on the number of

neighbouring PMTs that are hit. For the method used in NEO simulations, adjusting

the fit to account for reconstructed vertex position allows this effect to be accounted
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Figure 6.3: Detected photoelectrons versus true electron kinetic energy in the 22m

NEO tank with 15% photocoverage and filled with Gd-WbLS.

for. This is useful when the fiducial volume of the detector is maximised and pushed

close to the PSUP, but not required if the fiducial volume is constrained away from the

edge of the ID.

To determine the resolution in a given energy range, a Gaussian fit is applied to

the difference between the true and reconstructed energy. The standard deviation of

the Gaussian fit (σ(E)) is the energy resolution. For easy comparison across energy

scales, this is often quoted as a fractional resolution (σ(E)/E). This fit can be seen for

electrons with kinetic energies between 4.9 and 5.1MeV in the NEO 22m design with

15% photocoverage and a Gd-WbLS fill in Figure 6.4.

The energy resolution with varying energy is described by

σ(E)

E
=

a√
E

+ b+
c

E
, (6.7)

where a, b and c are optimised constants. These constants are generally associated

with different effects that move the energy resolution away from the ideal situation of

σ(E) ∝
√
E. These include:

� a: stochastic fluctuations.

� b: detector imperfections, inhomogeneities in equipment and calibration, non-

linearity of readout electronics.
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Figure 6.4: Reconstructed kinetic energy - true kinetic energy for ∼5MeV electrons in

the 22m NEO tank with 15% photocoverage and filled with Gd-WbLS. The Gaussian

fit is used to determine the resolution, with a width of 0.62MeV giving a resolution of

12.4%.

� c: noise in detector and readout electronics.

The energy resolution of reconstructed electrons in the NEO 22m design is compared

to SK in Figure 6.5. The addition of increasing concentrations of scintillator offers an

improvement in energy resolution due to the higher light yield. The charge-based

method of energy reconstruction in NEO offers a better energy resolution here than

SK above the 3MeV threshold SK employs. The sharp reduction in energy resolution

below 3MeV for Gd-water in NEO is not an improvement, but an artefact of the lower

energy particles being harder to reconstruct. A lower energy particle will produce less

light and therefore less PMT hits. Only particles with a sufficient signal to reconstruct

the vertex will be successfully reconstructed, other particles will not produce enough

light or a usable PMT hit pattern. As such, only the well reconstructed vertices with

a good resolution are kept. This means that whilst the energy resolution appears to

be very good, the efficiency is very low and no useful signal can be extracted in this

region to discriminate from backgrounds. SK is able to make use of calibration and

validation against real detector data to produce a validated model across the entire
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energy range. The scintillator’s lower energy threshold and higher light yield makes

vertex reconstruction more robust down to sub-MeV energies.

2 4 6 8 10
Kinetic Energy [MeV]

0.10

0.15

0.20

0.25

0.30

Re
so

lu
ti

on
 [

/E
]

Gd Water
Gd-WbLS
5% WbLS
Super-Kamiokande IV

Figure 6.5: Energy resolution for electrons in the 22m NEO tank design with 15%

photocoverage. The Gd-WbLS cocktail used is approximately equivalent to a 1% scin-

tillator concentration with a 100 photons/MeV light yield. The SK-IV resolution is

from [357].

The key factor dictating the energy resolution of a detector is the light collected

per MeV. A higher light yield, such as a scintillator, will produce more light that

can be collected, and a higher PMT coverage will allow more light to be collected.

A 20% PMT coverage offers an approximately 2% improvement in σ(E)/E for the

same fill media compared to the 15% PMT coverage used for NEO. Moving from

the ∼100 photons/MeV Gd-WbLS to the ∼500 photons/MeV 5% WbLS also offers an

approximately 2% improvement in σ(E)/E for the same detector. However, the energy

resolution of WbLS is still significantly worse than pure scintillator. Borexino, which

used a pseudocumene fill, achieved an energy resolution of 5%√
MeV

down to 200 keV [358].

The potential improvement versus SK is due to the improved charge resolution of the

PMTs. However, direct comparison beyond the order of magnitude being in agreement

is difficult to make as real world detector effects, such as dead PMTs and bad electronics

readout channels, are not accounted for in NEO simulations. The Gd-water is also not

a like-for-like medium comparison, although the energy resolution of pure water and
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pure water doped with gadolinium is expected to be similar due to their similar light

yields.

6.1.3 Energy Analogues in NEO

Analogues for deposited energy can be used as an estimate of particle energy in place

of full energy reconstruction. This is useful when relative energy is required, which is

the case in certain data reduction methods, and can be quicker and less intensive than

determining the absolute energy. This is because the output of the already applied

vertex reconstruction can be used, and no new fits are applied.

The number of PMT hits in a time window around the peak light intensity is used

in NEO, with the choice of time window varying depending on the detector size and

fill medium. The number of hits is termed NX , where X is the length of the window

in nanoseconds e.g. N100 is the number of hits in a 100 ns window. The time window

is intended to ensure only light directly from the desired particle interaction is used

to estimate the particle’s energy, and reduces the effect of scattering. The length

of the window is related to the time taken for the light to reach the PMTs from the

particle interaction, with this being dependent on the detector size and light production

mechanism.

In water, smaller time windows are used as the Cherenkov radiation produced is

instantaneous. When scintillator is added, longer windows are used to allow the slower

scintillation mechanisms to occur. As detectors get larger, the amount of time light

takes to cross the detector and reach the PMTs increases. The time window used

therefore increases. The time window starts a few ns, up to 10 ns, before the peak in

Cherenkov light intensity to allow all direct light to be used.

In the 22m NEO design, N100 is used. This window runs from 10 ns before the

peak Cherenkov light intensity to 90 ns after. This window gives a maximum energy

resolution in the WbLS cocktails; longer windows allow too much scattered light and

shorter ones decrease the amount of light being used. This window is used for the water

fill in this detector, but is not optimised.

The 16 m NEO design uses a 9 ns window, 3 ns before the Chernekov peak to 6 ns

after, for the water fill to give N9 PMT hits in the window. However, the N100 analogue

is used when WbLS is utilised.

The amount of light left in the detector drops sharply after the PMT after-pulsing

peak at ∼70 ns, shown by the time residuals in Figure 6.1. Full optimisation, including
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electronics and physical calibration, of the longer time windows could reduce these

significantly. The amount of light left 90 ns after the peak light intensity drops by

almost two orders of magnitude for the 22m detector with the Gd-WbLS fill, and more

for the other configurations. Optimising and shortening the time windows may reduce

the electronic and computational requirements by using less data without significantly

reducing detector performance.

6.2 Data Reduction using LEARN

To suppress backgrounds and extract IBD events, the Likelihood Event Analysis of

Reactor Neutrinos (LEARN) chain has been developed. LEARN utilises a likelihood

ratio test, supervised machine learning using AdaBoost [359], and energy analogue cuts

to reduce backgrounds whilst maintaining signal rates.

During the data reduction and analysis, a “trigger” is a single particle interaction

which triggers the detector and successfully undergoes vertex reconstruction, an “event”

is two triggers deemed to be in a coincident-pair such as IBD. The signal for the LEARN

pathway is a positron followed by a neutron capture produced during IBD of a reactor

antineutrino.

There are several steps in the LEARN pathway. MC simulations are produced as de-

scribed in chapter 5 and vertex reconstruction is performed as described in section 6.1.

A multiplicity cut of two is applied to reject chains of neutrons, before a likelihood

test is carried out to remove uncorrelated single particle triggers that produce acci-

dental coincidences. Triggers deemed to be in a pair from these steps are passed into

a machine learning algorithm designed to identify and remove fast neutrons. Once

fast neutrons are suppressed, energy cuts are optimised to reject radionuclides and

low-energy backgrounds, before an analytical post-muon veto is used to reject muon

spallation products.

6.2.1 Neutron Multiplicity

As stated in subsubsection 5.4.3.3, fast neutrons are able to produce further neutrons

in the detector through neutron evaporation and spallation. This can result in chains of

several neutrons in the detector which, when triggering in pairs close together in time

and space, can mimic the IBD signal. After vertex reconstruction, the mean number
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of neutrons in a chain is just over 2 (Figure 6.6), with a maximum of 21 in the NEO

simulations. This creates a large probability of pairs being detected as IBD.

Entries  65729

Mean    2.347

Std Dev     1.575

2 4 6 8 10 12 14 16 18 20
Neutrons in Chain

0

5000

10000

15000

20000

25000

N
eu

tr
o

n
s Entries  65729

Mean    2.347

Std Dev     1.575

Figure 6.6: The number of fast neutrons in a chain after vertex reconstruction. The

maximum number in a chain here is 21.

To reduce the likelihood of fast neutrons being detected in pairs, and therefore the

total flux contribution to the background, a multiplicity cut is applied. When several

neutrons are reconstructed in proximity, they can be grouped together. If more than

two neutrons are grouped, the cluster is removed. In the 22m tank with Gd-WbLS,

this corresponds to a reduction of ∼84% in the total fast neutron rate.

6.2.2 Rejection of Radioactive Singles

Two versions of the likelihood technique to reject radioactive singles have been devel-

oped. The first version was used in work published in [5], and has been cross-checked

against an independent analysis on the same MC simulations, whilst the second version

represents an improvement in the method.
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6.2.2.1 Version 1: Likelihood Ratio Test

The likelihood component of the analysis chain is used to handle accidental coincidences

from radioactive backgrounds occurring naturally in the detector and surrounding en-

vironment. The majority of these particles originate from the PMTs and so occur close

to the edge of the ID volume. As these particles are uncorrelated to any other interac-

tions, have very low energies and occur near the edge of the inner volume, they can be

distinguished from correlated events.

The MC is split into two parts, a training data set and an evaluation data set.

PDFs are created using the training MC for each signal and background source for each

parameter, before being used to create signal and background likelihoods. LEARN uses

a likelihood ratio test based on five parameters to separate out uncorrelated interactions.

The parameters are:

1. number of PMTs hit in a 100 ns window (9 ns for 16m Gd-H2O) around the peak

of light intensity from a trigger (N100 (N9)),

2. number of PMTs hit in a 100 ns (9 ns for 16m Gd-H2O) window around the peak

of light intensity from a trigger for the previous trigger,

3. time between two consecutive triggers,

4. distance between two consecutive triggers,

5. distance from PSUP.

The signal and background likelihood values of a trigger are determined, and a test

statistic is defined as

Λ(x) = −2 ln

(
L(x|θb)
L(x|θs)

)
(6.8)

where θs and θb are the probability distributions of the parameters for the correlated

and uncorrelated components respectively, and L is the likelihood. The statistic is used

to discriminate between the correlated and uncorrelated components by tuning a cut

to match the bounds of the distribution produced by uncorrelated triggers. This is to

allow the removal of all uncorrelated triggers whilst keeping the maximum number of

signal events possible. Evaluation data are then passed through the PDFs to determine

their test statistic, and events are kept for further analysis if they pass the previously

optimised cut. Some triggers may be determined to have a non-zero probability of being
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signal and a zero probability of being background from the PDFs, but be rejected by

the optimised cut. In this situation, the events are kept. When a trigger passes the cut

and a second trigger close in time and distance is found to make a pair based on the

characteristics of neutron capture in a 0.1% Gd-doped fill, both are kept as an event.

An example of the distribution of the test statistic for IBD events from Heysham 2 and

uncorrelated triggers, with the cut made to remove uncorrelated triggers, is displayed

in Figure 6.7.

A summary of the trigger acceptance by the likelihood ratio test is:

� Prompt trigger passes cut

– Keep prompt trigger and search for delayed trigger that can be deemed part

of the same pair, keeping this trigger if found.

� Delayed trigger passes cut

– Keep delayed trigger and search for prompt trigger that can be deemed part

of the same pair, keeping this trigger if found.

� Prompt trigger does not pass cut and no delayed trigger found

– Reject trigger as a single uncorrelated trigger.

The nature of Figure 6.7, with its multiple peaks, is due to the trigger types being

compared. Correlated and uncorrelated triggers are passed through both their own

PDFs and the other trigger type’s PDFs. The uncorrelated interactions are single trig-

gers and create smooth distributions, whereas the correlated events have two triggers

(the positron and neutron for IBD) within their distributions. This results in peaks

caused by the differing trigger types within the correlated event likelihood distribu-

tions. When the likelihoods are divided, these peaks propagate through and give the

distributions shown in Figure 6.7.

Since the null hypothesis (uncorrelated background) is one, continuous component,

whereas the alternative hypothesis (coincident signal pair) is made up of two distinct

components, there are times when one or other of the components are not defined for the

background, leading to the two distinct peaks in the test statistic for the uncorrelated

backgrounds.

The three peaks in the Heysham 2 distribution correspond to triggers with different

properties. The first peak, with a value of Λ(x) < 50, is mostly neutrons in IBD pairs.
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Figure 6.7: The test statistic defined in Equation 6.8 for the uncorrelated triggers (solid

black) and IBD from Heysham 2 (dashed red) in the 22m Gd-WbLS configuration, both

normalised to a maximum of 1. The blue vertical line is the upper boundary of the

distribution for the uncorrelated triggers.

There is a tail that extends across the majority of the positive Λ(x) distribution. The

second peak, with 50 < Λ(x) < 90, consists mostly of positrons in an IBD pair where

both particles trigger. As such, the first two peaks are closely linked. The third peak is

generally positrons with a much higher number of PMT hits within the time window.

This is because they deposit a higher amount of energy and so produce more light.

The N100 distributions of the second and third peak are shown in Figure 6.8. These

positrons are also less likely to be followed by a neutron that triggers the detector.

They pass the optimised cut as they have a much higher energy than single radioactive

particle interactions and occur much nearer the centre of the detector, therefore they

do not need the correlated trigger to be discriminated from radioactive backgrounds.

6.2.2.2 Version 2: Improvement to the Rejection of Radioactive Singles

The likelihood ratio test described in subsubsection 6.2.2.1 was the first version de-

veloped and used as a part of a study into the feasibility of the detectors described in

subsection 5.3.3. This method was designed for use with the Gd-WbLS fill. The data re-

165



Chapter 6. Event Reconstruction and Data Reduction

Figure 6.8: The number of PMT hits within a 100 ns window around the trigger (N100)

for the positrons in the likelihood ratio peaks in Figure 6.7 corresponding to 50 < Λ(x)

< 90 (solid black) and Λ(x) > 90 (dashed red), both normalised to a maximum of 1.

duction including this method for single radioactive trigger rejection was cross-checked

with an independent analysis during this feasibility study.

Following this study, the single trigger rejection step was improved to handle the

lower reactor IBD event rates in Gd-H2O. The first version passed triggers into PDFs for

both the signal and background, before taking the ratio of the likelihoods formed from

these PDFs. However, it was observed that passing triggers only into the background

PDFs allowed the second trigger in the pair to be used more effectively. The difference

in the likelihood produced using single trigger PDFs between the neutrons in IBD and

radioactive single triggers is shown in Figure 6.9.

The IBD neutron has a significantly different distribution to the singles background

due to its proximity to the IBD positron. As with the likelihood ratio method, the

bounds of the radioactive singles distribution are used to define whether triggers are

accepted or rejected. The first trigger in a pair will generally be rejected by this method

as it highlights the difference between a trigger that closely follows another trigger and

triggers that do not follow another. This in effect places emphasis on the second trigger

in a correlated pair to determine whether to accept an event. The timing of the first

event in a pair will look more like a single trigger in this case.
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Figure 6.9: Log likelihood produced using single trigger PDFs for the IBD neutron from

Heysham 2 (dashed red) and radioactive single triggers (solid black) in the 22m Gd-

WbLS detector, both normalised to a maximum of 1. The vertical blue line corresponds

to the minimum log likelihood for the radioactive singles.

A summary of the trigger acceptance is:

� Delayed trigger passes cut

– Keep delayed event and search for prompt trigger that can be deemed part

of the same pair, keeping this trigger if found.

By applying a likelihood-based rejection in this way, a factor three increase in the

number of accepted IBD events is seen. All other steps in the data reduction remain

unchanged from those used alongside the method in subsubsection 6.2.2.1, although a

more aggressive optimisation can be applied due to the increased signal rates at each

stage.

6.2.3 Fast Neutron Rejection

Once coincidences are evaluated and uncorrelated backgrounds removed, the data are

passed into a machine learning model to remove fast neutrons. The model used is a
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boosted decision tree called AdaBoost [359], in which data are passed through a “forest”

of short decision trees and events are classified by their features. Misclassified data are

given an increased weighting on each iteration (boosted), allowing harder-to-classify

events to be prioritized. A decision score can also be given and is based on how many

times an event is classified as signal or background as it passes through the forest.

The model is trained on the training MC data set used in the likelihood analysis

step, with the final classification made on the pairs of events in the evaluation data kept

by the likelihood ratio test. The model trains on several parameters, most of which are

the same as used in the likelihood ratio test, with additional parameters taking into

account vertex reconstruction quality and more detail on the position of the interaction.

The difference in the distribution of interaction positions is shown in Figure 6.10 and

shows good discrimination between fast neutrons and IBD events, since IBD events

happen throughout the detector whereas fast neutrons are concentrated near the edge.

As such, additional position information allows a better classification of events.

The model is applied to look for a specific background source, fast neutrons, and not

a signal source as is often the case. This is done to harness the differences in properties

between the fast neutrons that reach the ID volume and other correlated sources. Event

pairs tagged as fast neutrons are removed from the data. This is done with > 94%

efficiency and keeps ∼99% of reactor IBD, which is shown by the confusion matrix for

Heysham 2 in the 22m Gd-WbLS configuration in Figure 6.11a, with the decision score

associated with this classification shown in Figure 6.11b. The majority of the falsely

rejected events are 9Li, which further reduces background. This is likely due to the

higher energy of the prompt 9Li electron, which produces light more comparable to a

fast neutron than an IBD positron. A comparison between the kinetic energy of the

prompt particles from 9Li and Heysham 2 IBD is presented in Figure 6.12.

6.2.4 Energy Cuts

Following the removal of uncorrelated single triggers and the suppression of fast neu-

trons, there are still several types of correlated events. These originate from reactor

antineutrinos, muon-induced radionuclides, geoneutrinos and the remaining fast neu-

trons. At this stage, the fast neutron rate has been suppressed from > 30% of the event

pairs to being < 1%, although the high uncertainty means they are not neglected. The

radionuclides make up 50 - 60% of the event pairs and the geoneutrinos are ∼5%.

Although different reactors cannot be distinguished in these detector configurations,
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Figure 6.10: Reconstructed position in 22m tank filled with Gd-WbLS for (a) fast

neutrons and (b) IBD events. This is used in the machine learning model to help

discriminate between the signal and fast neutron background.

except where oscillations cause the signal and reactor IBD background spectra to di-

verge significantly, the other background types can be further reduced due to their

difference in energy to reactor IBD.

Geoneutrinos tend to have a lower energy than reactor antineutrinos (Figure 5.18),

whilst fast neutrons and 9Li can have a higher prompt energy than the positron pro-

duced via IBD from reactor antineutrinos. Energy cuts in terms of an energy analogue

(subsection 6.1.3) can be optimised to harness these differences. The energy analogue

chosen here is N100 for Gd-WbLS to make the most of the slower scintillation light by

allowing 100 ns of light from an event to be used. The same time window is also used

for the 22m Gd-H2O detector, but N9 is used for the 16m Gd-H2O design as a longer

window would cause scattered light to be observed. Threshold and maximum values

for N9 or N100 are optimised during analysis for the prompt signal in a pair, and the

pair is kept if the prompt trigger passes both cuts. Minimum and maximum N9 or

N100 values for the delayed signal are also optimised, with the pair being removed if

the delayed particle energy is not within these two values. For some configurations,

cuts on the delayed signal energy were not required. In the case of Hartlepool, where

the reactor signal forms ∼80% of the IBD signal, adding further thresholds reduces
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Figure 6.11: The classification of fast neutrons in the 22 m tank filled with Gd-WbLS

with Heysham 2 as the target reactor for the evaluation data set. Only 220 out of 26093

Heysham 2 events are rejected by the classifier, with 258 out of 4268 fast neutrons

passing the classifier.

Figure 6.12: Heysham positron versus 9Li β particle kinetic energy spectra. The areas

have been normalised to allow a comparison of the spectral shapes.
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6.2. Data Reduction using LEARN

the observed signal rate but has no positive effect on the signal-to-background. Ta-

ble 6.1 shows the optimised cuts for the Gd-WbLS configurations. These cuts reduce

the radionuclides down to ∼25% of the total rate, and keeps the geoneutrino and fast

neutron components suppressed.

Signal Prompt Prompt upper Delayed Delayed upper

threshold [hits] limit [hits] threshold [hits] limit [hits]

Hartlepool 1 & 2 10 (0) 90 (102) N/A (N/A) N/A (N/A)

Hartlepool 1 0 (0) 110 (104) N/A (N/A) N/A (N/A)

Heysham 20 (22) 70 (70) 80 (N/A) 190 (N/A)

Heysham 2 & Torness 20 (24) 80 (85) 80 (N/A) 250 (N/A)

Heysham 2 20 (24) 80 (64) 80 (N/A) 250 (N/A)

Table 6.1: Optimised energy cuts in the 16m (22m) Gd-WbLS detector for anomaly

detection of all signal combinations using LEARN (section 7.1). Cuts on the delayed

signal energy are not required in all cases.

Following the energy cuts, an analytical post-muon veto is applied as detailed in

subsection 6.2.5 to further reduce trigger rates from muon-induced backgrounds.

6.2.5 Analytical Post-Muon Veto

When high-energy cosmic ray muons pass through a large detector, they generally

produce a track which is simple to identify. As such, the muon itself is not a key

background to IBD. Muons can, however, induce other processes that are a significant

background. Two of the key backgrounds to IBD, the radionuclides 17N and 9Li, are

produced through muon-induced spallation on oxygen. An analytical post-muon veto,

which uses the correlation between the radionuclide events and the muon track, has

been developed to handle these events and reduce their influence.

The half lives of the key radionuclides are O(s) and so they survive short time

vetoes based on the muon entry and exit times. By tracking the muon through the

detector, longer time vetoes can be applied over a limited transverse distance from the

muon track. This allows the radionuclides to be suppressed without creating a large

dead time in the detector. The remaining rate of a radionuclide’s activity is based on

theoretical calculations combining the muon detection efficiency and radionuclide half

171



Chapter 6. Event Reconstruction and Data Reduction

life [360], and is given by

Riso,(tveto) =

(
1− ϵ+ ϵ

∫∞
tveto

e− ln(2)t/t1/2dt∫∞
0

e− ln(2)t/t1/2dt

)
Riso,tot, (6.9)

where tveto is the veto time, ϵ is the muon detection efficiency and t1/2 is the half life of

the radionuclide.

For a detector with an active outer detector veto region, such as SK, the muon

detection efficiency can reasonably be expected to reach 99.9% when electronics issues

are accounted for. Using a passive buffer, the efficiency in the fiducial volume can be

assumed to be the same. However, a passive buffer leaves the situation where a muon

passes through the OD undetected but induces spallation events that reach the ID as a

possibility. This account for this, a conservative 95% muon-detection efficiency is used.

Applying a 1 s veto with a 95% muon-detection efficiency yields radionuclide rates of

R9Li(1 s) = 0.069 R9Li,tot,

R17N(1 s) = 0.85 R17N,tot.

A 1 s time veto is assumed to give a negligible detector dead time if it is applied

over a limited transverse distance to the muon track in the fiducial volume, using the

reasonable assumption that the muon can be tracked in the ID.

6.3 Summary

Algorithms to reconstruct the vertex position and energy of interactions in the detector

have been adapted and developed to allow the extraction of desired interactions from

the data. Vertex reconstruction is performed using an adapted version of SK’s BONSAI,

with custom energy reconstruction developed for NEO.

The Likelihood Event Analysis of Reactor Neutrinos (LEARN) data reduction chain

has been developed to extract pairs of triggers which are reactor IBD candidates from

the single-trigger background caused mostly by radioactive decays. LEARN uses a

combination of likelihoods, machine learning and energy cuts to first remove the single

triggers, and then suppress muongenic products such as fast neutrons and radionuclides.

Two versions of LEARN exist, which differ only in their application of the likelihood

test. The second version offers a significant improvement over the first version, with the
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first being validated against an alternative data reduction. A summary of the number of

events at each stage of the data reduction with Heysham 2 as the target of observation

in the 22m Gd-WbLS detector is shown in Table 6.2 (LEARN version 1) and Table 6.3

(LEARN version 2).

LEARN acts to suppress backgrounds, extracting the maximal amount of signal

possible, with both the likelihood and machine learning being optimised to suppress a

particular background as much as possible. This yields a dataset that can be analysed

to search for a desired signal. The energy cuts are optimised during this analysis, which

is described in section 7.1.

Signal
Events Remaining After Step [%]

MC Likelihood Machine Learning Energy Cuts & Muon Veto

Heysham 2 100 26.1 25.8 21.2

Torness 100 26.0 25.6 18.0

Sizewell B 100 24.8 24.5 18.2

Hinkley Point C 100 25.4 25.2 18.0

Gravelines 100 25.5 25.2 17.2

World Reactor 100 25.2 24.5 17.5

Geoneutrinos 100 21.2 20.9 10.4
9Li 100 37.6 25.8 0.74
17N 100 22.2 21.5 11.1

Fast Neutrons 100 0.055 0.0024 0.0017

Table 6.2: The percentage of events remaining after each step in the first version of the

data reduction in the 22m Gd-WbLS detector with Heysham 2 as the signal.
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Signal
Events Remaining After Step [%]

MC Likelihood Machine Learning Energy Cuts & Muon Veto

Heysham 2 100 89.2 52.2 38.3

Torness 100 89.6 52.5 32.0

Sizewell B 100 87.4 52.0 33.7

Hinkley Point C 100 88.5 52.2 32.2

Gravelines 100 88.3 52.2 31.0

World Reactor 100 88.3 52.2 32.2

Geoneutrinos 100 47.4 36.6 12.9
9Li 100 99.4 53.8 1.43
17N 100 72.3 46.7 18.6

Fast Neutrons 100 0.12 2.1 × 10−4 2.1 × 10−4

Table 6.3: The percentage of events remaining after each step in the second version of

the data reduction in the 22m Gd-WbLS detector with Heysham 2 as the signal. The

fast neutron rates are consistent with 0 after the machine learning step, so the 95%

Poisson upper confidence limit is used.
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Sensitivity of Neutrino Experiment

One

Two types of analysis of the NEO detector simulations in chapter 5 have been developed

to work with the reconstruction and data reduction algorithms in chapter 6 to assess

detector performance.

The first analysis type is a rate-only analysis to determine the sensitivity of a detec-

tor to the antineutrino signals from reactors in the UK and northern France. This uses

sensitivity metrics for an anomaly observation above the expected background and a

measurement of an observed signal consistent with a signal-plus-background scenario.

The performance is measured in terms of the number of days of observation, at the

average reactor power exhibited in 2020, to make an anomaly detection or signal mea-

surement at 3σ significance for a given reactor. This allows two use cases for reactor

monitoring to be tested: detection of an unknown reactor operation and measurement

of a known reactor signal. Both versions of the data reduction, with the differing likeli-

hood implementation, are applied with the first version being cross-checked against an

independent analysis chain.

The second type is spectral analysis, applied directly to the signal and background

spectra obtained from the rate-only analysis, to determine the distance to an observed

reactor based on neutrino oscillations.

The simulations do not have detector systematic uncertainties included, only sys-

tematic uncertainties on the expected incident rate for each interaction component

(subsection 5.4.4). These uncertainties are included as part of the expected rates after

analysis, but do not include any energy-dependence that may be exhibited by detector
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systematics.

7.1 Required Observation Time

The main goal for the AIT-NEO facility and experiment is to determine the sensitivity

of a remote reactor monitoring prototype to real reactors in a realistic environment. The

performance of the detector designs is determined using the dwell time, the amount of

time it takes to make an observation to a predetermined level of a reactor signal against

known backgrounds. The data reduction, described in chapter 6, is optimised to sup-

press backgrounds and extract an IBD signal, with the energy cuts in subsection 6.2.4

being optimised to maximise a sensitivity metric.

There are two key scenarios that the sensitivity has been determined for, the obser-

vation of an anomaly signal and the measurement of the signal. Each scenario has its

own metric, which are described below. More detail on the derivation of the metrics is

available in [361].

All measurements assume that the reactors have the same average power output as

quoted by the IAEA for 2020, with no abnormal shutdowns. Regular maintenance and

refuelling are accounted for in the IAEA load factors.

7.1.1 Anomaly Detection Metric

An anomaly detection of an unknown reactor is defined as the rejection of the null

hypothesis that the rates are consistent with the expected background rates. A signifi-

cance of 3σ (or equivalent) is considered a sufficient level to reject the null hypothesis

to for non-proliferation scenarios of this type.

For anomaly detection, two metrics are available depending on the signal strength

relative to the background. Both are derived from the p-value of the background-

only hypothesis and a test statistic based on the profile likelihood ratio of the chosen

distribution (Gaussian or Poisson). In the situation where the signal rate is much less

than the background rate and the total number of signal counts is greater than ∼20 -

30, the metric is derived from the Gaussian significance [361];

Nσ =
st√

n∑
i=0

bit+
n∑

i=0

(σbit)
2

, (7.1)
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where Nσ is the number of Gaussian standard deviations from the expected background

counts, s is the signal rate, bi is the rate of the ith background, σbi is the systematic

uncertainty on the ith background rate and t is the length of time of observation. The

dwell time is then given by

tdwell =

N2
σ

n∑
i=0

bi

s2 −N2
σ

n∑
i=0

σ2
bi

, (7.2)

and is calculated for Nσ = 3.

When the background rate is not much larger than the signal rate, or only a few

signal counts are observed in time t, the Gaussian approximation is replaced by a

Poisson distribution. The Poisson significance is given by [361]

Z =

[
2

(
(st+

n∑
i=0

bit) ln

[ (st+
n∑

i=0

bit)(
n∑

i=0

bit+ (
n∑

i=0

σbit)
2)

(
n∑

i=0

bit)2 + (st+
n∑

i=0

bit)(
n∑

i=0

σbit)
2

]

−
(

n∑
i=0

bit)
2

(
n∑

i=0

σbit)
2

ln

[
1 +

(
n∑

i=0

σbit)
2st

n∑
i=0

bit(
n∑

i=0

bit+ (
n∑

i=0

σbit)
2)

])] 1
2

. (7.3)

This can be expressed as a function with time t as a free parameter, and a value of

tdwell determined at a significance of Z = 3.

The chosen metric for NEO is the Gaussian dwell time. This is an experimental con-

vention from the WATCHMAN collaboration based on previous studies. For situations

where the signal rate is much less than the background rate, and where the observation

time is long enough that the number of observed counts is large, the Gaussian signif-

icance approximates the Poisson significance. In previous studies, this approximation

was valid, and therefore the Gaussian metric was used. To maintain consistency with

previous studies and allow a direct comparison of results, the same Gaussian metric has

been used where valid. This is the case for all reactors more distant to Boulby than

Hartlepool.

However, with improvements to data reduction techniques and detector design, the

Gaussian significance is not valid for the observation of the Hartlepool cores. This is

due to the low observation times leading to low total signal counts, and the high signal-

to-background ratio. In the case of the anomaly observation of the Hartlepool cores,

the Poisson distribution metric is used as this is always valid in a counting experiment.
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7.1.2 Reactor Measurement Metric

The measurement of rates consistent with the expected signal-plus-background rates is

a more complex scenario for the detection of an unknown reactor, and a 3σ significance

is considered sufficient as with anomaly detection.

The derivation is very similar that of Equation 7.2, starting with a Gaussian sig-

nificance. However, the additional inclusion of signal uncertainties gives a significance

defined as

Nσ =
st√

st+ (σst)2 + Σbit+ Σ(σbit)
2
, (7.4)

σs is the systematic uncertainty on the signal rate. The dwell time is then given by

tdwell =
N2

σ(s+ Σbi)

s2 −N2
σ(σ

2
s + Σσ2

bi
)

(7.5)

and is evaluated for Nσ = 3.

7.1.3 Sensitivity Results

The time required to observe a reactor, either as an anomaly or a measurement, to 3σ

significance is the metric used to assess the sensitivity of a detector to that reactor. The

reactors used to determine the detector performance are split into two types, detailled

in subsection 5.2.2 and Table 5.1, with the AGRs being located nearer to the AIT

facility at Boulby. The breakdown of signal and background contributions of the AGR

fleet is in Table 7.1, with the equivalent for the PWRs in Table 7.2. In the case of the

AGR cores, all PWRs are assumed to contribute to the background; for the PWRs, the

AGRs are assumed to be decommissioned.

The results presented here are from the rate-only analysis of the reactor signals

and backgrounds coming from the application of the data reduction in chapter 6, with

energy cuts optimised to minimise the dwell time. In the case of the Hartlepool cores

where the signal is large, Equation 7.3 is used to determine the significance. In all other

cases, the dwell times are calculated using Equation 7.2 and Equation 7.5 for anomaly

detection and reactor measurement respectively.

7.1.3.1 Data Reduction Version 1

The dwell time results in both the anomaly detection and reactor measurement scenarios

are given for the AGRs in Table 7.3 and for the PWRs in Table 7.4 when the likelihood
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Signal combination Hartlepool 1 Hartlepool 2 Heysham 1 Heyhsam 2 Torness World

Hartlepool 1 & 2 1041 207

Hartlepool 1 595 693

Heysham 1 & 2 70 147

Heysham 2 & Torness 65 122

Heysham 2 40 147

Torness 25 162

“World” = Total world reactor background

Table 7.1: Combinations of reactor signals and backgrounds evaluated for AGR cores.

Reactors marked black contribute to the signal, reactors marked grey contribute to

the background. Those with a slash are assumed to be decommissioned in the given

scenario. Rates are given in NIU.

Signal combination Sizewell B Hinkley Point C Gravelines World

Sizewell-Hinkley-Gravelines 37 84

Sizewell-Hinkley 22 99

Hinkley-Gravelines 29 92

“World” = Total world reactor background

Table 7.2: Combinations of reactor signals and backgrounds evaluated for PWR cores.

Reactors marked black contribute to the signal, reactors marked grey contribute to the

background. Rates are given in NIU.

ratio test in subsubsection 6.2.2.1 is incorporated into the data reduction. This data

reduction method was designed to be used primarily in Gd-WbLS and was not optimised

for Gd-H2O. As such, the results for Gd-H2O are not presented.

From the results, it can be immediately seen that even for the smallest detector,

the observation of Hartlepool poses little difficultly. However, moving to more distant

reactors and hence significantly smaller signals, the sensitivity rapidly reduces. The

16m detector would require approaching three years of observation at the operating

power the reactors averaged in 2020 to make a 3σ anomaly observation of the total

Heysham complex or a combination of the AGR-2 cores at Heysham 2 and Torness.

The 22m detector is much more sensitive due to the much larger volume allowing

more antineutrino interactions. The smallest observable signal in the AGR fleet as seen

at Boulby, Heysham 2, can be measured in under two years. This, alongside other
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Detector Scenario Hartlepool Hartlepool 1 Heysham Heysham 2 Heysham 2

1 & 2 1 & 2 & Torness

16m Gd-WbLS Anomaly 5 24 1017 963 2968

16m Gd-WbLS Measurement 11 34 1301 1227 3510

22m Gd-WbLS Anomaly 2 9 196 164 577

22m Gd-WbLS Measurement 5 12 263 221 715

Table 7.3: Results summary for AGR signals using the LEARN data reduction with

the likelihood method described in subsubsection 6.2.2.1. The dwell time is given in

days and is the observation time for a 3σ significance detection.

Detector Scenario Size-Hink-Grav Hink-Grav Size-Hink

22m Gd-WbLS Anomaly 744 1638 5980

22m Gd-WbLS Measurement 896 1905 6786

“Size” = Sizewell B, “Hink” = Hinkley Point C, “Grav” = Gravelines

Table 7.4: Results summary for PWR signals using the LEARN data reduction with

the likelihood method described in subsubsection 6.2.2.1. The dwell time is given in

days and is the observation time for a 3σ significance detection.

safeguarding methods, shows potential for non-proliferation applications.

The results for PWR cores are only given for the larger detector. Dwell times for

the 16m detector did not converge due to the detector having no sensitivity to these

distant cores. The 22m detector could make an anomaly detection of the combination

of Sizewell B, Gravelines and Hinkley Point C, assuming the nearer AGRs have been

decommissioned, in just under two years. These distant cores, up to 440 km, allow the

limit of sensitivity of the biggest NEO detector in the AIT facility to be identified.

This version of the LEARN data reduction chain was developed to test the fea-

sibility of the detector and facility designs in chapter 5. As no data was available,

it was developed in parallel to another independent reconstruction-analysis pathway

Coincident-Background Reactor Antineutrino Analysis (Cobraa) by Liz Kneale [5, 350].

Both chains used identical MC simulations, but differed in all other aspects with the

exception of the analytic muon veto. Cobraa is a different approach entirely, optimising

a series of cuts on measured parameters and using an IBD pair reconstruction called

Combined Reconstruction (CoRe) [355]. The comparison between two analysis chains

using different concepts allows a cross-check of results and can be used to build trust. A

180



7.1. Required Observation Time

comparison between the results in the Gd-WbLS detectors for both AGRs and PWRs

is given in Table 7.5 and Table 7.6.

Analysis Detector Scenario Hartlepool Hartlepool 1 Heysham Heysham 2 Heysham 2

1 & 2 1 & 2 & Torness

Cobraa 16m Gd-WbLS Anomaly 7 35 738 1022 3008

LEARN 16m Gd-WbLS Anomaly 5 24 1017 963 2968

(29%, 2) (31%, 9) (27%, 279) (6%, 59) (1%, 40)

Cobraa 22m Gd-WbLS Anomaly 2 8 152 192 647

LEARN 22m Gd-WbLS Anomaly 2 9 196 164 577

(0) (11%, 1) (22%, 44) (15%, 28) (11%, 70)

Cobraa 22m Gd-WbLS Measurement 176 206 808

LEARN 22m Gd-WbLS Measurement 5 12 263 221 715

(33%, 87) (7%, 15) (12%, 93)

Table 7.5: Comparison between the dwell time results to 3σ for the AGRs for the

LEARN (using subsubsection 6.2.2.1) and Cobraa [350] data reduction methods in the

Gd-WbLS detectors. The percentage and dwell time differences between the two are

shown in brackets.

Analysis Size-Hink-Grav Hink-Grav Size-Hink

Cobraa 785 1641 7077

LEARN 744 1638 5980

(5%, 41) (0.2%, 3) (16%, 1097)

“Size” = Sizewell B, “Hink” = Hinkley Point C, “Grav” = Gravelines

Table 7.6: Comparison between the dwell time results to 3σ results for the PWRs for

LEARN (using subsubsection 6.2.2.1) and Cobraa [350] data reduction methods in the

22m Gd-WbLS detector. The percentage and dwell time differences between the two

are shown in brackets.

The two analysis paths agree well for many signal-detector configurations, and

within 31% for all for anomaly detection scenarios. The small dwell times and rounding

dwell times to the nearest day can lead to a larger percentage difference for Hartlepool

signals, but the dwell times still agree within a few days.

The differences in results between the two analyses comes from the fundamental

differences between them. As a cuts-based analysis, Cobraa maps out all parameter

cuts and their impact on the rates of every interaction component in the detector. The
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parameters include cuts on the same energy analogues LEARN uses (subsection 6.2.4),

as well as cuts on the size of the detector’s fiducial volume, the time between events

and the quality of the pair reconstruction by CoRe. The optimal cuts are then chosen

to minimise the dwell time using a particular metric. Cobraa was developed for use in

Gd-H2O detector fills, and favours total background suppression during its optimisation.

As a result of the different methodologies, different trends can be seen in the results

and observed rates. The rates per day of signal and backgrounds are shown for the

various AGR signals in Table 7.7 in the 22m Gd-WbLS detector. The signal and

background rates for Heysham 2 in both detectors are shown in Table 7.8. These

rates show a general trend of LEARN observing a higher signal and background, with

Cobraa observing a lower signal and background. The exception is the Hartlepool

1 case, which is the only case presented that is not background dominated. These

differing trends present themselves in the dwell time results, in particular the Heysham

1 & 2 and Heysham 2 & Torness results where the opposite trends are seen. This is

also where the largest discrepancies in dwell time are generally seen. The Heysham 2

& Torness scenario yields a lower signal than the Heysham 1 & 2 scenario, but also

has less background to contend with. LEARN, which favours maintaining a higher

signal, is able to make an observation in a shorter dwell time for the Heysham 2 &

Torness case due to this. Cobraa, which favours suppressing the background and signal

to lower levels during optimisation, performs better on Heysham 1 & 2 with its higher

signal and higher background. The spectrum for Heysham also peaks at higher energy

than Torness due to neutrino oscillation, allowing Cobraa to make more aggressive

energy cuts during optimisation than LEARN. For the Heysham 2 & Torness scenario,

Cobraa has minimum and maximum N100 cuts on the prompt trigger in a pair of 27

and 55, compared to 20 and 80 for LEARN. This allows Cobraa to restrict both low

energy backgrounds such as geoneutrinos and high energy backgrounds such 9Li more

than LEARN. Due to this, Cobraa is able to perform better in scenarios where higher

suppression of backgrounds is required.

Unlike Cobraa, LEARN only optimises energy cuts using the chosen metric. The

rest of the data reduction places focus on a particular background type at each step,

acting to suppress it. The likelihood step replaces some of the role of CoRe, extracting

the triggers not expected to be caused by uncorrelated radioactive decays and leaving

event pairs. However, the machine learning step deviates entirely from the Cobraa

chain to suppress fast neutrons. By using more complex methods to focus on individual
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Signal combination Analysis s Σbi
9Li & 17N Fast n IBDreactor geo σ(Σbi)

Hartlepool 1 Cobraa 2.2 3.2 0.27 0.54 2.4 0.20

LEARN 1.9 2.7 0.29 0.27 2.0 0.093 0.079

Heysham 1 & 2 Cobraa 0.18 0.48 0.13 0.044 0.30 0.021

LEARN 0.19 0.65 0.19 0.059 0.35 0.058 0.025

Heysham & Torness Cobraa 0.13 0.33 0.085 0.038 0.21 0.016

LEARN 0.22 0.75 0.25 0.058 0.37 0.075 0.029

Heysham 2 Cobraa 0.091 0.39 0.097 0.034 0.26 0.018

LEARN 0.13 0.71 0.21 0.047 0.39 0.057 0.024

Table 7.7: Representative rates per day from optimisation in the 22m detector with

Gd-WbLS fill. Accidental coincidences, and geoneutrino IBDs for Cobraa, are omitted

as they are sub-dominant backgrounds consistent with zero.

Detector Analysis s Σbi
9Li & 17N Fast n IBDreactor geo σ(Σbi)

16m Gd-WbLS Cobraa 0.017 0.068 0.020 0.0035 0.044 0.0028

LEARN 0.024 0.14 0.044 0.010 0.079 0.0072 0.0043

22m Gd-WbLS Cobraa 0.091 0.39 0.097 0.034 0.26 0.018

LEARN 0.13 0.71 0.21 0.047 0.39 0.057 0.024

Table 7.8: Representative rates per day from optimisation in both Gd-WbLS detector

configurations for the Heysham 2 signal. Accidental coincidences, and geoneutrino IBDs

for Cobraa, are omitted as they are sub-dominant backgrounds consistent with zero.

background types which present specific challenges, LEARN is able to maintain large

numbers of signal events prior to the optimisation of energy cuts. This results in it

favouring a higher signal rate over suppression of all backgrounds as it places emphasis

on the backgrounds of most concern during data reduction; this method does mean

that backgrounds with a pair-event signal in the detector can be harder to remove.

Despite the general agreement in the analyses, the larger discrepancies such as the

279 days for Heysham 1 & 2 in the 16m Gd-WbLS detector cannot be ignored. The

ability to explain the differences between the results does breed confidence, however, and

produces a good understanding of what could be expected from the detector designs.
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Overall, a combination of general agreement and a good understanding of the differences

gives the conclusion that analyses provide a good cross-check and validate the methods

applied. Without data, it is not possible to draw a definitive conclusion on the validity

of the analyses, but the results are close enough to reasonably assume that they are

valid.

7.1.3.2 Data Reduction Version 2

Under the assumption that the results quoted above are validated by their consistency

with an independent analysis, the change to the data reduction made by adjusting the

single event rejection as explained in subsubsection 6.2.2.2 can be deemed reasonable

as the method change is only minor. The results for this data reduction are detailed in

Table 7.9 and Table 7.10. The results are consistently a factor of more than two better

than those under the previous data reduction, and sensitivity in the Gd-H2O detector

is seen. This occurs due to the improvement in single trigger rejection, which is able to

accept approximately three times the number of pair events. This allows much higher

signal rates to be observed for the same reactor core once all other data reduction steps

are applied. Due to this, much smaller signals can be observed, such as more distant

reactors or by using less sensitive detectors. An example of this is the 16m Gd-WbLS

detector is able to see the PWR cores, and the 22m Gd-WbLS detector is able to obtain

dwell times of under a year for both detection scenarios for the PWRs.

Detector Scenario Hartlepool Hartlepool 1 Heysham Heysham 2 Heysham 2

1 & 2 1 & 2 & Torness

16m Gd-H2O Anomaly 7 37 863 688 3114

16m Gd-H2O Measurement 17 53 1112 920 3651

16m Gd-WbLS Anomaly 3 14 275 320 983

16m Gd-WbLS Measurement 6 17 370 429 1184

22m Gd-H2O Anomaly 1 7 170 202 1195

22m Gd-H2O Measurement 3 9 218 256 1403

22m Gd-WbLS Anomaly 1 3 67 78 237

22m Gd-WbLS Measurement 2 5 90 105 287

Table 7.9: Results summary for AGR signals using the LEARN data reduction with

the likelihood method described in subsubsection 6.2.2.2. The dwell time is given in

days and is the observation time for a 3σ significance detection.
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Detector Scenario Size-Hink-Grav Hink-Grav Size-Hink

16m Gd-WbLS Anomaly 1186 2541 10732

16m Gd-WbLS Measurement 1433 2968 12238

22m Gd-WbLS Anomaly 287 615 2357

22m Gd-WbLS Measurement 347 720 2694

“Size” = Sizewell B, “Hink” = Hinkley Point C, “Grav” = Gravelines

Table 7.10: Results summary for PWR signals using the LEARN data reduction with

the likelihood method described in subsubsection 6.2.2.2. The dwell time is given in

days and is the observation time for a 3σ significance detection.

The number of events remaining after each step of the data reduction for Heysham 2

in the 22m Gd-WbLS detector is shown for version 1 of the data reduction in Table 6.2

and for version 2 in Table 6.3. The updated radioactive singles rejection allows almost

three times the number of pair events to pass through. This allows a more aggressive

reduction in coincidence backgrounds such as IBD from other sources and fast neu-

trons, by optimising the energy cuts and training the machine learning to reject all fast

neutrons. This can be seen by the significant increase in the number of events removed

by the machine learning and energy cut steps.

The rates for Heysham 2 in the Gd-WbLS detectors for version 1 and 2 of the

LEARN data reduction are compared in Table 7.11, and the anomaly sensitivity met-

rics with observation time are shown in Figure 7.1. The signal and backgrounds are

approximately doubled by the new reduction. This allows a more aggressive treatment

of fast neutrons, removing them almost completely. As fast neutrons carry a 27% sys-

tematic uncertainty, removing them yields a large improvement in detector sensitivity.

The overall background uncertainty increases much less than the signal rate due to the

removal of fast neutrons and the new optimisation.

The rates for Heysham 2 for all detector designs using LEARN version 2 are pre-

sented in Table 7.12, with the anomaly significance shown in Figure 7.2. The larger

detector with Gd-H2O is able to obtain higher signal and background rates than the

smaller detector with Gd-WbLS, and the newer data reduction obtains similar rates for

the 22m Gd-H2O detector as the first version did for the 22m Gd-WbLS detector (Ta-

ble 7.11). However, the machine learning has not been as successful at suppressing fast

neutrons for the 22m Gd-H2O detector, resulting in a higher background uncertainty
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Detector Version s Σbi
9Li & 17N Fast n IBDreactor geo σ(Σbi)

16m Gd-WbLS 1 0.024 0.14 0.044 0.010 0.079 0.0072 0.0043

2 0.056 0.29 0.090 0.0023 0.18 0.018 0.0078

22m Gd-WbLS 1 0.13 0.71 0.21 0.047 0.39 0.057 0.024

2 0.23 1.15 0.36 0.0058 0.71 0.071 0.031

Table 7.11: Representative rates per day for both LEARN versions from optimisation

in both Gd-WbLS detector configurations for the Heysham 2 signal. Accidental coinci-

dences are omitted as they are sub-dominant backgrounds, with a rate consistent with

0.

relative to the total background rate. This causes the sensitivity to approach its limit

more quickly for this detector, and is the reason that the significance increases slower

at larger times in Figure 7.2 than for the 16m Gd-WbLS detector.

Detector s Σbi
9Li & 17N Fast n IBDreactor geo σ(Σbi)

16m Gd-H2O 0.021 0.13 0.036 0.0020 0.0086 0.0053 0.0030

16m Gd-WbLS 0.056 0.29 0.090 0.0023 0.18 0.018 0.0078

22m Gd-H2O 0.12 0.75 0.22 0.095 0.39 0.035 0.030

22m Gd-WbLS 0.23 1.15 0.36 0.0058 0.71 0.071 0.031

Table 7.12: Representative rates per day for both fill media for the Heysham 2 signal

using LEARN version 2 as the data reduction. Accidental coincidences are omitted as

they are sub-dominant backgrounds, with a rate consistent with 0.

The improvement to the data reduction fundamentally changes the utility of the

detector. Where it would previously take approaching two years to observe a reac-

tor complex at ∼150 km in the most sensitive detector, it could now take as little as

two months. The measurement of the reactor signal at ∼150 km in the signal-plus-

background scenario would take only three months. Even without WbLS, a 22m de-

tector could still make the same measurements in six to nine months using technology

already deployed in EGADS and SK. This makes the use of neutrino detectors a very

real prospect for reactor monitoring, and it could be paired with other safeguards for

non-proliferation purposes in a co-operative monitoring environment.
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Figure 7.1: The significance for anomaly detection of Heysham 2 over three years of

observation for the Gd-WbLS detector fill using both versions of LEARN. The vertical

solid green lines represent six-month intervals, the horizontal dashed cyan line is the

3σ significance threshold for observation.

187



Chapter 7. Sensitivity of Neutrino Experiment One

0 200 400 600 800 1000
Time [days]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

An
om

al
y 

Si
gn

ifi
ca

nc
e 

N

22 m Gd-WbLS
22 m Gd-H2O
16 m Gd-WbLS
16 m Gd-H2O

Figure 7.2: The significance for anomaly detection of Heysham 2 over three years of

observation for all detector designs using LEARN version 2. The vertical solid green

lines represent six-month intervals, the horizontal dashed cyan line is the 3σ significance

threshold for observation.
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7.2 Remote Reactor Ranging

The data reduction in chapter 6 and optimisation in section 7.1 form a rate-only anal-

ysis. As such, this analysis does not reveal information beyond the operation of a core.

The observed spectrum can be used to extend this analysis.

Due to neutrino flavour oscillation, the distance to a neutrino source can be deter-

mined from the detected spectrum (subsection 1.2.3). As reactor antineutrinos are both

emitted and detected as electron flavour, the survival probability of electron flavour an-

tineutrinos is of importance (Figure 7.3).
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Figure 7.3: The survival probability of 4MeV electron antineutrinos as a function of

distance they travel.

By applying spectral analysis to the reduced data, the distance to a reactor can be

determined. This could be a useful tool in the reactor monitoring arsenal as it could

provide supporting evidence for whether a reactor is responsible for the observed signal

e.g., by determining the distance to the reactor or showing that the spectrum is not

consistent with expectation for known operations. Figure 7.4 shows how the reactors

in the UK fleet can be resolved if their distance can be determined.

Spectra and rates are taken directly from the LEARN data reduction output, and
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Figure 7.4: Map of the reactors analysed, with their distance to the NEO detector at

Boulby shown as a circle on the map.

two spectral analyses have been developed and applied to the 22m Gd-WbLS detector

configuration. The choice of using the first or second version of the LEARN data

reduction has a minimal impact on the observed spectra, affecting mostly the detected
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7.2. Remote Reactor Ranging

rate. As such, all spectral analysis initially performed on the output of the first version

of LEARN has been retained.

7.2.1 Background Inclusion

The impact of both backgrounds and energy resolution are tested by applying energy

reconstruction and/or background uncertainties. This is done to test the limitations of

both the detector and the analyses by determining what effects can be handled. The

energy reconstruction is applied as in subsection 6.1.3, where a fit between simulated

particle energy and PMT hits is applied. To remove energy resolution effects, the

simulated MC particle energy is used.

To apply background uncertainties, it is assumed the background rates are known

at the rates observed in subsection 7.1.3 with some Gaussian uncertainty, and can

be suppressed so only fluctations due to their uncertainties will impact the observed

spectrum. For each bin in the observed spectrum for the target reactor, a rate is drawn

from the uncertainty distributions and combined with the reactor rate for that bin.

As the background rates can fluctuate up or down due to their uncertainties, when

combined with the signal, it can cause the observed signal rates to fluctuate. The

uncertainties are those in Table 5.6, and are from uncertainties in the modelling of

incident rates for each background component. However, energy-dependent detector

systematic uncertainties are not included.

To determine the uncertainty on the range caused by background uncertainties

and statistical fluctuations, each “observation” is repeated one hundred times. An

observation is defined as the determination of the range for a particular reactor after

drawing from the background distributions once, with the number of events drawn

corresponding to the length of observation. By repeating this, the effect of statistical

fluctuations due to background systematic uncertainties on the determined range are

accounted for.

The impact of both energy resolution and background uncertainties are assessed

on the nearer AGRs, but only the energy resolution is included for the more distant

PWRs due to the small signal which is obscured by background uncertainties, as seen

in Figure 7.5. In the case of the Hartlepool cores, the assumption that backgrounds

are suppressed is not used. Instead, all backgrounds remaining after data reduction

including their uncertainties are applied, and full energy reconstruction is used.
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Figure 7.5: The reconstructed energy spectrum for a single observation of Hinkley

Point C with (dashed black) and without (solid red) background uncertainties included

after data reduction using version 1 of LEARN. A description of the application of

background uncertainties is given in the text.

7.2.2 Minimum Chi-Squared Analysis

The first spectral analysis uses a minimum chi-squared method. This method min-

imises the difference between the positron spectrum from analysis from LEARN and

models produced using Equation 5.4 with the antineutrino energy converted to detected

positron kinetic energy. The chi-squared is given by

χ2 =
∑
i

(Φi − fi)
2

fi
, (7.6)

where fi is the value of Equation 5.4 for a given distance and the energy corresponding to

the ith bin, and Φi is the data content in the ith energy bin. This method aims to match

the pattern of the observed spectrum to a model, with the best match corresponding to

the minimum chi-squared. Both the spectra after data reduction and Equation 5.4 are

normalized to a maximum of 1 to mitigate the effects of reactor power. The distance

for the model reactor is incremented between 0 and 500 km at 0.1 km intervals and the
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value of Equation 7.6 indicating the difference between the data reduction output and

the model is minimised to yield an “observed” range for a reactor.

7.2.3 Fourier Transform Analysis

The second spectral analysis is a Fourier Transform (FT) analysis. As shown in Equa-

tion 7.8, the oscillation probability of one neutrino flavour state to another is pro-

portional to sin2(
1.27∆m2

ijL

Eν̄
), where ∆m2

ij is the square of the mass difference between

flavours i and j, L is the distance the antineutrino travels and Eν̄ is the energy of the

antineutrino. As such, the oscillation of neutrino flavour is sinusoidally dependent on

the distance of travel and energy of the neutrino. The kinetic energy of the positrons

from IBD can be measured and the antineutrino energy determined from this, meaning

a FT can be used to switch from antineutrino energy to the distance of travel.

The survival probability of an electron flavour antineutrino is given as

P (L,Eν̄) = 1− Pex, (7.7)

where

Pex = cos4(θ13) sin
2(2θ12) sin

2
(1.27∆m

2

21L

Eν̄

)
+

cos2(θ12) sin
2(2θ13) sin

2
(1.27∆m

2

31L

Eν̄

)
+

sin2(θ12) sin
2(2θ13) sin

2
(1.27∆m

2

32L

Eν̄

)
,

(7.8)

assuming charge-parity-time invariance [179]. Here, θij is the mixing angle between

flavours i and j.

As the oscillation probability depends on sin2(
1.27∆m2

ijL

Eν̄
), the identity sin2(θ) =

1−cos(2θ)
2

can be used to express the FT as

FCT(L) ∝
∫ 1

Emin

1
Emax

f(L,Eν̄) cos

(
2×

1.27∆m2
ijL

Eν̄

)
d
1

Eν̄

. (7.9)

Here, Equation 7.9 is defined as a Fourier Cosine Transform (FCT). A π
2
phase shift

can be applied for a Fourier Sine Transform (FST).

FST(L) ∝
∫ 1

Emin

1
Emax

f(L,Eν̄) sin

(
2×

1.27∆m2
ijL

Eν̄

)
d
1

Eν̄

. (7.10)
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The difference between the FCT and FST due to the phase shift can be used to

improve the precision of the analysis by combining the two. As the distance is varied,

the peak amplitude of the FCT and the zero amplitude values of the FST are the points

of interest that correspond to the “observed” range. The FCT can be used to determine

the range due to the peak, and the steep gradient around the value of zero for the FST

can be used to reduce the uncertainty. Figure 7.6 shows how the FCT and FST can be

used in combination to reduce the possible ranges responsible for the detected spectrum

by only considering the regions in which they match. This can halve the uncertainty

on the observed range.
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Figure 7.6: The combination of an FCT (blue dashed) and FST (grey solid) allows the

area of interest (red solid) to be narrowed down to reduce uncertainties by comparing

where the maxima of the FCT and zeroes of the FST occur at matching distances.

Both Equation 7.9 and Equation 7.10 include terms not associated with neutrino

oscillations within the term f(L,Eν̄). To isolate the oscillation terms, a spectrum

where no oscillations are assumed is simulated i.e., the model in Equation 5.4 but only

including the terms from Equation 5.2 and Equation 5.3 (i.e. the survival probability

P (L,Eν̄) = 1). A FT is performed on this spectrum, and it is then subtracted from

the one performed on the original spectrum. The effect of this can be seen clearly in
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Figure 7.7, where the peak associated with factors not related to neutrino oscillations

is removed.
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Figure 7.7: (a) Comparison of the FCT for oscillations (black solid) and no oscillations

(red dashed) in the reactor spectrum modelling for a 200 km standoff distance, and (b)

the subtraction of the no oscillation situation from the original reactor model for the

same reactor standoff. The reactor model has peaks for 100 km and 200 km before the

subtraction, and only the expected peak at 200 km after subtraction.

Due to the detector resolution, only the θ12 oscillation pattern can be resolved. As

such, the FTs are normalized to the θ12 term, and θ13 and θ23 are neglected. This

creates a lower limit to the range that can be observed with this method, as at least

one full wavelength of the oscillation pattern must be visible in the spectrum for a

FT to work. Figure 7.3 shows how the larger changes in electron antineutrino survival

probability due to θ12 do complete a cycle until over 100 km distance of travel. The

oscillations due to θ13, that occur at short distances, produce much smaller changes in

the survival probability. A lower limit of approximately 80 km, due to the requirement

of a full wavelength of the oscillation pattern, can be seen in Figure 7.8.

7.2.4 Ranging Results

7.2.4.1 Minimum Chi-Squared

For the minimum chi-squared method, a single analysis was performed. This was the

ranging of the EDF Hartlepool reactor with all limitations, such as complete back-

grounds including uncertainties and detector effects, considered as part of the dwell
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Figure 7.8: The calculated range of reactor signals with true distance using the Fourier

transform analysis applied to Equation 5.4. The FT relies on resolving the θ12 oscilla-

tions, which are not obviously present at ranges below 100 km, as the θ13 oscillations

are smaller than the detector’s energy resolution.

time analysis with the LEARN analysis chain. The obtained range, shown in compari-

son to the true range in Table 7.13, is 50% from the expected value. The uncertainty

on the result is determined by repeating the analysis one hundred times to allow the

effect of fluctuations in the detected spectrum, due to background and statistical un-

certainties, and to be observed.

True Chi-squared

Distance (km) 26 39 ± 1

Table 7.13: Observed distance in km for the chi-squared method for Hartlepool.

Hartlepool is the dominant signal after data reduction, so assuming all backgrounds

are known only improves the observed range slightly to ∼35 km. The biggest cause of

the discrepancy between the observed and true range is the depletion of the low energy

events caused by the data reduction. To remove the numerous radioactive background
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triggers, low energy cuts are applied. This reduces the low-energy event rate more than

the higher energy events, biasing the spectrum to higher energy. The detector also has

an increasing efficiency with increasing energy as the light yield increases. This further

biases the spectrum toward higher energy events, causing the spectrum to appear to

shift to higher energy after data reduction, impacting the observed range. The impact

on the observed spectrum in comparison to the models for the true range at 26 km and

observed range at 39 km can be seen in Figure 7.9a and Figure 7.9b respectively.
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Figure 7.9: Comparison of the analysed Hartlepool reactor complex spectrum (red

points) and models (black solid line) for the (a) true range of 26 km and (b) observed

range of 39 km. The shift to higher energy after data reduction can be seen. This shift

limits the ability to range the reactor as the shape of the spectrum is used to determine

the range. All spectra are normalised to a maximum of 1.

The observation time needed to range Hartlepool to this accuracy is 12 (40) months

for the second (first) version of the data reduction, with the uncertainty dropping to a

consistent level in Table 7.13 by around 18 (50) months, as demonstrated by Figure 7.10.

Due to the simplicity of the method, and the need for a signal-dominated spectrum,

this analysis is not appropriate for higher-background situations such as more distant

reactors. This analysis matches the shape of a spectrum to a model, which requires the

detected spectrum to have the shape of the expected reactor spectrum to be effective.

Due to the matching of a shape to a model, overlapping spectra causes further issues. If

the observed spectrum does not well-represent the reactor being observed, this analysis

will not be able to determine an accurate range. Further analysis would be required to

isolate a complete reactor spectrum for this method to be effective at larger distances.
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Figure 7.10: The observed range of the Hartlepool reactor complex with observation

time using the second version of LEARN.

7.2.4.2 Fourier Transform

The Fourier Transform (FT) method is applied in four possible scenarios on five reactor

complexes. The scenarios are combinations of including background uncertainties and

detector energy resolution.

The results of the FT method shown in Table 7.14 show that for reactors at large

distances, the range can be determined when the detector’s energy resolution is ac-

counted for. However, reactors beyond 300 km do not have a large enough signal to

be ranged effectively when background uncertainties are included. The two nearer re-

actors, AGRs at Heysham and Torness, can be ranged close to the true value when

background uncertainties are included.

As shown in Figure 7.8, reactors within approximately 80 km of the detector cannot

be accurately ranged by the FT method. As such, the EDF Hartlepool cores were not

ranged as part of this analysis.

Uncertainties are determined by repeating the FT, sampling from the background

distributions separately each time. This produces a range of possible FTs, which fluc-

tuate due to background uncertainties. These fluctuations can be seen in the FCT
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Situation
Range [km]

Heysham 2 Torness Sizewell B Hinkley Point C Gravelines

True Range 149 187 304 404 441

No Background, True Energy 148 ± 4 188 ± 5 306 ± 8 403 ± 11 440 ± 11

No Background, Reconstructed Energy 157 ± 4 195 ± 5 307 ± 8 397 ± 11 432 ± 11

Background Uncertainty, True Energy 156 ± 6 177 ± 10

Background Uncertainty, Reconstructed Energy 155 ± 5 171 ± 9

Table 7.14: Observed distance in km for the FT method. Both the true energy and

reconstructed energy are considered, as is the inclusion of background uncertainties

and the situation of zero background uncertainty. Situations with a slash are deemed

impossible to range due to background uncertainties dominating.

for Heysham 2 in Figure 7.11, where the spectrum has been produced from signal and

backgrounds one hundred times and the analysis repeated. This results in a range of

possible amplitudes for every distance for both the FCT and FST. The range of ampli-

tudes is then used to determine the uncertainty on the amplitudes from the FTs. The

uncertainty on the observed distance is then determined by the range of distances that

fall within the uncertainty of the amplitudes accepted by both the FCT and FST.

The FT for Heysham 2 with background uncertainties and with energy reconstruc-

tion applied is shown in Figure 7.12. The maximum for the FCT yields an accurate

range, but with an uncertainty of ± 15 km. The FST is able to reduce this uncertainty

significantly to ± 6 km, shown in Table 7.14.

Due to the low event rates for the distant reactors, it takes over 20 years of observa-

tion time to be able to range the Heysham 2 complex, and significantly longer for the

more distant reactors.

7.2.5 Discussion

The results of both methods show the potential of using neutrino oscillation to deter-

mine the distance to an observed reactor, as well as the use of extending the sensitivity

analysis to include a spectral analysis. The two analyses presented complement each

other well, with the minimum chi-squared analysis allowing nearby reactors with a large

signal contribution to be ranged, and the Fourier Transform (FT) method allowing the

ranging of more distant reactors.

Despite showing potential, there are strong limitations to both methods. Whilst

the chi-squared method can handle lower energy resolutions for mid-field reactors, the
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Figure 7.11: FCT analysis of Heysham 2 repeated 100 times to show the effect of

fluctuations due to background uncertainties. Reconstructed energy is used here. The

vertical dashed line at 149 km is the true distance to Heysham 2 from Boulby.

energy threshold and detector efficiency strongly limits the utilization of lower energy

events. This causes the discrepancy between the true and observed range for the Hartle-

pool reactors.

The FT method is able to range reactors in more complex scenarios. However, the

event rate for these distant reactors results in this taking a long time, in excess of 20

years, and therefore being impractical.

A relaxing of the level of measurement precision may allow a ranging analysis to

occur more quickly, allowing it to have more utility. The results quoted are the best

results where the most precise values are obtained based on the data reduction and

rate-only analysis previously performed. However, if instead of a precise measurement,

a determination of whether the observed spectrum is consistent with expectation for

the expected reactor operation is acceptable, a quicker result may be obtained. In this

case, rather than matching an exact model, showing the spectrum does not match the

expected shape or FT would be a positive result, particularly if it is in combination

with an observation of excess signal from the rate-only analysis. The FT analysis could

also be applied to remove signals from known reactors from the data. If their distance
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Figure 7.12: The Fourier transform, in sine (black solid) and cosine (red dotted), for

Heysham 2 with background uncertainties and energy resolution effects.

can be extracted using a FT, the component of the observed spectrum due to known

reactor operations could be subtracted.

This detector configuration is not able to make the best use of spectral analysis.

A potential solution is using gadolinium-loaded liquid scintillator. This would lower

the energy threshold, boost detector efficiency at low energies and improve energy

resolution. In principle, this could allow the FT method to work at much shorter ranges

by resolving the θ13 oscillations or allow the chi-squared method to range Hartlepool

with much more accuracy. The FT analysis could give an accurate range to a mid-

field reactor in months by using the better energy performance of a liquid scintillator

combined with the increased signal rates it would yield.

7.3 Conclusions

The performance of four NEO detector configurations for reactor antineutrino detection

and monitoring has been analysed. The detector designs are chosen as maximal and

minimal options to fit inside a 25m cavern constructed at STFC’s Boulby Underground

Laboratory in North Yorkshire, UK. Two designs have been considered, both right
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cylinders, a 16m height and diameter and a 22m height and diameter tank. Two fill

media have also been considered, water and WbLS, both of which are doped with the

neutron capture agent gadolinium to harness the coincident-pair signal of IBD. Both

tank designs have a 15% photocoverage, the previously determined minimum viable

coverage for useful sensitivity.

Full MC simulations were performed for all signals and backgrounds, with a com-

plete reconstruction-data reduction-analysis chain developed to determine the optimal

sensitivity to several real reactor signals in the UK and France. The data reduction,

LEARN, is a novel path combining likelihoods and machine learning for background re-

jection, and is a different approach to the previous cuts-based analyses used for reactor

monitoring prototypes [5, 350].

Comparisons have been made to the results obtained by the best-performing cuts-

based analysis Cobraa for the purpose of cross-checking and validating results. From

the comparisons in subsubsection 7.1.3.1, it can be seen that the 16m detector is suited

to observing the nearby signal from Hartlepool, but lacks any significant sensitivity to

signals at large distances. The inability to detect anything other than very dominant

signals in a reasonable time-frame precludes this detector from any real world use case,

limiting it to being a research and prototype design.

The larger detector offers significantly more sensitivity, being able to observe a four-

core signal in around 6 months, and the single-site signal from Heysham 2 at 149 km

in 19 months. Cobraa showed that this detector has some sensitivity with Gd-H2O,

with dwell times for anomaly detection taking ∼50% longer than with the inclusion

of WbLS. The 22m Gd-WbLS detector is able to reach 2σ anomaly significance in

205 days for Heysham 2 using LEARN version 1, shown by Figure 7.13. This may be

deemed sufficient in some cases when paired with other monitoring techniques.

The general agreement in the results between the two independent reconstruction-

analysis chains creates trust in the results. There are some differences in the results,

however. The percentage differences in the Hartlepool results can be somewhat ne-

glected. The short dwell times and quoting results to the nearest day yields larger

percentage differences in the 16m detector. The other large difference comes from the

Heysham 1 & 2 and Heysham 2 & Torness results. LEARN consistently finds higher

dwell times for the Heysham 1 & 2 complex than for Heysham 2 & Torness, but Cobraa

sees the reverse trend. This difference arises due to the differing principles on which

the data reductions are constructed. LEARN suppresses particular background compo-
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Figure 7.13: Sensitivity of the two detector sizes with Gd-WbLS to Heysham 2 using

LEARN version 1 as a function of observation time. The vertical solid green lines

represent six-month intervals, the horizontal dashed cyan line is the 3σ significance

threshold for observation.

nents before optimisation of energy cuts for minimum dwell time; Cobraa optimises all

cuts for minimum dwell time during data reduction. This results in LEARN typically

favouring higher signal rates whereas Cobraa typically favours lower background rates.

In the case of the combined Heysham complex, there is a higher signal and background

when compared to the Heysham 2 & Torness scenario. As there is already a higher

signal, and the Heysham spectrum peaks at higher energy, Cobraa is able to apply

more aggressive cuts to reject backgrounds. In the case of Heysham 2 & Torness, the

signal is lower but so is the background due to the assumption that the AGR-1 cores

at Heysham 1 are decommissioned. This gives LEARN a lower background to contend

with and allows it to boost the accepted signal rate. As a result, LEARN is more

successful in analysing this scenario. Being able to explain and justify these differences,

and noting small differences elsewhere, breeds confidence in the analysis chains.

Despite the good agreement and the possible acceptance of a 2σ anomaly mea-

surement when combined with other safeguarding methods, taking several months to
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make an observation leaves a significant amount of time for reactor misuse and the

redirection of nuclear materials. A larger detector would improve these dwell times and

extend the range of detection, but this would create significant added costs. Due to

this, the Nu Tools report [145] commissioned by the Office of Defense Nuclear Non-

proliferation (DNN) to provide an assessment of the utility of neutrino detectors for

non-proliferation stated

“Non-Cooperative Reactor Monitoring or Discovery: Implementation con-

straints related to required detector size, dwell time, distance, and back-

grounds preclude consideration of neutrino detectors for non-cooperative

reactor monitoring or discovery.”

However, Nu Tools does not preclude cooperative monitoring and leaves space for future

applications, with the recommendation that support for

“neutrino detector system development for areas of potential utility, princi-

pally for future nuclear deals and advanced reactors”

should be maintained. This allows reactor exclusion in the mid-field to remain a po-

tential use case, with proposed Small Modular Reactors (SMRs) being considered near

the existing Hartlepool complex providing a potential test case in the future.

To demonstrate that this is possible, further sensitivity needed to be found. This is

where the improvements to LEARN become relevant. As only one section of the path

was changed from the version validated with Cobraa, it is assumed that this analysis is

still validated. Significant improvements in sensitivity are seen, with dwell times coming

down by a factor of more than ∼2. The 22m Gd-WbLS detector is able to reach 2σ

for Heysham 2 in 3 months, and the 16m detector can do it 13 months (Figure 7.14).

These significant improvements extend the range of the detector monitoring from 10’s

of km to potentially 100’s of km under the future nuclear deals and advanced reactor

scenarios that Nu Tools states neutrino monitoring is relevant for. The larger detector

is able to measure the combined PWR signal to 3σ in under a year.

This improvement comes before the option of sideband analyses, in which reactor-off

periods can be used to make background measurements to input into the data reduc-

tion. This would potentially allow even greater sensitivity to more distant reactors.

However, reactor-off times differ depending on design. AGRs only have short shutdown

periods for refuelling, so it is difficult to make reactor-off measurements. It also risks

any clandestine operation being mixed in as a background, making it harder to detect.
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Figure 7.14: Sensitivity of the two detector sizes with Gd-WbLS to Heysham 2 using

LEARN version 2 as a function of observation time. The vertical solid green lines

represent six-month intervals, the horizontal dashed cyan line is the 3σ significance

threshold for observation.

They may, however, allow better understanding of detector systematics and modelling

uncertainties. The current analyses include modelling uncertainties as part of the sig-

nificance, but no detector systematic uncertainties. This makes the impact of sideband

analyses hard to understand completely until detector systematics are fully modelled.

Further improvement may be available in the LEARN chain if the entire data re-

duction is optimised for dwell time. Currently, the likelihood and machine learning

steps are optimised to suppress an individual background. By combining steps, and

optimising earlier, it may be possible that further improvement in either background

reduction or signal maximisation can be found.

The rate-only analysis has been extended to include spectral analyses to harness

neutrino oscillations to determine the distance to an observed reactor. The analyses

show potential to range real reactor signals, but are significantly limited by the detec-

tor design. A minimum chi-squared analysis is able to range nearby reactors which

produce a dominant signal well within the lifetime of this kind of detector, with the
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EDF Hartlepool reactor ranged to 50% of its true distance. A FT analysis is able

to handle reactors at much larger standoff distances, up to 180 km, when background

uncertainties are included. However, this would take a very large amount of time due

to the low event rate, even with the improved data reduction.

With both analyses, the fundamental issue is the detector’s performance. An order

of magnitude increase in signal rate is needed to range the Heysham 2 cores at 149 km

within a reasonable detector lifetime, and the energy thresholds and detector efficiency

limit the ranging of more local reactors. Using gadolinium-doped liquid scintillator

could offer a solution as it would improve energy resolution, lower the threshold and

improve low energy efficiency.

Due to performance issues, the gadolinium-doped WbLS detection medium is not

appropriate to use in precisely determining the distance to operating reactors. However,

the analyses developed could be used with a more sensitive detector for this purpose.

One thing that has not been attempted at present, but could offer improvement, is

combining the rate-only analysis with the spectral analyses for background reduction.

The spectral analyses rely on the background having already been reduced, and are

standalone analyses attached onto the end of the rate-only analysis. Combining the two

could allow a quicker indication of whether the spectrum is consistent with expectation

based on known backgrounds and reactor operation. Knowledge of the expected spectra

and measurements of any signal above background could allow the spectral shape of the

excess to be used. If the excess signal rate is large enough, it may allow ranging of the

reactor in a shorter time. This could be improved further if combined with background-

specific analysis, allowing background spectra to be subtracted from observations more

easily. This could also be extended to use the FT analysis to remove known reactors

from the observed spectrum if their standoff distance is extracted. Test beds, such as

the planned BUTTON experiment at Boulby or WATCHBOY [362], may be required

to make measurements of the background in advance of detector construction.

These improvements may allow much cheaper and smaller detectors to be viable

for reactor exclusion at the 10’s of km range, which would pave the way for real world

applications of neutrino detectors in non-proliferation.

In Nu Tools, far-field monitoring is defined as a deployment at over 2 km from the

reactor; in the study presented here, the Hartlepool cores at 26 km are considered a

mid-field standoff, the reactors further away at over 149 km are considered far-field. Nu

Tools states that long range monitoring is precluded by practicalities relating to the
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construction of sufficiently large detectors to observe weak neutrino signals. However,

the results obtained show that a 16m detector with a Gd-H2O fill, the smallest and

most basic detector tested, could make an anomaly detection of Hartlepool in a week.

This makes less intrusive monitoring at distance more of a possibility.

Although current safeguarding is generally seen as sufficient, particularly for power

reactors, advanced reactor types present potential gaps in the techniques used. Research

reactors already have documented cases of misuse surrounding them [144], such as

diversion of material or production of neutron generators, so advanced reactors could

create the same issues on a larger scale before safeguarding is able to catch up with

reactor development.

Neutrino detectors could fill this safeguarding gap. It is expected that the neutrino

emission rates follow similar trends for advanced reactors as the current designs, so

neutrino detector design would remain unchanged. It was noted that the fact a “single

system design could have broad applicability” was of interest in the non-proliferation

community, and that non-proliferation experts generally expressed a need for “alternate

technical methods” to ensure adequate safeguarding and where conventional methods

such as item accountancy may no longer apply. Neutrino detectors are seen to “display

potential” for this, with spectral measurements providing more information about core

operation.

Cost is seen as a major barrier to the use of neutrino detectors for non-proliferation.

Advanced reactors and their construction may allow detectors to become cost compet-

itive if adopted early in the development cycle, with a “safeguards-by-design” principle

being seen as attractive. The additional verification provided by neutrino detection

would make the costs more viable if included at an early stage.

These conclusions from the Nu Tools study provide justification for the consideration

of neutrino detectors for non-proliferation. The current technology may not be seen as

cost-effective for the current reactor designs, but may become beneficial in the future.

As such, the final recommendation from Nu Tools is to

“conduct modeling and simulation studies that will evaluate potential per-

formance of neutrino detectors in specific use cases”.

The work presented so far acts as a significant step in determining the viability of neu-

trino detection for non-proliferation following this recommendation. The dwell times

at distances Nu Tools considered far-field are significantly lower than previous analy-

ses and information available at the time, and the spectral analyses show significant
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potential to harness further information. These analysis improvements and extensions

may alter the conclusions of future studies, and bring the neutrino detector into more

immediate consideration for a role in non-proliferation and safeguarding. Further im-

provement is still required, particularly to reduce the limiting factors of detector size,

construction and cost, to make neutrino monitoring completely viable, but the LEARN

chain and additional spectral analyses show significant improvement on previous work,

and still have areas available for improvement in the future.
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Future Work and Conclusions

Nuclear reactors have been a source of power generation for decades, but they also

create contention due in part to their potential for weapons-grade material proliferation.

Current treaties and safeguards, as administered by the IAEA, cover almost all current

situations and risks. However, it is acknowledged that an evolving reactor landscape,

in which advanced reactor types and new nuclear deals are developed, could lead to a

gap in the safeguarding against the proliferation of weapons [145].

Nuclear reactors emit electron antineutrinos during the fission process. These an-

tineutrinos have been observed and used for research since the very start of experimental

neutrino physics, and have yielded a large amount of information about the neutrino.

They have even been used to gain information about the reactor core from which they

are emitted. By combining neutrino research with nuclear reactor power generation,

the potential for applying neutrino detectors to reactor monitoring arises. Antineutrino

monitoring would in principle reduce intrusion to reactor sites and be independent of

the reactor-type being monitored, but its utility is unproven.

This thesis presents potential designs for a prototype far-field reactor antineutrino

monitoring detector, a novel reconstruction-data reduction-analysis chain and the per-

formance results of the detector designs. The characterisation of the technology re-

quired to construct this type of detector is also presented alongside a test bed facility

for hardware testing.
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8.1 Current Status of WATCHMAN and AIT-NEO

The EDF reactor cores in northern England and Scotland are vital to a reactor monitor-

ing prototype to be viable at Boulby. However, the announcement of the acceleration

of plans to decommission the AGR cores [363] effectively precluded Boulby as a site to

host a detector such as NEO as part of AIT. This marked the end of the AIT-NEO

project as planned for Boulby, and drew a close to the planning of construction.

This did not mark the end of the concept as a whole though. The simulation

studies still provide a benchmark on the utility of applying neutrino detectors to reactor

monitoring, and efforts on the development of neutrino technology for non-proliferation

continue.

8.2 Boulby Underground Laboratory Development

Although the AIT facility will not be constructed at Boulby to host NEO, plans to

expand Boulby with a new facility to host future experiments continue. The existing

laboratory hosts BUTTON-30, a 30T water-based test bed detector currently under

construction, which will continue with some of the technology development initially

planned for AIT.

A second laboratory at the same depth of the existing laboratory is being excavated,

with this being a staging site for the construction of a larger experiment in a future

deeper laboratory. Plans for a future phase of BUTTON with a 1 kT volume to be

hosted at this second laboratory are under development.

A new, deeper laboratory is planned, with the hope of hosting a next generation

dark matter detector such as XLZD. In many ways, this meshes with Boulby’s past as a

world-class facility capable of hosting the most advanced dark matter detectors better

than a reactor monitoring prototype would.

8.3 Conclusion

Several key areas have been investigated as part of the study into the feasibility of a

far-field reactor antineutrino monitor, and whilst the project in the form presented here

may not be continuing, the work itself has not been fruitless.

In chapter 3, the design, operation, and stability of the 2-tonne PocketWATCH test
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bed for hardware characterisation is presented. This facility is unique in the region,

with full temperature control and constant water purification. In depth studies of the

water quality show that it transmits light in the relevant wavelengths for Cherenkov

radiation, and is also gadolinium-compatible. This allows it to host equipment in the

conditions that would be experienced in SK or EGADS, as well as HK. PocketWATCH

has measures to allow photosensors to be operated in single-photon mode, something

which has been utilised in PMT characterisation and light injection testing.

As part of the development of detector technologies, Hamamatsu R7081 PMTs have

been tested in detail. QA tests are described in section 4.5, which follow a standard

procedure similar to many previous experiments. A subset of these PMTs were sub-

jected a new testing regime, in which they were submerged in the PocketWATCH tank

and characterised. A focus on the contributions to dark rate showed that the dark rate

is medium-independent, but depends on several environmental conditions such as light

exposure prior to testing. The main source of dark rate is thermionic emission from

the photocathode, with the major background being photons produced in the detector.

This testing is relevant to many particle detectors, as understanding the photosensors

used is necessary to design and operate an experiement.

The main concepts and questions in this work relating to reactor antineutrino mon-

itoring are answered by simulation studies of the NEO detector. The implementation

of MC simulations is detailed in chapter 5, with a novel data reduction presented in

chapter 6. The data reduction comprises likelihood and machine learning techniques, of-

fering a departure from the previous cuts-based methods. The data reduction provides a

significant improvement over previous studies, and shows potential for reactor antineu-

trino monitoring when combined with the sensitivity metrics defined in section 7.1.

A further pair of spectral analyses make use of neutrino oscillations to determine the

distance to observed nuclear reactors.

The key questions relate to the utility of a reactor neutrino detector for non-

proliferation. Previous concepts for non-proliferation, in which far-field detectors could

be used as a non-cooperative monitoring tool, have been ruled out for infrastructure and

cost reasons [145]. However, advanced reactors and new nuclear deals lead to scenarios

in which neutrino detectors are of use. Potential gaps in safeguarding arising in these

scenarios could be mitigated by the early adoption of neutrino detectors. Antineutrinos

are unshieldable and do not depend on external conditions, only the conditions of the

core. They also allow a much less intrusive monitoring option than current safeguards,
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and could provide a scientific facility and training programme to a host nation.

To be of use, a detector must be sensitive enough to observe a reactor. The cross-

checked analysis in subsubsection 7.1.3.1 shows that a 22m detector with a Gd-WbLS

fill would have some sensitivity to reactors up to 150 km away, with a smaller 16m de-

tector sufficing for mid-field monitoring. These results suggest significant improvement

is required in the analysis or detector to be used for reactor monitoring.

Improvement in the data reduction techniques yielded much more sensitivity, with

these results in subsubsection 7.1.3.2. With the level of performance here, a larger

detector could be used for cooperative monitoring at distances of 150 km and a smaller

detector still shows useful sensitivity. The requirement for WbLS is also reduced by

the data reduction improvements, allowing much simpler and cheaper detectors to be

viable. The analysis developed for reactor observation can be extended to a spectral

analysis. Using the effect of neutrino oscillations on the energy spectrum, the distance

to an observed reactor can be determined. Although pure liquid scintillators offer the

best performance here, using WbLS allows spectra to be used to improve the analysis

of signal and background rates.

The work presented here shows that there exists potential to monitor reactors via

their antineutrino emission. By demonstrating a large improvement in sensitivity due

to analysis improvements, smaller and cheaper detector designs can be considered. Pre-

viously, difficulties implementing a neutrino detector for reactor monitoring relating to

cost, detector size and complexity had precluded their use. However, the significant im-

provements found allow these detectors to be considered in the future by demonstrating

the utility of simpler and cheaper designs.

The analyses developed have use beyond reactor monitoring. For many experiments,

reactor neutrinos are a significant background. Being able to understand and suppress

them can improve the sensitivity of these experiments. Other experiments use IBD as

a signal, such as in the detection of supernova antineutrinos. Here, the data reduction

and analysis presented can be used to extract the alternative signal. Overall, the data

reduction and analysis chain offers an improvement over previously used cuts-based

analyses by using novel methods. Further improvement is still possible by optimising

the analysis as a whole, compared to the current step-by-step implementation.
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