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Abstract

This experimental work focuses on modifying the characteristics of ultra-
thin magnetic multilayers through electric field (E-field) driven migration of
oxygen. We investigated thin film multilayers composed of Ta/Pt/CoB/Ir or
Cu/Pt/HfO2. In these systems, metal layers such as Ir and Cu are utilized
to induce structural inversion asymmetry. The Pt gives rise to a strong
perpendicular magnetic anisotropy (PMA), spin-orbit coupling (SOC), and
the Dzyaloshinskii-Moriya Interaction (DMI). We conducted measurements
of magnetic properties such as effective anisotropy and DMI, which are
relevant for devices based on skyrmions or domain walls.

The modification of magnetic properties by ionic liquid gating (ILG) is
explored as a promising technique in spintronics due to its room temperat-
ure application, non-volatility, energy efficiency, and reversibility. We have
investigated the oxygen migration via ILG of structures within metallic lay-
ers, which provide flexibility in terms of material choice. With an applied
negative voltage, oxygen migrates from the HfO2 to the magnetic layer,
changing the interfacial chemistry of the magnetic system. As a result,
changes in coercive field, domain nucleation field and effective anisotropy.
The oxygen migration process is almost fully reversible, and the migrated
oxygen produces a nonvolatile effect for up to fifteen weeks.

The magneto-ionic modification of structural and interfacial properties
was studied using X-ray photoelectron spectroscopy (XPS), scanning trans-
mission electron microscopy (STEM), energy dispersive X-ray spectroscopy
(EDX), and electron energy loss spectroscopy (EELS). The O-K edge and
Co L2,3 edges of XPS study predict the oxidization of the system during
two growths. The XAS and XMCD studies shows the oxidization states
are changing with applied voltage and it is therefore changing the magnetic
moments. This data is also consistent with SQUID-VSM data. The Pt M3

edge also confirms the oxidation of the Pt top layer in the as-grown sample,
which changes with the applied voltage.

Additionally, interfacial magnetic properties were examined using Bril-
louin light scattering (BLS). This experimental work aims to understand
the origin of DMI in the studied magnetic system. We found that the DMI
contribution is significantly coming from top CoB/Heavy metal interface.
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Applied voltage change the interface chemistry of this interface and changes
the DMI, particularly for the Cu/Pt samples.

The magneto-ionic modulation in all metallic structure might be use-
ful in spintronics device application, emphasizing domain wall-based and
skyrmion-based spintronics devices. The modulated magnetic properties,
in combination with nonvolatility and reversibility, allow for the possibility
of field-programmable domain wall and skyrmion devices.
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imate 100% change indicates that the change in mT is roughly double.
Conversely, an approximate 0% change indicates almost no change in
mT. (b) The percentage change in 20% nucleation and 80% saturation
at +4 V as a function of top Pt thickness. The change is significantly
higher for 20% nucleation than for 80% saturation, with the exception
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1.1 Introduction

The control of nanomagnetism through electric fields (E-fields) holds significant tech-
nical importance in the development of compact, fast, and low-power electronic devices.
Domain walls and skyrmions are being considered as potential candidates for data
storage systems because of their microscopic size, magneto-electrical properties, and
the minimal current required for their manipulation [1, 2]. These domain walls and
skyrmions can be manipulated using an external magnetic field, spin-polarized current,
or local heat [1–6]. To advance durable and robust technology, it is crucial to explore
the E-field-controlled properties of domain walls and skyrmions.

1.1.1 Domain wall and skyrmion based magnetic multilayer systems

In 1974, Cronemeyer et al. [7] reported perpendicular magnetic anisotropy (PMA)
in CoCd thin films. Three years later, Iwasaki et al. (1978) [8] proposed magnetic
recording using PMA materials. Since then, PMA materials have been widely used in
data storage technology. In contrast to in-plane magnetic systems, the PMA system
is advantageous for high-density data storage. Moreover, the PMA storage system
utilizing optical magnetization switching offers high-speed read, write, and access times
[9, 10].

Magnetic thin films, such as Pt/Co/Pt, have high perpendicular magnetic aniso-
tropy (PMA) due to spin-orbit coupling (SOC) and the intricate hybridization of orbit-
als at the interfaces. This characteristic proves valuable in domain wall and skyrmion-
based memory devices [11, 12]. In such films, the Dzyaloshinskii-Moriya interaction
(DMI) also arises from the ferromagnetic/heavy metal (FM/HM) interface through in-
direct exchange mechanisms, as presented in section 2.2.3. In 1980, Fert et al. [13]
proposed that a magnetic multilayer system with a material possessing strong spin-
orbit coupling produced DMI, where it arises due to the interaction between FM/HM
layers. DMI in such films stabilizes Néel domain walls and skyrmions. Studies suggest
that FM material with high spin-orbit coupling HM produces high DMI. Additionally,
structural inversion asymmetry plays an important role here. Hrabec et al. (2014) [14]
found that breaking inversion symmetry at the top Co/Pt interface by a HM increases
the DMI significantly. In 2016, Yang et al. studied the Ir/Co/Pt and Pt/Co/Pt systems
using first-principle calculations. They reported that the Co/Pt and Ir/Co interfaces
produce DMI with opposite chirality. Therefore, the net DMI in the Ir/Co/Pt system
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is higher than in the Pt/Co/Pt systems [15].
PMA and DMI can be modified by changing growth parameters such as temperature

and pressure [16–18], interface roughness, and inter-diffusion [19, 20], individual and
total layer thickness [16, 21, 22], crystal structure [23], and oxidation [11, 24, 25]. How-
ever, some of these might not be useful due to complexity, which may lead to differences
in film and interface quality. In this scenario, tuning these properties by changing ma-
terials and their layer thickness might be useful. Additionally, locally altering material
properties using an electric field opens new possibilities in nanomagnetism; however,
achieving reversible changes remains challenging.

1.1.2 Electric fields gating of magnetic multilayers

In 1960, the modulation of magnetic properties by E-fields was theoretically predicted,
and this was first demonstrated by Ohno et al. in 2000 [26, 27]. They studied a semi-
conductor field-effect transistor of GaAs substrates/AlSb/(Al,Ga)Sb/InAs/(In,Mn)As,
where a gate voltage was applied through a polyimide layer and a Cr/Au gate elec-
trode. The applied gate voltage changed the 2D sub-band of the ultrathin magnetic
layer. They observed that a positive voltage decreased the hole concentration and the
ferromagnetic interaction between Mn ions, thereby reducing the Curie temperature.

Subsequently, E-fields have been utilized to manipulate fundamental material prop-
erties such as magnetic moment [28], perpendicular magnetic anisotropy (PMA) [29,
30], Dzyaloshinskii-Moriya interaction (DMI) [30–33], as well as domain wall motion
[34, 35] and skyrmion manipulation [36, 37]. The E-field reduces the switching time
in spin transfer torque (STT) and spin-orbit torque (SOT)-based voltage-controlled
magnetic anisotropy (VCMA) devices [38–40]. Moreover, it (E-field) may reduce the
current density required to switch magnetic tunnel junctions (MTJs) [41].

The E-field shifts the Fermi level and alters carrier density in FM, resulting in
modulated magnetic properties. The E-field can accumulate or deplete charges at
a ferromagnetic/oxide interface, as seen in Fe/Co/MgO, which changes the electronic
occupation of orbitals. Consequently, this leads to hybridization of orbitals in the ferro-
magnetic layer, affecting magnetic properties such as magnetic anisotropy and magnetic
moment. In addition to the charge effect, the E-field may lead to the migration of ions,
such as oxygen or hydrogen, which in turn changes the magnetic properties.Magneto-
ionic modulation provides a nonvolatile effect and is of great interest due to its signi-
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ficant magneto-electric effect, characterized by a large change in interfacial anisotropy
(≈> 0.6erg/cm−2 or 5000 fJ/Vm) [42, 43]. These two mechanisms can affect magnetic
multilayers individually. On the other hand, the superimposition of the two mechanisms
might produce a large change [28, 29, 44].

Although recent studies have already demonstrated the effect of E-fields in magnetic
systems for spintronics device applications, most of the research has focused on investig-
ating the magnetic layer adjacent to an oxide layer, primarily due to the short screening
length in metals. The conduction electrons screen the E-field, making it challenging
to modify magnetic properties without damaging the gate electrode. Therefore, this
approach excludes a potential structure of FM/HM multilayers. On the other hand,
magneto-ionic techniques offer advantages in resolving the E-field screening. Here, ions
(i.e., oxygen ions) migrate as an effect of the electric field. Therefore, the thickness of
the adjacent HM layer is crucial, because it may introduce another challenge: the pen-
etration depth, which needs to be overcome by using an ultra-thin HM layer. Structural
and interfacial magnetic properties play a key role in magnetic systems. Understanding
the origin of PMA and DMI at a particular HM/FM/HM interface and its modulation
is challenging. Additionally, the magnetoionic effect at the interface, states of oxygen
ions, penetration depth, and its physical mechanisms limit its material-specific applic-
ation. The chemical interaction between different metals and transported oxygen ions
affects the durability of the nonvolatility effect.

The stability of domain wall and skyrmion-based devices depends on interfacial
magnetic properties such as PMA and DMI. These parameters are crucial for controlling
domain wall nucleation, domain wall dynamics, and skyrmion motion. Different studies
have demonstrated the interfacial magnetic properties of Co/Pt interfaces. I have
experimentally investigated into how the E-field modifies the properties of magnetic
systems, such as anisotropy and DMI. Our focus lies in developing and optimizing
different magnetic systems, specifically Ta/Pt/CoB/Ir/Pt, which are compatible with
applying E-fields through gating structures (HfO2) and the ionic liquid. Ultra-thin
nonmagnetic layers are employed to reduce screening currents while ensuring that the
material system has low magnetic pinning, thus preventing domain walls and skyrmions
from being immobilized.

Additionally, we have explored the effect of E-fields on structural properties and
have presented a proof-of-principle domain wall-based device.
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1.2 Thesis layout

Chapter 2 discusses fundamental concepts, presenting magnetic interactions and ener-
gies in the studied system, followed by magnetic spin textures such as domain walls and
skyrmions. This chapter concludes with a comprehensive literature review focusing on
the manipulation of magnetic properties through material engineering and E-fields.

In Chapter 3 I present experimental techniques to understand the physical phe-
nomena in this work and measures fundamental material properties before and after
applying E-fields. Following this, Chapter 4 provides a comprehensive exploration of
fundamental material properties (i.e., PMA) of magnetic thin films. Through this in-
vestigation, I emphasize the role of interface engineering in the behavior of magnetic
multilayers, particularly in generating anisotropy energy and assist interactions within
the thin film. Furthermore, the crucial role of DMI in stabilizing skyrmions and Néel
domain walls within magnetic systems is highlighted.

The subsequent experimental results chapter (Chapter 5) demonstrates the effect
of E-fields on the studied system, comparing anisotropy and magnetic moments before
and after applying E-fields. Additionally, the chapter observes domain nucleation as
an effect of applied E-fields and the reversibility of the system.

Chapter 6 concludes the principal results with the structural and interfacial mag-
netic properties and the effect of E-fields on them, including a discussion on the state
of oxygen. The last chapter (Chapter 7) on results presents micromagnetic simulations
of field- and current-driven domain wall devices. Skyrmion nucleation is conducted by
current, and a proof-of-principle domain wall device is also presented in this chapter.
Finally, the work is summarized, and future research directions are outlined in Chapter
8.
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Chapter 2

Theoretical Background and Literature Review
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2.1 Introduction

2.1 Introduction

This chapter introduces fundamental concepts and presents a literature review, starting
with the theoretical background essential for understanding this work. It draws from
various sources, including books [45–48], a journal article [49], and PhD theses [11, 25,
50–52].

The first section, explores the energies and interactions related to magnetic thin
films, such as exchange energy, magnetocrystalline anisotropy, shape anisotropy, per-
pendicular magnetic anisotropy, and the Dzyaloshinskii-Moriya interaction.

Section 2.3 discusses magnetic domain walls and skyrmions, covering domain wall
motion regimes and material structures suitable for hosting stable skyrmions and do-
main walls.

The velocity of domain walls and the speed of skyrmions might be crucial for
spintronics-based data storage systems. However, their significance depends on fun-
damental magnetic characteristics. Therefore, Section 2.4 reviews literature on con-
trolling these fundamental magnetic properties through interface engineering and E-
fields, which are also crucial for hosting skyrmions. Finally, the chapter is concluded
with a summary.

2.2 Energies and interaction in ferromagnetic systems

Ferromagnetism is a property exhibited by specific materials like iron (Fe), nickel (Ni),
and cobalt (Co). It is characterized by spontaneous magnetization, meaning these ma-
terials possess magnetic moments even in the absence of an external magnetic field.
This phenomenon arises from the alignment of magnetic moments due to interactions
between neighboring magnetic moments. The magnetic moment, a fundamental char-
acteristic of ferromagnetism, originates from electron spin, angular momentum, and
spin-orbit interactions.

Ferromagnetic materials align their magnetic moments with the direction of an ap-
plied magnetic field, exhibiting a positive susceptibility (χFM = δM

δH ) typically ranging
from 104 to 106. Weiss proposed that the interaction between neighboring atoms is
mediated by a molecular field Hm−−λwM. The total effective magnetic field experienced
by each atom is Heff = H + λwM. The magnetic moments align due to this effective
field, which leads to spontaneous magnetization. This spontaneous magnetization is

7



2.2 Energies and interaction in ferromagnetic systems

temperature-dependent. Above the Curie temperature TC, the thermal energy is high
enough to overcome the interaction energy between neighboring atoms and the molecu-
lar field, resulting in the loss of spontaneous magnetization and the material exhibiting
paramagnetic behavior. Curie-Weiss law can be written as, χ = C

T−TC
, where λw is the

Weiss constant, TC = λwC, C is the Curie constant (SI unit m3K/mol).
Different energy terms and types of interactions significantly influence the total

energy within a ferromagnetic thin film, thereby governing its magnetization config-
uration and dynamics. Consequently, this discussion exclusively addresses energy and
interactions relevant to thin films.

2.2.1 Exchange energy

The exchange interaction is a quantum mechanical effect. It describes the energy
relationship between two neighboring particles and is directly connected to the Pauli
exclusion principle.Fermions (i.e., electrons) with parallel spins tend to avoid the same
spatial location due to Coulomb repulsion. This spatial separation reduces the electron-
electron repulsion energy, resulting in an energy reduction associated with the parallel
spin configuration. The rule arises because minimizing Coulomb repulsion leads to a
lower energy state when electrons occupy different spatial orbitals with parallel spins,
which is the basis for Hund’s rule. The generalized Hamiltonian of the Heisenberg
exchange interaction for a multi-electron lattice is represented by the following equation:

Hij = −
∑
i ̸=j

(Jij S⃗i.S⃗j), (2.1)

where, Si and Sj represent the spin angular momentum of electrons and Jij represent
the exchange coupling strength between two electrons. When J is negative, the material
exhibits antiferromagnetic properties, leading to antiparallel alignment of spins J results
in parallel alignment of spins Si and Sj. In contrast, a positive J results in parallel
alignment of spins, indicating ferromagnetic behavior. Materials such as Co, Fe, Ni,
and Gd are characterized by spontaneous magnetization due to ferromagnetic behavior.
In the case of a 1-D spin chain, considering a angle ϕij between two neighboring spins
Si and Sj, the exchange energy can be expressed as:

Eij = −JS2 ∑
i̸=j

(cos(ϕij)), (2.2)
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2.2 Energies and interaction in ferromagnetic systems

when the angle (ϕij) between the spins of two neighboring atoms is small, the energy
can be approximated as:

Eij = −JS2(1 −
ϕ2

ij
2 ) = Const. + JS2a2

2 (δϕij
δx )2, (2.3)

The exchange energy of continuous magnetization can be written by,

Eex =
∫

V
A[(▽mx)2 + (▽my)2 + (▽mx)2]dV, (2.4)

where V represent the volume of material and mx , my , mz denote the magnetization
components in different directions. Exchange stiffness A is approximately given by
JS2Q

a erg/cm, a is lattice constant, and Q is the number of atoms in a unit cell.

2.2.2 Anisotropy energy

Magnetic anisotropy originates from spin-orbit coupling (SOC) and magnetic dipolar
interaction. The SOC arises from the interaction between the electron’s spin and its
orbital motion. When considering a stationary electron, the motion of the nucleus
around it generates an effective current loop, result in a magnetic field. Consequently,
the electron’s spin tends to align itself with this induced magnetic field, and the mag-
netic field is larger for heavier nuclei. This interaction, wherein the electron’s spin
aligns with the magnetic field induced by its orbital motion around the nucleus, is the
SOC. The dipolar interaction is a long-range interaction dependent on the shape of the
materials. In thin films, it favors in plane (In-P) magnetization. Spin-orbit interaction
gives rise to magnetocrystalline anisotropy and interfacial anisotropy. Here, the elec-
tron’s spin couples with its orbital motion, generating a small orbital momentum. The
combination of orbital momentum and alignment with the crystal axes produces an en-
ergy known as magnetocrystalline anisotropy, which is determined by the orientation of
magnetization relative to the crystalline axes. In the studied system, the ferromagnetic
layer is amorphous and lacks magnetocrystalline anisotropy. However, it is discussed
here for completeness.

Magnetocrystalline anisotropy

In a magnetic thin film, the internal energy or magnetocrystalline anisotropy energy
depends on magnetization and crystalline direction, arising from the crystal-field effect
and spin-orbit coupling. This internal energy drives the magnetization to align with a
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preferred direction, often referred to as the easy direction, while the opposite direction
represents the maximum energy direction or hard axis. Depending on the shape of the
lattice structure, anisotropy can be either uniaxial or cubic.

Cubic anisotropy occurs when a material exhibits easy axes in multiple directions.
For example, Nickel possesses a face-centered cubic (FCC) structure, with easy axes
along the < 111 > directions, which include [111], [111], [111] and [111].The energy
density for cubic anisotropy can be expressed as:

ϵAM = K0 + K1(α2
1α2

2 + α2
2α2

3 + α2
3α2

1) + K2(α2
1α2

2α2
3), (2.5)

where, α represents the cosine of the angle between the crystal axis and the mag-
netization direction, and K is the anisotropy constant. The easy axis of a cubic crystal
may change depending on the value of K; for instance, when K > 0, the easy axis will
be along < 100 > axes.

Uniaxial anisotropy occurs when the magnetic anisotropy energy in a material is
directed towards one easy axis, as seen in hexagonal crystals like cobalt (Co). For
cobalt, the anisotropy energy can be expressed as:

ϵAM = K1 sin2 θ + K2 sin4 θ + ...., (2.6)

where θ represents the angle between the easy axis and the magnetization direction,
and K is the anisotropy constant. Higher-order terms in this equation can often be
neglected due to their small values, resulting in a simplified expression such as:

ϵAM = Ku sin2 θ, (2.7)

where Ku is the uniaxial anisotropy.

Shape anisotropy

Shape anisotropy depends on the shape of the sample and arises from magnetostatic
interactions between magnetic dipoles. A magnetized sample generates magnetic poles
at its surface due to the alignment of spins. This effect produces a stray field outside
the sample that acts in the opposite direction to the original magnetization. A demag-
netizing field is induced inside the sample, which attempts to reduce the stray field.
The magnetization tends to align along directions that minimize the surface charge
distribution to minimize the energy cost. The shape anisotropy can be expressed as:
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ϵsh = −1
2µ0

∫
V

H⃗d · M⃗dV, (2.8)

where, Hd = −NM⃗ is the demagnetization field with demagnetization factor or
tensor N, which depends on the shape of the magnetic system. For a thin film N = 1
along the perpendicular direction, µ0 is the vacuum permeability. The shape anisotropy
energy per unit volume can be written as:

ϵsh = −1
2µ0M2

s cos2 θ, (2.9)

where, θ is the angle between the magnetization and easy axis and Ms is the satur-
ation magnetization. The equation 2.9 favour In-P magnetization.

In order to minimize stray fields and demagnetizing energy, the sample will align
magnetic moments in specific directions within small regions called domains. The
boundaries between neighboring domains are known as domain walls. The formation
of domains and domain walls reduces the overall demagnetization energy, and associated
anisotropy energy.

Interfacial anisotropy

In a magnetic multilayer system, perpendicular magnetic anisotropy (PMA) originates
from the spin-orbit coupling between the ferromagnetic layer and adjacent heavy metals.
This coupling occurs due to the hybridization of the magnetic 3d electron orbitals with
the 5d electron orbitals of the heavy metal. The strength and presence of PMA depend
significantly on the growth conditions and structure of the heavy metal layer, as these
factors influence the interface quality and the degree of orbital hybridization and the
resulting magnetic anisotropy. The effective anisotropy in a magnetic system can be
expressed as:

ϵi = Keff sin2 θ, (2.10)

Keff = Kv + Ks
tFM

, (2.11)

where, θ is the angle between easy axis and magnetization. Effective anisotropy,
Keff = surface anisotropy (Ks) or interface anisotropy + volume anisotropy (Kv). The
(Kv) = magnetocrystalline anisotropy (bulk) (Kb)+shape anisotropy (Ksh), and tFM is
the thickness of the ferromagnetic layer.
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When the interfacial anisotropy is positive, the effective anisotropy constant Keff

is also positive. In this case, the demagnetizing contribution is lower compared to the
surface contribution. Consequently, the interfacial contribution overcomes the volume
contribution, resulting in PMA, where the easy axis is perpendicular to the sample’s
surface. If the ferromagnetic layer is thick enough, the magnetization of the film aligns
along the surface, resulting in a negative Keff .

In this experimental work (Chapter 4 - 6), thin film multilayers of Pt/CoB/Ir and
Pt/CoB/Cu were studied, where PMA originated from the Pt/CoB interface. The
studied systems exhibit strong PMA at CoB = 0.5 nm, shifting to In-P at around 2.4
nm. PMA begins to decrease below 0.5 nm, possibly due to intermixing at the interface
between ferromagnetic and heavy metals.

2.2.3 Dzyaloshinskii-Moriya interaction

DMI is an anisotropic exchange interaction produced by spin-orbital interaction in
materials with low inversion symmetry. Dzyaloshinskii developed a model in 1958 to
explain weak ferromagnetism, proposing an asymmetrical term based on symmetries.
Later, in 1960, Moriya introduced the idea that spin-orbit coupling is responsible for this
mechanism [53, 54]. Bulk magnetic systems, such as FeGe with B20 crystal orientation,
produce DMI [55]. In 1980, A. Fert et.al. [13] proposed that DMI could be found in a
material system with low inversion symmetry.

In thin film systems, inversion asymmetry is obtained through the combination of
different materials such as ferromagnets (FM) and heavy metals (HM). Therefore, DMI
originates from the FM/HM interfaces due to the interaction between neighboring FM
spins influenced by a HM ion with large spin-orbit coupling. This interaction can be
described by the equation:

EDMI = −D⃗12.(S⃗1 × S⃗2), (2.12)

S1,2 and D12 represent adjacent spins and the DMI vector, respectively. This inter-
action results in spin displacement or antisymmetric spin arrangements opposite to
the exchange interaction, leading to a preference for orthogonal alignment. The sign
of D12 vector depends on the materials in system and the clockwise/counterclockwise
displacement from S1 to S2.
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Figure 2.1: Interfacial DMI at the interface between a magnetic (red) and a nonmag-
netic (blue) layer. The resulting DMI vector D12 is perpendicular to the plane of the
triangle [56].

Figure 2.1 illustrates the schematic of DMI interaction between two adjacent spins
of a FM and a HM ion, where the resulting DMI is perpendicular to the surface (or the
D⃗12 along the perpendicular direction) and the interaction occurs between a magnetic
layer and a nonmagnetic layer.

Since it originates from the interface, DMI depends on interface quality, thin film
deposition, and materials. Therefore, achieving the required DMI involves tailoring
the FM/HM interfaces. In this experimental work, Pt/CoB/Ir/Pt and Pt/CoB/Cu/Pt
systems were studied to investigate DMI and its response to applied E-fields. Previ-
ous studies indicate that the Co/Ir interface promotes clockwise and Co/Pt interface
promotes counterclockwise spin rotation. However, Ir between the top Co/Pt interface
increases DMI [57–60].

DMI stabilizes skyrmions and chiral domain walls in spintronic devices. Therefore,
the next section briefly discusses magnetic textures such as domain walls and skyrmions.
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2.3 Magnetic spin textures

2.3.1 Magnetic domain walls

The energies within a magnetic multilayer system play a crucial role in regulating the
structure of magnetic domains. The magnetostatic energy within a ferromagnetic sys-
tem is generated by the magnetization and the demagnetizing field. The magnetization
represents the aligned magnetic moments within the material, while the demagnetizing
field is an opposing internal field induced by the surface poles of the magnetized ma-
terial. The interaction between these two factors results in the magnetostatic energy,
which plays a crucial role in the magnetic behavior and stability of ferromagnetic sys-
tems. Magnetically easy axes or planes emerge from anisotropy energies. In order to
minimize energy in a magnetic sample, aligning all moments along a magnetically easy
axis may lead to the creation of a demagnetizing field, consequently resulting in domain
formation. The so-called domain wall is the area separating two domains, where the
magnetic moment changes direction. This process helps the magnetic system achieve
energetically stable configurations and here the net magnetization is minimized. When
magnetic moments are aligned in one direction, the magnetization is nonzero, indicating
saturation. Figure 2.2 provides an example of domains and a domain wall. The system
saturates with a large OoP applied field, and the domain is nucleated and driven using
an opposite OoP magnetic field.

Figure 2.2: An example of magnetic domains in the Ta/Pt/CoB/Ir/Pt system was
captured using a Kerr microscope, where white region indicates domains pointing down,
while black regions indicate domains pointing up. A domain wall is the boundary region
between two domains. These results are further discussed in Chapter 4.
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Domain wall configuration depends on the energies discussed in previous sections.
Exchange energy dominates uniform aligned moments, while dipole energy minimizes
energy by splitting the system into domains. Anisotropy energy aligns magnetization
to the easy axis. In a magnetic film, DWs are in general a combination of two types of
DW. Figure 2.3 shows Néel and Bloch types of domain walls. A Bloch wall occurs when
the magnetic moment rotates perpendicularly to the domain wall plane, while a Néel
wall occurs when it rotates parallel to the domain wall plane. Bloch-type domain walls
are more energetically stable compared to Néel walls because Néel-type walls process
demagnetization energy. Large DMI energy can stabilize Néel-type domain walls.

Figure 2.3: Bloch and Néel types of domain walls in a PMA magnetic system, where
the red arrow represents the clockwise (CW) and counterclockwise (CCW) directions
as a guide for the eye [25].

Domain wall motion

The domain wall may be considered as a 1-D elastic magnetization (along the z direc-
tion) that changes along a 2-D weakly disordered surface (along the x and y directions).
The behavior of domain wall motion due to an applied magnetic field depends on the
strength of the field and can be characterized as creep regime motion, depinning regime
motion, and flow regime motion.
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Domain wall motion occurs in different regimes depending on the applied conditions.
In the creep regime, characterized by low driving forces and significant thermal energy,
domain walls move gradually. When a higher driving force then creep regime, domain
wall motion transitions into the depinning regime. Here, the influence of temperature
diminishes, and in the subsequent flow regime, its effect is negligible. In the flow
regime, domain wall motion is unaffected by pinning and is governed by the microscopic
structure of the domain walls. Moreover, in this regime, the motion shows a linear
relationship with the applied driving force.

Figure 2.4: a) Domain wall velocity regimes as a function of driving force, f. b) domain
wall flow regimes. Outside of Walker field the domain wall move without pinning. (b)
The walker breakdown field (Hw) is marked between the steady state and precessional
regimes [61].

When the temperature is zero (T=0), the domain wall is affected by pinning below
a threshold field Hdpin, but above this threshold, it starts to move. On the other
hand, when temperature is higher then zero (T > 0), the thermal energy overcome the
depinning [61–63].

In this work the domain wall motion in creep regime is used to estimate the DMI,
which can be written as:

ν = ν0 exp
{

− Uc
KBT

(Hdpin
H

)1/4
}

, (2.13)

where Uc is the threshold energy for depinning, kB is the Boltzmann’s constant, H
is the applied magnetic field. In the creep regime the ln(ν) shows a linear behaviour
with the 1/H1/4.
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Figure 2.4(a) shows domain wall motion regimes. Figure 2.4(b) shows two linear
flow regimes and the Walker breakdown field (Hw) between them. Walker breakdown
is a critical phenomenon in the dynamics of magnetic domain walls, characterized by a
transition from stable to unstable motion as velocity increases. This transition occurs
due to changes in the magnetization precession inside the domain wall, fundamentally
altering its motion characteristics. The magnetization within the domain wall begins to
precess, leading to complex internal dynamics and a breakdown of the linear velocity-
field relationship [64, 65].

During the modeling of field-driven domain-wall devices, we have also observed the
Walker breakdown, which is presented in Chapter 7

2.3.2 Magnetic skyrmions

Skyrmions are stable topological defects characterized by a chiral spin texture. The
mathematical concept of skyrmions was first introduced by physicist Tony Skyrme
in 1961 to describe the stability of hadrons in particle physics. This concept was
later extended to condensed matter physics to explain similar chiral spin structures in
magnetic materials [66, 67].

DMI is a relativistic effect that arises due to the combination of broken inversion
symmetry and spin-orbit coupling, resulting in chiral magnetic structures. The DMI
is an antisymmetric exchange interaction that promotes the formation of non-collinear
spin structures, deviating from simple ferromagnetic alignment. This interaction is
particularly significant in systems where inversion symmetry is broken, such as at the
interfaces of multilayer structures.

Figure 2.5: a) Néel-type skyrmion b) Bloch-type skyrmion [66].
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In such multilayer systems, the combined effects of DMI and broken inversion sym-
metry give rise to chiral spin textures, such as skyrmions [68, 69]. These structures
represent a twist in the magnetization that is topologically protected, meaning they
cannot be easily unwound. The chirality of Néel walls, a specific type of domain wall,
is determined by the sign of the DMI, which dictates the direction of spin rotation
within the wall. Alongside the DMI, exchange and dipolar interactions are crucial in
influencing the stability and chirality of skyrmions.

Skyrmion magnetic textures are usually considered to belong to one of three classes:
Bloch-type, Néel-type skyrmions, and anti-skyrmions. Bloch-type and Néel-type skyrmi-
ons are the most common. Both involve the rotation of the moment from parallel
outside to anti-parallel inside. In a Bloch skyrmion, the moment rotates in the plane
perpendicular to the skyrmion radius, turning on tangential planes and perpendicu-
lar to the radial directions. Skyrmions can be nucleated by a magnetic field, current,
and E-field [70–72]. Skyrmions can be defined by their topological or winding number,
which can be written as:

Wsk = 1
4π

∫
(m⃗.(δm⃗

δx × δm⃗
δy ))dxdy = ±1, (2.14)

where, m⃗ is the normalized magnetization of the thin film. Figure 2.5 shows the
Néel-type (a) and Bloch-type (Wsk = −1) (b) skyrmions (Wsk = −1). Skyrmion is
a topologically protected quasi particle, because its stability and properties, such as
its topological charge, are guaranteed by the non-trivial topology of the spin texture.
Although skyrmions are not fundamental particles, they exhibit particle-like behaviors
and can be manipulated and studied like particles. The topological number is a integer
value (Wsk ̸= 0) resulting in skyrmion properties such as the topological Hall effect
and low current density to move skyrmions. The topological number for Néel and
Bloch type skyrmions is Wsk = ±1. Recent studies show that for some materials, the
topological numbers could be Wsk = 2, in that case the topological texture is so-called
biskyrmion [73, 74].
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2.4 Manipulation of interfacial magnetic properties

Control of interfacial magnetism is an essential condition to build a spin-based device.
Controlling fundamental magnetic properties such as magnetic moment, magnetic an-
isotropy, and DMI is important in spintronic devices. In recent years, several magnetic
properties have been controlled by electric fields. Therefore, this section presents a brief
discussion on controlling magnetic moment, magnetic anisotropy and DMI by tuning
thin-film structure and E-field.

2.4.1 Interface engineering

Waller et al. (1993) [75] conducted a study on the OoP orbital magnetic moment of
Co/Pt, Co/Ni, and Co/Pd thin films using X-ray magnetic circular dichroism (XMCD)
spectroscopy. They observed a significant increase in the total magnetic moment in
Co/Pt and Co/Pd films due to the intermixing of d-d orbitals (3d for Co, 4d for Pd,
and 5d for Pt). The authors also performed theoretical calculations to validate their
experimental results.

Figure 2.6: The saturation magnetization per unit area depends on the thickness of
the Co layer (tCo). The saturation magnetization was measured using a superconduct-
ing quantum interference device (SQUID) magnetometer. The Pt/Co/Pd film shows
higher saturation magnetization then Pt/Co film, which gives an give an explanation
of magnetic moment in Pd layer due to ferromagnetic proximity effect [28].
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Wilhelm et al. (1999) [76] investigated magnetic moments in Ni/Pt multilayer
samples using SQUID magnetometry. They utilized the XMCD technique to analyze
the individual contributions of Ni and Pt layers. Their findings suggested that the total
magnetization slightly depends on the Ni volume. Samples with an ultra-thin Pt layer
of approximately two monolayers exhibited slightly higher magnetization.This implies
that by using interface engineering techniques, it is possible to achieve tunable magnet-
ization in magnetic thin films, which could enhance the performance and functionality
of various spintronic devices.

Figure 2.7: Hysteresis loop of Au/Co/Au tri-layer at T=10 K with perpendicular (⊥)
and parallel (∥) applied field (H) [77]. For a Ta/CoFeB/Pt/MgO/Ta magnetic system:
(b) Dependence of DMI on the thickness tPt of the Pt layer: The red points are de-
rived from the linear dependency of kx and fDM where kx is the spin wave vector, and
fDM is the difference between the stock and anti-stock frequency. The black points are
calculated using a fixed kx = 16.7 rad/µm.(c) Saturation magnetization, MS does not
change with Pt thickness, and (d) Dependence of 4πMeff on tPt, Black dots represent
Brillouin light scattering (BLS) measurements, and red dots represent vibrating sample
magnetometer (VSM) measurements. (Figure b-d are taken from the Figure 3 in ref-
erence [78].)
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Figure 2.6 illustrates the dependence of saturation magnetization on Co thickness.
It demonstrates that saturation magnetization in Pt/Co/Pd films is remarkably higher
than that in Pt/Co layers, which is attributed to the polarization of the Pd layer [28].
Similarly, Lau et al. (2019) investigated PMA in symmetric and asymmetric trilay-
ers such as Pt/Co/Pt, Ir/Co/Ir, Ir/Co/Pt, and Pt/Co/Ir. They reported extremely
high PMA of up to 10 T for Ir/Co/Pt system [79]. Therefore, the magnetization and
anisotropy can be tune by changing the HM layer (i.e., Pt, Ir and Pd).

For ultra-thin films, surface anisotropy is more prominent compared to shape aniso-
tropy contribution. Thus, shape and surface anisotropy can be controlled by adjusting
the magnetic layer thickness. Figure 2.7a) presents the effective anisotropy of hcp
Co thin films grown at room temperature on poly-crystalline Au (111). Experimental
results show that Au/Co/Au films exhibit perpendicular magnetic anisotropy (PMA)
when the Co thickness (t) is ≈ 12 Å or six monolayers. Ultra-thin Co films with PMA
demonstrate large coercivity and the coercivity show a 1/t2 dependence [77].

Figure 2.8: First-principles calculations were used to calculate the DMI in Co/Pt and
Co/Ir interfaces, where the numbers represent the number of monolayers: a) DMI
constant, D of Co/Pt3 (red) and Co/Ir3(blue).The Co atoms are placed between hcp
and fcc sites of metallic layers. b) D of Co/Pt and Co/Ir against Co layer thickness
[80].

HM on both sides of the FM layer creates an additive effect at the interfaces,
resulting in a strong net DMI [15]. Figure 2.8 depicts the DMI parameters for metallic
multilayer films studied by first principle calculations. Figure 2.8a) shows that the DMI
for hcp Co is lower than for fcc Co, with positive DMI for Pt samples and negative DMI
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for Ir samples. Figure 2.8b) indicates that the DMI is negative for Ir samples, increasing
with Co layer thickness for both Pt and Ir samples. The sign of DMI represent different
chirality in the spin configuration of a magnetic material.

Ma et al. (2016) [78] studied the Ta/CoFeB/Pt(wedge)/MgO system using the BLS
technique. They found that the DMI is high for 0.1 nm Pt thickness, which decreases
with increasing with Pt thickness (Figure 2.7). The 4πMeff changes from negative to
positive with increasing Pt thickness.

2.4.2 Electric field

The application of E-fields presents a versatile method for localized and dynamic con-
trol of interfacial magnetic properties. The magnetic moment arising from the ferro-
magnetic proximity effect when these materials are deposited on magnetic substrates
(Figure 2.9), can rise with E-field. Obinata et al. (2015) [28] reported on E-field
manipulation of magnetic moments in Pt/Co/Pd/MgO films at low temperatures (10
K), demonstrating tunable proximity-induced magnetic moments in Pd by applying an
E-field. They placed a polymer with ionic liquid during the growth of the Au gate
electrode using evaporation. The voltage was applied during magnetic moment meas-
urement using SQUID magnetometry. A positive voltage increases the charge density at
the Pd surface, resulting in a larger moment per area. The difference between positive
and negative voltage effects increases linearly with decreasing temperature.

Kawabe et al. (2017) [29] investigated E-field-induced changes in the orbital moment
in Fe/Co/MgO structures. Their XMCD study confirmed E-field modulation of the Co
3d state, with the orbital magnetic moment changing by 0.013 µB with an applied ± 2
V/nm E-field. This effect arises from charge accumulation or depletion at the magnetic
and oxide interface under E-field, altering the electronic occupation of orbitals and
resulting in ferromagnetic layer hybridization, directly influencing interfacial magnetic
anisotropy

Figure 2.10 illustrates the mechanism of E-field effect. An applied E-field applied to
a magnetic sample leads to charge accumulation or depletion at the FM/MOx interface,
which changes the electronic occupation of orbitals and results in ferromagnetic layer
hybridization. The complex hybridization is directly related to interfacial magnetic
anisotropy. Thus the applied E-field directly alter it, which may take up to a few
second.
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Figure 2.9: (a) The sample structure involves a polymer combined with an ionic li-
quid, used in the process of gold (Au) growth.(b) Perpendicular component of moment
(m⊥)per area at different temperatures for Co thicknesses of 0.1 nm (A) and 0.19 nm
(c). The inset shows the Hall resistance measurement at 10 K for Co 0.10 nm. The
sample shows a square hysteresis loop at ±2V . (b) The difference between m⊥ at ±2V

as a function of temperature. For both samples, the data show linear relationships.
Figure 2 and 3 in reference [28].
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Figure 2.10: (a) Applied negative voltage at FM/MOx film and charge depletion at the
interface (b) Voltage directly changes the electronic occupation of d orbitals [44]

E-field also induces ion migration, causing oxygen ions to migrate from the oxide
layer to the FM/MOx interface. Superposition of two mechanisms might produce large
changes. The ion (i.e., oxygen) migration occurs as an effect of the E-field, and it takes
a long time (a few minutes to several hours). E-field also changes the Ms and Tc for
ultra-thin (0.4-0.8 nm) FM layer. For ultra-thin films, interfacial magnetic properties
are more prominent than bulk materials. Thus, it is sensitive to E-field [44].

Yang et al. (2018) [15] studied the effect of E-field using first principle calcula-
tion. Firstly, the authors prepared ferromagnetic and nonmagnetic layer structures,
such as Pb/Co/Pt, with the aim of enhancing DMI. In this setup, they employed in-
version geometry stacking from both sides of the magnetic layer to enhance the overall
DMI. Secondly, they introduced a top layer of oxide, specifically MnO, to amplify the
DMI. The interaction between the oxide and magnetic layer was crucial due to the
Rashba effect. Finally, they proposed an approach to control DMI using a gate E-field,
as illustrated in Figure 2.11. The microscopic DMI originates from the atomic level
and represents the energy difference between clockwise and counterclockwise magnetic
spiral configurations of a pair of atoms. The micromagnetic DMI is average of the
microscopic DMI of many atoms, which is useful for micromagnetic simulation. The
authors demonstrated that both microscopic and micromagnetic DMI increased with
an increasing gate E-field. The E-field influences the interfacial spin-orbit coupling
(SOC) and electron density at the Co/MgO interface, which then changes the mag-
netic properties, such as the DMI strength or anisotropy. Additionally, at the Fe/MgO
interface, the E-field changes the relative occupancy of the 3d orbitals of Fe, resulting
in the modulation of magnetic properties [81]. Therefore, an E-field can affect the band
structure, specifically the minority-spin bands near the Fermi level, of a ferromagnetic
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2.4 Manipulation of interfacial magnetic properties

layer. These changes may include both band hybridization and band splitting, poten-
tially resulting in shifts in band positions as well as modifications in magnetic properties
[82].

Figure 2.11: (a) The effect of the E-field on DMI was studied using first-principles
calculations. The microscopic DMI (d) and micromagnetic DMI (D) exhibit a linear
dependence on the E-field. Microscopic DMI refers to the atomic-level interaction,
whereas micromagnetic DMI describes the interaction on a continuum scale. Figure
5 in reference [15]. (b) Magneto-ionic modulation of DMI in the Pt/Co/HfO2 system
occurs when a gate voltage of -3 V is applied for up to 4 minutes. The migrated
ions decouple the Pt/Co interface; therefore, the DMI decreases. The process is not
reversible. Figure 2.10 in reference [40]; [83].

Diez et al. investigated the magneto-ionic modulation of DMI at the Pt/Co in-
terface. Figure 2.11(b) illustrates the change in DMI with gating time. The E-field
facilitated the migration of oxygen from the HfO2 layer, thereby altering the coupling
between the HM and FM layers at the interface, resulting in lower DMI. Additionally,
they observed a switching phenomenon from In-P magnetization to OoP magnetization.
However, they only observed reversibility for a short gating time of up to 1 minute [83].

Pachat et al. (2023) [40] demonstrated the full spectrum (In-P to OoP to InP) of
oxidation through ionic liquid gating. They began with an In-P magnetized CoB/HfO2

system and applied voltage to induce a transition to OoP magnetization. This transition
was fully reversible, as depicted in Figure 2.12(a-b). During the process they only
applied a negative voltage for an extended amount of time. Throughout the process,
they applied only a negative voltage for an extended period. Figure 2.12(c) depicts
magnetization switching of an Fe80Co20 film at ±200 V, demonstrating that negative

25



2.4 Manipulation of interfacial magnetic properties

voltage induces perpendicular anisotropy, altering the easy axis from In-P to OoP.

Figure 2.12: Magneto-ionic modulation of the CoFeB/HfO2 system with an applied
voltage of a) -2 V changes the in-plane (In-P) magnetization to out-of-plane (OoP)
magnetization. This change starts at 25 s, and the magnetization gradually rotates
to OoP. b) The process is reversible. When -2 V is applied for an extended period of
time, it goes back to In-P again. In this case, the CoFeB might be fully oxidized[40].
he Kerr microscopy hysteresis loop shows the effect of an applied voltage. The voltage
was applied through a Polyimide (1500 nm)/ITO(100 nm) structure. With an applied
±200V change the in plane sample to OoP, which is also reversible. Figure 3 in [84].

Figure 2.13(a) shows the skyrmion nucleation (writing) and annihilation (deleting)
of an Fe layer grown on an Ir substrate. With +3 V, a skyrmion is nucleated, and with
-3 V, the skyrmion is annihilated. The voltage modifies the structure and charge at
the Fe/Ir interfaces, which then affect the exchange interaction. They mentioned that
a positive voltage increases the exchange interaction, which favors the ferromagnetic
state. On the other hand, a negative voltage decreases the exchange interaction, which
favors the skyrmion state [85]. Figure 2.13b) shows the skyrmion nucleation in the
Pt/Co/oxide trilayer with -20 V. The voltage may affect the electron density of states
in the Co, which changes the magnetic properties such as saturation magnetization and
effective anisotropy. The authors observed the effect near Tc, which may be due to the
voltage-induced modulation of magnetic properties.
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Figure 2.13: (a) Nucleation and annihilation of an isolated skyrmion at 7.8 K in Ir/Fe
bilayer. An applied voltage changes the exchange interaction, which nucleate skyemion
(writing) [85]. (b) Nucleation and annihilation of a skyrmion bubble at 300 K in
Pt/Co/AlOx trilayer with ±20 V. When a negative voltage is applied, the skyrmion
(white bubble) appears on the ITO electrode, which is annihilated by applying a positive
voltage. [72].
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2.5 Summary

In this chapter, we have briefly discussed the fundamental material properties of PMA
magnetic thin films. It’s evident that in magnetic multilayers, interface engineering
plays an important role as it gives rise to anisotropy energy and interactions within the
thin film. PMA, facilitated by heavy metals like Pd, Pt, and Ir in combination with
magnetic layers such as Co and CoB, offers significant advantages for high data density
in spintronics devices.

Moreover, DMI emerges as a crucial factor in stabilizing skyrmions and Néel domain
walls within magnetic systems [86], providing pathways for enhancing functionalities
and applications. For devices based on skyrmions and domain walls for information
storage and processing, effective manipulation is essential.

E-fields have emerged as a promising tool for modulating material properties, offer-
ing avenues for nucleating and controlling domain walls or skyrmions, thereby enabling
precise control over their properties. Such advancements hold immense potential for the
development of next-generation magnetic devices and technologies. However, the ma-
jority of work on E-field manipulation has been conducted on Hm/FM/oxide systems.
However, there is potential to benefit from a wider choice of interfaces if one employs
FM/metal interfaces and can make E-field gating effective within such structures.
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3.1 Introduction

This chapter presents a brief overview of methods used for growing and characterizing
thin films in this project. The magnetic multilayer films were grown by dc magnetron
sputtering within the Royce deposition chamber at the University of Leeds. We have
studied structural properties using X-ray reflectivity (XRR), X-ray photon spectroscopy
(XPS), transmission electron microscopy (TEM) and atomic force microscopy (AFM).
XRR and AFM data are shown in section 4.3. XPS and TEM data are shown in sec-
tion 6.3. The saturation magnetization and magnetic moments were estimated through
vibrating sample magnetometry (SQUID VSM) measurements, which are shown in sec-
tion 4.4.2, section 5.5, and section 6.4. Kerr microscopy was utilized to analyze domain
patterns and domain wall velocity within the samples, which are presented in section
4.2 and section 4.5. The effective anisotropy constant Keff was measured using anom-
alous Hall effect measurements, and the data are presented in section 4.4.1, section
5.5.2, and section 6.4. Dzyaloshinskii-Moriya interaction (DMI) constant were estim-
ated using Kerr microscope and Brillouin light scattering (BLS), data were presented in
section 4.5 and section 6.4.2, respectively. X-ray magnetic circular dichroism (XMCD)
and X-ray absorption spectra (XAS) were carried out to investigate the state of oxygen,
which is presented in section 6.4.3.

The BLS measurement was conducted at the Process and Material Sciences Labor-
atory (LSPM) in France. XMCD and XAS were performed at ALBA Synchrotron in
Spain. All other measurements were carried out at the University of Leeds.

In our research group all these techniques were used to investigate magnetic thin
films in order to find magnetic properties. Consequently, certain information and im-
ages have been adapted from the following references: [11, 25, 40, 51, 52, 87–90].

3.2 Thin film deposition techniques

3.2.1 DC magnetron sputtering

Magnetic multilayer systems were grown by dc magnetron sputtering, a physical vapour
deposition (PVD) technique commonly used for depositing metallic thin films, includ-
ing magnetic films and alloys, optical devices, semiconductor manufacturing, and disk
drives. This technique utilizes high-energy particles to eject target material, depositing
it onto a substrate within a high-vacuum chamber. The process involves the use of
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3.2 Thin film deposition techniques

metal sources as target materials in the presence of inert gas, typically Ar. A negative
voltage of approximately 250 V is applied between the anode and cathode to create
Ar plasma. The voltage between the anode and cathode will establish an electric field
between them. Therefore, the cathode attracts free electrons into the chamber (a small
amount of free electrons will be present naturally). These free electrons will gain kinetic
energy and collide with the Ar atoms due to their high velocity. During the collisions
between the electrons and argon atoms, the argon atoms will lose one or more electrons.
As a result, there will be positively charged Ar+ ions and additional electrons. The
newly created electrons will contribute to a chain reaction. Consequently, more Ar+

ions and electrons will be created, forming a dense cloud of ions and free electrons. This
dense cloud is the Ar plasma. These ions are accelerated towards the target, causing
atoms to be ejected and free electrons to be released. The ejected atoms form a thin
film on the substrate, while the free electrons contribute to sustaining the Ar plasma
and thus Ar+ formation. The magnetron sputtering technique is displayed on Figure
3.1. This method involves the use of permanent magnets positioned behind the target
material. This setup allows for the interaction between electric and magnetic fields,
effectively confining electrons onto the target. This confinement results in high plasma
density and an high growth rate. Throughout the growth process, running water is
employed to cool the target.

The Ta/Pt/CoB/Ir/Pt samples were deposited on a 36 × 36 mm Si substrate with
300 nm SiO2 thermal oxide. Prior to deposition, the substrates went through a cleaning
process in an ultrasonic water bath using acetone, isopropanol, and deionized (DI)
water. Subsequently, they were baked at 110◦C for one minute and then subjected to
plasma ashing for an additional minute to remove organic condemnations. The oxygen
plasma contains oxygen ions, radicals, and ozone. These species react with the organic
condemnations and produce gases.

Our sputtering system, operates within an ultra-high vacuum environment with
a base pressure of 10−9 mbar and a growth pressure of 10−3 mbar. This system is
equipped with eight sputtering guns and six sample holders, offering a diverse range
of material choices for deposition onto a single substrate. To achieve uniformity in the
films, the substrate is rotated at 120◦/s during the deposition process.
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3.2 Thin film deposition techniques

Figure 3.1: Schematic diagram of dc magnetron sputtering. Ar ions ejects required
materials from the target, which form thin films on a substrate [11, 88].

3.2.2 Atomic layer deposition (ALD)

The gate oxide (HfO2) on the magnetic multilayer was fabricated by Fiji F200 ALD
tool. The precursor was Tetrakis(Dimethylamido)Hafnium Hf(NMe2)4. The precursor
is composed of one hafnium atom connected to four dimethylamido ligands. Dimethyl-
amido ligands are nitrogen atoms that are bonded to two methyl (CH3) groups [91].
ALD is a sequential, self-limiting surface reactions technique, where, reactant gases are
introduced sequentially into the reaction chamber, preventing two gas-phase reactants
from meeting within the chamber. Following the introduction of each reactant, an in-
ert gas purges the reaction chamber, removing excess reactant gas and by-products.
This process evacuates all molecules except those that have chemisorbed to the mag-
netic film surface. Consequently, deposition occurs in a self-limiting manner, ensuring
the uniform growth of a thin layer with conformal coverage. Precise control over film
thickness is achieved by repeating these reaction cycles [92]. During the Atomic Layer
Deposition (ALD) process, the chamber is purged with inert nitrogen gas to remove
any contaminants. Subsequently, a precursor gas is introduced into the chamber, where
it chemisorbs onto the substrate (a metallic film in this case), forming a monolayer of
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Hf. Nitrogen gas is then used to purge any excess precursor materials. Water vapor
is subsequently introduced to oxidize the deposited Hf, resulting in the formation of
HfO2. Once again, nitrogen is employed to purge any excess water vapor. This sequen-
tial process gives a mono-layer of HfO2, with a growth rate typically around 0.83 nm
per ALD cycle. The ALD cycle is repeated until the desired film thickness (≈ 2.5 nm
) is achieved.

3.3 Structural characterisation techniques

3.3.1 X-ray reflectivity (XRR)

XRR is a highly effective characterization technique in thin-film technology, enabling
precise analysis of thickness and roughness from the XRR data. In this project, XRR
is used to estimate the deposition rates of sputter-grown films.

Figure 3.2: XRR data of a [CoB/Pt]x10/Pt calibration sample on a Si/SiO2 substrate.
The experimental data is fitted with GenX software. The thickness of each CoB layer
is around 12 ±0.4 Å and the thickness of each Pt layer is around 20 ±0.3 Å.

X-rays are produced in a vacuum using a copper X-ray tube. Electrons are emitted
through thermionic emission from a heated cathode. A copper target acts as the anode.
When a high voltage (30 KV - 50 KV) is applied between the cathode and the anode,
the thermionically emitted electrons accelerate towards the anode. These accelerated
electrons have sufficient energy to eject an electron from the inner electron shells (K,
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L, or M) of the copper atoms in the anode. Specifically, an electron from the K shell
can be ejected, creating a vacancy. This vacancy is subsequently filled by an electron
transitioning from the L or M shell to the K shell. The electronic transition from the
higher L or M shell to the lower-energy K shell results in the emission of characteristic
X-ray radiation, known as Kα and Kβ X-rays, respectively. Subsequently, Cu Kα

wavelength radiation is directed onto the sample surface at a low angle (2θ < 15◦). The
X-rays scatter from atoms at specific angles and produce interference from interfaces
and the surface.

However, in XRR, there is a critical angle below which X-rays do not penetrate
the film significantly, providing information about the top-most layer of the sample.
Beyond that angle, X-rays penetrate the film, and interference between reflections
from the top and bottom surfaces of the film is observed, causing constructive and
destructive interference, which observed as Kiessig fringes (Figure 3.2). Additionally,
due to the periodic structure (CoB/Pt multilayer here), constructive interference is
enhanced at a specific angle, resulting in a sharp Bragg peak. From these fringes, we
can extract the film thickness. In practice, the film needs to be 10-30 nm thick to obtain
sufficient Kiessig fringes for accurate thickness determination. We calibrate very thin
films with multilayer growth, where Bragg peaks appear (Figure 3.2) along with the
Kiessig fringes, caused by Bragg reflection from the multilayer, which are analogous to
Bragg reflections from atomic planes in X-ray diffraction (XRD). Figure 3.2 illustrates
an example of XRR data fitting of a multilayer calibration sample, which shows Kiessig
fringes and Bragg peak.

From the Bragg law (Equation 3.1 and Equation 3.2), we determine both the lattice
parameter and various thin-film properties [88].

nλ = 2d(sin θ), (3.1)

d = a√
h2 + k2 + l2

, (3.2)

where, the λ is the wavelength of the X-ray, d is the distance between two parallel
atomic plane, θ is the angle of reflection, n is proportional to the order of reflection, a
is the lattice constant, and h, k, l are the miller indices. The equation 3.2 can be used
for finding lattice parameter form XRD.
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3.3.2 Atomic force microscopy (AFM)

AFM is a surface topography measurement technique known for its nanometer-scale
lateral resolution. In this work AFM is used to investigate the surface roughness of
ultra thin films which is measured by Dr. L. Huang at the university of Leeds.

The AFM technique uses two methods to investigate the sample surface: contact
mode and tapping mode. The cantilever tip directly scans the sample surface in contact
mode, though this approach can potentially damage both the tip and the sample. Con-
versely, the tapping mode, also known as intermittent contact mode, involves tapping
the sample surface at the resonance frequency of the oscillating cantilever to perform
the scan. Figure 3.3 shows the schematic diagram of a sample being scanned using
AFM. The sample is placed on a piezoelectric scanner, which moves precisely along
two dimensions (x and y axes) with a scan size ranging from 15 nm to 90 µm. As
the sample moves, the tip starts to oscillate, and the displacement of the cantilever is
captured using laser light, which is used to investigate the sample topology. The image
on the right shows an example of an AFM scan, which is further discussed in Chapter
4.

Figure 3.3: A schematic representation of an AFM is shown in the left image [90].
The sample is attached to a piezoelectric scanner, which can move along the x and y
directions. The vibration amplitude the tip affected by Van der Walls force provides
the sample’s morphology. An example of an AFM surface image is shown in the right
image.
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3.3.3 X-ray photoelectron spectroscopy (XPS)

The XPS spectroscopic technique can be used to analyze the surface chemistry of thin-
film, powder, gaseous samples, and ionic liquids [93]. The samples were measured at
the Bragg Centre for Material Research at the University of Leeds, with the XPS device
operated by Dr. A. Britton.

Figure 3.4: Experimental XPS data show the full spectral range. The sample was
scanned with a photoelectron energy up to 1500 eV. Peak positions are shown according
to their binding energy. C KLL and O KLL represent the emission of an electron
(carbon or oxygen, respectively) from the K shell, with the resulting vacancy being
filled by another electron from the L shell.

The technique utilizes the so-called photoelectric effect, which occurs when a ma-
terial is exposed to X-ray photons with energies higher than the binding energy of its
electrons. In this process, the material absorbs the photons and releases an electron. By
analyzing the kinetic energy of the ejected electron, the binding energy of the electron
can be identified, which provides atomic information about the material. Consequently,
it is possible to investigate the elemental composition, oxidation states of the elements,
and chemical bonds of organic molecules from the binding energy. The effect can be
present as follows,

EKE = hf − EB − Wf , (3.3)
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where, EKE is the kinetic energy, h is the Plank constant, EB electron’s binding
energy, wf is the work function (the energy ejected electron required to escape the
solid), and f is the frequency of the X-ray photon [94, 95].

All the samples presented in this work were measured using a UHV XPS module
with Al Kα radiation and a spot size of 500 µm × 500 µm. Twenty scans were per-
formed at three positions on each sample and averaged. Raw data is shown in Figure
3.4 with the full spectrum range. The obtained data were analyzed using a software
called Casa XPS. Lorentzian line shapes (line-shape of the Kα X-ray is also Lorentzian)
were employed to fit the experimental data, and the Shirley background was subtracted
to enhance the quality of the fitting.

3.4 Scanning transmission electron microscopy (STEM)

The structural properties of as grown films and applied voltage films were investigated
using STEM cross-section analysis at the Leeds electron microscopy and spectroscopy
(LEMAS) centre. The measurement technique requires ultra-thin sample slices, ranging
between 50 nm to 100 nm in thickness, which were prepared by J. Harrington. The
measurements were performed using the FEI Titan3 Themis 300, operated by Dr. Z.
Aslam.

Figure 3.5 shows the STEM sample preparation. The sample was redeposited with
Ir(30 nm)/Pt(40 nm) by ion beam deposition technique. Subsequently, a Ga ion beam
current was utilized to section the sample, followed by thinning up to 1 µm thick sample
using ion milling with a smaller current. The ultra-thin samples were detached using
tweezers and affixed to the TEM grid using a Copper mesh. Finally, another step of
the samples underwent ion milling is used for thinning down ranging between 35 nm to
100 nm to achieve transparency.

The prepared samples were used in the microscopy for imaging and elemental map-
ping. The measurement were conducted using e-beam, which was focused onto the
sample. The transmitted beam allowed for the investigation of atomic structures.
High-quality images were captured using a 46 mm camera lens. The EDX mapping
process involved the detection of emitted electrons from the inner core of the sample
materials. The emitted energy was captured and transformed into voltage pulses using
a multichannel analyzer. This technique provides a resolution of up to 0.8 nm.
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Magnetometry (SQUID-VSM)

Figure 3.5: STEM require ultra thin (35-100 nm) sample. Preparation steps are: a)
Ir/Pt cap deposition on the sample b) bulk removal c) under cut d) in-situ lift-out e)
Attached to TEM grid f) the sample is transparent under e-beam.

3.5 Superconducting quantum interference device for vi-
brating sample Magnetometry (SQUID-VSM)

SQUID-VSM is an extremely sensitive technique to measure the absolute magnetiza-
tion, which converts magnetic flux into voltage. In this work, the method is used to
calculate saturation field (Hsat), saturation magnetization (Ms) and magnetic moment
(m) at different temperature. In this work we used Quantum Design SQUID-VSM,
which can measure samples between 2 K to 1000 K with applied magnetic field up to
6 T.

The technique combine two methods the VSM and a SQUID. The SQUID works
as an extremely low noise magnetic flux to voltage amplifier, and due to be coupled
to the second order gradiometer coils of the VSM, it converts and amplifies changes in
the local magnetic moment to a voltage signal. SQUID-VSM measures the absolute
magnetic moment of a sample and provides the hysteresis loop as a function of applied
magnetic field. The magnetic properties such as Hc and Hsat can be determined from
the hysteresis loop. Accordingly, the saturation magnetization can be calculated from
moment/volume. Figure 3.6 shows an example of SQUID-VSM data obtained in OoP
configuration. Silicon (Si) is a diamagnetic material with a susceptibility of χ = −4.1−6

(χ is unit less [96]).Consequently, the measurement exhibits diamagnetic behavior at-
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Magnetometry (SQUID-VSM)

tributable to the substrate, in addition to the magnetic behavior of the CoB. The data
(violet) includes diamagnetic behaviour from the substrate, which is then corrected by
subtracting a straight line (blue) [46].

Figure 3.6: Magnetic moment as a function of applied OoP field at room temperature.
The image is also showing the diamagnetic background (violet), which is corrected by
a straight-line subtraction.

The measurement technique is highly dependent on the sample size and shape, as
well as vibration amplitudes, which may result in errors between In-P and OoP measure-
ment. Therefore, fill factors from reference [88], were used to correct the experimental
data in Chapters 4 and 5.
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Figure 3.7: The polar, transverse and longitudinal Kerr effect. The magnetization
direction is shown by the small arrow. The large arrow is showing the incident and
reflected light beam [51].

3.6 Wide-field Kerr microscopy

The domain morphology and domain wall behavior are crucial in the development of
domain wall-based storage devices. This study investigates domain formation, domain
wall velocity, and the resultant hysteresis loop using a wide-field Kerr microscopy. The
experimental technique operates based on the magneto-optic Kerr effect, which involves
the rotation of a polarized light beam when interacting with a magnetic surface. This
rotation arises due to the absorption coefficient of left and right circularly polarized
light caused by the exchange and spin-orbital coupling. The Kerr microscopy produces
the domain contrast from the reflected light, allowing simultaneous observation of the
magnetization process and the resulting hysteresis loop. The Kerr rotation provides
relative change of magnetization in the magnetic films and depending on the magnet-
ization direction of the films, there are three types of Kerr effect geometry namely,
polar, transverse and longitudinal Kerr effect. The Polar Kerr effect is observed when
a sample exhibits perpendicular magnetization. The transverse and longitudinal Kerr
effects are observed when the samples exhibit In-P magnetization. The longitudinal
effect occurs when the magnetization is aligned parallel with the plane of incident. On
the other hand, the transverse effects shows when the magnetization is perpendicular
to the plane incident. The dielectric law can describe the Kerr rotation or Kerr effect
[11, 25, 51, 89, 97],

Di = ϵ⃗E = ϵ(E + iQvm × E), (3.4)
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ϵ⃗ =


ϵ ϵ12 ϵ23

−ϵ12 ϵ ϵ23

−ϵ13 −ϵ23 ϵ

 (3.5)

where, the D and E are the displacement vector and electrical vector respectively.
ϵ⃗ is the dielectric tensor. Qv is the Voigt material constant. The m × E denotes
the Lorentzian force. The off-diagonal components (ϵ1,2and − ϵ1,2) of the matrix are
significant under an applied magnetic field. These components cause magneto-optical
coupling and the rotation of reflected light. The surface electrons of a sample oscillate
with the incident polarized light. Simultaneously, the surface magnetization produces
the Lorentz force, which in turn rotates the polarization of reflected light.

Figure 3.8: The diagram shows the Kerr effect. The polarized light rotates after re-
flecting from a magnetic in-plane sample. The reflected light obtain a new vector K
[51].

The domain morphology was studied using a commercial wide-field Kerr microscopy
system from Carl Zeiss AG. The system uses a Kepco power supply to magnetize the
samples and a white LED light source for sample illumination. The reflected light is
recorded using a CCD camera and a computer. It produces grayscale images as shown
in the Figure 3.9(a-b) and the intensity depends directly on the magnetization of the
domains within the sample. Additionally, a resultant hysteresis loop is produced due to
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the change in intensity of the domains. Domain wall energy and stability are affected
by DMI. Therefore, the direction of domain wall velocity under an applied field can help
estimate the DMI. To calculate the domain wall velocity displacement of bubble type
domain is used. The formation of these domains relies on various factors, including
the magnetic properties of the films, such as total film thickness, uniaxial anisotropy
(Ku), exchange stiffness (A), and saturation magnetization (Ms), where, the Q = 2πM2

s

should be lower than the Ku and the film thickness lower than (A/Ku)1/2 × (Ku/Q)
[98–100]. Additionally, the thin film geometry, like Pt/FM and Ir/FM interfaces, which
contributes to long-range dipole-dipole interaction, interlayer exchange coupling, and
SOC, further influencing the appearance and stability of bubble-type domains [101–
106].

Figure 3.9: a) A small bubble is nucleated with an applied OoP pulse and recorded.
Outside of the bubble, the magnetization is pointing upward, indicating the initial
position of the domain wall. b) A second OoP pulse is applied to nucleate another
bubble and recorded. c) The difference between these two images can be used to
calculate the domain wall velocity.

An out of plane (OoP) field pulse is applied to nucleate a bubble type domain and an
image is captured as a background (Figure 3.9(a)). Subsequently, A second OoP pulse
is applied expand the domain, and captured another image ( Figure 3.9(b)). The dif-
ference between two images indicates the domain wall displacement. The displacement
is calculated using the formula: velocity = displacement / pulse time [11, 25, 47, 51].
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3.7 Magneto-resistance (MR) measurement

Figure 3.10: An example of MR data, where Hall resistance is recorded as a function of
the rotational angle, and the anisotropy field is calculated through parabolic fitting, is
presented. The A2 in Equation 3.7 is calculated from the parabolic part, as indicated
in the figure.

3.7 Magneto-resistance (MR) measurement

Anomalous Hall effect (AHE)

In 1879, Edward Hall made the groundbreaking observation of the Hall effect in normal
metals [107]. This effect states that when a magnetic field is present, a current passing
through a conductor generates a voltage that is perpendicular to the direction of the
current flow. There are three types of hall effects (i) ordinary Hall effect: is observed
in the non-magnetic or ordinary metals. (ii) anomalous Hall effect: is observed in
magnetic metals and the effect is more pronounce than the non magnetic metals [108].
(iii) topological Hall effects: is observed with topological magnetic spin textures, such
as antiskyrmions and skyrmions. In this work only AHE is used to obtain the M-H
curve and anisotropy field.

During the Hall measurement a current is applied through the sample. The voltage
drop is measured at a right angle to the direction of the current. The applied magnetic
field is also perpendicular to the film, which aligns with both the conventional current
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direction and the measured voltage. The OoP magnetic field introduces the Lorentz
force causes charge carriers to change there path. Charge carriers accumulate at the
sides of the wire (or sample) as a result of electron scattering with fluctuating spins,
a phenomenon influenced by both the magnetic properties inherent to the sample and
the magnetic field applied externally. The measured Hall voltage can be converted to
resistance [109],

RH = (RoHz + RAMz), (3.6)

where, Ro is the ordinary Hall coefficient, Hz is the OoP magnetic field, RA is the
anomalous Hall coefficient, and Mz is the OoP magnetization. The total Hall resistance
is the sum of ordinary Hall effect (RoHz) and anomalous Hall effect (RAMz). The
anomalous Hall effect originates from the Berry’s phase curvature, and SOC originated
Side jump and Skew scattering mechanisms. To observe the AHE effect, a current is
applied to the sample, and the voltage is measured while a constant magnetic field,
typically greater than half a Tesla (arbitrary 518 mT), is applied perpendicular to the
current direction. The sample is rotated through a range from −180◦ to +180◦, with
the rotational angle being perpendicular to the measured voltage. The Hall voltage is
converted to Hall resistance and recorded as a function of the rotational angle. The
recorded data (shown in Figure 3.10) is then subjected to a parabolic fitting process to
calculate keff .

A2 = H2
z

2(Hz + µ0Hk)2 , (3.7)

µ0HK = 2Keff
Ms

= H × 1 −
√

A2√
2A2

, (3.8)

where Keff= effective magnetic anisotropy constant, Ms= saturation magnetization,
µ0Hk = anisotropy field, A2 = quadratic term of the parabola [89].

In this thesis, the resistance measurements were carried out with a Keithley 2400
source meter and a 182 nano-voltmeter using a typical current of ±1 mA at room
temperature. During these measurements, there was no evidence of Joule heating.
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3.8 Brillouin light scattering (BLS) spectroscopy

Figure 3.11: A schematic diagram of scattering by photon spin wave interaction. Due
to conservation of momentum magnon can be (a) created by the stokes process or (b)
annihilated by anti-Stocks process, the figure is adapted from ref [40].

3.8 Brillouin light scattering (BLS) spectroscopy

The BLS spectroscopic technique is used to estimate the DMI in magnetic thin films.
The measurement were performed under supervision of Prof. M. Belmeguenai at the
Process and Material Sciences Laboratory (LSPM), France.

In this work the BLS is employed to estimate the DMI from the scattering of
phonon from the spin waves, which is shown on figure 3.11 [25, 40, 51, 110]. In a
magnetic material, collective excitations of spins are known as spin waves, and magnons
are considered the quantized particles of these spin waves. A laser beam of 532 nm
wavelength and a 50 µm beam width, is used to irradiate the sample. As a result of
conservation of moment a magnon can be created by the Stocks process and a magnon
can be annihilated from the anti-Stocks process.

The BLS measurements were conducted according to the Damon-Eshbach geometry
as shown in Figure 3.12a). In this geometry, the sample’s magnetization is saturated
along the sample plane, and the spin waves propagate non-reciprocally perpendicular
to the direction of magnetization. Fabry-Pérot interferometers (FPI) measures the
wavelength and intensity of light, making it suitable for detecting scattered beams
owing to its high spectral resolution, tunable frequency range, and sensitive detection
capability. Figure 3.12b) shows the geometry of the back scattered light beam. The
wave vector is calculated from Ksw = 4π sin θ/λ, where θ represent the angle of incident.
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3.8 Brillouin light scattering (BLS) spectroscopy

Figure 3.12: The Damon-Eshbach geometry and the back scattering geometry, where
θ is the wave vector, −KSW is the anti-Stocks spin wave and +KSW is the Stocks spin
wave [25, 40].

During this measurement the angle is changed from 0 ◦C to 60 ◦C. However, only 60 ◦C
is used for the DMI measurement. Due to DMI, spin waves with different wave-vectors
exhibit non-reciprocity, which can be observed as a difference between Stokes and anti-
Stokes frequencies. The frequency difference can be express as [111, 112],

∆F = FS − FAS = 2γ

πMs
DeffKsw = 2γ

π
Ksw

Ds
tFMMs

, (3.9)

where, Ksw = 4π sin θ/λ represents the spin wave vector, γ stands for the gyromagnetic
ratio (ratio between magnetic moment and angular momentum, unit rad/second/Tesla),
Deff stands for the effective DMI, and tFM represents the thickness of the magnetic layer.

The Meff is calculated using the following equation [111, 112],

Favg = γ

2π

√
(H + 2A

Ms
K2

sw + P(KswtFM)4πMs)(H + 2A
Ms

K2
sw − P(KswtFM)4πMs) + 4πMeff ,

(3.10)

P (KswtF M ) = 1 − 1 − e−(Ksw)tF M

KswtF M
(3.11)

where, Favg represents the average between Stokes and anti-Stokes frequencies. A
is the exchange constant, Ms is the saturation magnetization, Meff is the effective
magnetization, tFM is the thickness of ferromagnetic layer, .
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3.9 XAS and XMCD

3.9 XAS and XMCD

The XAS and XMCD measurements were conducted by Dr. H.B.Vasili at the BL29-
BOREAS beam line in ALBA synchrotron, Spain.

The XAS is a chemical state analysis-based measurement technique used to investig-
ate solids, liquids, and gases. The technique utilizes absorption spectra to characterize
a material, where the absorption edge changes significantly at specific binding energies.
The absorption edge represents the energy required to move a core electron to a higher
(unoccupied) excited state, which is studied within about 30 eV of the absorption edge
and is known as X-ray Absorption Near Edge Structure (XANES). Beyond this region,
up to several hundred eV from the absorption edge, the ejected photoelectron leads to
oscillations in the absorption spectrum, which are analyzed in Extended X-ray Absorp-
tion Fine Structure (EXAFS) spectroscopy. The spectra can then provide information
about the unoccupied state. In this experiment, the technique is used to investigate the
oxidation state of the Co−L2,3. Therefore, the data at the X-ray absorption near edge
structure is the most important, providing information about metallic Co and CoO.

The samples were measured in terms of total yield electrons (3.13a)). They were
connected to an ammeter and illuminated with a circularly polarized light beam, which
ejects electrons from core levels such as the 2p level (3.13b)). The ejected electrons
create a charge imbalance within the sample. The ammeter helps to neutralize the
sample by measuring the resulting current. The total yield of electrons then provides
the absorption spectra. Figure 3.13c) shows an example of XAS data, which displays
the Co−L2,3 absorption edge. The Co−L2,3 represent the transition of electron from
core level 2p orbital to valence label 3d orbital, where 2 p3/2 correspond to L2 and 2 p1/2

correspond to L3 [113]. All the XAS data presented in Chapter 6.
XMCD measurement is also based on the XAS technique, where right-handed and

left-handed circularly polarized light is used to conduct the measurement. The angular
momentum of circularly polarized light is either parallel (for positive circular polariz-
ation) or anti-parallel (for negative circular polarization) to the direction of the light.
The incident light transfers angular momentum to excite electrons. The absorption
of left and right circularly polarized light will be different (3.13c). The average and
difference of these absorption spectra are used to calculate the magnetic moment per
atom. The XMCD study is presented in Chapter 6.
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3.9 XAS and XMCD

Figure 3.13: a) The sample is irradiated with a light beam, and the connected ammeter
helps determine the total yield of electrons. b) The XMCD two-step diagram shows
electrons in the core shells 2p3/2 and 2p1/2. Left (σ−) and right (σ+) circularly polar-
ized light are used to eject electrons from the core shell, with the lines (perpendicular)
indicating the expected transitions [114]. c) An example of XMCD data shows the
Co−L2,3 absorption edge for left (blue) and right (magenta) circularly polarized light.
The differences and averages are used to calculate the moment per atom in Chapter 6.
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3.10 Ionic liquid and ionic liquid gating

Figure 3.14: Geometry of ionic liquid gating with positive applied voltage. The applied
voltage arrange ions in ionic liquid and form electric double layer. The distance between
cations and anions is 1-2 nm [40].

3.10 Ionic liquid and ionic liquid gating

Ionic liquids are molten salts composed of anions and cations without any water at room
temperature. They find applications in spintronics, medical science, and chemistry
owing to their high capacitance, non-volatility, large temperature window, and low
toxicity. Ionic liquids have an operational voltage upto 6.1 V, which depends on their
electrochemical stability window[115–118].

The magneto-ionic technique enables the control of magnetic properties at room
temperature by facilitating the migration of ions to or from the ferromagnetic layers,
thereby altering their magnetic properties. With an applied voltage, ions from source
materials such as HfO2 and SiO2 [119] migrate, and electrochemical reactions between
the ions and ferromagnetic materials lead to changes the magnetic properties in the
magnetic system.

Figure 3.14 depicts a schematic of the ionic liquid gating technique. The liquid is
applied between the gate oxide and the top electrode. An applied voltage accumulates
ions on the two electrodes, generating a large electric field. The accumulated ions act as
a nano-capacitor, with the capacitance given by C = ϵAIL/dIL, where AIL represents the
film surface covered by the ionic liquid or the gated area, ϵ is the dielectric permittivity,
and dIL is the distance between the electric double layer (EDL). The EDL depends on
the ion size and typically ranges from 1 to 2 nm, which act as a nano capacitor [120–
122]. As a result, a small voltage can produce a large capacitance of up to 170 µF/cm2
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3.10 Ionic liquid and ionic liquid gating

at 0.1 Hz. A voltage of 1 V can lead to a carrier density of 5.3 × 1014/cm2, which is 50
times higher than what a SiO2 device can achieve [123]. Consequently, an electric field
in the range of 10 MV/cm is generated at the interface of the ionic liquid and the gate
oxide. Achieving the same effect in a SiOX gate would destroy the gate.

Figure 3.15: Structure of the electric double layer (colored) produced by an applied
voltage. The double layer is predicted using a Landau-Ginzburg-type continuum the-
ory, with parameters specific to the room-temperature ionic liquid [bmpy]+[FAP]– . (a)
At low voltage, overscreening occurs. (b) At high voltage, an extended layer of coun-
tercharges leads to crowding [124].

Figure 3.15 illustrates the structure of the voltage-induced ionic liquid EDL. At low
voltage, the liquid delivers more charges than the surface (i.e., gate oxide), resulting
in a small amount of opposite charge at the second layer. This phenomenon is known
as the overscreening state, which persists until it achieves an electroneutrality state.
However, with a large voltage, the second layer of counterions appears and suppresses
the overscreening state, a phenomenon known as crowding [124].

The anions and cations in the liquid are connected by relatively weak electro-
static interactions,and their size is approximately 2 nm. Theoretically there are more
than a thousand types of ionic liquid is possible by chaining the functionality of
ions [125, 126]. In this work a commercial ionic liquid 1-Ethyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide or [EMI]+[TFSI]– is used for manipulating magnetic
properties. Figure 3.16 shows the chemical structure of [EMI]+[TFSI]– and Table 3.1
shows the properties of the [EMI]+[TFSI]– .
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Figure 3.16: Chemical structure of the [EMI]+[TFSI]– ionic liquid [123]

Properties Values Properties Values

Anions size 0.23 nm3 Cations size 0.16 nm3

Density 1.53 g/cm3 Electrochemical window > 4 V
Freezing point −16◦C Thermally stable up to 400◦C
Capacitance 11.4 µF/cm2 at 0.1 Hz EDL thickness ≈1 nm

Table 3.1: Properties of [EMI]+[TFSI]– ionic liquid [40, 117, 118, 123, 127, 128]

3.11 Device fabrication process

Figure 3.17 illustrates the device fabrication process. The thin film multilayers are
grown on thermally oxidised Si substrate with 300 nm SiO2 by DC magnetron sput-
tering, and the gate electrode is deposited through ex-situ atomic layer deposition.
Subsequently, the photoresist LOR7B is applied using spin coating and baked at 165◦C
for three minutes. Another layer of photoresist, S1813, is then applied and baked at
110◦C for two minutes. We used a mask-less aligner (MLA) to expose the sample to UV
light. It utilizes a virtual design (desired pattern) and a 375 nm laser to transfer the
pattern onto the photoresist. Following exposure, the sample undergoes development in
a Microposit 351:H2O (3:1) solution for 50 seconds, which dissolves the exposed areas
of the photoresist. The LOR7B is more soluble compared to S1813, creating an under-
cut. These undercuts are helpful to remove extra materials during the lift-off process.
The photoresist pattern serves as a mask on the sample, facilitating the deposition of a
120 nm SiOx layer via DC magnetron sputtering. Finally, the lift-off of the photoresist
completes the process, resulting in the desired microchannel formation on the magnetic
multilayer.
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3.11 Device fabrication process

Figure 3.17: The fabrication process for the microchannel on the magnetic thin film in-
volves several steps: Application of a bi-layer photoresist comprising LOR7B and S1813
using spin-coating. Exposure of the sample to UV light to transfer the desired pattern
onto the photoresist. Development of the photoresist using Microposit 351 solution.
Growth of SiOx layer using DC magnetron sputtering. Removal of the photoresist to
achieve the desired microchannel configuration.
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Growth and Optimization
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4.1 Introduction

In recent years, magnetic multilayers with structural inversion asymmetry have been
discussed in literature. These multilayers employ heavy metal layers to break the
symmetry, driven by factors such as strong perpendicular magnetic anisotropy (PMA),
strong spin-orbit coupling (SOC), and a significant Dzyaloshinskii-Moriya Interaction
(DMI) [25, 71, 129, 130]. In this project, we have grown ultrathin multilayers comprising
Ta/Pt/CoB/Ir/Pt for electric field (E-field) applications. These multilayers include a
magnetic layer sandwiched between heavy metals Pt and Ir, maintaining the inversion
asymmetry. Additionally, we conducted measurements of magnetic properties crucial
for devices based on skyrmions or domain walls.

This chapter details the growth and optimization of ultrathin samples. Section
two goes into the description of different thin-film tuning properties. Following this,
section three explores the structural properties of the samples, followed by the magnetic
properties such as effective anisotropy, and estimating the exchange stiffness in section
four. Section five focuses on calculating the interfacial magnetic property DMI. The
chapter concludes with a summary.

4.2 Thin film optimization

Fundamental material properties including PMA can be modified by material compos-
ition, interface engineering and deposition parameters. In magnetic multilayers, PMA
arises from the electronic interaction at the interface between the heavy-metal (HM)
layer and the ferromagnetic (FM) layer. Materials exhibiting PMA have a high energy
barrier between magnetization states, which prevents thermal fluctuations from causing
spontaneous flipping of the magnetization direction. This provides excellent magnetic
stability essential for data encoding at room temperature, effectively overcoming the
superparamagnetic limit. Additionally, the excellent room temperature stability of
PMA magnetization is crucial for long-term data storage. These materials are expec-
ted to be easily manipulated using the spin transfer torque (STT), presenting potential
advantages for STT-MRAM [131]. Spintronics devices based on domain walls; high an-
isotropy results in narrow domain walls, and increased data storage density. Low shape
anisotropy facilitates having a single domain state, where all magnetic moments are
aligned in the same direction. This alignment is advantageous for isolating skyrmions
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4.2 Thin film optimization

in skyrmion-based devices, as it stabilizes their formation and manipulation within the
material [9, 10].

Figure 4.1 (blue) demonstrates full remanence at zero magnetic field due to strong
PMA. However, the green loop, while potentially still indicative of PMA, does not
exhibit full remanence at zero magnetic field.

Figure 4.1: Example of PMA of Pt/CoB(X)/Ir sample, where CoB 8 Åexhibits PMA.
The CoB 20 Åmight be still PMA but the remanence is not full at zero field, and CoB
24 Åmight be in-plane sample.

The PMA of a magnetic system can be modify by interface engineering. In a
magnetic multilayer, the surface anisotropy arises from the HM/FM interfaces, while
the FM layer contributes to the magnetocrystalline anisotropy, and the overall thickness
introduces shape anisotropy. Therefore, strong PMA can be achieved by adjusting the
FM thickness and HM/FM interfaces. The PMA in a Co/HM arises from the the
SOC of Co and Pt [132–134]. Figure 4.2 shows the hysteresis loop obtained using
Kerr microscopy with polar configuration. The blue loop shows PMA, while the green
curve does not show any hysteresis loop, which due to the thickness of bottom Pt layer
thickness. Hence, the PMA can be controlled by tuning individual layer thickness.
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4.2 Thin film optimization

Figure 4.2: M-H loop taken using Kerr microscope. The Green is Ta(5 Å)/Pt(7
Å)/CoB(8.5 Å)/Ir(5 Å)/Pt(14 Å) and the blue is representing Ta(5 Å)/Pt(14
Å)/CoB(8.5 Å)/Ir(5 Å)/Pt(14 Å). The M-H loop shows that the PMA can be tuned
by changing the Pt layer thickness.
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4.2 Thin film optimization

Another approach for controlling magnetic properties by E-field dates back in 1960
[26, 135, 136]. Initially, the concept encountered uncertainty due to the material struc-
ture, the conduction electrons in metals typically screen the E-field with a short screen-
ing length, making it almost impossible to modify bulk ferromagnetic properties without
disrupting the dielectric. However, Ohno et al. (2000) [27] first demonstrated the effect
of the E-field on magnetic properties at low temperature.

In recent years, a large number of theoretical and experimental works have demon-
strated the electric field effect on magnetism in order to build devices for applications.
They have mostly investigated magnetic materials adjacent to an oxide layer. Table
4.1 shows that inversion symmetry is broken using heavy metals.

Since the E-field can not penetrate the bulk metal, the HM and FM layers must be
ultra-thin (a few nm). For this experiment ultra-thin multilayers of Ta/Pt/CoB/Ir/Pt
were grown by DC magnetron sputtering, with the total thickness of the films being 4
nm to 6 nm (Table 4.1). As a result of the exchange interaction in the FM layer, the
screening charge is spin-dependent, which is a Coulomb interaction due to the total
charge and a ferromagnetic interaction due to the up-spin and down-spin of electrons.
The spin dependency produces a magnetoelectrical effect at the FM layer surface,
which can change the orbital moment anisotropy of ferromagnetic atoms at the surface
[137]. Here the Pt layer will be fully or partially oxidized as soon as it exposes to the
environment, and the FM layer will polarize the Ir layer. Thus, the E-field-induced
surface magnetoelectric effect might play a role in the Ir layer and CoB/Ir interface.
As a result, the 3d and 5d orbital hybridization might change the interfacial anisotropy
[138–140]. The thickness of individual layers were tailored from a comparatively thick
OOP sample, for example Ta(30 Å)/[Pt(30 Å)/CoB(10 Å)/Ir(5 Å)/Pt(15 Å)]X5/Pt(15
Å). For initial studies we grew samples where we wedged Ta and bottom Pt layers as
shown schematically in figure 4.3, and samples were selected depending on the total
thickness, magnetization orientation (OOP) and domain morphology.

Magnetic multilayers with strong PMA often exhibit maze and bubble-type domains
under an OOP magnetic field [99]. The magnetostatic energy originating form long
range dipolar energy causes maze-type domain pattern, where the uniform magnetic
state break into up and down domain pattern [141, 142]. On the other hand, the
presence of the DMI, arising from asymmetric HM/FM interfaces, has the potential to
induce Néel -type domain walls configuration in bubble domains.
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Figure 4.3: The thickness wedge of Ta and bottom Pt layers is shown here. A mask
was used to cover the sample during the wedges’ growth.

Initially, our plan was to investigate the DMI through asymmetric bubble expansion
in the creep regime; therefore, the domain wall morphology is a crucial characteristic
for further investigation. The technique is well established in our research group and
it requires cheaper equipment and minimal sample preparation. A wide-field Kerr
microscope configured in a polar setup was used to examine the magnetic domains.
The in-plane magnetic field was produced with an in-plane electromagnet, and an in-
house built OOP electromagnet produced the OOP magnetic field [11, 25, 51, 87, 88].

Figure 4.4 shows the domain morphology of the magnetic multilayer structures. The
domain nucleates at the surface near abnormality or defect. Only an OOP magnetic
field was applied to nucleate and propagate these domains. Figures 4.4a-c) depict the
domain morphology for repeats samples, showing the changes in the domain structures
corresponding to decreasing repeats. Figure 4.4(a) exhibits a maze type domain caused
by the high perpendicular anisotropy. The total film thickness produces high shape
anisotropy compared to the surface anisotropy, resulting in the formation of small
domain walls within the maze-like domain configuration [89, 99, 141, 142]. Figures
4.4(b-c) also depict the maze type domain wall, however, the domain size is larger
compared to the previous picture. As the sample thickness decreases, the domain size
increases, manifesting as a combination of separate branches consisting of both reversed
and unreversed domains. Domain wall roughness may depend on the difference between
domain wall energy and magnetostatic energy, where thick films are dominated by
magnetostatic energy and give rough domain walls.
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Figure 4.4: Domain morphology of Pt/CoB/Ir films. (a-c) Repeated samples are show-
ing maze-type and tree-branch-type domain patterns, which might be due to a high
demagnetizing field and shape anisotropy. (d-f) domain morphology with Ta layer
thickness the isolated thin domain disappears from the bubble. However, the edge of
the domain is still rough. (g-h) The domain morphology also depends on the CoB
thickness. The 10 Å CoB shows isolated thin wall inside the bubble. In Section 4.5, we
estimated the DMI from domain wall motion, which cannot be applied to maze-type
domains.

59



4.3 Structural properties

A narrow domain pattern is observed in Figure 4.4(c), which nucleates and propag-
ates as a bubble type domain. However, during its propagation, the domain wall experi-
ences pinning at defect sites. Subsequently, it bend around these pinning sites, adopting
a tree-branch like configuration as it requires lower energy compared to crossing the
pinning sites. The pinning site process a high energy barrier that can be overcome by
applying a large external field. These domains, stabilized by the DMI, exhibit stability
and continue to grow, expanding and creating branches over time. Samples with mul-
tiple repetition cycles process a lot of nucleation site, resulting in smaller and narrower
domain patterns.

Figures 4.4(d-f) show the relationship between domain patterns and the Ta layer and
Figure 4.4(g-i) show the dependence of bottom Pt layer. For thinner layer thicknesses,
the domain walls exhibit isolated bubble-type domains. However, in Figures 4.4(e,g),
isolated ultra narrow unreversed domain pattern are observed within the bubble-type
domains. These types of walls possess high energy barriers, making them difficult to
annihilate. Another potential factor contributing to the thin domain wall could be the
interfacial roughness within the FM/HM layer, as depicted in Figure 4.4(l). Conversely,
Figures 4.4(j-l) exhibit circular bubble domains without roughness at the edges, whereas
Figures 4.4(h-i) display roughness at the edge [51, 89, 143].

4.3 Structural properties

4.3.1 X-ray reflectivity (XRR) analysis

XRR technique is used to characterize the structural properties of the thin films, which
is described in Chapter 3. The technique helps to determine total film thickness and
individual layer thickness, material growth rate and density, and surface and interface
roughness. All the samples were grown on highly doped n-type Si/SiO2(300 nm). The
samples consist of ultra-thin layers of Ta/Pt/CoB/Ir/Pt, which is chosen to host chiral
domain walls and complex topological structures. Therefore, each layer planted to affect
the structural and magnetic properties. The seed Ta (BCC 110) layer acts as a base for
the whole structure and provides an approximately hexagonal atomic arrangement (It
grows diagonally). It promotes Pt (111) growth, thereby facilitating the interaction of
the 5d orbitals of Pt and the 3d orbitals of CoB, which are responsible for the magnetic
properties. The Ir layer introduces broken symmetry, and the top Pt layer acts as the
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capping layer.
Broken inversion symmetry enhances the magnetic properties such as PMA and

DMI. The asymmetry arises from factors such as the interfaces, interface roughness,
inter-diffusion, growth conditions, and oxidation, each capable of individually alter-
ing interface quality and resulting in structural inversion asymmetry [24, 25, 144–148].
However, all the films under study in this project are produced by sputtering at room
temperature. Therefore, comparing or reproducing results and comprehending the un-
derlying physics at the interfaces, as well as DMI, becomes challenging. To address this
challenge, controlling structural inversion asymmetry can be achieved by introducing
HM layers on both sides of the FM layer. Therefore, the heavy metal Ir is used to
preserves the inversion asymmetry and enhance the magnetic properties such as PMA
and DMI.

The intended thickness for the individual layers are down to 2 Å, however, these
thickness is difficult to identify from the low angle x-ray scans. Table 4.1 summarize
some fitted data. The estimated roughness form the fitted data fitted data show high
roughness for individual layers such as CoB roughness was up to 3.5±0.5 Å, Ta, Pt and
Ir roughness was up to 5.0±0.5 Å, 5.0±0.5 Å, and 4.0±0.5 Å respectively. Therefore,
only target thickness is listed for rest of the work in this thesis which is estimated from
calibration samples (Section 3).

Properties Ta Pt CoB Ir Pt Sample ID

Thickness
(Å)

17.0±0.3 30.0±0.6 9.0±0.7 7.0±0.3 17.0±0.3 S1
8.0±0.5 12.5±0.6 5.0±0.3 6.0±0.4 16.5±0.6 S2
8.5±0.6 12.0±0.6 5.5±0.6 6.0±0.5 17.0±0.9 S3
7.5±0.5 12.0±0.5 5.5±0.4 6.0±0.5 17.5±0.6 S4
12.0±0.6 19.0±0.4 7.0±0.6 3.5±0.4 6.0±0.2 S5

Table 4.1: The individual layer thicknesses of the metallic multilayer films were extrac-
ted from experimental data using GenX. The associated errors were also obtained from
GenX.

We grew a series of samples with different individual layer thicknesses as shown
in the Table 4.1. The samples in this chapter is selected based on the magnetization
direction, domain images and total thickness. However, growing ultra-thin metal is a
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challenge due to surface roughness. When a film has high roughness domain wall and
skyrmion stop moving [149, 150]. On the other hand, low roughness results in low
pinning of the domain wall. Thus, to gain optimal roughness, domain wall motion and
surface morphology were also considered essential characteristics in the sample selection
process.

4.3.2 Morphology

Surface roughness is a critical factor for the application of E-fields through ionic liquid
gating. High surface roughness might lead to unstable gating therefore the atomic force
microscopy (AFM) measurement were carried out the identify the surface roughness.
The measurement was conducted by Dr. L. Huang at the university of Leeds. The
surface roughness was studied at different positions and different scan size.

Figure 4.5: AFM images showing surface morphology of as grown sample 5: Ta(12
Å)/Pt(19 Å)/CoB(7 Å)/Ir(3.5 Å)/Pt(6 Å), (a) 20µm × 20µm, (b)5µm × 5µm.

Figure 4.5 shows the 2d and 3d AFM images of a as grown sample at different
position. Figure 4.5a) shows a surface roughness of 1.7 nm. It can be seen that
the surface roughness is coming from the island type growth of metals. The AFM
study shows that the studied ultra-thin films are processing low roughness compared
to the XRR measurement. Therefore, the magnetic systems can be used for E-field
application.
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Figure 4.6: The left side image is showing normalized resistance data as a function of
rotational angle. The right side image is showing the magnification of the polynomial
fit.

4.4 Magnetic properties

4.4.1 Effective anisotropy

This section presents magnetic anisotropy measurement of Ta/Pt/CoB/Ir/Pt samples.
The magneto-resistance measurement is adapted from the extraordinary Hall effect
(EHE) to determine magnetic states under the influence of a magnetic field. The
samples are wire-bonded at four points, and are positioned between electromagnetic
pole pieces, and rotated from Φ = −1800 to + 1800. Where Φ is the rotational angle
of the applied magnetic field. Current is passed through the sample while it placed in
a constant perpendicular field of 518 mT (arbitrary). The applied magnetic field alters
the magnetization direction, resulting in a voltage drop known as the Hall voltage.
Figure 4.6, shows the experimental data on the left where resistance is recorded as a
function of Φ, and the corresponding parabolic fitting on the right side. Normalized data
is utilized for fitting a parabola, and µ0HK is calculated using the following equation
[89, 151],

HK = 2Keff
Ms

= H1 −
√

A2√
2A2

, (4.1)

where Keff is the effective magnetic anisotropy, H denotes the applied magnetic
field (518 mT), and A2 is the quadratic term of the parabola. The determination of the
anisotropy field relies on the anomalous Hall effect (AHE), as described in the theory
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section. From the anisotropy field, the effective anisotropy Keff is calculated, which is
shown in Table 4.2. Alshammari et al. (2021) [89] calculated the effective anisotropy
field ranging from around 450 mT to 900 mT for CoB multi-layers. Additionally, Tan et
al. (2021) investigated the Keff for Co80B20 (2 nm)/Ir. They found Keff values between
0.1 MJ/m3 to 0.2 MJ/m3, which are slightly lower than the values we observed. The
reason might be that the CoB composition is different.

µ0HK(T) Ms(emu/cc) Keff(MJ/m3) samples

0.8 ± 0.1 590±20 0.3±0.1 S2
0.9 ± 0.1 610±20 0.3±0.2 S3
0.7 ± 0.1 670±30 0.2±0.1 S4
1.2 ± 0.1 910±30 0.5±0.2 S5

Table 4.2: Heff has been extracted from a polynomial fit and Keff have been calcu-
lated using the Ms and Heff . Samples: S2 = (Ta(8 Å)/Pt(12.5 Å)/CoB(5 Å)/ Ir(6
Å)/Pt(16.5 Å), S3 (Ta(8.5 Å)/Pt(12 Å)/CoB(5.5 Å)/Ir(6 Å)/Pt(17 Å), S4 Ta(7.5
Å)/Pt(12 Å)/CoB(5.5 Å)/Ir(6 Å)/Pt(17.5 Å), S5 Ta(12 Å)/Pt(19 Å)/CoB(7 Å)/Ir(3.5
Å)/Pt(6 Å).

4.4.2 Exchange stiffness, A

This section focuses on measuring the magnetization of CoB multilayer films with
temperature variations, aimed to determine the exchange stiffness (A). Ferromagnetism
is limited at the Curie temperature due to thermal fluctuations overcoming the exchange
interactions that align spins. At lower temperatures, the reduced thermal energy leads
to a smaller population of spin wave excitations (magnons). This decreased spin wave
population allows for better alignment of spins, resulting in an increase in the saturation
magnetization (Ms) [88, 89]. The Bloch law describes the temperature dependent
magnetization. Below Curie temperature the magnetization decreases with increasing
temperature. Therefore the reduced magnetization can be fitted with Bloch law.
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4.4 Magnetic properties

Figure 4.7: Temperature dependent magnetization fitted with Bloch law thin film as-
sumption. Samples: S2 = (Ta(8 Å)/Pt(12.5 Å)/CoB(5 Å)/ Ir(6 Å)/Pt(16.5 Å), S3
(Ta(8.5 Å)/Pt(12 Å)/CoB(5.5 Å)/Ir(6 Å)/Pt(17 Å), S4 Ta(7.5 Å)/Pt(12 Å)/CoB(5.5
Å)/Ir(6 Å)/Pt(17.5 Å), S5 Ta(12 Å)/Pt(19 Å)/CoB(7 Å)/Ir(3.5 Å)/Pt(6 Å).

The hysteresis loop is measured from 2 K to 300 K in the OOP configuration. A
Python code is used to fit the saturation magnetization according to the Bloch law’s
thin film approximation, which considers the motion of spin waves in two dimensions
(2D) [88, 89, 152],

Ms(T)
Ms(0) = 1 + Vws

S .
1

4πaz
.
KBT
2Dsw

n2∑
n=0

log
(
1 − e−(Dsw( nπ

nzaz
)2+ℏw0)/KBT

)
, (4.2)

where, Ms(T) is the temperature dependent saturation magnetization, nz is the num-
ber of atomic layer along z direction, az is the distance between atomic layer in z
direction. ℏω0 = gµ0µB(Hk − Hdamg), where g is the g is gyromagnetic ratio, Hk is
the anisotropy field and Hdmag is the demagnetizing field. The magnetization at zero
kelvin temperature is determined from the intercept of the straight line obtained by
plotting Ms vs T3/2. Vws is the Wigner-Seitz volume, Dsw is the spin-wave stiffness, S
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is the spin quantum number. Additionally, KB = 1.3807 × 10−23 J/K is the Boltzmann
constant.

The spin wave stiffness Dsw can be calculated from

Dsw = 2AVsw
S , (4.3)

Vws = πr2hMCo2B
2m , (4.4)

where the r is the radius of the CoB target, h is the height of the CoB target, m is
the mass of the CoB target, and MCo2B is the mass of CoB. CoB does not have a well-
defined lattice, so Vws is calculated from the CoB target density, where Vws represents
the volume per magnetic moment.

Figure 4.7 shows the temperature dependent magnetization fitted with Bloch law
in equation 4.4.2. The exchange stiffness A can be obtained from the Bloch law fit
and above equations. Sample S2 exhibits an exchange stiffness of 3.3 ± 0.1 pJ/m,while
sample S3 has a higher value of 4.8 ± 0.2 pJ/m. Sample S4 shows an exchange stiffness
of 3.4 ± 0.1 pJ/m, pJ/m, and sample S5 has the lowest value at 2.6 ± 0.2 pJ/m. The
error is taken from the fitting. Kona et. al. (1994) [153] reported a range of exchange
stiffness values for different CoB compositions, ranging between 3.4 pJ/m to 9.8 pJ/m.
Kuzmin et al. (2007) determined A as 4.4 pJ/m specifically for Co2B [154]. Alshammari
et.al. [89] using thin film approximation, calculated A within the range of 3.9 ± 1.7
pJ/m to 4.8 ± 1.6 pJ/m.

4.5 Measuring the Dzyaloshinskii-Moriya interaction (DMI)

DMI stabilizes domain walls and complex structures, i.e. skyrmions in thin films.
Moreover, DMI delays walker breakdown, which increases Domain wall velocity. Thus,
it is essential to investigate DMI in the system for further applications. This section is
written following references [11, 51].

4.5.1 Domain wall velocity in the creep regime

This section observed the domain wall velocity regime of CoB multilayer samples.
The DMI is calculated from the field-driven domain wall motion in the creep regime.
Therefore, prior to calculating DMI, it is essential to verify that the domain-wall-
driven fields are in the creep regime. Domain wall velocity was calculated for the
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OOP pulses applied to the sample to study the motion regimes. The domain wall dis-
placement with applied pulses was calculated from Kerr microscope images, where the
Velocity, v = displacement/Pulsetime [11, 25, 51]. Figure 4.8 shows ln(v) as a function
of the applied OOP field and ln(v) as a function of µ0H−(1/4). When ln(v) ∝ µ0H−(1/4),
a linear behavior is observed in plot, confirming that the velocity is within the creep
regime [11, 25, 51]. However, we could not analyze the images before 27 Oe due to low
contrast and high pinning. Additionally, after 31 Oe, the high velocity of the domain
wall suggested that it might be entering the flow regime.

(a) ln(v) vs applied OOP field (b) ln(v) vs µ0H−(1/4)

Figure 4.8: Creep check of domain wall motion of S5 (Ta (12 Å)/Pt(19 Å)/CoB(7
Å)/Ir(3.5 Å)/Pt(6 Å)). (a) ln(v) as a function of the applied OOP field. (b) ln(V) as
a function of µ0H−(1/4). The linear behavior confirms that the velocity with the OOP
field is in the Creep regime.

4.5.2 Measuring DMI in the creep regime

In this section, the calculation of DMI was conducted using the bubble domain ex-
pansion technique. This method involves manipulating the energy degeneracy within
domain walls by applying an in-plane magnetic field, allowing us to estimate the DMI
strength. This technique, require a step-by-step process. Initially, an OOP field is
applied to saturate the sample. Subsequently, an opposing pulse similar to the coercive
field is employed to nucleate a domain bubble. The bubble typically forms at local en-
ergy minima or near defects within the film. Thus, the magnetic state is meta-stable.
The bubble also experiences an effective magnetic field, referred to as the DMI field
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(HDMI) along the film surface. The DMI affects the domain wall locally, and the HDMI

preserves radial symmetry with the nucleation point parallel to the applied OOP field.
The radial symmetry is broken with an applied in-plane field parallel or anti-parallel
to HDMI. As a result, the bubble expands in one direction while suppressing expansion
in another direction. Figure 4.9(b) shows an example of asymmetric bubble expansion,
demonstrating how the in-plane field (Hx) break symmetry. Consequently, the bubble
expands in one direction due to the combined effect of Hx + HDMI while suppressing
expansion in another due to Hx − HDMI [11, 14, 25, 51, 87, 155].

A plot of domain wall velocity as a function of the applied in-plane field is presented
in Figure 4.9. As mentioned before, the velocity is calculated from the Kerr-Microscope
images, which was performed using a Python script [156, 157] that involved slicing an
image horizontally at its midpoint and measuring the displacement in pixels. This
pixel displacement was then converted to meters per second. The process was repeated
at fifteen positions to minimize errors, and velocities were calculated for various OOP
pulse times for further averaging. The velocity plots for the right-hand side (RHS) and
left-hand side (LHS) displacements exhibit similar trends. The minimum velocity value
is shifted from zero. The movement of the axis of symmetry in opposite directions away
from zero in-plane field indicates the influence of the DMI field (HDMI). This suggests
that at this specific location, the in-plane field seemingly has no effect and vanishes the
HDMI field, effectively measuring the in-plane field as the HDMI. The model is adapted
and modified from the Creep model, which includes the effect of the in-plane field and
DMI on the energy of the domain wall. The Creep law states that the applied OOP
field induces exponential changes in domain wall velocity [11, 25, 51, 62, 87, 155, 158].
The Creep law can be written as,

ν = ν0 exp
{

−ζ(µ0HOOP)
1
4
}

, (4.5)

where, ν is the domain wall velocity and ν0 characteristics velocity. µ0HOOP is the
OOP field. The scaling coefficient ζ is,

ζ = ζ0[σDW(HIP)/σDW(0)]
1
4 , (4.6)

where ζ is the scaling constant. σDW is the energy of the domain wall. σDW (0) is
the domain wall energy density.
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Figure 4.9: Bubble expansion of S5: (a) Symmetric bubble expansion. (b) Asymmetric
bubble expansion. (c) The domain wall velocity of studied film as a function of applied
in-plane field, nucleation field is 29 Oe. The left-hand side (LHS) and the right-hand
side (RHS) indicate the negative and positive values of the in-plane field respectively.
The error bars are standard deviation of 20 or more velocities. Due to the chirality of
the domain wall, the in-plane field (denoted as Hx in the image) creates different domain
wall energy ratios (domain wall energy due to in-plane field and with out in-plane field
σDW(HIP)/σDW(0) in Equation 4.6. Additionally, the left-hand side (LHS) and right-
hand side (RHS) possess opposite DMI fields. Consequently, Hx+HDMI varies with the
applied in-plane field for LHS and RHS, leading to distinct energy profiles and resulting
in different velocities. At the point where the domain wall velocity is minimized, the
DMI opposes the IP field and effectively cancels it out [11].

Domain wall energy density = Bloch wall energy density + shape anisotropy energy
density + DMI energy density + in-plane field energy density [11, 25, 51, 87]. The
energy of a domain wall (considering HDMI and in-plane field) can be written as [11],
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σDW = σDW((0)) + 2∆KDW cos2 θ − Dπ cos θ − µ0Msπ∆HIP cos θ, (4.7)

Where, σDW(0) is the Bloch wall energy density = 4
√

AKeff , A is the exchange
stiffness and Keff is the effective anisotropy µ0HKMs/2, µ0HK is the anisotropy field
and Ms is the saturation magnetization. The domain wall width ∆ is calculated as
∆ =

√
A/Keff , where A denotes the exchange stiffness. The domain wall anisotropy is

given by KDW = (Mdemagµ0M2
s )/2, with Mdemag as the domain wall demagnetization

factor. θ denotes the angle between the in-plane magnetization and the x-axis, and D
stands for DMI constant [11, 25, 51, 87].

The equation 4.7 could gives two energy solutions: if the in-plane field changes the
domain wall to Néel s type, D will be D > ∆KDW/π, the energy density can be written
according to the equation 4.8, Otherwise, there will be some component of Bloch wall
(Bloch-Néel wall configuration), where D will be D < ∆KDW/π and the energy density
can be written as equation 4.9 [11],

σDW,N = σDW(0)) + 2KDW∆ − µ0Msπ∆|HIP + HDMI| (4.8)

σDW,NB = σDW(0)) − (µ2
0M2

s π2∆/8KDW) − (HIP + HDMI)2 (4.9)

The Creep law fitting of experimental data is shown in Figure 4.9, with fitting
parameters including velocity v, ζ0, and HDMI. Extracted from these fits, HDMI enables
the subsequent calculation of the DMI constant using the formula, D = µ0HDMIMs∆
[11, 25, 51, 87, 145]. The calculated DMI values are presented in table 4.3.

Alshammari et. al. (2021) [89] reported the D of Pt/CoB/Ir multilayers ranging
between 0.27mJ/m2 to 0.43mJ/m2, higher than our calculated D. Conversely, Lucassen
et al. (2020) [159] calculated D of around 0.44pJ/m2 for a Pt/CoB/Ir SAF system.
Additionally, Zeissler et al. (2020) [130] conducted investigations using BLS and found
D = −1.1 ± 0.1mJ/m2. Darwin et al. (2023) [88] presented an extended study of DMI
using different techniques. They observed that DMI varies between 0.1 mJ/m2 and
0.7 mJ/m2 for different techniques and different labs, where Brillouin Light Scattering
(BLS) shows the highest DMI and Bubble Expansion shows the lowest DMI. These
contrasting values highlight the diversity and complexity in determining DMI across
various experimental methodologies.
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HDMI(mT) A (pJ/m) Keff(MJ/m3) D(mJ/m2) samples

10 ± 1 3.3 ± 0.1 0.3 ± 0.1 0.02 ± 0.01 S2
12 ± 3 4.8 ± 0.1 0.3 ± 0.2 0.03 ± 0.01 S3
15 ± 3 3.4 ± 0.1 0.2 ± 0.1 0.04 ± 0.01 S4
39 ± 1 2.6 ± 0.1 0.5 ± 0.2 0.08 ± 0.01 S5

Table 4.3: HDMI, A, and D for the sample S2 to S5. Samples: S2 = (Ta(8 Å)/Pt(12.5
Å)/CoB(5 Å)/ Ir(6 Å)/Pt(16.5 Å), S3 (Ta(8.5 Å)/Pt(12 Å)/CoB(5.5 Å)/Ir(6 Å)/Pt(17
Å), S4 Ta(7.5 Å)/Pt(12 Å)/CoB(5.5 Å)/Ir(6 Å)/Pt(17.5 Å), S5 Ta(12 Å)/Pt(19
Å)/CoB(7 Å)/Ir(3.5 Å)/Pt(6 Å).

In our magnetic system, maintaining the bubble on some samples was challenging
due to high velocity, while other films exhibited high pinning. The calculated DMI
was found to be significantly lower than the reported value for the CoB system. This
suggests that the bubble expansion technique may not be suitable for our system.
Therefore, in Chapter 6, BLS is employed to calculate DMI.

4.6 Conclusions

In this chapter, the investigation centered around the development and analysis of ultra-
thin magnetic multilayers composed of Ta/Pt/CoB/Ir/Pt, primarily focusing on the
magnetic and structural properties. The excellent stability of perpendicular magnetic
anisotropy (PMA) at room temperature has advantages for long-term data storage,
particularly in STT-MRAM devices. High perpendicular anisotropy in domain wall-
based spintronics facilitates narrower domain walls, thereby increasing data storage
density. Moreover, PMA materials play a crucial role in isolating skyrmions within
skyrmion-based devices, a characteristic achieved in the studied system through the
SOC of Co-Pt.

In order to study the magnetoelectric effect at the surface of the FM layer surface,
the total thickness of the film as well as individual layers were produces as ultra thin.
The structural properties were investigated by XRR and AFM. The AFM analysis
revealed that the film exhibits low surface roughness. The effective magnetic anisotropy
is investigated using AHE and yielded the following results: S2 = 0.3 ± 0.1 MJ/m3,
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S3 = 0.3 ± 0.1 MJ/m3, S4 = 0.2 ± 0.1 MJ/m3, S5 = 0.5 ± 0.1 MJ/m3.
The exchange stiffness (A) was determined using the temperature-dependent mag-

netization and Bloch law thin film approximation. For ultra-thin CoB multilayers, the
calculated values for the exchange stiffness are as follows: S2 = 3.3 ± 0.1 pJ/m, S3 =
4.8 ± 0.2 pJ/m, S4 = 3.4 ± 0.1 pJ/m, and S5 = 2.6 ± 0.2 pJ/m.

The study also focused into exploring the DMI by examining asymmetric bubble
expansion within the creep regime, with a focus on domain wall morphology as a
crucial characteristic parameter. Samples exhibited different domain structures such
as maze-like domains, and isolated bubble-type domains, corresponding to different
film thicknesses. Key observations included domain nucleation, bubble formation, and
characteristics of domain wall motion, highlighting the influence of film geometry and
interfacial roughness on domain morphology. The DMI value obtained was significantly
smaller (ranging from 0.02 to 0.08 mJ/m2) than the reported values for CoB systems,
so we did not to utilize these values for further experiments and simulations. Instead,
the exchange stiffness value is employed for Mumax3 simulations in Chapter 7.
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Chapter 5

Effect of Electric Field on
Ta/Pt/CoB/Ir/Pt/HfO2: Ionic liquid gating of
magnetic multilayer with structural inversion
asymmetry
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5.1 Introduction

5.1 Introduction

In this chapter, we present measurements on devices using several techniques and ex-
plain them within a single framework of ion migration. The first section discusses the
change in the anomalous Hall effect (AHE) hysteresis loop as an effect of gating, which
is followed by the Kerr microscopy images and resultant hysteresis loop. Subsequently,
the modification of magnetic properties are presented along with an exploration of re-
versibility. All these data can be understood in terms of oxygen ion migration. Finally,
we interpret our findings within the framework of oxygen ion migration and conclude
with final remarks.

Figure 5.1: Typical sample structures in the E-field gating technique include: (a)
W/CoFeB/HfO2 [160] and (b) Pt/Co/HfO2 [83]. These examples illustrate the mag-
netic layer positioned adjacent to the oxide layer.

As we introduced in Chapter 1, E-field modification of magnetic properties by ionic
liquid gating (ILG) is a promising technique in spintronics due to its room temperature
application, nonvolatility, energy efficiency, and reversibility [160, 161]. The technique
has already proven its ability to modulate spin orientation and anisotropy in perpendic-
ular magnetic anisotropy (PMA) materials [43, 160, 162–164]. All these examples show
that oxygen is migrating from an oxide layer adjacent to the magnetic layer, similar
to the structure shown in Figure 5.1. However, general PMA structures often include
metallic layers on both sides of the ferromagnetic layer [11, 25, 51, 71, 89, 130, 165]. In
this experimental work, we have investigated oxygen migration by ionic liquid gating of
a material structure with metallic layers between ferromagnetic and oxide layers. This
type of structure provides more flexibility in terms of material choice.
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I received the training on ILG at the Centre for Nanosciences and Nanotechnologies
(C2N), Paris under supervision of Dr. L. Herrera Diez. However, all the data presented
in this chapter were taken at the University of Leeds.

5.2 Multilayer systems

The magnetic multilayer system studied here consists of Ta (1 nm)/Pt (2.3 nm)/Co68%B32%

(0.8 nm)/Ir (0.2 nm)/Pt(X nm), where X = 0.2, 0.4, 0.5, 0.6, 0.8. The magnetic mul-
tilayers are grown on a Si/SiO2 (300 nm) substrate by dc magnetron sputtering at room
temperature. Cobalt exhibits a polycrystalline or nanocrystalline state and the addition
of Boron transforms it into nearly an amorphous state. This transformation reduces
grain boundaries, resulting in low pinning of domain walls (DWs) and skyrmions. The
narrow DWs, attributed to high PMA, coupled with the reduced pinning caused by
Boron, position the Pt/CoB/Pt structure as a potential candidate for skyrmion and
DWs-based spintronic devices [166]. The ultra-thin Iridium layer preserves the struc-
ture inversion asymmetry. Due to the broken symmetry, the DMI contribution arises
from both interfaces of the CoB, resulting in a large net DMI. The thickness of the top
Platinum layer varies from 0.2 nm to 0.8 nm to observe the effect of E-field-induced
ion migration. As described in Chapter 3, a 2.5 nm layer of HfO2 was grown for the
E-field application by ex-situ atomic layer deposition.

5.3 AHE hysteresis loops

The gate voltage is applied between the film, which acts as a bottom electrode, and an
Indium Tin Oxide (ITO)coated glass substrate, serving as a top electrode. The ITO-
coated glass is used to carry out optical measurements on the sample whilst applying
the E-field. The electric conductivity between the ITO glass electrode and the gate
oxide is maintained using an ionic liquid. Specifically, the ionic liquid [EMI+][TFSI−]
or 1-Ethyl-3-methylimidazolium bis (trifluoromethanesulfonyl)imide is used to apply
voltage across all the samples presented in this thesis. The voltage is applied over an
area of around 25 mm2. During voltage application, a transient leakage current less
than 1.5 µA was considered acceptable. This applied voltage causes nonvolatile [43, 167]
modification of magnetic state; hence, all measurements were taken after turning off
the gate voltage. In Chapter 6 we will show the results confirming nonvolatility of this
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changes. Details of the magneto-resistance measurement techniques are discussed in
Chapter 3.

Figure 5.2: (a) Ionic liquid EMI+ TFSI− is applied on the sample, and an ITO glass
electrode is used as a top electrode. (b) The M-H loops are shown for 0 V, -2.1 V, and
+2.1 V. The applied voltage loops represent a mixture of gated and ungated signals.
This effect is reversible and is discussed in Section 5.6.

Figure 5.2(a) shows the sample structure and the electrical connections. When a
gate voltage is applied, ions within the liquid gate move toward the opposite polarity,
forming electric double layers. The distance between two the positive and negative ions
in a double layer is ≈1 nm [43, 168], creating a nanocapacitor with a large capacitance of
around 100 µF/cm2. Therefore, a small applied voltage produces a large E-field effect,
altering the carrier density by an order of magnitude, from 1014/cm2 to 1015/cm2, at the
ionic liquid and oxide interface [169]. Moreover, in our devices, the voltage is applied
at the middle of the sample, while the anomalous Hall voltage is measured outside
of the gated region. As a result, the M-H loop with applied voltage is a mixture of
gated (G) and ungated (U) regions (Figure 5.2(b)). However, The multilayer systems
studied here show remanence/saturation magnetization ≈ 1 indicating retention PMA,
even for samples where voltage had been applied. Figure 5.2(b) shows the M-H curve
of initial stage, with an applied negative voltage and an applied positive voltage. The
shape of the M-H curve changes under different gate voltages due to the E-field-induced
relocation of oxygen ions within the sample structure: A positive gate voltage reduce
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the domain nucleation field, while a negative gate voltage increases the saturation field.
It is assumed that the data can be decomposed into components that are symmetric
and antisymmetric with respect to the magnetic field. Thus, the antisymmetric part,
identified as Rxy, is considered the Hall signal. The symmetric part, which remains
constant with the magnetic field, is denoted as Rxx. However, negative gate voltage
increases it, while positive voltage decreases it.

Figure 5.3: (a) The 20% nucleation field and 80% saturation field under -1.5 V and
-2.1 V as a function of gating time. A higher voltage for a longer time has a greater
influence on the change than a lower voltage and/or a shorter time. (b) The 20%
nucleation field and 80% saturation field under +4 V and +4.4 V as a function of
gating time. Compared to a negative voltage, a larger positive voltage is required for
a longer duration to observe any changes.

The changes observed in Figure 5.2(b) may be attributed to change in anisotropy
caused by the applied electric field. Under a negative voltage, the curvature represents
the final stage of sample saturation, whereas under a positive voltage, part of the sample
reverses more quickly than the rest. To quantify these effects, we use a convenient
metric: the magnetic field at which the device reaches 80% saturation (indicated on
the Figure 5.2(b)), representing the state just before full saturation, and the field at
which 20% of the sample has switched (indicated on the Figure 5.2(b)), indicating the
initial stage of domain nucleation and motion.
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Figure 5.4: (a) The percentage change in 20% nucleation and 80% saturation at -2.1 V
as a function of top Pt thickness. For the 2 Å Pt layer, an approximate 100% change
indicates that the change in mT is roughly double. Conversely, an approximate 0%
change indicates almost no change in mT. (b) The percentage change in 20% nucle-
ation and 80% saturation at +4 V as a function of top Pt thickness. The change is
significantly higher for 20% nucleation than for 80% saturation, with the exception of
the 8 Å Pt layer.

Figure 5.3(a) shows the 20% nucleation field and 80 % saturation field at -1.5
V and -2.1 V as a function of time. The negative voltage showed a higher effect
on saturation compared to nucleation, where the effect is more prominent at -2.1 V
with 150 s gating time. Figure 5.3(b) shows shows the 20% nucleation field and 80
% saturation field at +4 V and +4.4 V as a function of time. This data suggests
that manipulating the system requires a higher positive voltage and longer gating time
compared to the negative voltage. The observed discrepancies may be attributed to
changes in the sample’s chemistry due to oxygen migration, with a negative voltage
having a significantly greater influence than a positive voltage. As observed, the effect
of ionic liquid gating depends on the applied voltage and gating time. Applying -
2.1 V for 120 s is sufficient to observe the induced changes. Higher positive voltages
are required for longer durations; however, this may induce electrochemical reactions,
potentially degrading the liquid or film. Although the chemical window for the ionic
liquid is reported to be between 4.1 V to 6.1 V [118], we apply up to +4 V for further
study in this work.

Figure 5.4(a) shows the change in 80% saturation and 20% nucleation for the -2.1
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V with a gating time of 120 s as a function of top Pt layer thickness. The negative
voltage significantly increases the saturation field for the 0.2 nm Pt sample, this can
be approximately doubled. However, here the 20% nucleation changes monotonically.
The 80% saturation undergoes a sharp decline from Pt 2 Å to Pt 4 Å however after
that it changes monotonically.

Figure 5.4(b) shows the effect of applied voltage at the 80% saturation and 20%
nucleation at +4 V as a function of the top Pt thickness. With increasing Pt thickness,
the positive voltage increases nucleation significantly, except for the 8 Å thickness,
which is an exception. In this instance, the 80% saturation experiences a sharp decline
from 2 Å Pt to Pt 4 Å and subsequently follows a monotonic trend. Consequently, these
observations indicate the potential to manipulate the magnetic state by adjusting the
thickness of the top Pt layer.

5.4 Kerr microscopy hysteresis loop and imaging

The AHE measurement were conducted across a wide area including both gated and
ungated regions. To comprehend the local modifications or the localized E-field effects,
the samples were measured using a Kerr microscope. This enabled the investigation of
the gated and ungated regions individually.

The voltage is applied on 10 × 5 mm sheet film (Figure 5.2). Subsequently, upon
turning off the voltage, the ITO glass electrode is detached, and the sample is washed
with acetone to clean away the ionic liquid. The nonvolatile nature of the ILG technique
maintains the E-field-modified magnetic state unchanged [43]. Figure 5.5 shows the
effect of an applied voltage on a 4 Å Pt top layer sample. Figure 5.5 (a) presents the
out of Plane (OoP) M-H loop at the initial state (black curve). It shows full remanence
at 0 mT, so the film has PMA, although the loop exhibited curvature in the middle
due to the Faraday effect in the microscope lenses. This was corrected by subtracting
the quadratic term from a parabolic fit. Under a negative voltage of -2.1 V for 120
s the coercive field increases by 42%±5% (the percentage error is calculated from the
applied field steps), signifying an increase in domain nucleation and saturation field.
Conversely, a positive voltage of +4 V applied for 300 s reduces the coercive field by
20%±5%. This decrease indicates a reduction in domain nucleation and saturation field
due to the positive voltage.
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Figure 5.5: (a) Kerr Microscopy hysteresis loop of 4 Å Pt top layer with -2.1 V for
120s, as grown and with +4 V for 300 s. Negative voltage increases the coercive field,
and the Positive voltage decreases the coercive field. (b) Domain images were taken
at +4 V for 300 s, including both G and U regions. After removing the liquid, the
differences between the G and U regions became visually apparent. Consequently, a
line was drawn on the microscopy image to delineate the boundary between the two
regions. (c) Under -2.1 V for 120 s, a high field is required to nucleate domains.
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It worth mentioning that an applied voltage does not eliminate PMA in the system
studied; rather, it alters DWs motion as a gating effect, evident in domain images of the
samples. However, Diez’s group observed that -2.1 V in turn changes the magnetization
direction from In plane (In-P) to OoP, with longer gating time, the magnetization
direction changes back to In-P [40, 83].

Figure 5.5(b) shows the Kerr microscope images of the gated and ungated region.
The white line is indicating the boundary between two regions. Under a positive
voltage, domain nucleation occurs within the gated region at an external field of ap-
proximately -11.30 mT, slowly expanding into the ungated area. In contrast, Figure 5.5
(c) shows the negative gated area, where the domain nucleates at around -18.32 mT,
which is significantly higher than the positive voltage. At the same time compared to
the positive voltage it also increases the saturation field by approximately 44.56%±5%.
This delay indicates a significant effect on both domain nucleation and saturation due
to the negative voltage.

5.5 Magnetic characterization

5.5.1 Saturation magnetization

This section presents the evolution of the magnetic moment and saturation magnet-
ization under the influence of an E-field. The Kerr Microscopy hysteresis loop only
provides the relative magnetization orientation, instead of absolute magnetization.
Therefore, SQUID-VSM measurement were perform to study precise and accurate
changes in magnetization. To avoid the mixed signal from gated and ungated regions
(Figure 5.2(b)), only the gated area was selected and measured for magnetic moment
measurements. The magnetic moment is measured at the room temperature (300 K) in
the OoP configuration. Details of the experimental techniques are discussed in Chapter
3.

In Figure 5.6(a), the M-H loop of 4 Å Pt top layer at 0 V, -2.1 V for 120 s, and +4
V for 300 s are displayed. The magnetic moment and coercive field change significantly
with applied voltage. From the Kerr microscopy data above (Section 5.4), we also
observed similar changes in the coercive field. Under a negative voltage, the magnetic
moment decreases while the coercive field increases. On the other hand, a positive
voltage increases the magnetic moment and reduces the coercive field.
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Figure 5.6: (a) SQUID-VSM hysteresis loop of a 4 Å Pt top layer at room temperature,
measured at -2.1 V for 120 s, 0 V, and with +4 V for 300 s. The change in coercive field
is consistent with the Kerr microscope measurement. (b) Magnetization as a function
of the top Pt layer thickness. A positive voltage increases it, while a negative voltage
decreases it. (c) The percentage change in magnetization varies with the thickness of
the top Pt layer. Notably, a significant increase is observed for Pt thicknesses of 4 Å
under a negative voltage.
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Figure 5.6(b) demonstrates the magnetic moment as a function of top Pt thickness.
With a negative voltage, moments decrease, whereas with a positive voltage, they
increase. The magnetic moment generally increases with increasing Pt thickness, except
for Pt 4 ÅȦt the same time, the E-field effect decreases with increasing Pt thickness,
with the Pt 4 Å showing a larger effect when exposed to -2.1 V. Figure 5.6(c) presents
the percentage change in magnetic moment with applied -2.1 V for 120 s and +4 V
for 300 s. The change with a negative voltage is higher than the positive voltage, as
further discussed in section 5.7. The moment is linearly decreasing with increasing Pt
thickness, except for the 2 Å Pt, which shows an exception. For Pt 4 Å the negative
voltage decreases it by approximately 26%. In contrast, the positive voltage increases
it by around 13%. The images distinctly indicate the significant E-field evolution of
the magnetic moment.

5.5.2 Anisotropy field

The anisotropy field is measured by the AHE technique, which is discussed in 3. The
sample were rotated from -180◦ to +180◦ within a constant OoP field of 518 mT. The
external magnetic field changes the sample’s magnetization direction which result in a
voltage drop (Hall voltage). The Hall voltage is recorded as a function of the angle. The
data was fitted with a parabolic curve, as outlined in references [89, 151]. This fitting
process provided the anisotropy field along with its associated error. The derived value
of µ0Hk was then used to calculate the effective anisotropy constant using Equation 3.7.
Figure 5.7(a) shows the µ0Hk as a function of top Pt layer thickness. The anisotropy
field exhibits an increase with negative voltage and a decrease with positive voltage.
The Figure 5.7 (b) shows the percentage anisotropy field as a function of top Pt layer
thickness. For the Pt 8 Å Pt, the change in anisotropy field (µ0Hk) is smaller compared
to the thin Pt. The percentage change of effective anisotropy constant Keff is shown
in the Figure 5.7(c). The anisotropy constant can be changed significantly with an
applied voltage.
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Figure 5.7: Anisotropy field (µ0Hk) and effective anisotropy (Keff) as functions of top
Pt layer thickness, as an effect of -2.1 V for 120s , and +4 V for 300 s.The anisotropy
field shows a trend of decreasing with Pt thickness: (a) µ0Hk and (b) percentage change
in µ0Hk, where the change is small with increasing Pt thickness, except for the 6 Å Pt
layer. The Keff was calculated using equation 3.7. The scattering in calculated values
is due to variations in Ms values: (c) Keff and (d) percentage change in Keff .
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5.6 Reversibility

We investigated the number of times a sample could be reversed. We repeated the
application of positive and negative voltages over a series of cycles to gain an idea of this
as a typical measurement for the samples. We selected a Pt thickness of 4 Å which is in
the middle of the range. As it has already seen that, in the studied multilayer systems,
the negative voltage has a larger effect than the positive voltage. Thus, a positive
voltage has been applied to test the reversibility of the effects of applying negative gate
voltage. The negative voltage increases and the positive voltage decreases resistivity.
Figure 5.8a) illustrates the centre of the M-H loop at the initial position, where an
applied -2.1 V for 120s increases the resistance sequentially at each cycle. Similarly,
it also changes the shape of the M-H loop in Figure 5.2b). In the case of cycle 1, the
system was reversed with an applied +4 V for 60 s, while a longer exposure time was
required for the following cycles. At the tenth cycle, +4 V was applied for 35 minutes.
Figures 5.8(b) and 5.8(c) show reversibility at 20% nucleation and 80% saturation,
respectively. For both cases, the system is almost entirely reversible. However, cycle
eight is an exception where a short exposure time results in low reversibility. The
reversibility is calculated with the reference of the previous cycle, which can be seen
from the position plotted on the right axis of Figure 5.8(b-c). Therefore, after cycle
eight the system is again fully reversible.

5.7 Discussion

Recent studies show that E-field moves the mobile oxygen in a magnetic multilayer
system [43, 160, 164, 170, 171]. Therefore, we interpret our results as an effect of
oxygen migration. The oxygen ions move towards the CoB layer with an applied
negative voltage, which changes the oxidation state of the sample. The oxygen species
remain at the new position after removing the gate voltage. It is worth mentioning that
the PMA is conserved in the sample, although it modifies the domain nucleation and
saturation. Manchon et al. (2008) showed that an optimally oxidized magnetic layer
promotes PMA. Due to the charge transfer between cobalt and oxygen at the Co/oxide
interface, the 3d band of cobalt becomes asymmetric, creating an energy difference
between the in-plane and out-of-plane d orbitals.
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Figure 5.8: Reversibility of the 4 Å Pt top layer as a function of cycle number, where
black points indicate the starting position, red points indicate the percentage reversib-
ility, and magenta points indicate the position along the x-axis after reversibility: (a)
Center of the loop after applying -2.1 V for 120 s and +4 V for 300 s. The resistivity
changes with an applied negative voltage and is fully reversible with a higher positive
voltage. (b) Reversibility at 20% nucleation is almost fully reversible. (c) Reversibility
at 80% saturation is also almost fully reversible. The field difference in the cases of
20% nucleation and 80% saturation might be due to a slight dislocation of the ITO
electrode.
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This strong spin splitting mitigates the effect of the low spin-orbit coupling of
oxygen atoms, resulting in PMA. However, in our system, due to the presence of heavy
metals (HM) on both sides of the ferromagnetic (FM) layer, the spin-orbit coupling
(SOC) is stronger at the interface. Consequently, the oxidation alone is insufficient to
eliminate the PMA from the bottom Pt/CoB interface (Section 6.3.2 study the oxygen
penetration depth) . Contrariwise, with a positive voltage, the oxygen ions travel
away from the CoB layer. Besides, due to ex-situ fabrication of the HfO2 layer, in our
structure, the Pt layer might be partially or fully oxidized as soon as it is exposed to
the environment; therefore, under a gate voltage, we can remotely control the oxygen
species in the Pt layer along with the oxygen species in HfO2.

We observed that a negative voltage increases the coercive field. Li et al. (2017)
[172] studied the Co/SrCoO interface and observed a change in coercive field. They
attributed this change to Co-3d and O-2p hybridization. Here, we also observe that the
magnetic moment and the anisotropy field are changing significantly [42, 43, 173, 174].
The change in magnetic moment suggests that oxygen ions are forming CoO, which
is antiferromagnetic, thereby reducing the moment under negative voltage. Previous
studies have also suggested that the bonding of oxygen with Co alters the magnetization
[83, 160, 164]. However, there might be two scenarios; firstly, the ions are moving to-
wards the magnetic layer with a negative voltage and changing the interfacial chemistry
between the CoB/Ir layers. Hence, the interfacial anisotropy and the Ir polarization
are also changing, which results in the modified anisotropy and the magnetic moment.
Secondly, the ions migrate up to the magnetic layer, forming a thin CoO layer. It is
possible that Boron is also oxidized. However, our measurements are not sensitive to
it. In Chapter 6, we present further data on the chemical nature of the changes within
Co and CoO. However, we can rule out the bulk oxidization of the magnetic layer, as
the effect is observed in a system where the magnetic layer is adjacent to the oxide
layer [83, 175]. Moreover, in this case, the system is not fully reversible, whereas our
system is almost fully reversible. The reversibility is calculated based on the previous
cycle. Following the eighth cycle, the position of 20% nucleation and 80% saturation
is higher compared to the previous cycles. The top electrode, connected loosely with
silver paste on the top of the ionic liquid. Therefore, the top electrode experienced
slight shifts due to vibrations, resulting in minor unchanged areas. This issue could
potentially be resolved by restricting the movement of the top electrode.
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The total resistance increases gradually at each cycle 5.8(a), which might be due
to disorder caused by oxygen migration, leading to increased surface roughness and
higher resistivity. A longer exposure with the positive voltage decreases the resistance
to around 203 Ohm.

We also observed that the system is not symmetric in gate voltage. It could be due
to bonding in Co-O so that reducing the bond takes more energy than oxidising (with
a positive voltage). On the other hand, it could be the ionic liquid itself is asymmetric
as the positive and negative charged parts of the molecule are different. The changes
in reversibility might be down to the cyclability of the ionic liquid, or might be down
to progressive changes in the same due to repeated motion of oxygen ions.

5.8 Conclusion

In this chapter, we have presented measurements of magnetic moments, anisotropy
fields, and Kerr microscopy images before and after the application of gate voltages.
All the results presented here can be explained with a model of oxygen migration.
The oxygen ions migration towards or away from the CoB layer under negative or
positive voltages respectively alters the oxidation state of the magnetic films, affecting
PMA while conserving the magnetic layer’s properties. The E-field impacts magnetic
moments and anisotropy fields significantly, potentially modifying interfacial chemistry
and leading to individual magnetic responses. The reversibility of the technique and
adjacent metallic layers offers remote magnetization control. Kerr microscopy images
shows that, negative voltages delay domain nucleation and positive voltage promotes
domain nucleation, likely due to changes in CoB/Ir interface oxidation states, which
also changes the anisotropy and spin-orbit torque. While all the magnetic properties we
have measured can be explained by the hypothesis that the oxygen ion bonds with Co
to form CoO, fully understanding this requires a direct examination of the chemistry
and structural changes at the interface. In the next chapter (Chapter 6), we will focus
on this aspect.

88



Chapter 6

Electric Field Induced Structural and Interfacial
Modification
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6.1 Introduction

Following the argument in the previous chapter, in this chapter the structural and
interfacial properties of the thin films studied as a function of magneto ionic modifica-
tion. In order to understand the changes in material properties with applied voltage the
X-ray photo electron spectroscopy (XPS), Scanning transmission electron microscopy
(STEM), Energy Discursive X-ray Spectroscopy (EDX) and Electron Energy Loss Spec-
troscopy (EELS) measurements were carried out. These techniques collectively allow
the understanding of elemental composition and their changes due to magneto ionic
effect. Additionally, the investigation of interfacial magnetic properties was conducted
through the use of the Brillouin light scattering (BLS) technique.

6.2 Sample structures

Figure 6.1: Kerr microscope M-H loops of as-grown and voltage-applied samples, where
±2.1 V were applied for 30 minutes. (a) The M-H loops of the Ir/Pt top layer: initial
state, with an applied negative voltage, and with an applied positive voltage. The
sample shows a similar effect as observed in Chapter 5. (b) The M-H loops of the
Cu/Pt top layer: initial state, with an applied negative voltage, and with an applied
positive voltage. The effect on the Cu/Pt samples is also the same as for Ir/Pt, though
it is more pronounced here.

The metallic multilayers investigated in this chapter are Ta(14 Å)/Pt(23 Å)/CoB(8
Å)/Ir(2 Å)/Pt(6 Å) and Ta(14 Å)/Pt(23 Å)/CoB(8 Å)/Cu(2 Å)/Pt(6 Å). The samples
were grown on a Si wafer with 300 nm SiOx by magnetron sputtering at the University of
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Leeds. In order to apply the electric field (E-field), 25 Å of HfO2 was deposited using
the ex-situ Atomic layer deposition (ALD) technique. All as-grown samples exhibit
PMA. For the application of the E-field, a commercial ITO glass electrode with 70 nm
Indium Tin Oxide (ITO) was connected using an ionic liquid, whereby the film acted
as a bottom electrode. In this chapter, voltage and time parameters were chosen to
maximize the observable effects during ILG gating. Specifically, a voltage of ±2.1V
and a duration of 30 minutes were used to induce the largest possible changes in the
sample.

The measurements were conducted using a Kerr microscope in a polar configuration,
employing an out-of-plane (OoP) magnetic field. The M-H loops obtained from the Kerr
microscope are averages of two to three positions and are presented in Figure 6.1 to
Figure 6.3.

Figure 6.1a) shows the effect of applied voltage on Ir/Pt samples. Similar to the
previous results (Chapter 5) with applied -2.1 V the coercive field increases and with
+2.1 V the coercive field decreases. Figure 6.1b) shows the similar effect for Cu/Pt
samples, but it is significantly higher than the Ir/Pt samples. However, both Ir/Pt and
Cu/Pt maintain full remanence.

Figure 6.2: Non-volatility check of the Ir/Pt top layer: (a) As-grown sample after
deposition, where no change was observed after 6 weeks. (b) -2.1 V for 30 minutes:
After applying the voltage, no change was observed after 6 weeks. (c) +2.1 V for 30
minutes: After applying the voltage, no change was observed after 6 weeks. The Ir/Pt
samples are very stable and do not change over time.

Figure 6.2 shows the nonvolatility effect of Ir/Pt samples after six weeks and all the
samples are non-volatile. Figure 6.3 shows the nonvolatility effect of Cu/Pt samples
after six weeks and fifteen weeks. Figure 6.3a) shows the as grown samples measured

91



6.3 Structural properties

one week after the deposition and Six week after the first measurement. The image
reveals significant changes in remanence during the second measurement of the as-grown
samples. The black curve indicates full remanence, signifying magnetization directed
out of the plane, while the red curve’s remanence decreases by approximately 83%.

Figures 6.3b) and 6.3c) demonstrate the effect of negative and positive voltage,
respectively, after applying voltage, at week six, and week fifteen. In the case of a
negative voltage the change is smaller compared to the duration of the measurement.
However, a significant change is observed with positive voltage, initially reducing the
coercive field but later increasing it with time.

Figure 6.3: Non-volatility check of the Cu/Pt top layer: (a) As-grown sample after
deposition, which changed significantly after 6 weeks. (b) -2.1 V for 30 minutes: After
applying the voltage, no change or only minor changes were observed after 6 and
15 weeks. (c) +2.1 V for 30 minutes: After applying the voltage, the coercive field
increased over time. The positive voltage pulls oxygen from the CoB layer, which may
be re-oxidizing over time.

6.3 Structural properties

6.3.1 X-ray photoelectron spectroscopy (XPS)

This section focuses on XPS measurements conducted to understand the observed mag-
netoionic effect in our samples. XPS is a powerful technique for investigating the ele-
mental composition and chemical states of materials within a surface-sensitive depth.
Our XPS measurements reveal that the oxidation of Co is significantly higher in samples
subjected to negative gating. This increased oxidation likely plays a crucial role in the
magnetoionic effect observed in these samples.
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Figure 6.4: An example of XPS measurements. (a) Oxygen spectra displaying the
metal oxide bond (Co-O-Fe) at approximately 530.4 eV and oxygen functional groups
at around 531.2 eV. (b) The complex Co−2 p3/2 peak in CoFe2O4 attributed to contri-
butions from both Co and CoO [176].

The technique facilitates elemental analysis within the depth range of 35 Å to 40
Å from the surface top. The measurement were conducted with the help of Dr. A.
Britton at the University of Leeds. All XPS data presented in this chapter are averages
derived from more than twenty scans. An initial scan was perform on the data using
the carbon 1s peak, which help to identify the elemental region with background. Only
material-specific spectra are shown in this chapter, with a typical dataset illustrating
the full spectrum range provided in Section 3.3.3.

The experimental data were analyzed using CasaXPS software, where elemental
peaks were fitted and analysed with the help of reference [177–183]. The Co, Pt, Ir and
oxygen spectra give a strong indication of surface chemistry and interfacial oxidization.
Figure 6.5 shows the oxygen peaks (O 1s) of Ir/Pt (6.5a-c) and Cu/Pt (6.5d-f) samples.
All the samples exhibit two separate oxygen peaks. For the as grown samples, two peaks
are at the ≈ 531.12 eV and ≈529.64 eV. Acharya et. al. (2020) [176] studied the CoFeO
composition by XPS and founds two peaks at 530.4 eV, considered as metal oxide bond
(Co-O-Fe), and at 531.2 eV, considered as oxygen functional group (6.4). Eslam et. al.
(2018) [184] studied the CoO with XPS. They identified two peaks as metal oxide at
530 eV and a hydroxyl group at 530.9 eV. Sayeed et. al. [185] studied the Au/Co(OH)2

electrode and observed the splitting of O 1s at 531.3 eV and 529.4 eV.
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Figure 6.5: XPS spectra at the O 1s edge: (a-c) As-grown and voltage-applied Ir/Pt
samples, and (d-f) As-grown and voltage-applied Cu/Pt samples. For both samples
(Ir/Pt and Cu/Pt), the oxygen peaks represent a combination of metal oxides and
hydroxyl groups, as illustrated in example Figure 6.4.

Following the examples above, we have identified the peak at ≈530 eV as metal
oxide such as CoO and oxygen functional group at ≈ 532 eV. For both two samples the
O 1s peak experiences a shift towards lower energy, with the shift being higher for the
Ir/Pt sample. On the other hand, with positive voltage, it shifts towards the higher
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energy level. The observed shift in the oxygen peak might be attributed to changes in
the chemical environment, specifically indicating that the oxygen is in a reduced state.
This suggests the possible formation of CoO, which has a lower binding energy, from
the Co2+ or Co3+ states [186–188].

Samples oxides 0V -2.1 V +2.1V

Ir/Pt
Metal oxide 530 eV 529.5 eV 530 eV
OH group 532 eV 531 eV 532 eV

Cu/Pt
Metal oxide 530 eV 529.5 eV 530 eV
OH group 532 eV 531 eV 532 eV

Table 6.1: XPS oxygen peaks were assigned using the CasaXPS elemental library.

The splitting of the O 1s peak indicates the presence of oxides associated with the
metals. Therefore, the complex Co-2P peak could be attributed to the oxide. Figure
6.6 shows the Co XPS data at 0 V (a and d), -2.1 V (b and e), and +2.1 V (c and f).
The Ir/Pt as grown sample (0 V) shows two peak at 778 eV and 781.5 eV. On the other
hand, the Cu/Pt as grown sample shows three major peaks at 778 eV, 781 eV, and 785
eV, with an additional small peak at 776 eV.

Grosvenor et al. (2005) [183] studied bonding in binary transition metals, identify-
ing a Co metal peak at 778 eV and two satellite peaks at higher energy levels, which
were attributed to interactions between photoelectrons and valence electrons on the
surface. Yang et al. (2010) [181] investigated various cobalt compounds using XPS and
found that Co oxides exhibit binding energies ranging from 779.9 eV to 790.7 eV. They
noted that the proximity of the Co metal peak complicates data fitting.

Zhao et al. (2019) [189] studied electrochemical oxygen evolution in np−Ir70Ni15Co15,
identifying a Co metal peak at 777.5 eV and oxidized Co peaks at 781.2 eV and 785.5
eV. Feng et al. (2020) examined the effects of Co interface oxidation in Pt/Co/AlO−x
trilayers. They observed that with decreasing AlO−x thickness, a high-energy shoulder
at 780.7 eV appeared, indicating partial CoO formation alongside metallic Co.

Zhang et al. (2020) investigated perpendicular magnetic anisotropy (PMA) in
SrTiO3/Co/Pt, systems, focusing on oxygen diffusion from a CaTiO3 spacer layer.
They found the Co-2p3/2 peak at 792.5 eV and the CoO-2p3/2 peak at 781.1 eV. Sim-
ilarly, Gweon et al. (2018) studied MgO dependent PMA in Pt/Co/MgO trilayers and
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observed that oxygen penetration influenced the PMA, with Co metal and CoO peaks
appearing at 778.4 eV and 780.9 eV, respectively.

Figure 6.6: XPS spectra at the Cobalt L2,3 edge: (a-c) As-grown and voltage-applied
Ir/Pt samples, and (d-f) As-grown and voltage-applied Cu/Pt samples. All samples
exhibit a complex Co peak, comprising metallic Co and CoO. As-grown and positively
gated samples suppress the CoO peak, while negatively gated samples suppress the
metallic Co peak.
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All these examples illustrate the binding energies of Co and CoO, with the Co peak
typically appearing near 778 eV and Co oxides at higher energy levels. The formation
of CoO and the associated shift to higher energy levels help to understand the oxidation
states and chemical environment of Co. Additionally, the chemical state and thickness
of adjacent layers can significantly influence the formation of CoO. The diffusion of
oxygen into the Co layer and changes in the chemical state can modify the PMA in
multilayer systems. Therefore, after reviewing the above information and consulting
the XPS analysis, all these peaks shown in Figure 6.6 were identified using the CasaXPS
software elemental library. The peak at 778 eV was identified as the Co metal peak,
while the peak at 781 eV was attributed to CoO. The peak at 785 eV was identified as
a satellite peak. The small peak at 776 eV, slightly above the background and adjacent
to the primary Co peak, has been identified as the Co Auger peak [190, 191]. In XPS,
the interaction of X-ray photons with atoms leads to the ejection of electrons from the
core levels (e.g., K shell). This ejection creates a vacancy in the core level. Electrons
from higher energy levels (e.g., L and M shells) will then fill this vacancy. During this
transition, the upper shell electrons release energy, which can excite nearby electrons.
Some of these excited electrons may be scattered within the atom. This process can
also excite conduction electrons. The excited electrons that are emitted in this process
produce peaks known as Auger peaks. Figures 6.6 (b-f) were also analyzed similarly,
revealing the presence of the Co oxide peak positioned between the Co metal and the
satellite peaks.

Elements Metal peak Oxide peak Satellite peak Auger peak

Co 778 eV 781 eV 785 eV 776 eV

Table 6.2: Co peaks were assigned using the CasaXPS element library.

Figure 6.7a-c) are showing the Ir as grown, with applied -2.1 V and +2.1 V re-
spectively. Park et. al. (2020) [192] studied the oxygen evolution reaction of IrO2/Ti
electrode under acidic conditions. After analysing XPS spectra they two Major peak
as the Ir 4 f5/2 at 65.1 eV and the Ir 4 f7/2 at 62.1 eV, corresponding Ir3+ state. Addi-
tionally, Ir 4 f5/2 at 66.4 eV and the Ir 4 f7/2 at 63.5 eV, corresponding Ir4+ state.
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Figure 6.7: XPS spectra of Ir in Ir/Pt and Cu in Cu/Pt samples: (a-c) Effect of applied
voltage on Ir/Pt. Only slight or no changes were observed with applied voltages on Ir,
indicating that higher energy is required to obtain information for Ir. (d-f) Effect of
voltage on Cu/Pt. The negatively gated Cu/Pt sample shows a significant difference
in oxidation.

Choe et. al. [193] proposed the IrO2/Ti as an efficient oxygen electrode at high
temperature. They fitted peaks with Gaussian line profile and observed the Ir 4 f5/2

and Ir 4 f7/2 at the 65.1 eV and 62.2 eV respectively. They considered the Ir4+ at the
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65.1 eV and 62.1 eV. The Ir XPS spectra on the Figure 6.7a-c) change slightly with
appled voltage. The two Major peak are assumed to be Ir 4 f7/2 and 4 f5/2. The minor
peaks at ≈ 58 eV and 61 eV are considered as represents Ir 4 f7/2 and 4 f5/2 respectively,
representing the Ir4+ states. The peak at the higher energy level of 65 eV is considered
as the satellite peak.

Elements Metal peak Oxide peak Satellite peak Auger peak

Ir 60 eV and 63 eV 58 eV and 61 eV 65 eV -

Table 6.3: Ir praks were assigned using the CasaXPS

Figure 6.7d-f) shows the Cu XPS measurement of as grown sample (d), with applied
-2.1 V (e) and with +2.1 V (f). Using the CasaXPS elemental library, two peaks
were assigned at ≈ 932 eV and ≈ 934 eV. Kazak et. al. [194] synthesise of copper
oxide/carbon nanocomposite and mentioned that the Cu– 2 p3/2 peak at 932.2 to 932.8
eV due to Cu2O and 933.5 to 934.0 eV due to CuO. Sljukic et. al. [195] shows the
Cu– 2 p3/2 peak at 933.8 eV for CoO/graphite composite. Ivanova et. al. (2020) [196]
showed two peaks at 934.3 eV and 932.6 eV for Cu+2 (Cu– 2 p1/2) and Cu+1 (Cu– 2 p3/2)
respectively.

Elements Metal peak Oxide peak Satellite peak Auger peak

Cu 332 eV 334eV - -

Table 6.4: Cu were assigned using the CasaXPS element library.

Figure 6.8 shows the Pt 4f XPS spectra of Ir (a-c) and Cu (d-f) samples at 0 V(a,d),
-2.1 V(b, e), and +2.1 V(c, f). Using the CasaXPS elemental library four peaks were
assigned at ≈ 71.2 eV, ≈ 74.5 eV, ≈ 72.2 eV, and ≈ 75.5 eV. Sofa et. al. (2019) [197]
studied the Pt nanotube. They deconvoluted and fitted two Pt peaks for Pt−4 f7/2 and
Pt−4 f5/2. They claimed metallic Pt (Pt 0) and Pt+2 peaks at the 70.9 eV and 72.6 eV
respectively. However, Sen et. al. (2007) [198] found the Pt(0) at 71.2 eV and 74.3 eV,
and the Pt(OH) at 72.2 eV and 75.5 eV.
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Figure 6.8: XPS spectra of Pt 4f: (a-c) Samples with Ir/Pt, and (d-f) Samples with
Cu/Pt. For both samples, little or no change was observed in Pt with applied voltages,
indicating that higher energy is also required to obtain information for Pt, as shown in
the XAS of Pt (Figure 6.18).

In summary, the XPS spectra of Co, Pt, Ir, Cu, and oxygen provide strong in-
dications of surface chemistry and interfacial oxidation. All the samples exhibit two
separate oxygen peaks. The O 1s peak experiences a shift towards lower energy, with
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the shift being higher for the Ir/Pt sample. The splitting of the O 1s peak indicates
the presence of oxides associated with the metal interfaces. Therefore, the complex Co
2P peak could be attributed to the oxide. The peak at 778 eV is designated as the Co
metal peak, while the peak at 781 eV is attributed to CoO. All assigned peak are listed
in the Table 6.5 below,

Elements Metal peak Oxide peak Satellite peak Auger peak

Co 778 eV 781 eV 785 eV 776 eV
Ir 60 eV and 63 eV 58 eV and 61 eV 65 eV -
Cu 332 eV 334eV - -
Pt 71 eV and 74.5 eV 72 eV and 75.5 eV - -

Table 6.5: All elements were assigned using the CasaXPS element library, with ad-
ditional reference to sources [178 to 200]. The magnitude of the residual standard
deviation ranged from 0.77 to 0.96.

6.3.2 Atomic level investigation of oxygen migration

The scanning transmission electron microscopy (STEM) scan was performed to invest-
igate the effect of applied voltage at the interface of the magnetic systems. The STEM
samples were prepared by J. Harrington, while the data acquisition was carried out by
Dr. Z. Aslam at the Leeds Electron Microscopy and Spectroscopy Centre (LEMAS),
university of Leeds.

Figure 6.9 shows the high-angle annular dark-field (HAADF) imaging and energy
dispersive x-ray spectroscopy (EDX) elemental mapping. All the indicated elements
are present in the samples. Due to limited resolution, the interface is not visible at the
HAADF image. For the as grown samples, the Ir/Pt was deposited as a STEM capping
layer 3.4. Thus, The Pt and the Ir is showing double layers. The composition profile of
elements are showing in the Figure 6.10a). In Figure 6.10b) is the combination of Co
and Oxygen are shown. The Ir, Co, and Pt peaks are located between ≈ 15 nm and 18
nm, and they are distinct/separated. Therefore, from all these figures it is a evident
that the Co is not diffusing with the top (Ir) and bottom (Pt) layers.
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Figure 6.9: EDX mapping was performed on the as-grown samples The bright most
region in the middle is the magnetic multilayer, the gray region on top of the magnetic
layer is the HfO2, dotted lines were added as a guide for the eye. All the elements in the
sample can be distinguished separately. The red color represents the Si substrate, while
blue indicates Ta. The light blue color shows Pt layers, with the double layer in Pt
attributed to the re-sputtered TEM capping layer applied before sample preparation.
Magenta corresponds to the Co layer, yellow represents Ir, and orange indicates Hf.
The double layer in oxygen (green) is due to the presence of SiO2 and HfO2. The
elements are presented individually due to noise caused by the limited resolution of the
TEM system.

The minimum in the oxygen peak at the Co peak suggests that the Co layer either
lacks oxygen or contains less oxygen compared to the surrounding layers. The Pt
layer exhibits a double peak near the Co peak, and the oxygen contacts the Pt layer,
suggesting the presence of oxygen in the Pt cap layer. The Co peak is around 1 nm,
which might be accurate, but it broadens with a shoulder-type behavior over 2 nm.
The Hf central peak is approximately correct, at around 3 nm, but it has a background
on both sides. The Ir shows a small peak just before the Co peak. We know that the
Si substrate should be the sharpest due to its smoothness, but it decays over 5 nm.
STEM EDX mapping confirms the expected layer structure of the sample. The analysis
verifies that the layers are well-defined and consistent with the anticipated design and
the XPS data.
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Figure 6.10: (a) EDX mapping of the as-grown sample. Different elements of the film
are shown with color coding similar to the previous image. (b) EDX elemental mapping
of Co and oxygen, showing high noise and difficulty in distinguishing other elements in
a single image. (c-d) O-K EELS spectra at HfO2 and the substrate, indicating that no
oxygen can be detected within the metallic multilayer. (e-f) Co-L2,3 EELS spectrum
at the CoB layer, where (f) shows the as-grown sample and at -2.1 V. The Co spectra
show no difference between the two conditions.

To obtain the EELS spectrum, we did perform a pixel-by-pixel scan across the
cross-section, starting from the HfO2 overlayer to the SiO2 substrate layer. The O-K
absorption edge EELS spectra in Figure 6.10c-d) hint at different spectral fingerprints
as expected. The solid line is representing the top oxide layer or gate oxide, where the
dotted line is presenting the substrate oxide (SiO2). However, the Co-L EELS data
shown in Figure 6.10e-f) were not well resolved because the instrumental resolution
is insufficient to probe the CoB layer to a sub-nanometer thickness (≈ 0.8 nm). Two
bright color bands in Figure 6.10e represent the Co layer. Away from these bright
bands, some pixels show intensity due to electrical noise. Figure 6.10f displays the
CoL2,3 edge spectra for both the as-grown (magenta) and the -2.1 V gated samples.

When investigating the oxygen distribution within the film, the limitations of the
system become apparent. Although it is evident that oxygen does not penetrate com-

103



6.4 Magnetic properties

pletely through the film, the technique lacks the spatial resolution required to dis-
tinguish between the gated and ungated regions. This constraint prevents accurate
quantification of the oxygen incorporated during the gating process. Consequently, it
can be seen that gating does not move of oxygen throughout the entire film, or it does
not lead to the saturation of the sample with oxygen.

To fully understand how oxygen moves under gating, sub-nanometer level resolution
is essential. This high-resolution requirement sets a limit on the length scale that must
be achieved for precise analysis. To overcome these limitations and obtain a more de-
tailed understanding of oxygen dynamics, an electron microscopy-based technique with
better than one nanometer resolution is necessary. Utilizing such advanced techniques
would require access to more sophisticated facilities, such as SuperSTEM, which offer
the enhanced resolution and capabilities needed to thoroughly investigate the oxygen
distribution and behavior during gating.

6.4 Magnetic properties

6.4.1 Saturation magnetization and effective anisotropy

In order to estimate the saturation magnetization (Ms) of the CoB, a series of Ta(1.4
nm)/Pt(2.3 nm)/CoB(X nm)/Ir(0.2 nm)/Pt(0.6 nm) layers was grown, where X =
0.5, 1.2, 1.5, 1.8, 2.0, 2.2, 2.4, and 2.8 nm. There for here these samples information
is used to determine the the room temperature magnetization of CoB using SQUID
VSM. Figure 6.11a) shows the moment per cm2 as a function of CoB thickness. To
determine the saturation magnetization (Ms), the data was fitted with a straight line.
The gradient of the fitted line yielded an Ms value of 750 +/- 20 emu/cc with the Boron
concentration of 32 %.

The Ms depends on the CoB concentration, they also can be influenced on how the
proximity of the Pt is treated. This is significant when the layer thickness is very thin
(below 1 nm). In our research group, Satchell et al. (2021) [199] calculated the Ms as
760 +/- 90 emu/cc for CoB/Pt from the y-axis intercept, where the Boron concentration
was 32 %. They observed a down-turned trend in Ms from a CoB thickness of 0.6 nm.
Darwin et. al. (2023) [88] values between 300 emu/cc and 330 emu/cc for CoB/HM
(such as CoB/Pt, CoB/Ir, and CoB/Ta) interfaces, with a boron concentration of 48%.
This is significant when the layer thickness is very thin (below 1 nm).

104



6.4 Magnetic properties

Figure 6.11: (a) The Ms values of the as-grown and gated samples (unadjusted Ms) are
shown. The gated Ms values are aligned with the straight line fit, with the shift from
the original positions calculated using the toy model described in Equation 6.1. (b)
The goodness of fit using the toy model is evaluated by comparing the adjusted gated
data points to the original linear fit of the as-grown samples.

In our research group, Satchell et al. (2021) [199] calculated the Ms as 760 +/- 90
emu/cc for CoB/Pt from the y-axis intercept, where the Boron concentration was 32 %.
They observed a down-turned trend in Ms from a CoB thickness of 0.6 nm. Darwin et.
al. (2023) [88] CoB/HM ( such as CoB/Pt, CoB/Ir, and CoB/Ta) interfaces reporting
the Ms between 300 emu/cc and 330 emu/cc for 48% boron concentration. Dusas
group studied the temperature dependent magnetization of amorphous CoB with 20-
30% of Boron. They claimed that the magnetization of CoB depends on the Boron
concentration and found the Ms between 0.917 T to 3.353 T (917 A/m - 3353 A/m) at
0 K [153]. Lavrijsen et. al. [200] also presented the Ms of different Boron concentration
for Pt/CoB/Pt films and measuring between 1030 kA/M to 1420 kA/M (1030 emu/cc
- 1420 emu/cc). The straight-line method we used to calculate Ms assumes that the
fit goes through the origin, implying the absence of any dead layer within the system.
However, the figure illustrates that the straight line does not intersect the zero on the
y-axis; instead, it extends beyond zero. Consequently, the sample exhibits a magnetic
dead layer, with a calculated thickness of 0.7 ÅṖrevious literature has also mentioned
the presence of a dead layer at the FM/HM interfaces. Tan et. al. (2021) [201] reported
Ms of 0.8 MA/m to 1.2 MA/m (800 emu/cc - 1200 emu/cc) for the CoB/HM (20 %
Boron) interfaces with dead layer of 4 Å to 6 Å.
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Figure 6.12: The slab model assumed that negative voltage is decreasing the CoB
thickness and increasing the CoO thickness. Nevertheless the positive voltage increases
the CoB thickness and decreases the CoO thickness.

One might expect the dead layer thickness different in the two gated samples. How-
ever, we do not have sufficient data across the full range of thicknesses to achieve
statistically significant independent fittings. To work around this we used a toy model
(Equation 6.1) where the samples have a slab of ’bulk like’ CoB and a slab of oxidized
CoB with effectively no moment. Figure 6.12 illustrates the model’s assumptions.

Magnetometry measurements do not provide direct evidence of CoO formation.
However, XPS (Section 6.3) and XAS (Section 6.4.3) are capable of identifying CoO. It
is important to note that all these experiments were conducted at room temperature.
Despite this, XPS and XAS do not offer insights into the energy scale associated with
oxidation or reduction processes. Literature indicates that ionic liquid gating exhibits
temperature dependence, with an increase in electrochemical reactions at higher tem-
peratures [202]. However, distinguishing between ion migration and chemical reactions
in such experiments remains challenging.

In the slab model, we assumed that negative voltage increases the CoO content
by oxidizing the Co layer, while a positive voltage extracts oxygen from CoO, thereby
increasing the metallic Co layer. Consequently, a positive voltage enhances the total
magnetic moment, whereas a negative voltage diminishes it. We then displace the
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points corresponding to the gated samples sideways, calculating a goodness of fit of
both the as-grown and shifted gated samples to the original linear fit of the as-grown
samples. In this way we estimate what change in oxidised CoB slab thickness would
be necessary to make the gated sample points fit the as-grown trend (figure 6.11(b)).
Within the limits of this model, this suggest that the negative gated sample has a
thicker dead layer 0f 0.88 Å and the positive gated sample has a thinner dead layer of
0.62 Å compared to the as-grown sample.

F(shift) = [(m0 − mi
m0

)2 + (x0 − xi
x0

)2]1/2 (6.1)

Where mi is the shifted slope, m0 is the original slope, x0 is the original thickness and
xi is the shifted thickness. The model gives us a 0.8 Å shift for the positive voltage and
1.3 Å for the negative voltage.

Figure 6.13: HK and Keff of Ir/Pt and Cu/Pt samples: (a) HK, b) Keff . As observed
in Chapter 5, the application of a negative voltage increases both the anisotropy field
and and the effective anisotropy constant, whereas the application of a positive voltage
results in a decrease in these parameters. However, Cu/Pt under +2.1 V is an exception.

Figure 6.13 shows the anisotropy field (µ0Hk) as a function of applied voltage and
calculated effective anisotropy (Keff). µ0Hk is measured using AHE techniques by
rotating samples (±180◦) in a constant applied field of more than half a Tesla (in this
case, an arbitrary 518 mT). The resulting Hall voltage is recorded as a function of angle.
The parabolic part of the data is fitted with parabola function, gives the anisotropy field
[89, 151]. The obtained µ0Hk is then used to calculate the effective anisotropy constant
using Equation 3.7. From the figure, the Ir/Pt samples arepossessing significantly
higher effective anisotropy than the Cu/Pt samples. The negative voltage increases
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the effective anisotropy for both Ir/Pt and Cu/Pt samples, while the positive voltage
decreases it for Ir/Pt sample, but increases it for Cu/Pt. However, the transition from
the as-grown sample to the negatively gated sample is higher for the Cu/Pt samples,
while the shift from the as-grown to the positively gated sample is slightly low for the
Ir/Pt samples. It is noteworthy that the anisotropy of the as-grown Cu/Pt sample
is lower than that observed under positive voltage conditions. Table 6.6 shows the
calculated µ0Hk and Keff ,

Samples Gate Voltage (V) µ0Hk(T ) Keff MJJ/m3 Ms(emu/cc)

Ir/Pt
0 V 1.06±0.01 0.40±0.02

750

-2.1 V 1.38±0.01 0.52±0.02
+2.1 V 0.88±0.01 0.33±0.01

Cu/Pt
0 V 0.10±0.01 0.04±0.01

-2.1 V 1.09±0.01 0.41±0.02
+2.1 V 0.21±0.01 0.0.08±0.01

Table 6.6: Calculated µ0Hk and Keff using a Ms=750emu/cc for Ir/Pt and Cu/Pt
samples.
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6.4.2 Interfacial magnetic properties

The bubble expansion techniques works by utilizing the bubble domain wall velocity
created using the OoP and In-P magnetic fields, which is than use to calculate the
Dzyaloshinskii-Moriya interaction (DMI). In the studied systems, it was challenging to
nucleate isolated bubble and control the domain wall velocity. Therefore, in addition
to the bubble expansion technique, BLS technique is employed to study the DMI. The
measurements and calculations were conducted during a secondment in LSPM (Process
and Material Sciences Laboratory) under supervision of Professor M. Belmeguenai.

The BLS technique exploits the non-reciprocal propagation of spin waves (SWs)
induced by DMI in magnetic films. Consequently, the DMI can be calculated from the
averaged frequency mismatch, ∆F, between the Stokes and anti-Stokes frequency peaks
obtained from the measurements. In Figure 6.14a), examples of BLS data for Cu/Pt
samples are presented, where the frequency difference is indicated by red dotted lines.
The measurement for DMI is only taken to the highest wave vector Ksw = 20.45 µm−1,
which corresponds to the incident angle of 60◦ for positive and negative magnetic field
(field applied along hard axis, Section 3.8). The effective DMI is calculated using the
equation 3.8, which is shown in the Figure 6.14b). Figure 6.14 shows that the Ir/Pt
samples are showing the positive DMI and the Cu/Pt samples are showing negative
DMI. Cu/Pt samples arepossessing higher DMI than that of Ir/Pt samples. With
applied negative voltage the DMI of Cu/pt sample decreasing significantly, while with
positive voltage it the DMI is the same. With applied voltages the Ir/Pt samples are
showing higher DMI than as grown sample. The surface constant (Ds) can be calculated
from effective DMI, where Ds = DMIeff/tCoB, which is shown on 6.14c). The Ds shows
the similar trend as effective DMI.

Figure 6.14d) shows the effective magnetization calculated from Equation 3.8.The
effective magnetization is negative and higher for the Ir/Pt samples compared to the
Cu/Pt sample. This difference may arise from the strong spin-orbit coupling at the
heavy metal interfaces in the Ir/Pt samples, whereas in the Cu/Pt samples, it originates
only from the bottom interface. The applied negative voltage decreases the effective
magnetization, where changes it significantly for the Cu samples. Similarly, the positive
voltage is also decreasing the effective magnetization.
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Figure 6.14: (a) The averaged frequency difference between the Stokes and anti-Stokes
peaks is used to calculate the DMI. (b) The effective DMI significantly changes with
the application of a negative voltage. (c) The effective magnetization, 4πMeff , where
the negative sign indicates high interfacial anisotropy.

6.4.3 X-ray absorption spectroscopy (XAS) and X-ray magnetic cir-
cular dichroism (XMCD) measurements

This section presents a material-specific comprehensive study of magneto ionic effect on
Pt and Co is performed using XAS and XMCD measurements. The data were acquired
by Dr. H.B. Vasili at the BOREAS beamline of the ALBA synchrotron in Spain, and
all analyses were conducted with his assistance.
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Figure 6.15: XAS spectra in the vicinity of the Co−L2,3 absorption edges. Data were
taken with left and right circularly polarized light. The data has two characteristics
peaks from Co−2 p3/2 and Co−2 p1/2. The difference due to the left and right circularly
polarized photon is shown by the blue line. Ir/Pt samples at normal incident: (a) 0 V,
(b) -2.1 V, (c) +2.1 V. And at grazing incident: (d) 0 V, (e) -2.1 V, (f) +2.1 V
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X-ray photon was generated using an Apple-II-type undulator, with 70% circularly
polarized light employed for measurements in reflection geometry. The samples were
saturated with an applied magnetic field of approximately 60 kOe. X-ray beams with
energy similar to the Co CoL2,3 absorption edge and Pt M absorption edge, including
pre-edge and post-edge intensity, were used for the measurements. Figure 6.15 displays
the XAS measurement of Ir/Pt and Cu/Pt samples at normal incident conditions, The
black curve represents the right circularly polarized beam, the red curve represents
the left circularly polarized beam, and the difference is indicated by the blue line.
Both sets of data show two major peaks around 777.5 eV and 793 eV. In the Ir/Pt
samples, a shoulder is observed at around 778.5 eV, the negative applied voltage sample
showing a more prominent shoulder compared to the positive and as-grown samples.
For the Cu/Pt samples, the shoulder is more pronounced than in the Ir/Pt samples.
Additionally, the Cu/Pt samples with negative voltage display an additional shoulder
between 777.5 eV and 778.5 eV.

Samples Gate voltage (V) Co-L3 (eV) Shoulder (eV) Comments

Reference sample 0 V ≈ 777.5 none Metallic Co

Ir/Pt
0 V ≈ 777.5 ≈776 CoOformation

-2.1 V ≈ 777.5 ≈776 CoOformation
+2.1 V ≈ 777.5 ≈776 CoOformation

Cu/Pt
0 V ≈ 777.5 ≈776 CoOformation

-2.1 V ≈ 777.5 ≈776 CoOformation
+2.1 V ≈ 777.5 ≈776 CoOformation

Table 6.7: XAS Peak Analysis of Ir/Pt, Cu/Pt, and Reference Samples.

Figure 6.16 presents the XAS spectra of Ir/Pt samples (a,b) and the Cu/Pt samples
(c,d), with insets are showing the Co metallic edge. Initially, discerning changes with
applied voltage is challenging. However, upon magnification near 776 eV, differences
become apparent between the as-grown, negative voltage, and positive voltage samples.
All Ir/Pt and Cu/Pt samples exhibit a pre-shoulder behavior in this region, more
pronounced in the Cu/Pt samples. For both types of samples the negative voltage is
increasing the shoulder compared to the as grown samples. Negative voltage increases
the shoulder for both sample types.
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Figure 6.16: XAS spectra of (a,b) Ir/Pt and (c,d) Cu/Pt samples show a negative
voltage increasing the Co pre-peak (inset), indicating CoO formation is high. A ref-
erence sample Ta(14 Å)/Pt(23 Å)/CoB(8 Å)/Ir(2 Å)/Pt(6 Å)/Ta(10 Å). The Ta cap
protects the sample from oxidation, indicating that the as-grown samples underwent
oxidation between two growth.

Under a positive voltage the Ir/Pt sample decreases the shoulder, while for Cu/Pt
samples, it has the opposite effect. In the Figure 6.16 b,d), a sample with a Ta cap
is used as a reference, with Ta helping to protect the sample from oxidation. The
reference spectrum shows a smooth edge compared to the as-grown samples. Hence, it
is evident that the as-grown samples deviate significantly from this reference.

Figure 6.17 illustrates the XMCD spectra of Ir/Pt samples (a) and the Cu/Pt
samples (b) at normal incident conditions. Both types of samples exhibit two major
peak at around 777.5 eV and 793 eV. For Ir/Pt samples, the peak decreases with applied
negative voltage and increases with positive voltage compared to the as-grown samples.
On the other hand, Cu/Pt samples show a decrease in peak intensity for both negative
and positive voltages compared to the as-grown samples.
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Figure 6.17: XMCD spectra of (a) Ir/Pt and (b) Cu/Pt. Both samples (Ir/Pt and
Cu/Pt) show low dichroism under negative voltage. However, under positive voltage,
the Cu/Pt sample exhibits lower dichroism compared to the as-grown sample, possibly
due to re-oxidation.

Figure 6.18(a,b) presents the hysteresis loop of Ir/Pt, as grown and with -2.1 V
samples, under normal and grazing incident conditions. The coercive field of the negat-
ive voltage sample is significantly increased compared to the as-grown sample. In Figure
6.18c,d), the magnetic moment of Ir/Pt and Cu/Pt samples, respectively, is displayed
under normal and grazing incident conditions. All samples exhibit a higher moment
under normal incident conditions. Cu/Pt samples have at least 10% higher magnetic
moment than Ir/Pt samples. For Ir/Pt samples, the moment decreases significantly
with negative voltage and increases significantly with positive voltage. Conversely, for
Cu/Pt samples, positive voltage also decreases the magnetic moment. However, at
grazing incident conditions, the moments of as-grown and positive voltage samples are
the same. Figure 6.18 shows the XMCD measurement of Pt M absorption edge of Ir/Pt
(c) and Cu/Pt (d) samples. For both types of samples, peaks are observed at 2654 eV.
The negative voltage sample shows a higher peak compared to both the positive voltage
and as-grown samples.

The measurements are consistent. Hysteresis loops obtained from Kerr imaging,
SQUID-VSM, and XMCD demonstrate that negative voltage amplifies the coercive
field. The XPS and XMCD measurements show an increase in Co oxide with negative
gate voltage (see Figure 6.16 and Figure 6.6), which is supported by SQUID-VSM data
indicating lower saturation magnetization for negatively gated samples.
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Figure 6.18: Magnetic moment of (a) Ir/Pt samples and (b) Cu/Pt samples. A negative
voltage decreases the moment of Co. However, a positive voltage on the Cu/Pt sample
is an exception. (c) Hysteresis loops of Ir/Pt samples: a negative voltage increases
the coercive field, as observed under a Kerr microscope. XAS spectra at the Pt−M3

absorption edge for (d) Ir/Pt and (e) Cu/Pt samples indicate a change in oxidation
state under negative voltage, suggesting oxygen migration from the HfO2
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6.5 Discussion

This chapter presents the effect of ion migration (E-field induced) on the structural
and interfacial magnetic properties of CoB/Ir/Pt samples. Additionally, we studied
CoB/Cu/Pt samples, which exhibit a different DMI interaction due to a more pro-
nounced asymmetry in the structure compared to CoB/Ir/Pt samples.

In Chapter 5, we demonstrated the effect of oxygen migration on the magnetic
properties of CoB/Ir/Pt samples. We observed that oxygen ions move to the CoB layer
under a negative voltage, decreasing the Ms and increasing the coercive field. The
evidence presented here, based on XAS studies of the CoB/Ir/Pt samples, is consistent
with our interpretation in Chapter 5.

The results from the CoB/Cu/Pt samples in this chapter show a similar effect.
However, the effect on DMI, as measured by BLS, is more pronounced.

We assume that negative voltage drives oxygen to the magnetic layer, while positive
voltage removes oxygen from the magnetic layer. The samples exhibit non-volatility,
for Cu/Pt samples stable even after fifteen weeks with negative voltage. However,
as-grown Cu/Pt samples experience changes in remanence magnetization over time,
suggesting that the negatively gated samples are chemically more stable compared
to the as-grown sample. This might be due to the formation of CoO at a negative
voltage, which protects the sample from further oxidation. Copper, known for its quick
oxidation behavior [203, 204], can oxidize within a few nanometers in a couple of days.
This rapid oxidation may be attributed to the inability of the native oxide to protect
against oxidation. Therefore, there might be oxidation due to ex-situ HfO2 growth,
subsequently altering the oxidation state of the Cu layer in Cu/Pt samples. Samples
with applied positive voltage also undergo significant changes, possibly related to re-
oxidation. The applied voltage moves oxygen ions from the CoB layers, but over time,
the oxidation level changes, affecting the coercive field.

The oxidation of the samples between growth is confirmed by the XPS character-
ization, The O-K absorption edge exhibits multiple peaks, indicating the presence of
metal oxides at around 513.12 eV and functional oxide groups at approximately 529.64
eV [176, 184, 185]. Co L2,3 spectra of the as-grown samples show a CoO peak at around
781 eV along with a Co metal peak at around 778 eV [181, 183, 189, 205–207]. With
applied negative voltage, the oxide peak at 781 eV increases, suppressing the Co metal
peak at 778 eV. Conversely, with positive voltage, the metal peak increases, suppress-
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ing CoO. These results suggest that negative voltage drives oxygen to the magnetic
layer, while positive voltage drives oxygen away from the magnetic layer. Additionally,
XPS peaks for Ir, Pt, and Cu also suggest the oxidation of Ir, Pt, and Cu layers. In
Ir XPS spectra, the major peaks around 60.4 eV and 63.4 eV represent Ir 4 f7/2 and
4 F5/2, respectively. Minor peaks at approximately 58 eV and 61 eV correspond to Ir4+

states, while the peak at a higher energy level of 65 eV is considered a satellite peak
[192, 193, 208, 209]. The Cu XPS spectra indicate the Cu2O at ≈ 332 eV and CuO at
≈ 334 eV [194–196]. The Cu XPS spectra indicate Cu2O at approximately 332 eV and
CuO at around 334 eV [194–196]. With applied voltage, the Cu XPS spectra exhibit
significant changes, with both peaks undergoing substantial changes (6.7). The Pt XPS
spectra show metallic Pt peaks at around 71.2 eV and 74.5 eV, with additional oxide
peaks at 72.2 eV and 75.5 eV [198, 210, 211].

The XAS and XMCD study also suggests the oxidization of the as grown samples
between two growths (sputtering and ALD). The XAS data show a peak at 777.5
eV with a high-energy shoulder at 781 eV, possibly indicating the Co +

3 line shape,
with the shoulder attributed to the primary Co +

3 valence state [212]. Additionally, a
prominent shoulder at 778.5 eV, more noticeable in the Cu/Pt samples, is observed.
Negative voltage increases it, while positive voltage decreases it, indicating variations
in oxidation states with applied voltage. An additional shoulder around 776 eV, before
the Co metallic peaks, might be associated with the pre-peak of Co +

2 [212], and it
also changes with applied voltage, suggesting alterations in oxidation states in the
systems. The magnetic moment from the metallic Co and the transition of Co valance
between Co +

3 and Co +
2 might be due to the oxygen migration effect [212]. However, the

shoulder between 777.5 eV and 781 eV can also be described as a multiplet structure due
to a small background absorption, observed because of oxides related to photoelectron
excitations into continuum states. This originates from the more confined nature of 3d
orbitals in oxides, representing discreet transitions of 2p to 3d. This is considered a
distinctive characteristic of the confined 3d orbitals associated with cobalt ions [213].

The coercive field of Ir/Pt samples is in good agreement with microscopy meas-
urements, where negative voltage increases it. The XMCD data reveals the largest
dichroism for the positively gated (Ir/Pt) and as grown (Cu/Pt) samples, indicating
they have the highest magnetic moment [175]. This is consistent with the magnetic
moment of Ir/Pt and Cu/Pt samples. It is worth mentioning that the Cu positively
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gated sample at normal incident shows a lower magnetic moment. However, with a
grazing incident the moment is same as as grown sample.

The total magnetic moment is calculated from the orbital (ml) and spin (ml) mag-
netic moments, which depend on the number of holes in the Co 3d states, posing chal-
lenges for prediction and suggesting potential effects from electric polarization. The
ml/ms ratio for the Ir/Pt as-grown sample is 0.15 at normal incident, compared to
0.12 for the Cu/Pt sample. Under a negative voltage of -2.1 V, the ratio for the Ir/Pt
sample decreases to 0.13, while for Cu/Pt, it is 0.14. At a positive voltage of +2.1 V,
the ratio increases to 0.15 for the Ir/Pt sample, whereas for Cu/Pt, it is 0.12. Ueno et
al. (2015) calculated the ratio for Co in Pt/Co (0.2-1.7 nm)/AlOx to be between 0.11
and 0.27 [214], and for Pt/Co (0.2-1.4 nm)/Pt to be approximately 0.1. Chen et al.
[215] calculated the ratio for Co (5-7 nm) to be approximately 0.01. Gambardella et
al. calculated the value to be 0.15 for the Co/Pt system [216]. These calculated values
(Table 6.8) are within the range reported for Co.

Samples 0V -2.1 V +2.1V

Ir/Pt 0.15 0.13 0.15
Cu/Pt 0.12 0.14 0.12

Table 6.8: Calculated ml/ms values for Co. The calculated values are with in the
reported range.

The Pt M3 peak at 2646 eV shows oxidation behavior in as-grown samples [217].
A negative voltage significantly increases the oxidation, suggesting that oxygen from
HfO2 pushes the oxygen in Pt towards the CoB layer. The changes between as-grown
and positively gated samples are negligible.

All this evidence suggests that the applied voltage is causing the movement of
oxygen within the films, and the Co is forming CoO. However, the penetration depth
of oxygen is not clear from these results. Therefore, a STEM study was conducted.
Due to limitations in lateral resolution, the penetration depth could not be confirmed.
However, it confirms that the oxygen does not reach the bottom Pt/CoB interface.

The magnetic moment of the samples changes with applied voltage; negative voltage
causes oxygen to migrate to the magnetic layer, resulting in a decrease in magnetic
moment, while positive voltage leads to an increase in moment as oxygen moves away
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from the magnetic layer. The magnetic moment of CoB is extracted from a series of
Ir/Pt samples, revealing a 0.7 Å dead layer. This region suggests that heavy atoms
of iridium might have slightly diffused with the CoB atoms [218]. Alternatively, there
may already be some oxygen present at the interface before the gate voltage is applied.

An investigation into magnetic anisotropy indicates that Cu/Pt samples have lower
effective anisotropy than Ir/Pt samples. Benguettat et al. (2020) studied the anisotropy
of Co/Ir and Co/Cu interfaces, observing lower anisotropy in Co/Cu samples, mainly
originating from the bottom layer. In our system, it’s evident that applied voltage
changes effective anisotropy, suggesting contributions from both the bottom and top
interfaces. The top interface changes due to applied voltage, influencing the total
effective anisotropy. Additionally, strong interlayer coupling of Ir may contribute to
increased anisotropy [219, 220]. The E-field’s effect is more pronounced on Cu/Pt
films, possibly because Cu and Ir might have different grain sizes due to different
surface diffusion rates and so the number of grain boundaries as well as their local
chemical environments will be different [221]. To clarify this further, a detailed study
of the oxidation states of the two layers would be required. However, this is technically
challenging given the 2 Å layer thickness.

Interfacial magnetic properties, such as DMI and effective magnetization, are invest-
igated using the BLS technique. The DMI and the effective magnetization also depend
on the top interfaces, such as the CoB/Ir and CoB/Cu interfaces. DMI strength is
influenced by the magnitude of spin-orbit torque (SOT) and the inversion asymmetry
of the system, achievable by engineering the material interfaces. Here, we used Ir and
Cu to break symmetry. It is established that heavy metals and adjacent ferromagnetic
layers exhibit high DMI [57, 222].

It is observed that the Ir samples exhibit positive DMI, suggesting a left-handed
or counterclockwise chirality [223]. Chen et al. (2015) also reported positive DMI for
Co/Ir samples [224]. However, the sign of DMI is not an intrinsic property of material
interfaces; rather, it depends on the quality of the interfaces [225]. The Ir/Pt samples
are possessing lower DMI compared to the Cu/Pt samples. Copper does not contribute
to the DMI, so the DMI primarily originates from the bottom interface. However, since
Ir generates the same DMI as platinum, the overall DMI remains low. The DMI of
Ir/Pt samples is higher than reported values. With the application of voltage, the DMI
of the Ir/Pt interface does not change significantly. The calculated value of Cu/Pt DMI
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is also higher than reported values. Diez et al. (2019) studied the magneto-ionic effect
on the Dzyaloshinskii-Moriya interaction (DMI) in a Pt/Co/HfO2 structure, structure.
They observed a reduction in DMI with oxygen ion migration, and the effect was not
reversible. The oxygen traveled up to the Pt/Co interface and decoupled it, thereby
reducing the DMI. We have also observed a reduction in the DMI of Cu/Pt samples.
The reason might be the effect of the top Pt layer, where the oxygen is decoupling the
Cu atoms. Therefore, the Pt is interacting with the CoB, resulting in a decrease in the
total DMI. The applied voltage changes the top interface, changing the strength of DMI
[218, 222, 226]. On the other hand, since Ir and Pt generate the same DMI, decoupling
the Ir does not affect the total DMI. These findings also indicate that oxygen does not
reach the bottom Pt/CoB layer, which is consistent with the STEM results.
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6.6 Conclusions

In conclusion, this chapter has demonstrated that negatively gated samples exhibit
more oxidation compared to as-grown and positively gated samples. This nonvolatile
effect persists for up to 15 weeks in the Cu/Pt samples. Positively gated samples show
a reduction in CoO content compared to as-grown samples. Evidence of these effects
can be observed in the XPS peaks discussed in Section 6.3. The study also confirms
the oxidation of samples during growth, indicating that Ir, Cu, and Pt are oxidizing.
The XAS study provides stronger evidence of Pt oxidation (Figure 6.18(a,b)), alongside
CoO formation. This suggests that oxygen from the HfO2 layer is migrating into Pt
and subsequently into the CoB layer. Furthermore, this study shows that the migration
of oxygen (negatively gated) and CoO formation significantly alter the magnetic mo-
ment, as observed in magnetometry measurements. Conversely, the magnetic moment
increases in positively gated samples due to the reduction of CoO and the presence of
more metallic Co.

The controlled oxygen migration also affects the interfacial magnetic properties
(Section 6.4.2). The DMI of the Cu/Pt samples decreases with negatively gated
samples, suggesting an impact on the top CoB/Cu/Pt interfaces. The DMI of as-grown
samples primarily originates from the bottom Pt/CoB interface. A negative voltage
suppresses the Cu atoms and reduces the asymmetry effect, allowing Pt to establish
exchange interactions with Co. This supports contributions from the top interface and
leads to a decrease in net DMI. Additionally, the study shows that the effective aniso-
tropy is negative, indicating that interfacial anisotropy is dominant in the structure.
This finding is in good agreement with the AHE Hall effect measurements (Section
6.4). All the results concluded in this chapter are shown in Figure 6.19.
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Figure 6.19: Summary of results presented in Chapter 6: (a) the predicted oxygen state
of the as-grown sample, (b) oxygen diffusion at -2.1 V, c) oxygen diffusion at +2.1 V,
d) summary of the effect of applied voltage.
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Towards Devices
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7.1 Introduction

One of the aims of this research is to explore the feasibility of making field-programmable,
reconfigurable domain wall/skyrmion devices. The previous chapters have focused on
determining the magnetic properties and their E-field evolution. The next logical ques-
tion is whether these changes are significant enough to influence the performance of
spintronics devices. While addressing this question is beyond the immediate scope of
this thesis, we can predict their potential in spintronics devices through micromagnetic
simulations based on the parameters we have identified and by fabricating proof-of-
principle devices. These steps will help bridge the gap between understanding the
fundamental magnetic property changes and their practical application in spintronics
devices.

The first section considers domain wall-based spintronics devices. Mumax3 simula-
tions [227–229] were performed to understand the field- and current-driven domain wall
(DW) motion, where all material parameters were taken from the experiments presented
in the preceding Chapters 4 and Chapter 6. In the second section, a skyrmion device is
simulated using Mumax3, where the skyrmion is nucleated using spin-polarised current.
Finally, a reconfigurable DW-based device is presented as proof of principle.

7.2 Micromagnetic simulations using Mumax3

Domain wall based devices

The simulation of DW-based devices concentrates on the modulation of magnetic an-
isotropy by an electric field. To conduct the simulation, a grid size of 256 × 32 × 1 is
chosen, with a tetragonal cell size of 4nm×4nm×0.8nm, which result in a device size of
1024 × 128 × 0.8 nm as shown in Figure 7.2. The change in magnetic anisotropy affects
both the motion and dynamics of the DW. Figure 7.2 illustrates such a device, wherein
the anisotropy in the middle is increased by 25%, attributed to a magneto-ionic effect
of -2.1 V. This configuration allows for the observation of both field-driven and current-
driven DW velocities. In computing the PMA of the sample, a uniaxial anisotropy is
considered along the z-axis. Table 7.1 list parameters used in this simulation.
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Materials properties Reference

Ms = 750 × 103A/m Section 6.4
Exchange stiffness, A = 5 × 10−12 J/m Section 4.4.2

D = −0.3 × 10−3J/m2 Section 6.4.2
α = 0.05 Figure A.1

Ku,1 = 0.4 × 106J/m3 Section 6.4
Ku,2 = 0.6 × 106J/m3 arbitrary 25% change of Ku,1

Easy axis = Vector (0,0,1) -

Table 7.1: Material properties are used in micromagnetic simulation.

Figure 7.1: Domain wall velocity of a uniform wire for two different anisotropy con-
stants. Material parameters are taken from experiments and listed in Table 7.1. Field-
driven domain wall: (a) Illustrates the domain wall velocity, where low anisotropy shows
higher velocity compared to high anisotropy. The inset shows the Walker breakdown
and Walker breakdown field. Current-driven domain wall: (b) Current-driven domain
wall velocity. At a low anisotropy, the velocity increases significantly after

Figure 7.1 shows the domain wall velocity for two different anisotropies. In the
case of field-driven domain wall motion (Figure 7.1(a)), the low anisotropy has a high
velocity, and the difference in velocity between the two anisotropies remains almost con-
stant. However, in the case of current-driven domain wall motion, after 8 × 1011A/m2,
the velocity shows a significant difference. In both scenarios, the reduced velocity for
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high anisotropy wires is due to the higher anisotropy energy of the wires. This example
of a uniform hypothetical device provides evidence that both anisotropies can be used
for further simulation.

An example of a hypothetical domain wall motion device includes a gate applied
in the middle to create a localized pinning site (Figure 7.2). Figure 7.2(a) shows the
device structure. The wire is simulated using ungated parameters, except for the middle
section, which is assumed to change due to the effect of a negative voltage that alters
the anisotropy by 25% (as a result of -2.1 V). All these parameters are derived from
previous chapters (Table 7.1). The design of the device helps to observe the effect
at the interface formed by the gating effect. Figures 7.2(b-e) show the domain wall
motion. In each case, the initial images depict the presence of anisotropy variation or
a gated area, highlighted by the white portion indicating high anisotropy. However, in
the rest of the images, black and white represent the domain up and down, as indicated
in Figure 7.2(a). Figures 7.2(f-g) provide a quantitative picture of domain wall pinning
due to the gating effect and unpinning with a high applied field and current.

The motion controlled by the applied field exhibits a swinging type of motion,
suggesting potential pinning effects (Figure 7.2(b-c)). Figures 7.2(f-g) display the mag-
netization component along the z-axis during domain wall motion under applied field
and applied current, respectively. The negative and positive values of the z-component
represent the up and down domains, respectively. The time-dependent component
exhibits pinning behavior until a field of 24 mT and a current density of 5 × 1011A/m2.

This will allow the creation of a domain wall device where one can turn on (and
off) pinning sites where the domain wall will be stopped. Additionally, it also shows
the range of field and current where the domain wall can be held. The advantage of
this is that the pinning site can be reversible (as seen in Section 5.6 and also shown in
7.3). Moreover, it will help to deterministically introduce pinning sites for the domain
wall, remove the pinning sites, and then place them in other locations since the device
will be reconfigurable.
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Figure 7.2: (a) Domain wall motion and pinning in a hypothetical device structure
shown in Figure 7.2, using parameters derived from experimental work given in Table
7.1. (b-e) Magnetic field and spin-polarized current-driven domain wall motion and
depinning. The initial images depict the simulated gated area, where white represents
higher anisotropy compared to black. The arrows indicate that time is increasing
compared to the previous images. (b) Domain wall pinning is observed until 22 mT.
(c) Depinning of the domain wall occurs as it passes through the gated area at 24 mT.
(d) The domain wall fails to pass through the gated area until a current density of
4 × 1011A/m2. (e) It begins to move with a current density of 5 × 1011A/m2 (no field
applied).
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Skyrmion nucleation using spin current

The prototype magnetic memory devices initially utilized domain wall structures. Re-
cently, there has been significant interest in exploring whether skyrmion-based devices
offer better performance. This study presents simulations of skyrmion-based devices us-
ing the parameters identified in our research. Unfortunately, skyrmions are not stable.
To conduct the simulation studies, a grid size of 256 × 64 × 1 is chosen, with tetragonal
a cell size of 0.8 × 0.8 × 0.8 nm. All material parameters remain consistent with those
of the DW device.

Figure 7.3: (a) Displays the magnetisation component along the z-axis of skyrmion as
a function of time (during the simulation, no parameters were changed). (b) Change of
skyrmion radius with time. (c) Initial skyrmion radius. (d) Skyrmion radius after 0.1
ns. (e) Skyrmion radius after 0.2 ns. (f) Skyrmion radius after 0.3 ns. (g) Skyrmion
radius after 0.4 ns. (h) Skyrmion radius after 0.5 ns. (i) Skyrmion radius after 0.6 ns.
(j) Skyrmion transforms to donut shaped complex structure before annihilation.

In magnetic thin films, skyrmions are stabilized by DMI. In our studied system,
the DMI value is approximately -0.3 mJ/m2. Skyrmion is studied using micromagnetic
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simulation in references [37, 229], where a DMI of 2.5 mJ/m2 to 4 mJ/m2 was used for
a Co/Pt-based systems. It is important to note that when the DMI value falls below
2.5 mJ/m2, the relaxed state of the system does not exhibit skyrmionic behavior. A
stable skyrmion nucleation depends on the competition between direct exchange (FM)
and indirect exchange (DMI) [229, 230]. In the relaxed state, the system shows a FM
state. Therefore, for this simulation study, we have not considered the relaxation state
of the system.

Figure 7.3 (a, b) depicts the magnetization along the z-axis and the skyrmion radius,
respectively. PMA controls the radius of a skyrmion, which can be modified with an
applied current [231]. Therefore, a spin current with a density of 1 × 1012A/m2 is
applied during the simulation.

Figure 7.3(c-j) show the top view of skyrmion at different simulation time. The ra-
dius is initially increasing and then starting to decrease after approximately 0.3 ns. This
decrease may be due to low damping value (0.05), the skyrmion started to annihilate
as discussed in [231]. By around 0.6 ns, the skyrmion annihilates itself.

7.3 Re-configurable domain wall device: a proof of prin-
ciple

One question regarding ILG is its scalability as a technology. In this section, we demon-
strate that we can scale down devices to the micrometer range.

Previously, the gating effect was examined on a sheet film, applying the E-field over
an area of 25 mm2. As a starting point, we defined a gating region of similar scale,
1 mm in width. Additionally, we observed that the domain nucleation field remains
high under negative voltage, consistent with previous samples 5.2. In order to do that
reshaped the ITO electrode into a needle-shaped electrode (1 mm in width).

Figure 7.4 showcases microscope images of the needle electrode, with the gated
area presented by the middle of the dotted lines. In Figure 7.4(a), +4 V (following the
protocol outlined in Chapter 5) charge is applied for 30 minutes, resulting in domain
nucleation within the gated region. As the applied magnetic field increases, the domain
wall extends across the film. Conversely, Figure 7.4(b) illustrates the application of -2.1
V for 5 minutes, where domain nucleation occurs outside of the gated region. At 24 mT,
the area beyond the gated region is entirely covered by the domain before expanding
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along the gated region.

Figure 7.4: A 1000 µm reconfigurable magnetic domain wall device (with top Pt 5 Å),
(a) domain nucleation and saturation under positive voltage. (b) a negative voltage of
-2.1 V delays domain nucleation with in the gate region

In order to design a domain wall or skyrmion based device, the gating area must be
in the micrometer to nanometer range. Extremely small component sizes facilitate fast
switching and low energy consumption. Additionally, smaller component sizes increase
the device density on a chip, thereby enabling the production of high-density devices
on a single chip [232]. This process requires complex lithography techniques, which
is shown in Section 3.11. We have scaled down the device fabrication to 50 µm as a
proof-of-principle for a reconfigurable DW-based device. The device is fabricated on a
sheet film using lithography techniques.

The ionic liquid is applied to the sample, and the ITO glass electrode is connected for
voltage application. The SiOx layer acts as a barrier, ensuring that the liquid contacts
only the channel. Initially, the as-fabricated samples were measured. Subsequently,
a negative voltage was applied to observe its effect, followed by the application of
a positive voltage to reverse the effect of the negative voltage. After each voltage
application, the ITO electrode and the ionic liquid were removed, and the samples
were washed with acetone. Consequently, it was not possible to measure exactly the
same position of the wire. The images presented here are representative of the entire
wire.

Figure 7.5 depicts a 50 µm reconfigurable domain wall device. In its as-grown
state (Figure 7.5a), when a magnetic field is applied, domains nucleate and propagate
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uniformly.
Upon application of -2.1 V for 3 minutes (Figure 7.5b), domains nucleate outside of

the track and saturate it. As the field increases, domain nucleation on the track occurs
at around 26 mT, saturating it at approximately 36.53 mT.

The process is reversed with an applied voltage of +3.5 V for 15 minutes (Figure
7.5c). In this case, the domains propagate both outside and on the track, saturating
the entire device at around 19.46 mT.

Figure 7.5: A 50 µm track fabricated on a sheet film: (a) Initially, domain nucleation
occurs on the track, and it propagates uniformly along the device. (b) Application of a
negative voltage delays domain nucleation and saturation on the track. (c) The effect
of the negative voltage is reversible with the application of a positive voltage
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7.4 Conclusions

In this chapter, we address whether our ability to change magnetic properties through
gating can be applied to devices. Using micromagnetic simulations with the parameters
we identified, we confirm that domain wall devices are functioning well. We investigated
the dynamics of domain wall motion, pinning, and depinning phenomena under applied
current and field, understanding their mechanisms and potential applications. However,
we were not able to stabilize skyrmions in these structures. Many studies show that
skyrmions require large DMI, and most experimental studies use multiple repeats in
multilayers.

We have also built a proof-of-principle device that demonstrates our ability to fabric-
ate a micro-scale device by defining a micro-scale track in a sheet film. This approach
represents a potential method for producing a domain wall device through localized
ionic liquid gating.
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8.1 Summary

In this work, we investigated the effect of oxygen migration driven by an electric field(E-
field) on all metallic magnetic multilayers. The aim of this study was to explore the
magnetic properties and their response to an E-field, which might be useful for designing
spintronics devices. Initially, an introduction to the work was presented, followed by the
theoretical background and literature review, with a focus on this study. The results
were categorized based on the experimental techniques and investigations.

The first necessary step for this study was to fabricate PMA thin films with ultra-
thin layers, where ions can be transported and magneto-ionic driven changes can be
observed. Chapter 4 focuses on the processing of these thin film structures. In this
chapter, our investigation centered around the development and analysis of ultra-thin
multilayers comprising Ta/Pt/CoB/Ir/Pt, with a primary focus on their magnetic and
structural properties. The study revealed excellent stability of perpendicular magnetic
anisotropy (PMA) at room temperature, which is useful for long-term data storage.

We estimated the exchange stiffness (A) from temperature-dependent magnetization
and the Bloch law thin film approximation, which is used in micromagnetic simulations
in Chapter 7. Additionally, we explored the Dzyaloshinsky-Moriya interaction (DMI)
by examining asymmetric bubble expansion within the creep regime. However, we
found that this technique was not useful for our systems. Therefore, we used the
Brillouin light scattering (BLS) technique (Chapter 6) for estimating DMI. A smooth
surface is essential for applying ionic liquid gating, and atomic force microscopy (AFM)
revealed minimal roughness in the film, which is beneficial for this purpose. Overall,
our findings provide valuable insights into the sample structures, facilitating further
research on oxygen ion migration and its effects on magnetic properties.

In Chapter 5, our investigation illuminated the E-field induced magneto-ionic effect
on the magnetic properties of thin films. The migration of oxygen ions towards or
away from the CoB layer under negative or positive voltages, respectively, alters the
oxidation state of the layers. The applied voltage affects the hysteresis loops, indicating
that a positive voltage reduces the coercive field (Sections 5.5 and 5.4), while a negative
voltage increases it. Additionally, observations from Kerr microscopy images (Section
5.4)) reveal that negative voltages delay domain nucleation. This change may be due to
the variation in oxygen concentration within the film, with a negative voltage inducing
pinning through oxygen migration within the overall structure.
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Ir/Pt Cu/Pt
Techniques Properties -2.1 V +2.1V -2.1 V +2.1V Sections

XPS CoO ↑ ↓ ↑ ↓ 6.3

XAS

Ms ↓ ↑ ↓ ↑ 6.4.3
Hc ↑ ↓ ↑ ↓

CoO ↑ ↓ ↑ ↓
Pt oxide ↑ - ↑ -

SQUID
Ms ↓ ↑ ↓ ↑ 6.4, 5.5
Hc ↑ ↓ ↑ ↓

Kerr Microscopy Hc ↑ ↓ ↑ ↓ 5.4
AHE Keff ↑ ↓ ↑ ↑ 6.4, 5.5

BLS
Meff negative negative negative negative 6.4.2
DMI similar similar ↓ same

Table 8.1: Summary of results. All results show changes in material properties due to
E-field induced oxygen migration, compared to as-grown samples.

The magneto-ionic technique significantly impacts magnetic moments (Sections
5.5), which decrease with a negative voltage, suggesting the formation of CoO (an-
tiferromagnetic), while a positive voltage removes oxygen, increasing metallic Co (fer-
romagnetic). Furthermore, these changes affect anisotropy (Sections 5.5) as well as
spin-orbit interactions. To examine this hypothesis (CoO formation), we investigated
the system’s chemistry and structural changes (Section 6). Importantly, the system is
almost fully reversible (Section 5.6), which opens possibilities for designing reconfigur-
able devices.

Chapter 6 delves into the structural and interfacial magnetic properties of E-field
driven oxygen migration. In this chapter, we extend our study to CoB/Cu/Pt samples
as well as CoB/Ir/Pt samples. We found that the magnetoionic modulation of magnetic
properties is nonvolatile; when a negative voltage is applied, it remains nonvolatile up
to fifteen weeks in Cu/Pt top layer samples. This nonvolatility may be due to the
formation of CoO, which then protects the samples.

The XPS study (Section 6.3) suggests that the samples are partially oxidized during
two growth processes: sputtering and ex-situ ALD. Analyzing the Co L2,3 spectra, we
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found Co metal and CoO peaks at 778 eV and 781 eV, respectively. A negative voltage
increases the oxidation of Co, resulting in an increase in the CoO peak. On the other
hand, a positive voltage increases the metallic Co peak. This finding is also consistent
with the XAS investigation (Section 6.4.3). At the edge of the metallic Co peak, a
shoulder-type behavior is observed at 776 eV, which is higher for negatively gated
samples compared to as-grown and positively gated samples. This pre-peak indicates
the formation of CoO. Additionally, it shows that the coercive field of Ir/Pt samples
increases with a negative voltage, which is consistent with Kerr microscopy and SQUID
measurements (Section 5.5, 5.4). Moreover, the XMCD measurement (Section 6.4.3)
shows a large dichroism for Ir/Pt (positive gate) and Cu/Pt (0 V), indicating they
have high magnetic moments. The SQUID measurement (Section 6.4) also shows a
high moment for the positively gated Ir/Pt sample.

The Ir/Pt samples have higher anisotropy than Cu/Pt samples because the inter-
facial contribution for Cu/Pt samples comes from the bottom interface 6.4. The ionic
liquid gating modifies the top interface, affecting the total anisotropy of the samples.
Additionally, Cu/Pt samples show higher DMI than Ir/Pt samples 6.4.2, with negative
voltage significantly decreasing DMI (Cu/Pt sample), supporting the contribution from
the top interface.

All the results are listed in Table 8.1, which can be interpreted as a consequence of
oxygen ions being driven onto and off the interface with the CoB. The negative voltage
forces the oxygen in HfO2 toward the CoB layer, where they modify the magnetic
properties of the layer and, hence, of the overall thin film in a controllable and reversible
way.

Chapter 7 explores the potential of E-field controlled magnetic properties in mag-
netic multilayers for spintronics applications, focusing on domain wall devices. Through
simulations and experiments, we investigate domain wall motion dynamics and pro-
pose new domain wall-based spintronics devices. Finally, we have fabricated proof-
of-principle domain wall devices, where localized ionic liquid gating controls domain
wall nucleation. The effect is reversible and reveals a potential method for domain
wall-based devices.
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8.2 Future Work

In order to build effective and stable spintronics devices, it is crucial to continue this
intriguing project and delve deeper into several key aspects, particularly regarding
penetration depth of oxygen (i.e., how far oxygen migrates into the magnetic layer)
and device fabrication.

Sample Structure

As we showed in Chapter 7, using micromagnetic simulations, we could not stabilize
skyrmions in our systems. Therefore, exploring thicker magnetic layers may enhance
DMI. This would be further work on developing the magnetic structure, which would
allow us to apply magnetic ionic gating and be able to host skyrmions at the ground
state. The distinct magnetic and structural properties exhibited by ferromagnetic adja-
cent layers (such as Ir and Cu) suggest a significant contribution from the top interface.
Investigating other heavy materials for comparison could provide valuable insights (for
example Bismuth). Additionally, repeating the sample structure two or three times
may yield exceptionally high DMI.

Characterization

The magneto-ionic technique alters magnetic, structural, and interfacial properties
through oxygen ion migration. However, due to the ultra-thin layers, observing oxy-
gen penetration depth using scanning transmission electron microscopy (STEM) was
challenging. Utilizing techniques such as superSTEM, which has higher resolution,
might be useful for locating the position of oxygen, and magnetic holography could
help interpret it.

We conducted reversibility testing for a single thickness, which is from the middle of
the thickness range we studied. Extending this study to include additional thicknesses
and longer cycle periods would be advantageous.

Spintronics devices

In the majority of spintronics devices, the behavior is engineered during fabrication and
cannot be changed afterward. Using ionic liquid gating, we can change the behavior of a
device after fabrication. This could be useful in designing field-programmable domain
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wall devices, reconfigurable domain wall devices, or post-fabrication programmable
domain wall devices. While we proposed a proof-of-principle domain wall-based device,
further studies on efficiency, durability, and size (nanoscale) should be considered and
optimized.

Micro-magnetic simulation

Similar to the domain wall-based devices, designing skyrmion-based reconfigurable
devices will depend on the stability of the skyrmions. Therefore, conducting micro-
magnetic simulations focused on skyrmion stability under varying conditions such as
temperature, E-field, spin current, and system disorder could provide crucial insights.

Continuing research in these areas will advance our understanding and pave the way
for the development of practical and efficient spintronics devices, such as reconfigurable
domain wall or skyrmion devices.
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spectroscopy

A.1 Calculating damping constant from Brillouin light
scattering (BLS) spectroscopy

The value of Alpha is calculated using BLS (Section 3.8) data that we collected at the
same time as the data in Section 6.4.2. The calculation was performed by Professor
M. Belmeguenai, and in this work, we have used the value obtained. The damping
constant α can be calculated using the following equation [112, 233],

δF = 2α
γ

2π
H + δF0, (A.1)

where, δF is the full width half maxima from stock and anti-stock frequency, δF0

extrinsic line-width contribution, γ stands for the gyromagnetic ratio, H is the applied
field. For the Cu/Pt samples, we observe two different regimes. Similar to PMA and
DMI, alpha also depends on interface quality. Additionally, PMA can be affected by
interfacial roughness or strain [222]. Therefore, the reason might be the presence of
two anisotropy regions in this sample, where residual strain originates from the Pt/CoB
interface. It is considered that the total α is αCoB + αP t (where αCoB= α of CoB and
αP t = α of Pt), and only the linear regime versus 1/ teff is used for the calculation.
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A.1 Calculating damping constant from Brillouin light scattering (BLS)
spectroscopy

Figure A.1: Change in damping constant α as a function of the reciprocal effective
thickness of CoB. The Cu/Pt system shows a lower slope compared to Ir/Pt. The
Cu/Pt samples show two regimes of α; however, only the linear part as a function of
1/ teff is considered for the fitting. The linear fit gives α from the y-axis. The value of
α is determined as 0.4 ± 0.1 × 10−3. We used the alpha = 0.005.

141



Bibliography

[1] Albert Fert, Vincent Cros, and Joao Sampaio. Skyrmions on the track. Nature
Nanotechnology, 8(3):152–156, 2013.

[2] Ioan Mihai Miron, Thomas Moore, Helga Szambolics, Liliana Daniela Buda-
Prejbeanu, Stephane Auffret, Bernard Rodmacq, Stefania Pizzini, Jan Vogel,
Marlio Bonfim, Alain Schuhl, and Gilles Gaudin. Fast current-induced domain-
wall motion controlled by the Rashba effect. Nature Materials, 10(6):419 –423,
2011.

[3] Geoffrey S.D. Beach, Corneliu Nistor, Carl Knutson, Maxim Tsoi, and James L.
Erskine. Dynamics of field-driven domain-wall propagation in ferromagnetic
nanowires. Nature Materials, 4(10):741–744, 2005.

[4] S. L. Zhang, W. W. Wang, D. M. Burn, H. Peng, H. Berger, A. Bauer, C. Pflei-
derer, G. Van Der Laan, and T. Hesjedal. Manipulation of skyrmion motion by
magnetic field gradients. Nature Communications, 9(1):2115, 2018.

[5] Eleonora Raimondo, Elias Saugar, Joseph Barker, Davi Rodrigues, Anna Giord-
ano, Mario Carpentieri, Wanjun Jiang, Oksana Chubykalo-Fesenko, Riccardo
Tomasello, and Giovanni Finocchio. Temperature-Gradient-Driven Magnetic
Skyrmion Motion. Physical Review Applied, 18(2):024062, 2022.

[6] Simone Moretti, Victor Raposo, Eduardo Martinez, and Luis Lopez-Diaz. Do-
main wall motion by localized temperature gradients. Physical Review B, 95(6):
064419, 2017.

[7] D C Cronemeyer. Perpendicular Anisotropy in Gd1-xCox Amorphous Films Pre-
pared by RF Sputtering. AIP Conference Proceedings, 18(1):85–89, 3 1974.

142



BIBLIOGRAPHY

[8] Shun ichi Iwasaki and Kazuhiro Ouchi. Co-Cr recording films with perpendicular
magnetic anisotropy. IEEE Transactions on Magnetics, 14(5):3169 – 3171, 1978.

[9] Bharati Tudu and Ashutosh Tiwari. Recent Developments in Perpendicular Mag-
netic Anisotropy Thin Films for Data Storage Applications. Vacuum, 146:329–
341, 2017.

[10] C. W. Chen. Fabrication and characterization of thin films with perpendicu-
lar magnetic anisotropy for high-density magnetic recording - Part II a review.
Journal of Materials Science, 26(12):1705– 1728, 1991.

[11] Philippa M.’ ’Shepley. Effect of piezoelectric strain on the magnetic properties of
Pt/Co thin films. PhD thesis, University of Leeds, Leeds, 2015.

[12] Min He, Tiankuo Xu, Yang Gao, Chaoqun Hu, Jianwang Cai, and Ying Zhang.
Mixed-Type Skyrmions in Symmetric Pt/Co/Pt Multilayers at Room Temperat-
ure. Materials, 15(22):8272, 2022.

[13] A. Fert and Peter M. Levy. Role of anisotropic exchange interactions in determ-
ining the properties of spin-glasses. Physical Review Letters, 44(23):1538, 1980.

[14] A. Hrabec, N. A. Porter, A. Wells, M. J. Benitez, G. Burnell, S. McVitie,
D. McGrouther, T. A. Moore, and C. H. Marrows. Measuring and tailoring the
Dzyaloshinskii-Moriya interaction in perpendicularly magnetized thin films. Phys-
ical Review B - Condensed Matter and Materials Physics, 90(2):020402, 2014.

[15] Hongxin Yang, Olivier Boulle, Vincent Cros, Albert Fert, and Mairbek Chshiev.
Controlling Dzyaloshinskii-Moriya Interaction via Chirality Dependent Atomic-
Layer Stacking, Insulator Capping and Electric Field. Scientific Reports, 8(1):
12356, 2018.

[16] M. S. Pierce, J. E. Davies, J. J. Turner, K. Chesnel, E. E. Fullerton, J. Nam,
R. Hailstone, S. D. Kevan, J. B. Kortright, Kai Liu, L. B. Sorensen, B. R. York,
and O. Hellwig. Influence of structural disorder on magnetic domain formation
in perpendicular anisotropy thin films. Physical Review B - Condensed Matter
and Materials Physics, 87(18):184428, 2013.

143



BIBLIOGRAPHY

[17] Jin Hong Kim and Sung Chul Shin. Interface roughness effects on the surface
anisotropy in Co/Pt multilayer films. Journal of Applied Physics, 80(5):3121–
3123, 1996.

[18] A. P. Mihai, A. L. Whiteside, E. J. Canwell, C. H. Marrows, M. J. Benitez,
D. McGrouther, S. McVitie, S. McFadzean, and T. A. Moore. Effect of substrate
temperature on the magnetic properties of epitaxial sputter-grown Co/Pt. Applied
Physics Letters, 103(26):262401, 2013.

[19] Adam W.J. Wells, Philippa M. Shepley, Christopher H. Marrows, and Thomas A.
Moore. Effect of interfacial intermixing on the Dzyaloshinskii-Moriya interaction
in Pt/Co/Pt. Physical Review B, 95(5):054428, 2017.

[20] R. Lo Conte, E. Martinez, A. Hrabec, A. Lamperti, T. Schulz, L. Nasi, L. Laz-
zarini, R. Mantovan, F. Maccherozzi, S. S. Dhesi, B. Ocker, C. H. Marrows,
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Dependence of the interfacial Dzyaloshinskii-Moriya interaction, perpendicular
magnetic anisotropy, and damping in Co-based systems on the thickness of Pt
and Ir layers. Physical Review B, 104(10):104421, 2021.

[223] Runze Chen, Xinran Wang, Houyi Cheng, Kyu Joon Lee, Danrong Xiong,
Jun Young Kim, Sai Li, Hongxin Yang, Hongchao Zhang, Kaihua Cao, Math-
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