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Abstract

This thesis explores different aspects of Gromov–Witten theory and is divided into two parts.

The first investigates conjectures of Bousseau, Brini and van Garrel relating three a priori very
different curve counts: Logarithmic Gromov–Witten theory of Looijenga pairs (certain logarith-
mic Calabi–Yau surfaces), open Gromov–Witten theory of toric Calabi–Yau threefolds and local
Gromov–Witten theory of higher dimensional Calabi–Yau varieties. We concentrate on the case
where the logarithmic boundary of the initial surface geometry has two components. First we es-
tablish the logarithmic-open correspondence in an explicit example where the Looijenga pair is a
del Pezzo surface of degree six. The proof relies on a direct calculation using quantum scattering
diagrams and involves an intricate identity of 𝑞-hypergeometric functions. After this case study
we proceed with a more general, geometric approach and ultimately establish the logarithmic-local
and all-genus logarithmic-open correspondence for all Looijenga pairs with two boundary compo-
nents. The proof of the correspondences involves a delicate application the degeneration formula
and torus localisation.

In the second part we propose a mathematical interpretation of the so called refined topological
string on a Calabi–Yau threefold in terms of equivariant Gromov–Witten theory of an extended
Calabi–Yau fivefold geometry. We perform initial checks which indicate that our proposal meets
several expectations formulated in the physics literature. We state a refined BPS integrality conjec-
ture and provide evidence in case the threefold is the resolved conifold or a local del Pezzo surface.
In the latter case we do so by identifying the Nekrasov–Shatashvili limit with the relative Gromov–
Witten theory of the surface relative a smooth anticanonical curve.
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Chapter

Introduction 1
Gromov–Witten theory is a framework for enumerating parametrised complex curves in a given
variety. In the nineties the subject rapidly gained popularity as being the mathematically well de-
fined analogue of the (A-model) topological string studied by physicists. This connection between
mathematics and physics catalysed the development of the field since its early beginning leading
to discoveries such as mirror symmetry and informed connections to other areas of mathematics.

The first part of this thesis studies correspondences within the area of Gromov–Witten theory. The
second part aims at continuing the confluence between mathematics and physics by proposing
Gromov–Witten type interpretation for the refined topological string.

1.1 Different flavours of Gromov–Witten Theory

1.1.1 Overview

Given a quasi-projective complex variety 𝑋 we are interested in enumerating parametrised curves
𝐶 → 𝑋 in this geometry. In slightly more precise terms, in Gromov–Witten theory we are studying
the moduli space

𝑀𝑔,β(𝑋 ) “=”
 𝑓 : 𝐶 → 𝑋

����� 𝑓 is a stable map,
𝐶 is a genus 𝑔 curve

and 𝑓∗ [𝐶] = β


/
∼ .

parametrising morphisms from possibly nodal curves with fixed arithmetic genus and image class
which are subject to a certain stability condition. This moduli space is equipped with a virtual
fundamental class which is of dimension zero if for instance𝑋 is a Calabi–Yau threefold. Moreover,
the moduli space is proper whenever𝑋 is. So if the last two conditions are satisfied one may define
the so called Gromov–Witten invariant

GW𝑔,β(𝑋 ) :=
∫
[𝑀𝑔,β (𝑋 )]virt

1 ∈ Q .

For further introductory literature to the general topic of Gromov–Witten theory we refer to [51, 62,
87, 103].
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This thesis will be concerned with different extensions of the just described moduli problem and
investigates relations among these extensions. More precisely, in the first part we will focus on
a correspondence relating logarithmic, open and local Gromov–Witten invariants conjectured by
Bousseau, Brini and van Garrel [29]. Let us briefly introduce these three different flavours of the
initial moduli problem.

Logarithmic/Relative Gromov–Witten theory. The question of how many lines meet a smooth
plane cubic in a single point can be treated using standard techniques in algebraic geometry re-
turning the correct answer (nine). Relative Gromov–Witten theory is the natural generalisation
of this question to the framework introduced before. It aims at enumerating stable maps 𝐶 → 𝑋
where the image curve has prescribed tangency along a divisor 𝐷 in 𝑋 . Here, the main difficulty
is how to define tangency in case the image of an irreducible component of the domain curve gets
contracted into the divisor.

The issue can be dealt with in different ways. If the divisor 𝐷 is smooth Li constructs a suitable
moduli space parametrising stable maps to expanded degenerations of the target (𝑋 |𝐷) [115]
(with a similar construction in the symplectic category [91, 118]). Over the years several other
approaches emerged: The one of Abramovich–Chen–Gross–Siebert using logarithmic geometry [1,
43, 81], Kim’s approach using logarithmic expanded degenerations [100], and one of Abramovich–
Fantechi via expanded orbifold targets [4]. As explained in [5] all these approaches essentially yield
the same result in the smooth divisor case. Depending on the application, however, one approach
might be favourable over another.

One of the central outcomes of relative Gromov–Witten theory is the degeneration formula. It re-
lates the Gromov–Witten theory of a smooth target with the irreducible components of a degen-
eration thereof. Besides virtual localisation [71] it is certainly one of the most invaluable tools in
the field. For double point degenerations the degeneration formula goes back to Li [114] with sim-
ilar statements in the other approaches to relative Gromov–Witten theory [4, 99]. More recently
the degeneration formula was generalised to the simple normal crossings setting in the context of
logarithmic Gromov–Witten theory as well [3, 149].

It should also bementioned that logarithmicGromov–Witten invariants play a key role in themirror
construction of Gross and Siebert [83] where they are connected to a combinatorial gadget called
scattering diagram.

Open Gromov–Witten theory. Suppose we are given a Lagrangian submanifold 𝐿 in a Calabi–Yau
threefold 𝑋 . To enhance the original moduli problem in a different way, let us view the domain
of a stable map as a real two dimensional manifold — a Riemann surface. Open Gromov–Witten
theory aims at enumerating maps (𝐶, 𝜕𝐶) → (𝑋, 𝐿) from Riemann surfaces 𝐶 with boundary 𝜕𝐶
mapping into 𝐿. The fact that makes it hard to define open Gromov–Witten invariants is that the
associated moduli space might turn out to be a non-orientable real orbifold with corners unless 𝐿
is well-behaved. See [155] for an early account on these difficulties which till this day are subject to
ongoing research.

There is a way around the these difficulties in case the target variety 𝑋 is toric and the Lagrangian
submanifold 𝐿 � R2 × 𝑆1 is preserved by an (sufficiently generic) action of a real torus. A class
of such Lagrangian submanifolds was constructed by Aganagic and Vafa [8]. In this case one can
argue that the torus fixed locus of the anticipated moduli space is a complex orbifold which allows
to define the invariants via localisation as proposed by Katz and Liu [97].

Moreover in this setting, we canmake a connection to relative Gromov–Witten theory by observing
that a torus fixed open stable map (𝐶, 𝜕𝐶1t . . .t 𝜕𝐶𝑛) → (𝑋, 𝐿) can be turned into a relative stable

2



•

𝐿 𝐷

𝐶 𝜕𝐶 𝐶′ 𝑥⇝

Figure 1.1: Capping the boundary of a torus fixed open stable map yields a relative one.

map (𝐶′, 𝑥1, . . . , 𝑥𝑛) → (𝑋, 𝐷). As illustrated in Figure 1.1, this is achieved by gluing discs with
origins 𝑥1, . . . , 𝑥𝑛 along the boundaries 𝜕𝐶1 t . . . t 𝜕𝐶𝑛 whose image in 𝑋 naturally extends over
the toric curve intersected by 𝐿. In this process the winding around the Lagrangian 𝐿 gets replaced
with a prescribed tangency along a divisor 𝐷 nearby 𝐿. In [116] Li, Liu, Liu and Zhou pick up on
this observation and actually define openGromov–Witten invariants of a toric Calabi–Yau threefold
𝑋 via the relative invariants of some partial compactification of the target. Moreover, they prove
that these invariants can be computed using the topological vertex method of Aganagic, Klemm,
Mariño and Vafa [7]. This methodmarked one of the most efficient computational tools in the early
days of Gromov–Witten theory and is up to today often used in numerical experiments.

Local Gromov–Witten theory. In case the target geometry is a vector bundle𝑁 over a projective va-
riety𝑌 one usually calls the countGW𝑔,β(𝑁 ) a local Gromov–Witten invariant. This is motivated by
the fact that for a regularly embedded subvariety ι : 𝑌 ↩→ 𝑋 with normal bundle 𝑁𝑌𝑋 sufficiently
negative the invariant

GW𝑔,β(𝑁𝑌𝑋 )
is indeed the local contribution of 𝑌 to the overall invariant GW𝑔,𝜄∗β(𝑋 ).

This way local Gromov–Witten invariants can be viewed as building blocks for the general theory.
So it does not come as a surprise that they played a crucial role in the development of the field. For
instance, the analysis of local curves by Bryan and Pandharipande [35, 36, 37, 146] helped in the
early understanding of the MNOP and Gopakumar–Vafa integrality conjecture and later featured
as a key ingredient in the proof of the latter [92].

1.1.2 Correspondences

It turns out that these at first sight rather different subtypes of Gromov–Witten theory are related
in a surprising way.

1.1.2.1 Logarithmic-local. Experimentally, Takahashi [158] observed that the Gromov–Witten count
of rational curves in P2 with maximum tangency along a smooth cubic 𝐷 agree with the local
Gromov–Witten invariants of OP2 (−𝐷) up to an explicit factor. This identity was later proven by
Gathmann [67] and extended to cycle valued correspondence by van Garrel, Graber and Ruddat
[64] for general pairs (𝑋 |𝐷) with 𝐷 a smooth divisor:(

𝑋 |𝐷
)

O𝑋 (−𝐷) .→ →𝑔=0

It was also conjectured that a similar relation should hold in the case when 𝐷 = 𝐷1 + . . . + 𝐷𝑙 has
multiple irreducible components 𝐷𝑖 with simple normal crossings:(

𝑋 |𝐷1 + . . . + 𝐷𝑙
)

O𝑋 (−𝐷1) ⊕ . . . ⊕ O𝑋 (−𝐷𝑙 ) .→ →𝑔=0
(1.1)
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However, it was quickly observed by Nabijou and Ranganathan [141] that the expected correspon-
dence cannot hold — at least not on cycle level. On the other hand however, there were positive
results [28, 29, 30] indicating that (1.1) may hold on the numerical level with appropriate incidence
conditions and sufficient conditions on the the target geometry (𝑋 |𝐷). Based on their numer-
ical observations Bousseau, Brini and van Garrel in [29] conjecture a numerical (intermediate)
logarithmic-local correspondence(

𝑆 |𝐷1 + . . . + 𝐷𝑙
) (

O𝑆 (−𝐷𝑙 ) |𝐷1 + . . . + 𝐷𝑙−1
)→ →𝑔=0

numerical

. . .
. . .

O𝑆 (−𝐷1) ⊕ . . . ⊕ O𝑆 (−𝐷𝑙 )→ →𝑔=0

numerical

(1.2)

which is supposed to hold for all so called Looijenga pairs (𝑆 |𝐷1 + . . . + 𝐷𝑙 ). By this we mean a
smooth rational projective surface𝑆 togetherwith an anticanonical singular nodal curve𝐷1+. . .+𝐷𝑙 .

1.1.2.2 Logarithmic-open. We already explained how one can obtain a relative stable map from an
open one by capping the boundary with discs. In the process the winding around a Lagrangian
submanifold 𝐿𝑖 gets replaced by a specific tangency along a nearby divisor 𝐷𝑖 . In the context of
toric Calabi–Yau threefolds, Fang and Liu turn this intuitive idea into a rigorous statement equating
open against logarithmic invariants [59]:(

𝑋 |𝐿1, . . . , 𝐿𝑛
) (

𝑌 |𝐷1, . . . , 𝐷𝑛
)
.

→ →all genus
numerical (1.3)

Now Bousseau, Brini and van Garrel [29] observed a relationship between logarithmic and open
Gromov–Witten invariants which is of slightly different flavour than the above correspondence.
Starting from a Looijenga pair (𝑆 |𝐷1 + . . . +𝐷𝑙 ) satisfying certain technical conditions they conjec-
ture that one can construct a toric Calabi–Yau threefold 𝑋 together with Lagrangian submanifolds
𝐿1, . . . , 𝐿𝑙−1 so that the maximum contact logarithmic and open Gromov–Witten invariants of the
respective targets agree: (

𝑆 |𝐷1 + . . . + 𝐷𝑙
) (

𝑋 |𝐿1, . . . , 𝐿𝑙−1
)→ →all genus

numerical

This correspondence is clearly of different shape than the one in (1.3) as the dimension of the target
geometries and number of divisors and Lagrangian submanifolds differs by one. At least in the
case 𝑙 = 2 we will see that Bousseau–Brini–van Garrel’s logarithmic-open correspondence can be
demystified by passing through an intermediate correspondence with the geometry

(O𝑆 (−𝐷𝑙 ) |𝐷1 + . . . + 𝐷𝑙−1)

which indeed can be linked to the open Gromov–Witten theory of a toric Calabi–Yau threefold with
𝑙 − 1 Lagrangian submanifolds as in (1.3) via a correspondence similar to the one of Fang and Liu.

1.1.3 Outline of part I

The objective of the first part of this thesis is a thorough analysis of the web of correspondences
between logarithmic, local and open Gromov–Witten invariants in case the initial geometry

(𝑆 |𝐷1 + 𝐷2)
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is a Looijenga pair whose boundary consists of two irreducible curves 𝐷1, 𝐷2. Ultimately, for such
geometries we establish all correspondences conjectured by Bousseau, Brini and van Garrel [29]:

(
𝑆 |𝐷1 + 𝐷2

) (
O𝑆 (−𝐷2) |𝐷1

)
O𝑆 (−𝐷1) ⊕ O𝑆 (−𝐷2)

(
𝑋 |𝐿1

)

→ →all genus
numerical

→

→

“log-open”

→ →𝑔=0

→

→
allgenus
num

erical

(1.4)

1.1.3.1 On quasi-tame Looijenga pairs. In Chapter 2 we prove the logarithmic-open correspondence
for a specific Looijenga pair (dP3 |𝐷1 + 𝐷2). This pair is obtained from P2 together with a line and
a conic by blowing up a point on the line and two on the conic. The example is of special interest
since it marks the last remaining case among the class of all so called quasi-tame Looijenga pairs
for which the conjecture is still open. For all other quasi-tame Looijenga pairs it has already been
proven in [29, 109].

The proof proceeds via a direct calculation of both sides of the correspondence where a closed form
solution for the open Gromov–Witten invariants has already been found in [29]. Hence, it remains
to prove an analogous formula for the logarithmic invariantswhich is done via the quantum tropical
vertex. This method is due to Bousseau [20] generalising ideas of Gross–Pandharipande–Siebert
[80] to higher genus. The result of our calculation is a convoluted sum of products of 𝑞-binomial
coefficients. Using a trick of Krattenthaler [109] the sum can be simplified to yield a closed form
solution which indeed agrees with the one of the open invariants. This is joint work with Andrea
Brini which got first published in [33].

1.1.3.2 Gromov–Witten theory of bicyclic pairs. In Chapter 3 we turn from a study of explicit exam-
ples to a more conceptual, geometric approach and establish both horizontal arrows in (1.4). We
prove the correspondences in a context where the divisor 𝐷1 +𝐷2 is not necessarily assumed to be
anticanonical but just a union of two curves intersecting transversely in two points. We call such
tuples (𝑆 |𝐷1 + 𝐷2) bicyclic pairs. The main difficulty is the proof of the left horizontal arrow in
(1.4). The proof involves a degeneration to the normal cone argument similar to the one in [64] but
features a more intricate analysis of terms in the the degeneration formula [3, 149].

We also provide a detailed case study ofP2 relative a nodal cubic𝐷 . We prove a closed form solution
for the genus zero maximum tangency logarithmic invariants of (P2 |𝐷) via scattering diagrams
[80] and as an application of our correspondence theorem we obtain a closed form solution for the
genus zero local Gromov–Witten invariants of OP1 (1) ⊕ OP1 (−3) as well. Further, we compare
the invariants of P2 relative a nodal cubic with the ones relative a smooth cubic by degenerating
both divisors to the toric boundary. Together with our formula for the Gromov–Witten invariants
of (P2 |𝐷) we use the comparison to prove a conjecture of Barrott and Nabijou [13]. This chapter is
joint work with Michel van Garrel and Navid Nabijou which first appeared as [65].

1.1.3.3 The log-open correspondence for two-component Looijenga pairs. In Chapter 4 we establish the
vertical arrow in the web of correspondences (1.4). The idea of the proof is to turn the intuitive
identification of open and relative invariants illustrated in Figure 1.1 into a solid theorem. We do
so by equating the relative invariants of (O𝑆 (−𝐷2) |𝐷1) via localisation and degeneration against
descendant invariants ofO𝑆 (−𝐷2) |𝑆\𝐷1 . The correspondence then follows from a direct comparison
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with a formula for the open Gromov–Witten invariants in terms of descendant invariants proven
by Fang and Liu [59].

As an application of our log-open correspondence we explain how the topological vertex method
can applied to determine logarithmic invariants of two component Looijenga pairs. We use the
approach to give a new proof of the formula for the logarithmic Gromov–Witten invariants of
(dP3 |𝐷1 + 𝐷2) proven earlier in [33] (Chapter 2). As a second application, we demonstrate BPS
integrality for the logarithmic Gromov–Witten invariants of Looijenga pairs to which our corre-
spondence applies.

1.2 Gromov–Witten and topological string theory

1.2.1 From physics to mathematics

In this section we will briefly recall how Gromov–Witten invariants can be understood as the topo-
logical correlators of the A-twisted N = (2, 2) non-linear σ-model coupled to two-dimensional
topological gravity [162]. For short we refer to this quantum filed theory as the topological string.

In physics, the partition function of a quantum field theory with action 𝑆 and fields Φ is often
assumed to have a path integral representation∫

{fields Φ}
e𝑆 (Φ) .

Mathematically, most of the time this last expression is unfortunately not well defined since the
space of fields is often infinite dimensional. However, if the quantum field theory has (enough)
supersymmetry there is sometimes a way out. In this case, the above integral heuristically localises
on those fields which are invariant under the supersymmetry transformation𝑄 :∫

{𝑄-invariant fields Φ}
e𝑆 (Φ) . (1.5)

Often this last expression does turn out to be well-defined and can hence be taken as the definition
for the partition function. Now to get more concrete, this idea can be applied to the A-twisted
N = (2, 2) non-linear σ-model on a Riemann surface𝐶 with target a complex Calabi–Yau threefold
𝑋 . In this case the field Φ contain a bosonic component 𝑓 which is a smooth differentiable map
from𝐶 to 𝑋 . The supersymmetry transformation𝑄 on 𝑓 can be identified with the action of 𝜕 and
so the kernel of𝑄 is exactly given by holomorphic maps. Moreover, on this fixed locus

𝑆 (Φ) = −(ω, 𝑓∗ [𝐶])

up to neglectable contributions where ω is the Käler form of 𝑋 . Hence, for this particular example∫
{𝑄-invariant fields Φ}

e𝑆 (Φ) =
∑
β

e−(ω,β)
∫{

𝑓 :𝐶→𝑋 holom.
and 𝑓∗ [𝐶]=β

} 1
where we pulled out the integrand by splitting the integration domain into components labelled by
the class β of the image.

We now couple this theory to two-dimensional topological gravity. First, this adds the Einstein–
Hilbert action to the exponent in (1.5) which for a fixed Riemann surface𝐶 of genus 𝑔 simply eval-
uates to 2 − 2𝑔 by Gauss–Bonnet. Hence, we are effectively led to an insertion of 𝑢2𝑔−2 where 𝑢 can
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be identified with the coupling constant. Second, one integrates over all Riemann surfaces 𝐶 . So
up to the caveat of choosing a suitable compactification and the formation of a fundamental class,
one can indeed identify the partition function this quantum field theory, which for short we will
call the topological string, with the generating series of Gromov–Witten invariants∑

β

e−(ω,β)
∑
𝑔≥0

𝑢2𝑔−2
∫
[𝑀𝑔,𝛽 (𝑋 )]virt

1 =: 𝐹𝑋top(𝑢)

where we view e−(ω, · ) and 𝑢 as formal variables. We refer the interested reader to [51, 87, 102] for
more details.

1.2.2 Dualities and open ends

Dualities between the topological string and other quantum field theories have shaped the devel-
opment of Gromov–Witten theory since the initiation [75, 162] of the research area. For instance at
its early beginning the mirror symmetry considerations of Candelas, de la Ossa, Green and Parkes
led to a striking prediction for the number of rational curves in a quintic hypersurface in P4 [40].

Another example is provided by the earlier mentioned topological vertex method. Its proposal
due to Aganagic, Klemm, Mariño and Vafa [7] was motivated by a duality between the topological
string and Chern–Simons theory. Later this method was put on solid mathematical grounds by
Li–Liu–Liu–Zhou [116].

Also a version of the open-local correspondence in (1.4) has already been observed as an open-
closed duality of the topological string by Lerche and Mayr [113, 136] and was recently proven by
Liu–Yu [119, 122] in the context of algebraic geometry. See also [32] for a discussion of Bousseau–
Brini–van Garrel’s log-local-open correspondence from the standpoint of mathematical physics.

But the seemingly endless web of dualities and the dictionary between physics and mathematics
also features some open ends. For example, it is known that the topological string on a Calabi–
Yau threefold can sometimes engineer supersymmetric gauge theories [96]. This is in meant in the
sense that if we denote by𝑍inst(ϵ1, ϵ2) the fully equivariant instanton partition function of the gauge
theory then

𝑍inst(ϵ1, ϵ2)
��
ϵ1=−ϵ2=𝑢 = exp 𝐹𝑋top(𝑢) (1.6)

for some appropriate non-compact Calabi–Yau threefold𝑋 . Motivated by this duality, the existence
of a quantum field theory — dubbed the refined topological string on 𝑋 — was expected whose
partition function 𝐹𝑋ref top(ϵ1, ϵ2) extends the identity (1.6) to general values of ϵ1, ϵ2 or in other
words which fits into the top right corner of

SUSY gauge theory
(fully equivariant)

𝑍inst(ϵ1, ϵ2) ?refined topological string
𝐹𝑋ref top(ϵ1, ϵ2)

SUSY gauge theory
(equivariant subsector)

𝑍inst(𝑢,−𝑢)

topological string
𝐹𝑋top(𝑢)

←→

→ →

←→

→ →

One indication for the existence of such a theory is the fact that the refined topological string is
enjoying a B-model interpretation as studied extensively in [49, 89, 110]. Nevertheless, a precise
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formulation of the underlying quantum field theory remained elusive with only partial progress
made in topological [10, 11, 142, 147] and physical string theory [86, 150].

1.2.3 Outline of part II

The second part of the thesis aims at resolving somemysteries around the refined topological string
by proposing a formulation of

𝐹𝑋ref top(ϵ1, ϵ2) (1.7)

in terms of equivariant Gromov–Witten theory of 𝑋 × A2 with respect to some appropriate torus
action on the extended target. We perform a detailed study of our proposal in case𝑋 is the resolved
conifold and identify the ϵ2 = 0 limit for𝑋 a local surface with the relative Gromov–Witten theory
of the surface together with a smooth anticanonical curve. Moreover, we formulate a refined BPS
integrality conjecture motivated by the B-model calculations of Choi–Huang–Katz–Klemm [49, 89]
and discuss evidence provided by our earlier case studies. We also mention aspects which are still
work in progress [34].
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The Logarithmic-Local-Open
correspondence
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Chapter

On quasi-tame Looijenga pairs 2
The content of this chapter is joint work with Andrea Brini which already appeared as [33] in Com-
munications in Number Theory and Physics published by International Press.

Abstract. We prove a conjecture of Bousseau, van Garrel and the first-named author [Andrea
Brini] relating, under suitable positivity conditions, the higher genusmaximal contact logGromov–
Witten invariants of Looijenga pairs to other curve counting invariants of Gromov–Witten/Gopa-
kumar–Vafa type. The proof consists of a closed-form 𝑞-hypergeometric resummation of the quan-
tum tropical vertex calculation of the log invariants in presence of infinite scattering. The resulting
identity of 𝑞-series appears to be new and of independent combinatorial interest.

2.1 Introduction

2.1.1 Quasi-tame Looijenga pairs

A Looijenga pair 𝑌 (𝐷) := (𝑌, 𝐷) is the datum of a smooth rational complex projective surface 𝑌
and an anticanonical singular curve 𝐷 ∈ | −𝐾𝑌 |. A Looijenga pair 𝑌 (𝐷) is called nef if the singular
curve 𝐷 is a simple normal crossings divisor 𝐷 = ∪𝑙𝑖=1𝐷𝑖 with each 𝐷𝑖 smooth, irreducible, and
nef1 for all 𝑖 = 1, . . . , 𝑙 . A tame Looijenga pair is a nef pair with either 𝑙 > 2, or 𝐷2

𝑖 > 0 for all 𝑖 .
Writing 𝐸𝑌 (𝐷) := Tot(⊕𝑖 (O𝑌 (−𝐷𝑖)), we will say that a nef pair 𝑌 (𝐷) is quasi-tame if there exists
a tame pair 𝑌 ′(𝐷′) such that 𝐸𝑌 (𝐷) is deformation-equivalent to 𝐸𝑌 ′ (𝐷 ′) . By definition, there is an
obvious sequence of nested inclusions

nef Looijenga pairs ⊃ quasi-tame Looijenga pairs ⊃ tame Looijenga pairs .

Looijenga pairs have been the focus of much attention lately due to their intertwined role in mirror
1Since we require 𝐷 to be singular, an 𝑙-component nef Looijenga pair must have 𝑙 > 1.
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symmetry for surfaces [12, 14, 19, 78, 84, 126, 167, 168] and the study of cluster varieties [77, 125,
170]. In a recent series of papers [28, 29, 30], the logGromov–Witten theory of quasi-tame pairs was
further conjectured to be at the centre of a web of correspondences relating it to several enumerative
theories. We recall the relevant context and fix notation below.

2.1.2 Enumerative theories

The authors of [29] consider four different geometries, and associated enumerative invariants, at-
tached to the datum of a quasi-tame Looijenga pair 𝑌 (𝐷):

(i) the log Calabi–Yau surface obtained by viewing 𝑌 (𝐷) as a log-scheme for the divisorial log
structure induced by 𝐷 . For a given genus 𝑔 and effective curve class 𝑑 ∈ H2(𝑌,Z ) with
𝑑 · 𝐷𝑖 > 0 for all 𝑖 = 1, . . . , 𝑙 , the corresponding set of invariants are the log Gromov–Witten
invariants [1, 43, 81] of 𝑌 (𝐷) with maximal tangency at each component 𝐷𝑖 , 𝑙 − 1 point
insertions on the surface, and one insertion of the top Chern class of the Hodge bundle:

𝑁
log
𝑔,𝑑
(𝑌 (𝐷)) :=

∫
[𝑀 log

𝑔,𝑙−1 (𝑌 (𝐷),𝑑)]virt

𝑙−1∏
𝑖=1

ev∗𝑖 [pt𝑌 ] (−1)𝑔λ𝑔,

or equivalently, their all-genus generating function

N log
𝑑
(𝑌 (𝐷)) (ℏ) :=

(
2 sin

(
ℏ
2

))2−𝑙 ∑
𝑔⩾0

𝑁
log
𝑔,𝑑
(𝑌 (𝐷))ℏ2𝑔−2+𝑙 ;

(ii) the quasi-projective Calabi–Yau variety 𝐸𝑌 (𝐷) , and its genus zero local Gromov–Witten in-
variants [45, 50]

𝑁𝑑 (𝐸𝑌 (𝐷)) :=
∫
[𝑀0,𝑙−1 (𝐸𝑌 (𝐷 ) ,𝑑)]virt

𝑙−1∏
𝑖=1

ev∗𝑖 [pt𝑌 ]

and local Gopakumar–Vafa invariants [92, 101]

GV𝑑 (𝐸𝑌 (𝐷)) :=
∑
𝑘 |𝑑

μ(𝑘)
𝑘4−𝑙

𝑁𝑑 (𝐸𝑌 (𝐷))

where μ is the Möbius function;

(iii) the quasi-projectiveCalabi–Yau threefoldTot(O𝑌\∪𝑖<𝑙𝐷𝑖 (−𝐷𝑙 )) equippedwith adisjoint union
of 𝑙−1 Lagrangians 𝐿𝑖 fibred over real curves in𝐷𝑖 , 𝑖 < 𝑙 , as defined in [29, Construction 6.4]:

𝑌 op(𝐷) :=
(
Tot

(
O(−𝐷𝑙 ) → 𝑌 \ (𝐷1 ∪ · · · ∪ 𝐷𝑙−1)

)
, 𝐿1 t · · · t 𝐿𝑙−1

)
,

The respective invariants, for a given relative homology degree 𝑑 ∈ H2(𝑌 op(𝐷),Z ), are the
open Gromov–Witten counts

𝑂𝑔,𝑑 (𝑌 op(𝐷)) :=
∫
[𝑀𝑔 (𝑌 op (𝐷),𝑑)]virt

1,

O𝑑 (𝑌 op(𝐷)) (ℏ) :=
∑
𝑔≥0

ℏ2𝑔+𝑙−3𝑂𝑔,𝑑 (𝑌 op(𝐷))
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virtually enumerating genus-𝑔 open Riemann surfaces with 𝑙 − 1 connected components of
the boundary ending on the Lagrangians 𝐿𝑖 , 𝑖 = 1, . . . 𝑙 − 1. Under relatively lax condi-
tions2, 𝑌 op(𝐷) can be deformed to a singular Harvey–Lawson (Aganagic–Vafa) Lagrangian
pair with 𝐿𝑖 ' R 2 × 𝑆1, for which open GW counts can be defined in the algebraic cat-
egory [97, 117] (see also [59, 116]). Denoting by 𝑤𝑖 (𝑑) the winding number of a relative
degree-𝑑 open stablemap to𝑌 op(𝐷) around the non-trivial homology circle in𝐿𝑖 , wewill also
consider the corresponding genus zero/all-genus Labastida–Mariño–Ooguri–Vafa invariants
[111, 112, 145]

LMOV0,𝑑 (𝑌 op(𝐷)) =
∑
𝑘 |𝑑

μ(𝑘)
𝑘4−𝑙

𝑂0,𝑑/𝑘 (𝑌 op(𝐷)),

LMOV 𝑑 (𝑌 op(𝐷)) (ℏ) = [1]2𝑞
∏
𝑖<𝑙

𝑤𝑖 (𝑑)
[𝑤𝑖 (𝑑)]𝑞

∑
𝑘 |𝑑

μ(𝑘)
𝑘

O𝑑/𝑘 (𝑌 op(𝐷)) (𝑘ℏ),

where [𝑛]𝑞 := 𝑞𝑛/2 − 𝑞−𝑛/2, and 𝑞 = eiℏ;

(iv) for 𝑙 = 2, a symmetric quiver Q(𝑌 (𝐷)) with adjacency matrix determined by 𝑌 (𝐷) [29,
Theorem 7.3]. For a given charge vector 𝑑 , the corresponding numbers are the numerical
Donaldson–Thomas invariants DTnum

𝑑
(Q(𝑌 (𝐷))), defined as the formal Taylor coefficients

of (the plethystic logarithm of) the generating series of Euler characteristics on the stack of
representations of Q(𝑌 (𝐷)).

The constructions of [29] in particular identify the absolute homology of𝑌 (𝐷), the relative homol-
ogy of 𝑌 op(𝐷), and the free abelian group over the set of vertices of Q(𝑌 (𝐷)),

𝑑 ∈ H2(𝑌 (𝐷),Z ) ' H2(𝐸𝑌 (𝐷),Z ) ' Hrel
2 (𝑌 op(𝐷),Z ) ' Z | (Q(𝑌 (𝐷)))0 | .

Under these identifications, the authors of [29] propose that the invariants above are essentially the
same, as follows.

Conjecture 2.A (The genus zero log/local/open correspondence, [29, 64, 119]). The genus zero log,
local, and open Gromov–Witten invariants associated to a quasi-tame Looijenga pair 𝑌 (𝐷) are related as

𝑁𝑑 (𝐸𝑌 (𝐷)) = 𝑂0,𝑑 (𝑌 op(𝐷)) =
(
𝑙∏
𝑗=1

(−1)𝑑 ·𝐷 𝑗−1

𝑑 · 𝐷 𝑗

)
𝑁

log
0,𝑑 (𝑌 (𝐷)),

and, for the associated BPS invariants,

GV𝑑 (𝐸𝑌 (𝐷)) = LMOV0,𝑑 (𝑌 op(𝐷)) ∈ Z .

Moreover, if 𝑙 = 2,
DTnum

𝑑 (Q(𝑌 (𝐷))) = |GV𝑑 (𝐸𝑌 (𝐷)) |.

In [29, Conjecture 1.3], the above is further extended to an identity between all-genus Gromov–
Witten generating functions.

2Thiswas formalised as “PropertyO” in [29, Definition 6.3]: this is equivalent to requiring that𝐸𝑌 (𝐷 ) is deformation-
equivalent to 𝐸𝑌 ′ (𝐷 ′ ) with 𝑌 ′ a toric weak Fano surface, 𝐷 ′𝑖 a prime toric divisor for 𝑖 < 𝑙 , and 𝐷 ′

𝑙
nef. All quasi-tame

pairs with 𝑙 = 2 satisfy Property O, and all non-tame quasi-tame pairs have 𝑙 = 2, so this is safely assumed to hold
throughout this paper.
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Conjecture 2.B (The higher genus log/open correspondence). The higher genus log and openGromov–
Witten invariants associated to a quasi-tame Looijenga pair 𝑌 (𝐷) are related as

O𝑑 (𝑌 op(𝐷)) (ℏ) =
(
𝑙−1∏
𝑗=1

(−1)𝑑 ·𝐷 𝑗−1

𝑑 · 𝐷 𝑗

)
(−1)𝑑 ·𝐷𝑙−1

[𝑑 · 𝐷𝑙 ]𝑞
N log
𝑑
(𝑌 (𝐷)) (ℏ).

Moreover,

LMOV 𝑑 (𝑌 op(𝐷)) (ℏ) = [1]2𝑞

(
𝑙∏
𝑖=1

1
[𝑑 · 𝐷𝑖]𝑞

)
×

∑
𝑘 |𝑑

(−1)𝑑/𝑘 ·𝐷+𝑙μ(𝑘)
[𝑘]2−𝑙𝑞 𝑘2−𝑙

N log
𝑑/𝑘 (𝑌 (𝐷)) (𝑘ℏ)

∈ Z [𝑞, 𝑞−1] . (2.1)

Conjecture 2.A was proved in [29, Theorem 1.4–1.6]. Conjecture 2.B was proved in [29, Theo-
rem 1.5 and 1.7] for tame 𝑌 (𝐷), and formulated as a conjecture for quasi-tame 𝑌 (𝐷) in [29, Con-
jecture 4.8]. Two non-tame, quasi-tame cases of this conjecture were subsequently proved in [109].

In this paper, we establish a stronger statement from which Conjecture 2.B follows for any quasi-
tame Looijenga pair𝑌 (𝐷). We will provide a closed-form calculation and comparison of both sides
of (2.B), returning the two equalities in Conjecture 2.B as a corollary. Since the tame setting was
already dealt with in [29], we may restrict our attention here to non-tame, quasi-tame pairs alone,
for which 𝑙 = 2. We give here a slightly discursive version of the main result of this paper (see
Propositions 2.2.3, 2.2.5 and 2.2.7 for precise statements, and e.g. (2.2) and (2.4) for explicit formu-
las).

Theorem 2.C. Let 𝑌 (𝐷) be a non-tame, quasi-tame Looijenga pair 𝑌 (𝐷) and 𝑑 ∈ H2(𝑌,Z ). The log
and open higher genus generating functionsN log

𝑑
(𝑌 (𝐷)) (ℏ) andO𝑑 (𝑌 op(𝐷)) (ℏ) are rational functions of

𝑞 = eiℏ, with zeroes and poles only at 𝑞 = 0,∞, or at roots of unity. Furthermore, Conjecture 2.B holds.

2.1.3 Strategy of the proof

Our task is simplified by a number of circumstances, which reduce Theorem 2.C to the computation
of one single example. As explained in [60] and [29, Proposition 2.2], 𝑌 (𝐷) is fully determined by
the self-intersections (𝐷2

1, 𝐷
2
2), and when considering specific examples we will shorten notation

by writing 𝑌 (𝐷2
1, 𝐷

2
2) for 𝑌 (𝐷). Let π : dP𝑟 → P2 be the blow-up of the plane at 𝑟 ≥ 0 points

{𝑃1, . . . , 𝑃𝑟 }, and write 𝐻 := π∗𝑐1(𝑂P2 (1)), 𝐸𝑖 := [π−1(𝑃𝑖)]. Up to deformation and permutation of
𝐷1, 𝐷2 and 𝐸1, . . . , 𝐸𝑟 , there is a unique non-tame, quasi-tame pair of maximal Picard number given
by 𝑌 = dP3 and 𝐷1 = 𝐻 − 𝐸1, 𝐷2 = 2𝐻 − 𝐸2 − 𝐸3, so that (𝐷2

1, 𝐷
2
2) = (0, 2).

By [29, Proposition 2.2], any other non-tame, quasi-tamepair𝑌 (𝐷) is the result of a toric contraction
π′ : dP3(0, 2) → 𝑌 (𝐷). Therefore, as we recall in Proposition 2.2.3 below, the blow-up formulas
for log and open invariants [29, Proposition 4.3 and 6.9] imply that it suffices to check that Conjec-
ture 2.B holds for the single case 𝑌 (𝐷) = dP3(0, 2). The l.h.s. of (2.B) in that case was computed in
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[29, Section 6.3.1] to be

O𝑑
(
dPop3 (0, 2)

)
= (−1)𝑑1+𝑑2+𝑑3

[𝑑1]𝑞
𝑑1 [𝑑0]𝑞 [𝑑1 + 𝑑2 + 𝑑3 − 𝑑0]𝑞

[
𝑑3

𝑑0 − 𝑑1

]
𝑞

×
[

𝑑3
𝑑0 − 𝑑2

]
𝑞

[
𝑑0
𝑑3

]
𝑞

[
𝑑1 + 𝑑2 + 𝑑3 − 𝑑0

𝑑3

]
𝑞

, (2.2)

where we decomposed 𝑑 = 𝑑0(𝐻 − 𝐸1 − 𝐸2 − 𝐸3) + 𝑑1𝐸1 + 𝑑2𝐸2 + 𝑑3𝐸3 in terms of generators
{𝐻 − 𝐸1 − 𝐸2 − 𝐸3, 𝐸1, 𝐸2, 𝐸3} of H2(dP3,Z ), and for non-negative integers 𝑛,𝑚 we denoted3

[𝑛]𝑞! :=
𝑛∏
𝑖=1

[𝑖]𝑞,
[
𝑛

𝑚

]
𝑞

:=

{ [𝑛]𝑞 !
[𝑚]𝑞 ! [𝑛−𝑚]𝑞 ! 0 ≤ 𝑚 ≤ 𝑛,
0 otherwise.

(2.3)

The first equality (2.B) in Conjecture 2.B is then a consequence of the following

Proposition 2.1.1 (=Propositions 2.2.5 and 2.2.7). With the conventions above, we have

N log
𝑑

(
dP3(0, 2)

)
(ℏ) =
[𝑑1]𝑞 [𝑑2 + 𝑑3]𝑞

[𝑑0]𝑞 [𝑑1 + 𝑑2 + 𝑑3 − 𝑑0]𝑞

[
𝑑3

𝑑0 − 𝑑1

]
𝑞

[
𝑑3

𝑑0 − 𝑑2

]
𝑞

[
𝑑0
𝑑3

]
𝑞

[
𝑑1 + 𝑑2 + 𝑑3 − 𝑑0

𝑑3

]
𝑞

.
(2.4)

Indeed, comparing (2.2) with (2.4) we see that these generating series are related as in (2.B). The
second statement, equation (2.1), then also follows from Proposition 2.1.1 combined with the BPS
integrality result of [29, Theorem 8.1] for 𝑙 = 2, whose proof applies identically to this case.

We will show Proposition 2.1.1 in two main steps. We will first construct a toric model for dP3(0, 2)
in the sense of [78], and then compute the λ𝑔-log Gromov–Witten invariants ((i)) from the cor-
responding quantum scattering diagram and algebra of quantum broken lines [19, 20, 26, 52, 73,
74, 127, 128]. The lack of tameness is epitomised by the existence of infinite scattering when two
quantumwallsmeet, and the resulting sumover quantumbroken lines leads to the intricate-looking
multi-variate generalised hypergeometric sum in (2.9). The second step consists of proving that this
sum admits a closed-form 𝑞-hypergeometric resummation given by (2.4). To our knowledge, this
has not previously appeared in the literature, with the exception of the special cases 𝑑3 = 𝑑2 = 𝑑0
and 𝑑3 = 𝑑0 = 𝑑1 +𝑑2 considered in [109]. To prove it, we first establish a difference equation satis-
fied by a 1-parameter deformation of (2.9), and then show inductively that the resulting recursion
has a unique closed-form solution compatible with (2.9) by repeated use of Jackson’s 𝑞-analogue
of the Pfaff–Saalschütz summation for the 3ϕ2-hypergeometric function.

Acknowledgements

We thank P. Bousseau and M. van Garrel for many enlightening discussions surrounding the topic
of this paper. We are particularly indebted to C. Krattenthaler for an illuminating e-mail correspon-
dence occurred prior to the appearance of [109]. He exposed us to the idea that our sought-for
𝑞-hypergeometric identities were too rigid to be tackled directly, whereas suitable parametric re-
finements might be amenable to an effective recursive strategy. Special thanks are owed to him for
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2.2 Proof of Conjecture 2.B

2.2.1 Log GW invariants from the quantum tropical vertex

We start off by giving a summary of the combinatorial setup for the calculation of the higher genus
log GW invariants ((i)) from the associated quantum scattering diagram, referring the reader to
[29, Section 4.2] for a more extensive treatment.

2.2.1.1 Toric models. Two birational operations on log Calabi–Yau surfaces𝑌 (𝐷) will feature promi-
nently in the rest of the paper.

• If 𝑌 is the blow-up of 𝑌 at a node of 𝐷 and 𝐷 is the preimage of 𝐷 in 𝑌 we say 𝑌 (𝐷) is a
corner blow-up of 𝑌 (𝐷).

• In case 𝑌 is the blow-up of 𝑌 at a smooth point in 𝐷 and 𝐷 is the strict transform of 𝐷 in 𝑌
we say 𝑌 (𝐷) is an interior blow-up of 𝑌 (𝐷).

Starting from a Looijenga pair 𝑌 (𝐷), we will seek to construct pairs 𝑌 (𝐷) and 𝑌 (𝐷) fitting into a
diagram

𝑌 (𝐷)

𝑌 (𝐷) 𝑌 (𝐷)

←→ϕ

←

→
π (2.5)

where ϕ is a sequence of corner blow-ups and π is a toric model, meaning that𝑌 is toric,𝐷 is its toric
boundary and π is a sequence of interior blow-ups. By [78, Proposition 1.3] such a diagram always
exists. We will write ρ𝐷𝑖 for the generator of the ray in the fan σ of 𝑌 associated to the toric prime
divisor which is the push-forward along π of the strict transform of 𝐷𝑖 under ϕ.

Given a toric model π : 𝑌 (𝐷) → 𝑌 (𝐷) as in (2.5) we can associate a consistent quantum scattering
diagram𝔇 to it, which is what we discuss next.

2.2.1.2 Quantum scattering and higher genus invariants. The scattering diagram𝔇 is defined on the
lattice 𝑁Z � Z 2 of integral points of the fan σ of 𝑌 , as follows: assume that π is a sequence of
blow-ups of distinct smooth points 𝑃1, . . . , 𝑃𝑠 of 𝐷 and denote E1, . . . , E𝑠 the exceptional divisors in
𝑌 associated to these blow-ups. Further, write ρ 𝑗 for the primitive generator of the ray associated
to the toric prime divisor which 𝑃 𝑗 is an element of. For each 𝑗 ∈ {1, . . . , 𝑠} we introduce a wall
𝔡𝑗 := R ρ 𝑗 decorated with wall-crossing functions 𝑓𝔡𝑗 := 1 + 𝑡 𝑗𝑧−ρ 𝑗 ∈ CÈ𝑡1, . . . , 𝑡𝑠É[𝑁Z ]. We will
often write 𝑧ρ =: 𝑥𝑎𝑦𝑏 if ρ = (𝑎, 𝑏). Then 𝔇 is the unique (up to equivalence) completion of the
initial scattering diagram𝔇in := {(𝔡𝑗 , 𝑓𝔡𝑗 )} 𝑗∈{1,...,𝑠} in the sense of [19, 20, 80, 108]. Such a comple-
tion can be found algorithmically by successively adding new rays whenever two walls meet, as we
now describe.

First of all, after perturbing the diagram𝔇in we may assume that walls intersect in codimension at
least one and that no more than two walls meet in a point. Now suppose two walls 𝔡1, 𝔡2 intersect.
Denote by −ρ𝑖 a primitive integral direction of 𝔡𝑖 and assume 𝑓𝔡𝑖 = 1 + 𝑐𝑖𝑧ρ

𝑖 . For our purpose the
relevant scattering processes are:
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• det(ρ1, ρ2) = ±1 (simple scattering): the algorithm tells us to add a ray 𝔡 emanating from the
intersection point 𝔡1 ∩ 𝔡2 in the direction −ρ1 − ρ2 decorated with 1 + 𝑐1𝑐2𝑧ρ

1+ρ2 .

• det(ρ1, ρ2) = ±2 (infinite scattering): the algorithm creates three types of walls. First, there
is a central wall in the direction −ρ1 − ρ2 decorated with a wall-crossing function whose
explicit shape is not of interest in the subsequent analysis and hence omitted. Further – and
most relevant for us later – one needs to add walls 𝔡1, . . . , 𝔡𝑛, . . . with slope −(𝑛 + 1)ρ1 −𝑛ρ2
decorated with

1 + 𝑐𝑛+11 𝑐𝑛2𝑧
(𝑛+1)ρ1+𝑛ρ2

and last a collection 1𝔡, . . . , 𝑛𝔡, . . . of walls respectively having slope −𝑛ρ1 − (𝑛 + 1)ρ2 and
decorated with

1 + 𝑐𝑛1𝑐𝑛+12 𝑧𝑛ρ
1+(𝑛+1)ρ2 .

Adding new walls to the scattering diagram possibly creates new intersection points. Perturbing
the diagram if necessary and repeating the above described process for each newly created inter-
section point yields a consistent scattering diagram𝔇.

We now introduce the final combinatorial object we require for our computation of log Gromov–
Witten invariants. Let 𝑁R := 𝑁Z ⊗Z R . Given 𝑝 ∈ 𝑁R and𝑚 ∈ 𝑁Z , a quantum broken line β
with ends 𝑝 and𝑚 consists of

(i) a continuous piece-wise straight path β : (−∞, 0] → 𝐵\⋃𝔡∈𝔇 𝜕𝔡∪
⋃

𝔡1≠𝔡2 𝔡
1∩𝔡2 intersecting

walls transversely;

(ii) a labelling 𝐿1, . . . , 𝐿𝑛 of the successive line segments with 𝐿𝑛 ending at 𝑝 such that each in-
tersection point 𝐿𝑖 ∩ 𝐿𝑖+1 lies on a wall;

(iii) an assignment 𝑎𝑖𝑧𝑚𝑖 to each line segment 𝐿𝑖 such that

• 𝑎1𝑧
𝑚1 = 𝑧𝑚,

• if 𝐿𝑖 ∩ 𝐿𝑖+1 ⊂ 𝔡 with 𝑓𝔡 =
∑
𝑟≥0 𝑐𝑟𝑧

𝑟ρ𝔡 and ρ𝔡 chosen primitive then 𝑎𝑖+1𝑧𝑚𝑖+1 is a mono-
mial occurring in the expansion of

𝑎𝑖𝑧
𝑚𝑖

1
2 ( | det(ρ𝔡,𝑚𝑖 ) |−1)∏

ℓ=− 1
2 ( | det(ρ𝔡,𝑚𝑖 ) |−1)

(∑
𝑟≥0

𝑐𝑟𝑞
𝑟 ℓ𝑧𝑟ρ𝔡

)
, (2.6)

• 𝐿𝑖 is directed in direction −𝑚𝑖 .

For such a quantum broken line β call 𝑎β,end := 𝑎𝑛 the end-coefficient and write𝑚β,end :=𝑚𝑛. More-
over, we will often refer to 𝑎β,end𝑧𝑚β,end as the end-monomial and to 𝑧𝑚 as the asymptotic monomial
of β. We remark that for 𝑓𝔡 = 1 + 𝑐𝑧ρ𝔡 the product in (2.6) takes the form

1
2 ( | det(ρ𝔡,𝑚𝑖 ) |−1)∏

ℓ=− 1
2 (| det(ρ𝔡,𝑚𝑖 ) |−1)

(
1 + 𝑐𝑞ℓ𝑧ρ𝔡

)
=
| det(ρ𝔡,𝑚𝑖 ) |∑

𝑘=0

[
| det(ρ𝔡,𝑚𝑖) |

𝑘

]
𝑞

𝑐𝑘𝑧𝑘ρ𝔡 . (2.7)

Now given two lattice vectors𝑚1,𝑚2 ∈ 𝑁Z , define

𝐶𝔇
𝑝;𝑚1,𝑚2

(𝑞) :=
∑
β1,β2

Ends(β𝑖 )=(𝑝,𝑚𝑖 )
𝑚β1,end+𝑚β2,end=0

𝑎β1,end 𝑎β2,end (2.8)
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to be the sum of products of all end-coefficients of quantum broken lines β1 and β2 with asymp-
totic monomials 𝑧𝑚1 , resp. 𝑧𝑚2 , meeting in a common point 𝑝 and with opposite exponents of their
end-monomials. This sum is a polynomial in the variables 𝑡 𝑗 with coefficients in Z [𝑞± 1

2 ]. It turns
out that the definition of𝐶𝔇

𝑝;𝑚1,𝑚2
(𝑞) is mostly independent of 𝑝 .

Proposition 2.2.1. [128, Proposition 2.13 & 2.15] The sum in (2.8) is finite and as long as 𝑝 is chosen
generic,𝐶𝔇

𝑝;𝑚1,𝑚2
(𝑞) is independent of the choice of 𝑝 .

Moreover, we remark that according to the same proposition [128, Proposition 2.15] 𝐶𝔇
𝑝;𝑚1,𝑚2

(𝑞)
enjoys the interpretation as being the constant term in the product of two theta functions. However,
most crucial for us, this quantity gives us a way to extract the higher genus, maximal contact log
Gromov–Witten invariants ((i)) of a Looijenga pair 𝑌 (𝐷) from the scattering diagram associated
to its toric model, as per the following

Proposition 2.2.2 ([29, 129]). Let𝑌 (𝐷) be a 2-component Looijenga pair, i.e.𝐷 = 𝐷1 +𝐷2, π : 𝑌 (𝐷) →
𝑌 (𝐷) a toric model for it as in (2.5), and𝔇 the corresponding consistent quantum scattering diagram. For
𝑑 ∈ H2(𝑌,Z ) an effective curve class, set𝑚𝑖 := (𝑑 · 𝐷𝑖)ρ𝐷𝑖 . Then N log

𝑑
(𝑌 (𝐷)) (ℏ) is the coefficient of∏𝑠

𝑗=1 𝑡
𝑑 ·ϕ∗E𝑗

𝑗 in

𝐶𝔇
𝑝;𝑚1,𝑚2

(𝑞)
����
𝑞=eiℏ

.

2.2.1.3 Birational invariance. Suppose now that 𝑌 (𝐷) is a 2-component quasi-tame Looijenga pair
and π : 𝑌 ′(𝐷′) → 𝑌 (𝐷) is a sequence of interior blow-ups such that 𝑌 ′(𝐷′) is also quasi-tame.
The following compatibility statement explains how the higher genus log-open correspondence
interacts with this type of birational transformations.

Proposition 2.2.3. [29, Proposition 4.3 and 6.9] Let π : 𝑌 ′(𝐷′) → 𝑌 (𝐷) be an interior blow-up, with
both 𝑌 ′(𝐷′) and 𝑌 (𝐷) 2-component quasi-tame Looijenga pairs. Then N log

𝑑
(𝑌 (𝐷)) = N log

π∗𝑑 (𝑌
′(𝐷′)),

O𝑑 (𝑌 op(𝐷)) = Oπ∗𝑑 (𝑌 ′op(𝐷′)) for all 𝑑 ∈ H2(𝑌,Z ).

The comparison statement of Proposition 2.2.3 for log invariants is easy to visualise in genus 0,
where the invariants 𝑁 log

0,𝑑 (𝑌 (𝐷)) are enumerative [129]: since blowing up a point away from the
curves does not affect the local geometry, the corresponding counts are invariant, a property also
reflected in the broken lines calculations of the scattering diagrams of Section 2.2.1.2. The corre-
sponding statement for the open invariants is a non-trivial consequence of the invariance of the
topological vertex under flops [93, 104].

By the classification theorem of nef Looijenga pairs in [29, Proposition 2.2], any non-tame, quasi-
tame Looijenga pair 𝑌 (𝐷) is obtained up to deformation as a sequence of𝑚 ≥ 0 interior blowings-
downofdP3(0, 2). It follows fromProposition 2.2.3 that provingConjecture 2.B for𝑌 (𝐷) = dP3(0, 2)
implies that the same statement a fortiori holds for any other non-tame, quasi-tame pair (and indeed
any 2-component quasi-tame pair with Picard number lower than four).

2.2.2 The case of maximal Picard number

Let us then specialise to 𝑌 (𝐷) = dP3(0, 2). Throughout this section we will write 𝑑 = 𝑑0(𝐻 −
𝐸1 − 𝐸2 − 𝐸3) +

∑3
𝑖=1 𝑑𝑖𝐸𝑖 for a curve class 𝑑 ∈ H2(dP3,Z ). If 𝑑 · 𝐷1 or 𝑑 · 𝐷2 vanishes, then

N log
𝑑

(
dP3(0, 2)

)
(ℏ) = 0. In case the intersection numbers are strictly positive, we may use the scat-

tering diagram of dP3(0, 2) to compute the invariants.
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2.2.2.1 Constructing the toric model. First, we recall from [29, Section 4.4] the construction of a toric
model of P2(𝐷1∪𝐷2), with𝐷1 a line and𝐷2 a smooth conic intersecting𝐷1 in two distinct points 𝑃1
and 𝑃2 . Let E denote the tangent line through 𝑃1 to𝐷2. In the following wewill always identify𝐷1,
𝐷2, E , and some yet to be defined divisors 𝐹1, 𝐹2 with their strict transforms, resp. push-forwards,
under blow-ups, resp. blow-downs.

Blow up the point 𝑃1, and write 𝐹1 for the exceptional divisor, and then blow up the intersection
point of 𝐹1 with 𝐷2 and denote the exceptional curve by 𝐹2. Under these blow-ups, the strict
transform of E is a (−1)-curve intersecting 𝐹2 in one point and can therefore be blown down.
This blow-down results in the log Calabi–Yau surface

(
P2(𝐷), 𝐷

)
with anti-canonical divisor 𝐷 =

𝐷1 ∪ 𝐹1 ∪ 𝐹2 ∪ 𝐷2 where 𝐹1 is a curve with self-intersection −2, 𝐷2 has self-intersection 2, and
𝐷1, 𝐹2 zero. Therefore, since the irreducible components of 𝐷 form a necklace with the same self-
intersections as the toric boundary of F2, we alreadymust have P2(𝐷) = F2 with𝐷 the toric bound-
ary by [60, Lemma 2.10] and hence we have constructed a toric model for P2(𝐷). From the discus-
sion of the previous Section, at a tropical level the fact that we blew down E amounts to adding a
wall 𝔡𝐹2 emanating from a focus-focus singularity on the ray corresponding to 𝐹2 in the fan of F2.

The above construction results in a toric model for dP3(0, 2), as displayed in Figure 2.1: we blow
up an interior point on 𝐷1 and two interior points on 𝐷2 and take the proper transforms, which at
the fan level leads to the addition of focus-focus singularities on the rays corresponding to 𝐷1 and
𝐷2 (indicated with crosses in Figure 2.1). We denote by E1, resp. by E2, E3 the exceptional loci that
result from blowing up a point in 𝐷1, resp. two points on 𝐷2.

𝐷2

𝐷1𝐹1

𝐹2×

×

×

×

Figure 2.1: The toric model of dP3(0, 2)

2.2.2.2 The quantum scattering diagram. Wenow follow the construction outlined in Section 2.2.1.2 to
derive the quantum scattering diagram𝔇 of the toric model of dP3(0, 2) (Figure 2.2). We shoot out
walls 𝔡𝐹2 , 𝔡𝐷1 , 𝔡𝐷2,1, 𝔡𝐷2,2 emanating from the focus-focus singularities in the direction −ρ, where
ρ is the respective generator of the ray in the fan. We send the singularities to infinity and perturb
the walls as indicated in Figure 2.2. From these initial walls we now want to construct a consistent
scattering diagram. However, since in our subsequent analysis we will only be interested in walls
with slope lying in the cone generated by (0,−1) and (1, 2), we will restrict the discussion to such
walls only. As |ρ𝐹2 ∧ ρ𝐷1 | = 2 there is infinite scattering in the sense of Section 2.2.1.2 between the
walls 𝔡𝐹2 and 𝔡𝐷1 . This results in walls 𝔡2, 𝔡3, . . . with slope −𝑛ρ𝐹2 − (𝑛 − 1)ρ𝐷1 = (1,−2(𝑛 − 1))
decorated with wallcrossing functions 1 + 𝑡𝑛𝑡𝑛−11 𝑥−1𝑦2(𝑛−1) where 𝑛 > 1. For conformity, let us
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write 𝔡1 := 𝔡𝐹2 . Now for all 𝑛 ≥ 1 each wall 𝔡𝑛 intersects both 𝔡𝐷2,1 and 𝔡𝐷2,2. Luckily, in this case
we only have simple scattering resulting in walls with slope (1,−2𝑛+3) and wallcrossing functions
1+ 𝑡𝑛𝑡𝑛−11 𝑡𝑖𝑥

−1𝑦2𝑛−3 where 𝑖 ∈ {2, 3}. Lastly, we notice that the wall which is the result of scattering
between 𝔡𝑛 and 𝔡𝐷2,1 intersects 𝔡𝐷2,2 thus producing a wall with slope (1,−2𝑛+4) and wallcrossing
function 1 + 𝑡𝑛𝑡𝑛−11 𝑡2𝑡3𝑥

−1𝑦2𝑛+4 attached to it. Let us call this wall 𝔡𝐷2,𝐷2
𝑛 . The whole construction is

summarised in Figure 2.2.

We collect the walls constructed above into 4-tuples labelled by an integer 𝑛 > 0 as depicted in
Figure 2.3. The𝑛th tuple consists of the wall 𝔡𝑛, the walls which are the result of scattering between
𝔡𝑛 and 𝔡𝐷2,1, resp. 𝔡𝐷2,2, and lastly the wall 𝔡𝐷2,𝐷2

𝑛+1 .

2.2.2.3 Higher genus log GW invariants. In this section we will apply Proposition 2.2.2 to obtain the
log Gromov–Witten invariants of dP3(0, 2). For this we need to determine𝐶𝔇

𝑝;𝑚1,𝑚2
(𝑞), where𝑚𝑖 :=

(𝑑 · 𝐷𝑖)ρ𝐷𝑖 and 𝑝 is a generically chosen point. First, let us characterise all quantum broken lines
which contribute to this sum.

𝑥
𝑦

· · ·· · ·· · ·

...

...

...

𝔡𝐷1

𝔡𝐹2

𝔡𝐷2,1 𝔡𝐷2,2

×

×

× ×

1+𝑡𝑥−1

1+
𝑡 1
𝑥
𝑦
2

1+
𝑡 2
𝑦
−1

1+
𝑡 3
𝑦
−1

𝑥𝑑1𝑦2𝑑1

𝑦−𝑑2−𝑑3

•𝑝

1

2

3

4
1

2

3

Figure 2.2: The quantum scattering diagram of dP3(0, 2).
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Lemma 2.2.4. Choose 𝑝 in the lower right quadrant so that it lies to the right of 𝔡𝐷2,2 and that below 𝑝 there
are only walls belonging to the 𝑛th 4-tuple of walls with 𝑛 ≥ 𝑑 ·𝐷2 + 2. Then the following statements hold:

(i) If β2 is a quantum broken line with ends (𝑝,𝑚2) then either it is a straight line and thus𝑚β2,end =𝑚2

or𝑚β2,end lies in the half open cone {−𝑎1ρ𝐷1 − 𝑎2ρ𝐷2 | 𝑎1 > 0, 𝑎2 ≥ 0}.

(ii) If β1 and β2 are quantum broken lines with ends (𝑝,𝑚1) and (𝑝,𝑚2) respectively such that

𝑚β1,end +𝑚β2,end = 0

then β2 is a straight line and β1 may only bend at walls to the right of 𝔡𝐷2,2 as in Figure 2.2.

Proof. Statement (i) can be proven by a straightforward, but tedious case-by-case analysis. Since
this proof is barely enlightening we omit it here, and only explain how (i) implies (ii). Indeed,
supposeβ2 is not a straight line. Then by (i)wemust have𝑚β1,end ∈ {𝑎1ρ𝐷1+𝑎2ρ𝐷2 | 𝑎1 > 0, 𝑎2 ≥ 0}.
However, this means that β1 only crosses walls at which it may pick up a contribution that bends
it further into the the lower right quadrant. In particular, such a quantum broken line cannot have
asymptotic monomial 𝑧𝑚1 , leading to a contradiction. Hence, β2 must be a straight line. □

Having Lemma 2.2.4 at hand, we are now equipped to determine the logGromov–Witten invariants
of dP3(0, 2) via Proposition 2.2.2.

Proposition 2.2.5. Let 𝑑 be an effective curve class with 𝑑 · 𝐷1, 𝑑 · 𝐷2 > 0. Then

N log
𝑑

(
dP3(0, 2)

)
(ℏ) =∑

∀(𝑖,𝑛) ∈{1,2,3,4}×Z>0:𝑘𝑖,𝑛≥0
𝑑0=

∑
𝑛≥1

∑4
𝑖=1 (𝑛+δ𝑖,1 )𝑘𝑖,𝑛

𝑑1=
∑
𝑛≥1

∑4
𝑖=1 𝑘𝑖,𝑛

𝑑0−𝑑2=
∑
𝑛≥1 (𝑘1,𝑛+𝑘4,𝑛 )

𝑑0−𝑑3=
∑
𝑛≥1 (𝑘1,𝑛+𝑘3,𝑛 )

∏
𝑛≥1

2∏
𝑖=1

[
𝑑2 + 𝑑3 −

∑
𝑚≥1

∑4
𝑗=1(2𝑚 − δ 𝑗,3 − δ 𝑗,4)𝑘 𝑗,𝑛+𝑚
𝑘𝑖,𝑛

]
𝑞

×
[
𝑑2 + 𝑑3 −

∑
𝑚≥0

∑4
𝑗=1(2𝑚 + δ 𝑗,1 + δ 𝑗,2)𝑘 𝑗,𝑛+𝑚
𝑘2+𝑖,𝑛

]
𝑞

.

(2.9)

Proof. In order to compute N log
𝑑

(
dP3(0, 2)

)
we choose a point 𝑝 as specified in Lemma 2.2.4 and

consider quantum broken lines β𝑖 with ends (𝑝, 𝑧 (𝑑 ·𝐷𝑖 )ρ𝐷𝑖 ), where 𝑖 ∈ {1, 2}, so that the sum of the
exponents of their end-monomials at 𝑝 vanishes. As stated in Proposition 2.2.2, we then obtain the
desired log Gromov–Witten invariant by taking the product of the two end-coefficients, summing
this over all such pairs of quantum broken lines and extracting the coefficient of the monomial
𝑡𝑑 ·ϕ∗E

∏3
𝑖=1 𝑡

𝑑 ·ϕ∗E𝑖
𝑖 .

Let us then analyse a quantum broken line β1 coming from the direction𝐷1 with asymptotic mono-
mial 𝑧 (𝑑 ·𝐷1)ρ𝐷1 = 𝑥𝑑1𝑦2𝑑1 ending at 𝑝 which only bends at walls to the right of 𝔡𝐷2,2 as illustrated in
Figure 2.2. We claim that its end-monomial is of the form
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1+𝑡 𝑛𝑡 𝑛−11 𝑡2𝑥 −1𝑦 2𝑛−31+𝑡 𝑛𝑡 𝑛−11 𝑡3𝑥 −1𝑦 2𝑛−3
1+𝑡 𝑛

𝑡 𝑛−11
𝑥 −1
𝑦 2(𝑛−1)

1+𝑡 𝑛+1
𝑡 𝑛
1 𝑡2 𝑡3 𝑥 −1

𝑦 2(𝑛−1)

1

2

3
4

Figure 2.3: The 𝑛th 4-tuple of walls.

𝑎β1,end𝑧
𝑚β1,end =

𝑁∏
𝑛=1

2∏
𝑖=1

[
2𝑛𝑑1 −

∑𝑛
𝑙=1

∑4
𝑗=1(2(𝑛 − 𝑙) − δ 𝑗,3 − δ 𝑗,4)𝑘 𝑗,𝑙

𝑘𝑖,𝑛

]
𝑞

×
[(2𝑛 − 1)𝑑1 −∑𝑛−1

𝑙=1

∑4
𝑗=1(2(𝑛 − 𝑙) − δ 𝑗,1 − δ 𝑗,2)𝑘 𝑗,𝑙
𝑘2+𝑖,𝑛

]
𝑞

× 𝑡
∑𝑁

𝑛=1
∑4

𝑗=1 (𝑛+δ𝑗,1)𝑘 𝑗,𝑛𝑡
∑𝑁

𝑛=1
∑4

𝑗=1 (𝑛−1+δ𝑗,1)𝑘 𝑗,𝑛
1

× 𝑡
∑𝑁

𝑛=1 (𝑘1,𝑛+𝑘4,𝑛)
2 𝑡

∑𝑁
𝑛=1 (𝑘1,𝑛+𝑘3,𝑛)

3 𝑥𝑑1−
∑𝑁

𝑛=1
∑4

𝑗=1 𝑘 𝑗,𝑛

× 𝑦2𝑑1+
∑𝑁

𝑛=1 (2𝑛−2) (𝑘1,𝑛+𝑘2,𝑛)+
∑𝑁

𝑛=1 (2𝑛−3) (𝑘3,𝑛+𝑘4,𝑛)

(2.10)

for some 𝑘 𝑗,𝑛 ≥ 0 where we set 𝑁 = 𝑑 · 𝐷2 + 1. Indeed, suppose that after passing the first (𝑛 − 1)
4-tuples of walls β2 carries the monomial 𝑎𝑛−1𝑥𝑏𝑛−1𝑦𝑐𝑛−1 . Then crossing wall 4 of the 𝑛th 4-tuple
displayed in Figure 2.3 we see that by the defining property (iii) of a quantum broken line and
formula (2.7) the monomial carried by the quantum broken line must now be

𝑎𝑛−1𝑥
𝑏𝑛−1𝑦𝑐𝑛−1

4
↦−→ 𝑎𝑛−1

[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘4,𝑛

]
𝑞

𝑡𝑛𝑘4,𝑛𝑡
(𝑛−1)𝑘4,𝑛
1

× 𝑡𝑘4,𝑛2 𝑥𝑏𝑛−1−𝑘4,𝑛𝑦𝑐𝑛−1+(2𝑛−3)𝑘4,𝑛

for some 𝑘4,𝑛 ≥ 0. Similarly, after passing the next three walls, which together with 4 form the 𝑛th
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4-tuple of walls, the quantum broken line carries the monomial

𝑎𝑛−1

[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘4,𝑛

]
𝑞

𝑡𝑛𝑘4,𝑛𝑡
(𝑛−1)𝑘4,𝑛
1 𝑡

𝑘4,𝑛
2 𝑥𝑏𝑛−1−𝑘4,𝑛𝑦𝑐𝑛−1+(2𝑛−3)𝑘4,𝑛

3
↦−→ 𝑎𝑛−1

[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘3,𝑛

]
𝑞

[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘4,𝑛

]
𝑞

× 𝑡𝑛(𝑘3,𝑛+𝑘4,𝑛)𝑡 (𝑛−1) (𝑘3,𝑛+𝑘4,𝑛)1 𝑡
𝑘4,𝑛
2 𝑡

𝑘3,𝑛
3

× 𝑥𝑏𝑛−1−𝑘3,𝑛−𝑘4,𝑛𝑦𝑐𝑛−1+(2𝑛−3) (𝑘3,𝑛+𝑘4,𝑛)

2
↦−→ 𝑎𝑛−1

[
(2𝑛 − 2)𝑏𝑛−1 + 𝑐𝑛−1 + (𝑘3,𝑛 + 𝑘4,𝑛)

𝑘2,𝑛

]
𝑞

×
[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘3,𝑛

]
𝑞

[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘4,𝑛

]
𝑞

× 𝑡
∑4

𝑗=2 𝑛𝑘 𝑗,𝑛𝑡
∑4

𝑗=2 (𝑛−1)𝑘 𝑗,𝑛
1 𝑡

𝑘4,𝑛
2 𝑡

𝑘3,𝑛
3

× 𝑥𝑏𝑛−1−
∑4

𝑗=2 𝑘 𝑗,𝑛𝑦𝑐𝑛−1+(2𝑛−2)𝑘2,𝑛+(2𝑛−3)(𝑘3,𝑛+𝑘4,𝑛)

1
↦−→ 𝑎𝑛−1

[
(2𝑛 − 2)𝑏𝑛−1 + 𝑐𝑛−1 + (𝑘3,𝑛 + 𝑘4,𝑛)

𝑘1,𝑛

]
𝑞

×
[
(2𝑛 − 2)𝑏𝑛−1 + 𝑐𝑛−1 + (𝑘3,𝑛 + 𝑘4,𝑛)

𝑘2,𝑛

]
𝑞

×
[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘3,𝑛

]
𝑞

[
(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1

𝑘4,𝑛

]
𝑞

× 𝑡
∑4

𝑗=1 (𝑛+δ𝑗,1)𝑘 𝑗,𝑛𝑡
∑4

𝑗=1 (𝑛−1+δ𝑗,1)𝑘 𝑗,𝑛
1 𝑡

𝑘1,𝑛+𝑘4,𝑛
2 𝑡

𝑘1,𝑛+𝑘3,𝑛
3

× 𝑥𝑏𝑛−1−
∑4

𝑗=1 𝑘 𝑗,𝑛𝑦𝑐𝑛−1+(2𝑛−2) (𝑘1,𝑛+𝑘2,𝑛)+(2𝑛−3) (𝑘3,𝑛+𝑘4,𝑛) .

(2.11)

Since we know that (𝑏0, 𝑐0) =𝑚1 = (𝑑1, 2𝑑1), by induction we can deduce that

𝑏𝑛 = 𝑑1 −
𝑛∑
𝑙=1

4∑
𝑗=1

𝑘 𝑗,𝑙 ,

𝑐𝑛 = 2𝑑1 +
𝑛∑
𝑙=1

(2𝑙 − 2)(𝑘1,𝑙 + 𝑘2,𝑙 ) +
𝑛∑
𝑙=1

(2𝑙 − 3) (𝑘3,𝑙 + 𝑘4,𝑙 ) .

Substituting this into the binomial coefficients in the last line of (2.11) and noting that

(2𝑛 − 3)𝑏𝑛−1 + 𝑐𝑛−1 = (2𝑛 − 1)𝑑1 −
𝑛−1∑
𝑙=1

(2(𝑛 − 𝑙) − 1) (𝑘1,𝑙 + 𝑘2,𝑙 )

−
𝑛−1∑
𝑙=1

2(𝑛 − 𝑙) (𝑘3,𝑙 + 𝑘4,𝑙 )
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and

(2𝑛 − 2)𝑏𝑛−1 + 𝑐𝑛−1 + (𝑘3,𝑛 + 𝑘4,𝑛) = 2𝑛𝑑1 −
𝑛∑
𝑙=1

2(𝑛 − 𝑙)(𝑘1,𝑙 + 𝑘2,𝑙 )

−
𝑛∑
𝑙=1

(2(𝑛 − 𝑙) − 1) (𝑘3,𝑙 + 𝑘4,𝑙 )

we indeed see that the end-monomial 𝑎β1,end𝑧
𝑚β1,end is of the form (2.10).

Now by definition, 𝐶𝔇
𝑝;𝑚1,𝑚2

(𝑞) is the sum of 𝑎β1,end𝑎β2,end over all quantum broken lines β𝑖 , 𝑖 ∈
{1, 2}, with ends (𝑝,𝑚𝑖) such that

𝑚β1,end +𝑚β2,end = 0 . (2.12)

Since by Lemma 2.2.4 β2 must be a straight line, we have𝑚β2,end = (𝑑 · 𝐷2)ρ𝐷2 = (0,−𝑑2 − 𝑑3) and
thus (2.12) translates into the conditions

𝑑1 =
𝑁∑
𝑛=1

4∑
𝑖=1

𝑘𝑖,𝑛, (2.13)

𝑑2 + 𝑑3 =
𝑁∑
𝑛=1

(
2𝑛(𝑘1,𝑛 + 𝑘2,𝑛) + (2𝑛 − 1) (𝑘3,𝑛 + 𝑘4,𝑛)

)
. (2.14)

Hence, plugging 𝑎β2,end = 1 and (2.10) into the defining expression (2.8) for𝐶𝔇
𝑝;𝑚1,𝑚2

(𝑞) we get

𝐶𝔇
𝑝;𝑚1,𝑚2

(𝑞) = ∑
∀(𝑖,𝑛)∈{1,2,3,4}×{1,...,𝑁 }:𝑘𝑖,𝑛≥0

𝑑1=
∑𝑁

𝑛=1
∑4

𝑖=1 𝑘𝑖,𝑛
𝑑2+𝑑3=

∑𝑁
𝑛=1

∑4
𝑖=1 (2𝑛−δ𝑖,3−δ𝑖,4)𝑘𝑖,𝑛

𝑡
∑𝑁

𝑛=1
∑4

𝑗=1 (𝑛+δ𝑗,1)𝑘 𝑗,𝑛𝑡
∑𝑁

𝑛=1
∑4

𝑗=1 (𝑛−1+δ𝑗,1)𝑘 𝑗,𝑛
1

× 𝑡
∑𝑁

𝑛=1 (𝑘1,𝑛+𝑘4,𝑛)
2 𝑡

∑𝑁
𝑛=1 (𝑘1,𝑛+𝑘3,𝑛)

3

×
𝑁∏
𝑛=1

2∏
𝑖=1

[
2𝑛𝑑1 −

∑𝑛
𝑙=1

∑4
𝑗=1(2(𝑛 − 𝑙) − δ 𝑗,3 − δ 𝑗,4)𝑘 𝑗,𝑙

𝑘𝑖,𝑛

]
𝑞

×
[(2𝑛 − 1)𝑑1 −∑𝑛−1

𝑙=1

∑4
𝑗=1(2(𝑛 − 𝑙) − δ 𝑗,1 − δ 𝑗,2)𝑘 𝑗,𝑙
𝑘2+𝑖,𝑛

]
𝑞

.

Using the sum conditions (2.13) and (2.14) we can simplify the arguments of the 𝑞-binomials to
bring the sum into the form

𝐶𝔇
𝑝;𝑚1,𝑚2

(𝑞) = ∑
∀(𝑖,𝑛)∈{1,2,3,4}×{1,...,𝑁 }:𝑘𝑖,𝑛≥0

𝑑1=
∑𝑁

𝑛=1
∑4

𝑖=1 𝑘𝑖,𝑛
𝑑2+𝑑3=

∑𝑁
𝑛=1

∑4
𝑖=1 (2𝑛−δ𝑖,3−δ𝑖,4)𝑘𝑖,𝑛

𝑡
∑𝑁

𝑛=1
∑4

𝑗=1 (𝑛+δ𝑗,1)𝑘 𝑗,𝑛𝑡
∑𝑁

𝑛=1
∑4

𝑗=1 (𝑛−1+δ𝑗,1)𝑘 𝑗,𝑛
1

× 𝑡
∑𝑁

𝑛=1 (𝑘1,𝑛+𝑘4,𝑛)
2 𝑡

∑𝑁
𝑛=1 (𝑘1,𝑛+𝑘3,𝑛)

3

×
𝑁∏
𝑛=1

2∏
𝑖=1

[
𝑑2 + 𝑑3 −

∑𝑁−𝑛
𝑚=1

∑4
𝑗=1(2𝑚 − δ 𝑗,3 − δ 𝑗,4)𝑘 𝑗,𝑛+𝑚
𝑘𝑖,𝑛

]
𝑞

×
[
𝑑2 + 𝑑3 −

∑𝑁−𝑛
𝑚=0

∑4
𝑗=1(2𝑚 − δ 𝑗,1 − δ 𝑗,2)𝑘 𝑗,𝑛+𝑚
𝑘2+𝑖,𝑛

]
𝑞

(2.15)
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We can now apply Proposition 2.2.2 which states that N log
𝑑

(
dP3(0, 2)

)
is the coefficient of

𝑡𝑑 ·ϕ∗E
3∏
𝑖=1

𝑡
𝑑 ·ϕ∗E𝑖
𝑖 = 𝑡𝑑0𝑡𝑑0−𝑑11 𝑡𝑑0−𝑑22 𝑡𝑑0−𝑑33 . (2.16)

in (2.15). Here, ϕ is the sequence of corner blow-ups d̃P3(𝐷) → dP3(𝐷) and E, E1, E2, E3 are
the exceptional curves we introduced in Section 2.2.2.1. The above identity follows from the fact
that [ϕ∗E] = 𝐻 and [ϕ∗E𝑖] = 𝐸𝑖 . Now picking the coefficient of (2.16) in (2.15) we obtain that
N log
𝑑

(
dP3(0, 2)

)
is the sum of∏

𝑛≥1

2∏
𝑖=1

[
𝑑2 + 𝑑3 −

∑𝑁−𝑛
𝑚=1

(
2𝑚(𝑘1,𝑛+𝑚 + 𝑘2,𝑛+𝑚) + (2𝑚 − 1)(𝑘3,𝑛+𝑚 + 𝑘4,𝑛+𝑚)

)
𝑘𝑖,𝑛

]
𝑞

×
[
𝑑2 + 𝑑3 −

∑𝑁−𝑛
𝑚=0

(
(2𝑚 + 1) (𝑘1,𝑛+𝑚 + 𝑘2,𝑛+𝑚) + 2𝑚(𝑘3,𝑛+𝑚 + 𝑘4,𝑛+𝑚)

)
𝑘2+𝑖,𝑛

]
𝑞

(2.17)

over 𝑘 𝑗,𝑛 ≥ 0, 𝑗 ∈ {1, . . . , 4} and 𝑛 ∈ {1, . . . , 𝑁 } subject to the conditions (2.13), (2.14) and

𝑑0 =
𝑁∑
𝑛=1

(
𝑘1,𝑛 + 𝑛

4∑
𝑖=1

𝑘𝑖,𝑛

)
, (2.18)

𝑑0 − 𝑑1 =
𝑁∑
𝑛=1

(
𝑘1,𝑛 + (𝑛 − 1)

4∑
𝑖=1

𝑘𝑖,𝑛

)
, (2.19)

𝑑0 − 𝑑2 =
𝑁∑
𝑛=1

(𝑘1,𝑛 + 𝑘4,𝑛) , (2.20)

𝑑0 − 𝑑3 =
𝑁∑
𝑛=1

(𝑘1,𝑛 + 𝑘3,𝑛) . (2.21)

Notice here that (2.18), (2.20), and (2.21) together imply (2.14), and that (2.19) follows from sub-
tracting (2.13) from (2.18). Hence, it is sufficient to impose conditions (2.13), (2.18), (2.20), and
(2.21) only. Note that these constraints are exactly the ones appearing in the sum in (2.9). More-
over, (2.17) exactly matches the summand on the right-hand side of (2.9) and hence the claimed
formula is proven. □

Remark 2.2.6. It is easy to convince oneself that there are actually only finitely many summands
contributing to (2.9), due to the finite number of choices (𝑘𝑖,𝑛) satisfying the summation conditions.
Moreover, the product in each of these summands is well-defined since the first sum condition
forces 𝑘𝑖,𝑛 = 0 for all 𝑛 > 𝑑0. Thus, only a finite number of binomials can be different from one and
therefore the whole expression becomes well-defined.

To prove that the right-hand side of (2.9) returns (2.4), it will be helpful to consider a 1-parameter
deformation of (2.9), as follows. For non-negative integers 𝑎,𝑏, 𝑐, 𝑑, 𝑒 , we write

𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) :=∑
∀(𝑖,𝑛)∈{1,2,3,4}×Z>0:𝑘𝑖,𝑛≥0
𝑎=

∑
𝑛≥1

∑4
𝑖=1 (𝑛+δ𝑖,1)𝑘𝑖,𝑛

𝑏=
∑

𝑛≥1
∑4

𝑖=1 𝑘𝑖,𝑛
𝑐=

∑
𝑛≥1 (𝑘1,𝑛+𝑘4,𝑛)

𝑑=
∑

𝑛≥1 (𝑘1,𝑛+𝑘3,𝑛)

∏
𝑛≥1

2∏
𝑖=1

[
𝑒 −∑

𝑚≥1
∑4
𝑗=1(2𝑚 − δ 𝑗,3 − δ 𝑗,4)𝑘 𝑗,𝑛+𝑚

𝑘𝑖,𝑛

]
𝑞

×
[
𝑒 −∑

𝑚≥0
∑4
𝑗=1(2𝑚 + δ 𝑗,1 + δ 𝑗,2)𝑘 𝑗,𝑛+𝑚

𝑘2+𝑖,𝑛

]
𝑞

.

(2.22)
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By (2.9), our sought-for log Gromov–Witten generating function is obtained from (2.22) via the
restriction

N log
𝑑

(
dP3(0, 2)

)
= 𝐺 (𝑑0, 𝑑1, 𝑑0 − 𝑑2, 𝑑0 − 𝑑3, 𝑑2 + 𝑑3) . (2.23)

We claim that (2.22) has a simple closed-form summation, as follows.

Proposition 2.2.7. For all 𝑎,𝑏, 𝑐, 𝑑, 𝑒 ∈ Z≥0 we have that

𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) =
[
𝑏 − 𝑎 + 𝑒
𝑏 − 𝑐

]
𝑞

[
𝑐 − 𝑎 + 𝑑 + 𝑒

𝑐

]
𝑞

[
𝑎 − 𝑐
𝑑

]
𝑞

[
𝑎 − 𝑑
𝑏 − 𝑑

]
𝑞

−
[
𝑏 − 𝑎 + 𝑒 − 1

𝑏 − 𝑐

]
𝑞

[
𝑐 − 𝑎 + 𝑑 + 𝑒 − 1

𝑐

]
𝑞

[
𝑎 − 𝑐 − 1

𝑑

]
𝑞

[
𝑎 − 𝑑 − 1
𝑏 − 𝑑

]
𝑞

.

(2.24)

In particular, from (2.23), it follows that

N log
𝑑

(
dP3(0, 2)

)
(ℏ) =

[𝑑1]𝑞 [𝑑2 + 𝑑3]𝑞
[𝑑0]𝑞 [𝑑1 + 𝑑2 + 𝑑3 − 𝑑0]𝑞

[
𝑑3

𝑑0 − 𝑑1

]
𝑞

[
𝑑3

𝑑0 − 𝑑2

]
𝑞

[
𝑑0
𝑑3

]
𝑞

[
𝑑1 + 𝑑2 + 𝑑3 − 𝑑0

𝑑3

]
𝑞

.

We will give an inductive proof of Proposition 2.2.7 in the next Section by seeking a suitable recur-
sive relation in the parameter 𝑎, broadly following the lead of [109]. The proof is composed of three
main steps:

(i) We first establish (2.24) for the base cases 𝑎 = 0 and𝑏 = 0 by a direct analysis of the quantum
broken line sum in (2.22), which in these cases is either vanishing, or reduces to a single
summand (Lemma 2.2.8).

(ii) We then establish, for 𝑎,𝑏 > 0, a difference equation satisfied by𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) in the param-
eters 𝑎, 𝑏, 𝑐 and𝑑 . This equation recursively and uniquely determines𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) from the
knowledge of the base case𝐺 (𝑎′, 𝑏′, 𝑐′, 𝑑′, 𝑒) with 0 ≤ 𝑎′ < 𝑎 (Lemma 2.2.9).

(iii) We finally check that the r.h.s. of (2.24) is also a solution of the difference equation, and con-
clude by uniqueness (Proposition 2.2.11). The proof is fundamentally based on a classical 𝑞-
hypergeometric summation result in the formof the𝑞-Pfaff–Saalschütz formula (Lemma2.2.10).

2.2.2.4 Proof of Proposition 2.2.7. We start by considering the base cases 𝑎 = 0 and 𝑏 = 0 in the
induction procedure.

Lemma 2.2.8. We have that

𝐺 (0, 𝑏, 𝑐, 𝑑, 𝑒) = δ𝑏,0δ𝑐,0δ𝑑,0 , 𝐺 (𝑎, 0, 𝑐, 𝑑, 𝑒) = δ𝑎,0δ𝑐,0δ𝑑,0 . (2.25)

In particular, Proposition 2.2.7 holds when 𝑎 = 0 or 𝑏 = 0.

Proof. Both equalities are implied by the conditions on the range of summation of (2.22): setting
𝑎 = 0 or 𝑏 = 0 implies that 𝑘𝑖,𝑛 = 0 for all (𝑖, 𝑛) ∈ {1, 2, 3, 4} × Z>0. In this case the r.h.s. of (2.22) is
equal to one for 𝑐 = 𝑑 = 0, while if either 𝑐 ≠ 0 or 𝑑 ≠ 0 it vanishes being an empty sum.

To see that (2.25) agrees with (2.24), note that when 𝑎 = 0 the second summand in (2.24) must
always vanish, while the first one is non-zero only if 𝑏 = 𝑐 = 𝑑 = 0, in which case it is equal to 1.
Likewise, when 𝑏 = 0, the right-hand side of (2.24) can only be non-zero if 𝑐 = 𝑑 = 0: this is equal
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to 1 for 𝑎 = 0 by the previous analysis, and for 𝑎 > 0 the contributions from the two summands
cancel each other, since[

𝑒 − 𝑎
−𝑐

]
𝑞

[
𝑐 − 𝑎 + 𝑑 + 𝑒

𝑐

]
𝑞

[
𝑎 − 𝑐
𝑑

]
𝑞

[
𝑎 − 𝑑
−𝑑

]
𝑞

−
[
𝑒 − 𝑎 − 1
−𝑐

]
𝑞

[
𝑐 − 𝑎 + 𝑑 + 𝑒 − 1

𝑐

]
𝑞

[
𝑎 − 𝑐 − 1

𝑑

]
𝑞

[
𝑎 − 𝑑 − 1
−𝑑

]
𝑞

= δ𝑐,0 δ𝑑,0 − δ𝑐,0 δ𝑑,0 = 0 .

□

Lemma 2.2.9. For 𝑎, 𝑏 ∈ Z>0, 𝑐, 𝑑, 𝑒 ∈ Z≥0,𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) satisfies the following recursion in (𝑎, 𝑏, 𝑐, 𝑑):

𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) =∑
𝑘 𝑗,1≥0

2∏
𝑖=1

[
𝑒 − 2𝑎 + 2𝑏 + 𝑐 + 𝑑 − 𝑘3,1 − 𝑘4,1

𝑘𝑖,1

]
𝑞

[
𝑒 − 2𝑎 + 𝑏 + 𝑐 + 𝑑

𝑘𝑖+2,1

]
𝑞

×𝐺 (𝑎 − 𝑏 − 𝑘1,1, 𝑏 − 𝑘1,1 − 𝑘2,1 − 𝑘3,1 − 𝑘4,1, 𝑐 − 𝑘1,1 − 𝑘4,1, 𝑑 − 𝑘1,1 − 𝑘3,1, 𝑒) .

(2.26)

Proof. Looking at the defining equation (2.22) for 𝐺 (𝑎,𝑏, 𝑐, 𝑑, 𝑒), we see that the sum conditions
imply that ∑

𝑚≥1

(
2𝑚(𝑘1,1+𝑚 + 𝑘2,1+𝑚) + (2𝑚 − 1) (𝑘3,1+𝑚 + 𝑘4,1+𝑚)

)
= 2𝑎 − 2𝑏 − 𝑐 − 𝑑 + 𝑘3,1 + 𝑘4,1

and ∑
𝑚≥0

(
(2𝑚 + 1) (𝑘1,1+𝑚 + 𝑘2,1+𝑚) + 2𝑚(𝑘3,1+𝑚 + 𝑘4,1+𝑚)

)
= 2𝑎 − 𝑏 − 𝑐 − 𝑑 .

Hence, they allow us to rewrite the four 𝑞-binomial coefficients that correspond to the factor 𝑛 = 1
in the product over 𝑛 ≥ 1 in (2.22) as

2∏
𝑖=1

[
𝑒 −∑

𝑚≥1
(
2𝑚(𝑘1,1+𝑚 + 𝑘2,1+𝑚) + (2𝑚 − 1) (𝑘3,1+𝑚 + 𝑘4,1+𝑚)

)
𝑘𝑖,𝑛

]
𝑞

×
[
𝑒 −∑

𝑚≥0
(
(2𝑚 + 1)(𝑘1,1+𝑚 + 𝑘2,1+𝑚) + 2𝑚(𝑘3,1+𝑚 + 𝑘4,1+𝑚)

)
𝑘2+𝑖,𝑛

]
𝑞

=
2∏
𝑖=1

[
𝑒 − 2𝑎 + 2𝑏 + 𝑐 + 𝑑 − 𝑘3,1 − 𝑘4,1

𝑘𝑖,1

]
𝑞

[
𝑒 − 2𝑎 + 𝑏 + 𝑐 + 𝑑

𝑘𝑖+2,1

]
𝑞

.

This factor is independent of all 𝑘𝑖,𝑛 with 𝑛 > 1 and hence in (2.22) we can factor it out of the sum
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over these integers which gives us

𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) =∑
𝑘 𝑗,1≥0

2∏
𝑖=1

[
𝑒 − 2𝑎 + 2𝑏 + 𝑐 + 𝑑 − 𝑘3,1 − 𝑘4,1

𝑘𝑖,1

]
𝑞

[
𝑒 − 2𝑎 + 𝑏 + 𝑐 + 𝑑

𝑘𝑖+2,1

]
𝑞

×
∑

∀(𝑖,𝑛)∈{1,2,3,4}×Z>1:𝑘𝑖,𝑛≥0
𝑎=

∑
𝑛≥1

∑4
𝑖=1 (𝑛+δ𝑖,1)𝑘𝑖,𝑛

𝑏=
∑

𝑛≥1
∑4

𝑖=1 𝑘𝑖,𝑛
𝑐=

∑
𝑛≥1 (𝑘1,𝑛+𝑘4,𝑛)

𝑑=
∑

𝑛≥1 (𝑘1,𝑛+𝑘3,𝑛)

∏
𝑛≥2

2∏
𝑖=1

[
𝑒 −∑

𝑚≥1
∑4
𝑗=1(2𝑚 − δ 𝑗,3 − δ 𝑗,4)𝑘 𝑗,𝑛+𝑚

𝑘𝑖,𝑛

]
𝑞

×
[
𝑒 −∑

𝑚≥0
∑4
𝑗=1(2𝑚 + δ 𝑗,1 + δ 𝑗,2)𝑘 𝑗,𝑛+𝑚

𝑘2+𝑖,𝑛

]
𝑞

.

(2.27)

Now using (2.22) again in order to explicitly write out

𝐺 (𝑎 − 𝑏 − 𝑘1,1, 𝑏 − 𝑘1,1 − 𝑘2,1 − 𝑘3,1 − 𝑘4,1, 𝑐 − 𝑘1,1 − 𝑘4,1, 𝑑 − 𝑘1,1 − 𝑘3,1, 𝑒) =∑
∀(𝑖,𝑛) ∈{1,2,3,4}×Z>1:𝑘𝑖,𝑛≥0

𝑎−𝑏−𝑘1,1=
∑
𝑛≥2

∑4
𝑖=1 (𝑛−1+δ𝑖,1 )𝑘𝑖,𝑛

𝑏−∑𝑙 𝑘𝑙,1=
∑
𝑛≥2

∑4
𝑖=1 𝑘𝑖,𝑛

𝑐−𝑘1,1−𝑘4,1=
∑
𝑛≥2 (𝑘1,𝑛+𝑘4,𝑛 )

𝑑−𝑘1,1−𝑘3,1=
∑
𝑛≥2 (𝑘1,𝑛+𝑘3,𝑛 )

∏
𝑛≥2

2∏
𝑖=1

[
𝑒 −∑

𝑚≥1
∑4
𝑗=1(2𝑚 − δ 𝑗,3 − δ 𝑗,4)𝑘 𝑗,𝑛+𝑚

𝑘𝑖,𝑛

]
𝑞

×
[
𝑒 −∑

𝑚≥0
∑4
𝑗=1(2𝑚 + δ 𝑗,1 + δ 𝑗,2)𝑘 𝑗,𝑛+𝑚

𝑘2+𝑖,𝑛

]
𝑞

.

(2.28)

we notice that the sum conditions in (2.28) are actually equivalent to the ones in the third line of
(2.27). Hence, we can identify (2.28) with line three and four of (2.27) and so we arrive at the
recursion formula (2.26). □

Define now
�̃� (𝑎,𝑏, 𝑐, 𝑑, 𝑒) :=

[
𝑏 − 𝑎 + 𝑒
𝑏 − 𝑐

]
𝑞

[
𝑐 − 𝑎 + 𝑑 + 𝑒

𝑐

]
𝑞

[
𝑎 − 𝑐
𝑑

]
𝑞

[
𝑎 − 𝑑
𝑏 − 𝑑

]
𝑞

, (2.29)

so that the right-hand side of (2.24) equates to �̃� (𝑎,𝑏, 𝑐, 𝑑, 𝑒) −�̃� (𝑎−1, 𝑏, 𝑐, 𝑑, 𝑒 −2). We shall make
extensive use of Jackson’s 𝑞-analogue of the Pfaff–Saalschütz summation in the form it is stated in
[169, Equation (1q)].

Lemma 2.2.10 (The 𝑞-Pfaff–Saalschütz Theorem, [169]). For integers𝐴, 𝐵,𝐶 , 𝐷 ≥ 0 we have∑
𝑘≥0

[𝐴 + 𝐵 +𝐶 + 𝐷 − 𝑘]𝑞!
[𝑘]𝑞! [𝐴 − 𝑘]𝑞! [𝐵 − 𝑘]𝑞! [𝐶 − 𝑘]𝑞! [𝐷 + 𝑘]𝑞!

=[
𝐴 + 𝐵 + 𝐷

𝐵

]
𝑞

[
𝐴 +𝐶 + 𝐷

𝐴

]
𝑞

[
𝐵 +𝐶 + 𝐷

𝐶

]
𝑞

.

Proposition 2.2.11. Let 𝑎, 𝑏 ∈ Z>0 and 𝑐, 𝑑, 𝑒 ∈ Z≥0. Then �̃� (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) satisfies the same recursion
(2.26) as𝐺 (𝑎, 𝑏, 𝑐, 𝑑, 𝑒), i.e.

�̃� (𝑎,𝑏, 𝑐, 𝑑, 𝑒) =∑
𝑘1,𝑘2,𝑘3,𝑘4≥0

2∏
𝑖=1

[
𝑒 − 2𝑎 + 2𝑏 + 𝑐 + 𝑑 − 𝑘3 − 𝑘4

𝑘𝑖

]
𝑞

[
𝑒 − 2𝑎 + 𝑏 + 𝑐 + 𝑑

𝑘𝑖+2

]
𝑞

× �̃� (𝑎 − 𝑏 − 𝑘1, 𝑏 − 𝑘1 − 𝑘2 − 𝑘3 − 𝑘4, 𝑐 − 𝑘1 − 𝑘4, 𝑑 − 𝑘1 − 𝑘3, 𝑒) .

(2.30)

27



Proof. In order to prove (2.30) we will repeatedly use Lemma 2.2.10. We start from the right-hand
side of (2.30), plug in the definition of �̃� given in (2.29), expand the binomials, and collect all
factorials involving 𝑘1 and 𝑘2. With the help of a computer algebra system one can check that these
steps result in the following expression for the r.h.s. of (2.30):∑

𝑘3,𝑘4≥0

[
𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒

𝑘3

]
𝑞

[
𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒

𝑘4

]
𝑞

×
[𝑎 − 𝑏 − 𝑑 + 𝑘3]𝑞! [2𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒 − 𝑘3 − 𝑘4]𝑞!2 [𝑎 − 𝑏 − 𝑐 + 𝑘4]𝑞!

[𝑏 − 𝑎 + 𝑑 + 𝑒 − 𝑘3]𝑞! [𝑏 − 𝑎 + 𝑐 + 𝑒 − 𝑘4]𝑞!

×
∑
𝑘1≥0

[𝑏 − 𝑎 + 𝑐 + 𝑑 + 𝑒 − 𝑘1 − 𝑘3 − 𝑘4]𝑞!
[𝑘1]𝑞! [𝑐 − 𝑘1 − 𝑘4]𝑞! [𝑑 − 𝑘1 − 𝑘3]𝑞!

× 1
[2𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒 − 𝑘1 − 𝑘3 − 𝑘4]𝑞! [𝑎 − 𝑏 − 𝑐 − 𝑑 + 𝑘1 + 𝑘3 + 𝑘4]𝑞!

×
∑
𝑘2≥0

[2𝑏 − 𝑎 + 𝑒 − 𝑘2 − 𝑘3 − 𝑘4]𝑞!
[𝑘2]𝑞! [𝑏 − 𝑐 − 𝑘2 − 𝑘3]𝑞! [𝑏 − 𝑑 − 𝑘2 − 𝑘4]𝑞!

× 1
[2𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒 − 𝑘2 − 𝑘3 − 𝑘4]𝑞! [𝑎 − 2𝑏 + 𝑘2 + 𝑘3 + 𝑘4]𝑞!

.

We can now use (2.30) to perform the sum over 𝑘1 and 𝑘2. Collecting the factorials depending on
𝑘3 and 𝑘4 in the resulting expression, we get

[𝑎 − 𝑏]𝑞! [𝑎 − 𝑐 − 𝑑]𝑞! [𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒]𝑞!2

[𝑏 − 𝑎 + 𝑒]𝑞! [𝑐 − 𝑎 + 𝑑 + 𝑒]𝑞!

×
∑
𝑘3≥0

[𝑏 − 𝑎 + 𝑑 + 𝑒 − 𝑘3]𝑞!
[𝑘3]𝑞! [𝑑 − 𝑘3]𝑞! [𝑏 − 𝑐 − 𝑘3]𝑞! [𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒 − 𝑘3]𝑞! [𝑎 − 𝑏 − 𝑑 + 𝑘3]𝑞!

×
∑
𝑘4≥0

[𝑏 − 𝑎 + 𝑐 + 𝑒 − 𝑘4]𝑞!
[𝑘4]𝑞! [𝑐 − 𝑘4]𝑞! [𝑏 − 𝑑 − 𝑘4]𝑞! [𝑏 − 2𝑎 + 𝑐 + 𝑑 + 𝑒 − 𝑘4]𝑞! [𝑎 − 𝑏 − 𝑐 + 𝑘4]𝑞!

.

Thus, we can use (2.30) again to carry out the sums over 𝑘3 and 𝑘4 to deduce that the right-hand
side of (2.30) equals

[𝑎 − 𝑐]𝑞! [𝑎 − 𝑑]𝑞! [𝑏 − 𝑎 + 𝑒]𝑞! [𝑐 − 𝑎 + 𝑑 + 𝑒]𝑞!
[𝑎 − 𝑏]𝑞! [𝑏 − 𝑐]𝑞! [𝑐]𝑞! [𝑏 − 𝑑]𝑞! [𝑎 − 𝑐 − 𝑑]𝑞! [𝑑]𝑞! [𝑐 − 𝑎 + 𝑒]𝑞! [𝑑 − 𝑎 + 𝑒]𝑞!

.

The above is exactly the expansion of �̃� (𝑎, 𝑏, 𝑐, 𝑑, 𝑒) into factorials, proving (2.30). □

Using Proposition 2.2.11 we can conclude the proof of Proposition 2.2.7.

Proof of Proposition 2.2.7. By (2.26), for 𝑎 > 0 and 𝑏 > 0, 𝐺 (𝑎,𝑏, 𝑐, 𝑑, 𝑒) is determined by the value
of 𝐺 (𝑎′, 𝑏′, 𝑐′, 𝑑′, 𝑒) for 0 ≤ 𝑎 < 𝑎′. This means that 𝐺 (𝑎,𝑏, 𝑐, 𝑑, 𝑒) is the unique solution of (2.26)
compatible with the boundary value in (2.25) for𝐺 (0, 𝑏, 𝑐, 𝑑, 𝑒). By the second part of Lemma 2.2.8,
the r.h.s. of (2.24) indeed returns the correct value of𝐺 (0, 𝑏, 𝑐, 𝑑, 𝑒) and𝐺 (𝑎, 0, 𝑐, 𝑑, 𝑒) from (2.22),
so all that is left to do is to check that it solves (2.26), and conclude by uniqueness.

To this aim, it is sufficient to argue using Proposition 2.2.11: note first of all that the coefficients of
the recursion are invariant under the shift (𝑎, 𝑒) → (𝑎−1, 𝑒 −2). Therefore, since �̃� (𝑎,𝑏, 𝑐, 𝑑, 𝑒) is a
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solution of (2.26) by Proposition 2.2.11, then so is �̃� (𝑎 − 1, 𝑏, 𝑐, 𝑑, 𝑒 − 2). Furthermore, since (2.26)
is linear in𝐺 , their difference is also a solution. But by (2.29) this is exactly the claimed expression
for𝐺 (𝑎,𝑏, 𝑐, 𝑑, 𝑒) in (2.24), which concludes the proof. □

Corollary 2.2.12. Conjecture 2.B holds for any quasi-tame pair 𝑌 (𝐷).

Proof. The tame case having been treated in [29], it suffices to restrict to non-tame, quasi-tame pairs.
Taking the specialisation (2.23) of (2.24) leads to (2.4), which together with (2.2) establishes the
first equality of Conjecture 2.B for 𝑌 (𝐷) = dP3(0, 2). Since [29, Section 6.3.1]

O𝑑
(
dPop3 (0, 2)

)
= O𝑑

(
dPop3 (1, 1)

)
,

the BPS integrality statement in the second equality further follows without any modification from
the proof of [29, Theorem 8.1] for 𝑙 = 2. Finally, since every non-tame, quasi-tame pair 𝑌 (𝐷)
is related to dP3(0, 2) by a series of𝑚 ≥ 0 iterated interior blow-ups at general points of 𝐷 [29,
Proposition 2.2], Proposition 2.2.3 further implies that Conjecture 2.B holds for any such pair. □
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Chapter

Gromov-Witten theory of bicyclic pairs 3
The entirety of this chapter is joint work with Michel van Garrel and Navid Nabijou which first
appeared as [65].

Abstract. A bicyclic pair is a smooth surface equipped with a pair of smooth divisors intersecting
in two reduced points. Resolutions of self-nodal curves constitute an important special case. We
investigate the logarithmic Gromov–Witten theory of bicyclic pairs. We establish all-genus corre-
spondences with local Gromov–Witten theory and open Gromov–Witten theory, and a genus zero
correspondence with orbifold Gromov–Witten theory. For self-nodal curves in P(1, 1, 𝑟 ) we obtain
a closed formula for the genus zero invariants and relate these to the invariants of local curves.
We also establish a conceptual relationship to the invariants obtained by smoothing the self-nodal
curve. The technical heart of the paper is a qualitatively new analysis of the degeneration formula
for stable logarithmic maps, complemented by torus localisation and scattering techniques.

3.1 Introduction
A bicyclic pair is a pair (𝑆 |𝐷 + 𝐸) consisting of a smooth surface 𝑆 and a pair of smooth divisors
𝐷, 𝐸 ⊆ 𝑆 intersecting in two reduced points:

𝐷 𝐸

These arise in two distinct contexts:

(i) Looijenga pairs with two boundary components [123]. In this case 𝐷 + 𝐸 ∈ |−𝐾𝑆 | with 𝐷
and 𝐸 both rational. When 𝐷 and 𝐸 are nef there is a simple classification [29, Table 1]. The
general classification proceeds via the minimal model program, see [61, Lemma 3.2] or [60,
Section 2].
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(ii) Self-nodal pairs. Consider a surface containing an irreducible curve with a single nodal
singularity. Let 𝑆 be the blowup of the surface at the node, 𝐷 the strict transform of the
irreducible curve, and 𝐸 the exceptional divisor. Then (𝑆 |𝐷 + 𝐸) is a bicyclic pair. Note that
𝐸 is not nef.

We study the Gromov–Witten theory of bicyclic pairs; by [6] this includes the Gromov–Witten
theory of self-nodal pairs. We investigate connections to local, open and orbifold geometries, obtain
closed formulae in important special cases, andprobe the behaviour under smoothing of the divisor.
The main theories we consider are:

(𝑆 |𝐷 + 𝐸) (O𝑆 (−𝐷) | 𝐸) O𝑆 (−𝐷) ⊕ O𝑆 (−𝐸)

O𝑆 (−𝐷) |𝑆\𝐸 OP1 (𝑟 ) ⊕ OP1 (−𝑟 − 2)

→ →Section 3.2 → →Section 3.2.5

→→ Section 3.3

← →Section 3.4

We work in several different settings. The precise hypotheses are stated clearly at the start of each
section. Globally, the paper proceeds from most general to most specific.

3.1.1 Logarithmic-local correspondence (Sections 3.2.1–3.2.4)

Our first main result establishes an all-genus correspondence between the Gromov–Witten theories
of the following pairs:

(𝑆 |𝐷 + 𝐸) ↔ (O𝑆 (−𝐷) | 𝐸).
This arises by considering the degeneration to the normal cone of the divisor 𝐷 ⊆ 𝑆 . This is a
well-established technique [21, 64, 160] but additional complications occur due to the non-trivial
logarithmic structure on the general fibre (see Remark 3.1.1).

Consider a bicyclic pair (𝑆 |𝐷 + 𝐸) and fix a curve class β ∈ 𝐴1(𝑆). We assume:

• 𝐷 � P1 and 𝐷2 ≥ 0.

• 𝐷 · β > 0 and 𝐸 · β ≥ 0.1

Fix a genus 𝑔 and tangency data cwith respect to 𝐸. From c we build tangency data ĉwith respect
to 𝐷 + 𝐸 by appending an additional marked point with tangency 𝐷 · β along 𝐷 .

Finally let γ be a collection of 𝐷-avoidant insertions (Definition 3.2.2) of the correct codimension.
This permits markings with no insertions, as well as descendants of evaluation classes disjoint
from 𝐷 .

Theorem 3.A (Theorem 3.2.3). We have the following equality of generating functions:

(−1)𝐷 ·β−1

2 sin
(
𝐷 ·β
2 ℏ

) (∑
𝑔≥0

GW𝑔,ĉ,β(𝑆 |𝐷 + 𝐸)〈(−1)𝑔λ𝑔γ〉 · ℏ2𝑔−1
)
=

∑
𝑔≥0

GW𝑔,c,β(O𝑆 (−𝐷) | 𝐸)〈γ〉 · ℏ2𝑔−2.

Remark 3.1.1. The proof proceeds via the degeneration formula for stable logarithmic maps [3,
149] applied to the degeneration to the normal cone of 𝐷 ⊆ 𝑆 . The general fibre has non-trivial
logarithmic structure corresponding to 𝐸, which greatly complicates the analysis.

1The case𝐸 ·β = 0 can occur, e.g. for resolutions of self-nodal pairs. In this case, the spaces of stable logarithmicmaps
to (𝑆 |𝐷 + 𝐸) and (𝑆 |𝐷) have the same virtual dimension, but their logarithmic Gromov–Witten invariants typically
differ. See Remark 3.2.4.
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We develop novel combinatorial techniques for constraining the shapes of rigid tropical types, and
intersection theoretic techniques for establishing the vanishing of certain contributions (see Sec-
tion 3.2.4). We expect these to serve as a useful toolkit for future calculations.

Having established Theorem 3.A, we explore two proximate results in genus zero.

3.1.2 Nef pairs (Section 3.2.5)

Combining Theorem 3.A with [64, Theorem 1.1] we obtain:

Theorem 3.B (Theorem 3.2.26). Suppose that 𝐸2 ≥ 0 and 𝐸 · β > 0 and let c = (𝐸 · β) be maximal
tangency contact data to 𝐸. Then we have:

GW0,ĉ,β(𝑆 |𝐷 + 𝐸)〈γ〉 = (−1) (𝐷+𝐸)·β(𝐷 · β)(𝐸 · β) · GW0,c,β(O𝑆 (−𝐷) ⊕ O𝑆 (−𝐸))〈γ〉.

This gives another instance of the numerical logarithmic-local correspondence for normal crossings
pairs [28, 29, 30, 159]. See Remark 3.2.30 for the importance of 𝐷-avoidant insertions.

3.1.3 Root stacks and self-nodal pairs (Section 3.2.6)

We next impose that 𝐸 · β = 0. This includes the case of self-nodal pairs discussed above. In
this setting we provide an alternative proof of Theorem 3.A, by passing through the logarithmic-
orbifold [16] and orbifold-local [17] correspondences (Theorem 3.2.28). This allows us to remove
the assumptions that 𝐷 is rational and γ is 𝐷-avoidant. The key intermediate result is:

Theorem 3.C (Proposition 3.2.29). Suppose that 𝐸 · β = 0. Then there is an equality between logarithmic
and orbifold Gromov–Witten invariants:

GWlog
0,ĉ,β(𝑆 |𝐷 + 𝐸)〈γ〉 = GWorb

0,ĉ,β(𝑆 |𝐷 + 𝐸)〈γ〉.

This holds without assuming that 𝐷 � P1 or that γ is 𝐷-avoidant.

This result is proved using [16, Theorem X]. The main technical step is to strongly constrain the
shapes of tropical types of maps to (𝑆 |𝐷 + 𝐸).

3.1.4 Toric and open geometries (Section 3.3)

We next specialise to toric Calabi–Yau pairs. We assume:

• 𝑆 is toric.

• 𝐸 is a toric hypersurface.

• 𝐷 + 𝐸 ∈ |−𝐾𝑆 |.

• 𝐸 · β = 0.

We do not require that 𝐷 is toric. In this setting, we obtain a logarithmic-open correspondence:

Theorem 3.D (Theorem 3.3.3). For all 𝑔 ≥ 0 we have:

GW𝑔,0,β(O𝑆 (−𝐷) |𝐸) = GW𝑇
𝑔,0,ι∗β(O𝑆 (−𝐷) |𝑆\𝐸)

where the Gromov–Witten invariant on the right-hand side is defined by localising with respect to the action
of the Calabi–Yau torus𝑇 (see Section 3.3.2).
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The proof proceeds by localisation on both sides. The difficult step is to establish the vanishing of
certain contributions, by isolating a weight zero piece of the obstruction bundle. For this it is crucial
that we localise with respect to the Calabi–Yau torus𝑇 .

The targetO𝑆 (−𝐷) |𝑆\𝐸 is a toric Calabi–Yau threefold and hence its invariants can be computed us-
ing the topological vertex formalism [116]. Theorem3.D combinedwith Theorem3.A thus provides
a new means to efficiently compute the all-genus logarithmic invariants of (𝑆 |𝐷 + 𝐸), otherwise a
highly tedious endeavour.

3.1.5 Self-nodal curves: calculations (Section 3.4.1)

We now specialise to our motivating example. Consider 𝑆𝑟 := P(1, 1, 𝑟 ) and let 𝐷𝑟 ∈ |−𝐾𝑆𝑟 | be an
irreducible curve with a single nodal singularity at the singular point of 𝑆𝑟 . We consider degree 𝑑
curves in the pair (𝑆𝑟 |𝐷𝑟 ) which meet 𝐷𝑟 in a single point of maximal tangency order 𝑑 (𝑟 + 2).

Theorem 3.E (Theorem 3.4.1). We have:

GW0,(𝑑 (𝑟+2)),𝑑 (𝑆𝑟 |𝐷𝑟 ) =
𝑟 + 2
𝑑2

(
(𝑟 + 1)2𝑑 − 1

𝑑 − 1

)
.

Remark 3.1.2. The numerator (𝑟 + 2) is the number of flex lines. The remaining factors strongly
resemble the multiple cover formula of [80, Proposition 6.1], however for a curve of tangency order
(𝑟 + 1)2 + 1.

Theorem 3.E is proved via computations on the corresponding local scattering diagram. Passing to
the resolution F𝑟 → 𝑆𝑟 and combining Theorems 3.D and 3.E we immediately obtain the following
formula, already known in the physics literature [41, Equation (4.53)]:

Theorem 3.F (Theorem 3.4.2). We have:

GW𝑇
0,0,𝑑

(
OP1 (𝑟 ) ⊕ OP1 (−𝑟 − 2)

)
=
(−1)𝑟𝑑−1
𝑑3

(
(𝑟 + 1)2𝑑 − 1

𝑑 − 1

)
.

3.1.6 Self-nodal curves: smoothings (Section 3.4.2)

In the final sectionwe focus on the case 𝑟 = 1. We compare the Gromov–Witten invariants of (P2 |𝐷)
and (P2 |𝐸) where𝐷 and 𝐸 are nodal and smooth plane cubics. Experimentally we observe that the
former are always smaller than the latter. We provide a conceptual explanation for this defect, via
the enumerative geometry of degenerating hypersurfaces. As in [13] we degenerate both 𝐷 and 𝐸
to the toric boundary Δ ⊆ P2 and consider the invariants of the logarithmically singular central
fibre.

Theorem 3.G (Theorem 3.4.7). The invariants of (P2 |𝐷) are precisely the central fibre contributions to
the invariants of (P2 |𝐸) arising from multiple covers of a single coordinate line.

Finally (Theorem 3.4.10) we apply Theorem 3.G to settle a conjecture in [13].

Remark 3.1.3. Taken together, Theorems 3.E, 3.F, 3.G relate the Gromov–Witten invariants arising
from two non-standard obstruction theories on the space of stable maps to P1: the local geometry
and the degenerated hypersurface.

3.1.7 Context

The present paper fits into the broader body of work on logarithmic-local-open-quiver correspon-
dences [9, 21, 23, 28, 29, 30, 31, 33, 46, 47, 48, 57, 64, 66, 67, 119, 141, 158, 161, 166]. By [17] this is
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intimately connected to the logarithmic-orbifold correspondence, another area of intense study [2,
16, 38, 39, 160]. This area enjoys close connections to Mirror Symmetry [22, 25, 58, 72, 73, 74, 122,
154, 159, 164, 165].

In [141] it is shown that the naïve logarithmic-local correspondence fails for normal crossings pairs,
and a corrected form is established. It is then observed that in many situations, the insertions cap
trivially with the correction terms, collapsing the corrected correspondence to the naïve correspon-
dence. The results of this paper provide another instance of this phenomenon.

Our techniques can be used to recover [31, Theorem 1.7], which relates the invariants of (𝑆 |𝐷) and
O𝑆 (−𝐷) by applying themore general [21, Theorem 1.1]. Following [23, Proposition 3.1]we pass to
a deformation and identify the invariants of (𝑆 |𝐷) with the invariants of (𝑆 |𝐷 + 𝐸) with tangency
orders (1, . . . , 1) along 𝐸. Similarly we identify the invariants of O𝑆 (−𝐷) with the invariants of
(O𝑆 (−𝐷) | 𝐸). The correspondence [31, Theorem 1.7] then follows from Theorem 3.A.

3.1.8 Prospects

3.1.8.1 Quivers. Two independent results in the literature suggest a relationship between Gromov–
Witten invariants of bicyclic pairs and Donaldson–Thomas invariants of quivers:

(i) Nef pairs. In [31] the authors equate the Gromov–Witten invariants of (𝑆 |𝐷) and O𝑆 (−𝐷)
to the Donaldson–Thomas invariants of certain quivers. The quivers in question differ by
explicit framings, exhibiting one quiver moduli space as a projective bundle over the other,
see [31, Equation (16)]. This produces a relationship between the Donaldson–Thomas in-
variants, involving the same correction factor as appears in Theorem 3.A. The direct link to
our results (see Section 3.1.7) suggests a similar identification for the invariants of the nef
pair (𝑆 |𝐷 + 𝐸).

(ii) Self-nodal pairs. The Gromov–Witten invariants of a self-nodal pair are governed by the
wall-crossing functions attached to the central ray of a local scattering diagram (see Sec-
tion 3.4.1 and [80]). This is intimately related to quiver invariants by [79, 152].

It would be worthwhile to compare these two cases, and in the case of self-nodal pairs to obtain a
relationship between local invariants and quiver invariants.

3.1.8.2 Scattering. Theorem 3.E computes the genus zero Gromov–Witten invariants of P(1, 1, 𝑟 )
relative to a self-nodal anticanonical divisor. We achieve this by equating these invariants with the
wall-crossing function of the central ray of a local scattering diagram, with incoming ray directions
ρ1, ρ2 satisfying |ρ1 ∧ ρ2 | = 𝑟 + 2. We then use [79, Equation (1.4)] proven by Reineke [151] for
ℓ1 = ℓ2 to arrive at Theorem 3.E, from which we deduce Theorem 3.F.

It may be possible to reverse this logic, proving Theorem 3.F first via a direct analysis of the local
invariants (as in [41]) and using this to deduce Theorem 3.E and hence [79, Equation (1.4)]. Spec-
ulatively, it may also be possible to study the case ℓ1 ≠ ℓ2, by extending the arguments of Section 3.4
to weighted projective planes of the form P(1, 𝑎, 𝑏).

Parts of Section 3.4 extend readily to higher genus using Bousseau’s quantum scattering [20]. An
analysis of the central ray of the quantum scattering diagram of the Kronecker quiver, via a cor-
respondence with the all-genus Gromov–Witten generating function of local P1, is an attractive
prospect.
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3.1.8.3 Logarithmic-open. Combining Theorems 3.A and 3.D we obtain a logarithmic-open corre-
spondence for two-component Looijenga pairs [29, Conjecture 1.3] in the setting where the curve
class pairs trivially with one of the components. If the curve class pairs non-trivially with both com-
ponents, we still expect Theorem 3.A to lead to progress on the logarithmic-open correspondence.
We intend to investigate this in future work.

3.1.8.4 Higher dimensions. We restrict to surface geometries in this paper. This ensures a simplified
balancing condition at codimension-2 strata, used crucially in Section 3.2.4.4 to eliminate the contri-
butions of rigid tropical types which are not star-shaped. The resulting Proposition 3.2.18 strongly
resembles [21, Theorem 1.1]. Intriguingly, however, the latter result holds in all dimensions.

We speculate that the arguments of Section 3.2.4.4 may be refined to produce a higher-dimensional
analogue of Proposition 3.2.18, leading to a higher-dimensional analogue of Theorem 3.A. Contin-
uing in this vein, we speculate that the same arguments may be adapted to treat pairs (𝑆 |𝐷 + 𝐸)
such that the intersection 𝐷 ∩ 𝐸 consists of three or more smooth connected components.
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3.2 Bicyclic pairs
We introduce bicyclic pairs (𝑆 |𝐷 + 𝐸). The main result of this section (Theorem 3.2.3) establishes
a precise correspondence between the logarithmic Gromov–Witten theories of the pairs (𝑆 |𝐷 + 𝐸)
and (O𝑆 (−𝐷) | 𝐸). This occupies Sections 3.2.1–3.2.4. Applications and variations are discussed in
Sections 3.2.5 and 3.2.6.

3.2.1 Setup and statement of correspondence

Definition 3.2.1. A bicyclic pair (𝑆 |𝐷 + 𝐸) consists of a smooth projective surface 𝑆 and smooth
divisors𝐷, 𝐸 ⊆ 𝑆 such that𝐷 and 𝐸 intersect in two reduced points, denoted𝑞1 and𝑞2. The normal
crossings pair (𝑆 |𝐷 + 𝐸) has tropicalisation:

𝐷

𝐸

𝐷 | || |

𝑞2𝑞1
(3.1)

Fix a bicyclic pair (𝑆 |𝐷 + 𝐸) and a curve class β ∈ 𝐴1(𝑆) such that:
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• 𝐷 � P1 and 𝐷2 ≥ 0.

• 𝐷 · β > 0 and 𝐸 · β ≥ 0.

We consider stable logarithmic maps to (𝑆 |𝐷 + 𝐸) with genus 𝑔, class β and markings 𝑥, 𝑦1, . . . , 𝑦𝑠
carrying the following tangency conditions:

• 𝑥 has maximal tangency 𝐷 · βwith respect to 𝐷 .

• 𝑦 𝑗 has tangency α 𝑗 ≥ 0with respect to 𝐸 (with Σ𝑠𝑗=1α 𝑗 = 𝐸 · β).

We let ĉdenote thematrix of tangency data. The evaluation spaceEv 𝑗 corresponding to themarking
𝑦 𝑗 is defined as:

Ev 𝑗 :=

{
𝐸 if α 𝑗 > 0

𝑆 if α 𝑗 = 0.
(3.2)

We restrict to the following class of insertions.

Definition 3.2.2. A class γ𝑗 ∈ 𝐴∗(Ev 𝑗 ) is𝐷-disjoint if there exists a regularly embedded subvariety
𝑍 𝑗 ⊆ Ev 𝑗 such that [𝑍 𝑗 ] = γ𝑗 and 𝑍 𝑗 ∩ 𝐷 = ∅. An assembly of insertions

γ =
𝑠∏
𝑗=1

ev∗𝑦 𝑗 (γ𝑗 )𝜓
𝑘 𝑗
𝑦 𝑗

is 𝐷-avoidant if for each 𝑗 ∈ {1, . . . , 𝑠} one of the following two conditions holds:

(i) γ𝑗 = 1Ev𝑗 and 𝑘 𝑗 = 0.

(ii) γ𝑗 is 𝐷-disjoint.

This provides an enlargement of the stationary sector.

With the above setup, we use the moduli space of stable logarithmic maps [1, 43, 81] to define
logarithmic Gromov–Witten invariants with a lambda class insertion

GW𝑔,ĉ,β(𝑆 |𝐷 + 𝐸)〈(−1)𝑔λ𝑔γ〉 := (−1)𝑔λ𝑔γ ∩ [𝑀𝑔,ĉ,β(𝑆 |𝐷 + 𝐸)]virt ∈ Q. (3.3)

We next consider the pair (O𝑆 (−𝐷) | 𝐸).2 Weobtain tangency data c from ĉ by deleting themarking
𝑥 , and define logarithmic Gromov–Witten invariants of the local target

GW𝑔,c,β(O𝑆 (−𝐷) | 𝐸)〈γ〉 := γ ∩ [𝑀𝑔,c,β(O𝑆 (−𝐷) | 𝐸)]virt ∈ Q. (3.4)

Since 𝐷2 ≥ 0 it follows that 𝐷 is nef, and then 𝐷 · β > 0 implies that𝐻 0(𝐶, 𝑓 ∗O𝑆 (−𝐷)) = 0 for any
stable map 𝑓 : 𝐶 → 𝑆 of class β. The local theory ofO𝑆 (−𝐷) is thus well-defined. The main result
of this section is a correspondence between the invariants (3.3) and (3.4).

Theorem 3.2.3 (Theorem 3.A). We have the following equality of generating functions:

(−1)𝐷 ·β−1

2 sin
(
𝐷 ·β
2 ℏ

) ∑
𝑔≥0

GW𝑔,ĉ,β(𝑆 |𝐷 + 𝐸)〈(−1)𝑔λ𝑔γ〉ℏ2𝑔−1 =
∑
𝑔≥0

GW𝑔,c,β(O𝑆 (−𝐷) | 𝐸)〈γ〉ℏ2𝑔−2.

Remark 3.2.4. The case 𝐸 ·β = 0 is possible, and in fact one of the most interesting (see Section 3.4).
In this case there are no markings tangent to 𝐸, but we emphasise that the spaces

𝑀𝑔,c,β(𝑆 |𝐷 + 𝐸) and 𝑀𝑔,c,β(𝑆 |𝐷)
2For π : 𝑉 → 𝑆 a vector bundle and 𝐸 ⊆ 𝑆 a divisor, we abuse notation and write (𝑉 |𝐸) for the pair (𝑉 |π−1 (𝐸)).
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are not the same. The difference is clearly visible for 𝐸 ⊆ F1 the (−1)-curve and β a curve class
pulled back along the morphism F1 → P2 contracting 𝐸. The moduli space

𝑀0,𝑛,β(F1)

has a large number of excess components. On the other hand the moduli space

𝑀0,(0,...,0),β(F1 |𝐸)

is irreducible of the expected dimension. Although themarkings carry no tangency, the logarithmic
structure imposes tangency conditions at the nodes, which cut down the excess components to
produce a space of the expected dimension. The Gromov–Witten invariants also differ, with the
theory of (F1 |𝐸) being essentially equivalent to the theory of P2.

3.2.2 Target degeneration

The proof of Theorem 3.2.3 follows the degeneration argument of [64]. Because our degeneration
has logarithmic structure on the general fibre, much greater care is required when enumerating
rigid tropical types and performing gluing. This accounts for the significantly more involved proof.
Despite this, the shape of the final formula is relatively simple (Theorem 3.2.3), as we strongly
constrain the rigid tropical types which contribute.

Consider the degeneration of 𝑆 to the normal cone of 𝐷 as illustrated in Figure 3.1. This is a family

S → A1 (3.5)

with general fibre 𝑆 . Let 𝑃 denote the projective completion of the normal bundle of 𝐷 ⊆ 𝑆 . The
central fibre S0 of (3.5) is obtained by gluing 𝑆 and 𝑃 along the divisors𝐷 ⊆ 𝑆 and the zero section
𝐷0 ⊆ 𝑃 . We write 𝐷0 ⊆ S0 for the gluing divisor.

Let E ⊆ S denote the strict transform of 𝐸 ×A1. This intersects the component 𝑆 of the central fibre
in 𝐸 ⊆ 𝑆 , and the component 𝑃 of the central fibre in the union of the two fibres 𝐸1, 𝐸2 ⊆ 𝑃 of the
P1-bundle 𝑃 → 𝐷 over the points {𝑞1, 𝑞2} = 𝐷 ∩ 𝐸. We equip the total space S with the divisorial
logarithmic structure corresponding to 𝑆 + 𝑃 + E .

Now take the strict transform of 𝐷 ×A1 under the blowup S → 𝑆 ×A1 and let L be the inverse of
the corresponding line bundle on S . There is a flat morphism

L→ S

which we use to pull back the logarithmic structure on S . On the general fibre, the resulting loga-
rithmic scheme is

(O𝑆 (−𝐷) | 𝐸).

On the central fibre we have L|𝑆 = O𝑆 and L|𝑃 = O𝑃 (−𝐷∞). The central fibre L0 is therefore
obtained by gluing

(𝑆 × A1 |𝐷 + 𝐸) and (O𝑃 (−𝐷∞) |𝐷0 + 𝐸1 + 𝐸2)

along the divisors 𝐷 × A1 ⊆ 𝑆 × A1 and 𝐷0 × A1 ⊆ O𝑃 (−𝐷∞).
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S :

L :

𝑆

𝐸

O𝑆 (−𝐷)

⇝ 𝑆

O𝑆

𝐸

𝐸1

𝐸2

𝑃

O𝑃 (−𝐷∞)

𝐷0

𝐷∞

𝑞1•

𝑞2•

Figure 3.1: The degeneration S → A1 and the line bundle L on S . The logarithmic structure is
indicated in purple.

3.2.3 Tropical types and balancing

The logarithmic morphism S → A1 induces a morphism of tropicalisations

Σ(S) → Σ(A1) = R≥0.

The fibre over 1 ∈ R≥0 is a polyhedral complex which we denote Σ:

𝑆
𝐸

𝐷0

𝑃
𝐸2𝐸1

𝐸 | || |

𝑞1 𝑞2

Notation 3.2.5. We use the notation 𝑆, 𝑃, 𝐷0, 𝐸, 𝐸1, 𝐸2, 𝑞1, 𝑞2 to refer both to the strata of S0 and to
the corresponding polyhedra in Σ.

The moduli space of stable logarithmic maps to the central fibre L0 decomposes into virtual irre-
ducible components indexed by rigid tropical types of maps to Σ.

Definition 3.2.6 ([3, Definition 2.23]). A tropical type of map to Σ consists of:

(i) Source graph. A finite graph Γ with vertices𝑉 (Γ), finite edges 𝐸 (Γ), unbounded legs 𝐿(Γ),
and a genus assignment 𝑔 : 𝑉 (Γ) → N.

(ii) Polyhedra assignments. An inclusion-preserving function σ : 𝑉 (Γ) t𝐸 (Γ) t𝐿(Γ) → Σ. We
often write f(𝑤) ∈ σ instead of σ𝑤 = σ.

(iii) Curve classes. A curve class β𝑣 ∈ 𝐴1(S0(σ𝑣)) for every 𝑣 ∈ 𝑉 (Γ). Here S0(σ𝑣) ⊆ S0 is the
closed stratum corresponding to the polyhedron σ𝑣 ∈ Σ.

(iv) Slopes. Vectors𝑚®𝑒 ∈ 𝑁 (𝜎𝑒) for every oriented edge ®𝑒 ∈ ®𝐸 (Γ) t 𝐿(Γ), satisfying𝑚®𝑒 = −𝑚 ®𝑒 .
Here 𝑁 (𝜎𝑒) is the lattice associated to the polyhedron 𝜎𝑒 .

A tropical type has an associated tropical moduli space, parametrising choices of edge lengths and
vertex positions. A tropical type is rigid if its tropical moduli space is a point. See [3, Sections 2.5
and 3.2] for details.
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The above data is required to be balanced at each vertex. For vertices in 𝑞1 and 𝑞2 this means
that the sum of outgoing slopes is zero. For vertices in 𝑆 and 𝑃 it is the usual balancing condition
for logarithmic maps to the normal crossings pairs (𝑆 |𝐷 + 𝐸) and (𝑃 |𝐷0 + 𝐸1 + 𝐸2) as in [81,
Proposition 1.15]. We now explain balancing for vertices in 𝐸, 𝐷0, 𝐸1, and 𝐸2.

3.2.3.1 Vertices on 𝐸. Local to 𝑣 the tropical target Σ has the following structure:

𝐷

𝑞2

𝐷

𝑞1

𝐸𝑣

=

=

For 𝑖 ∈ {1, 2} let𝑚𝑖
𝐷 ∈ N denote the sumof vertical slopes of outgoing edgeswhich enter𝑞𝑖 . Letting

𝑚𝐷 ∈ Z denote the sum of vertical slopes of all outgoing edges, we have

𝑚𝐷 =𝑚1
𝐷 +𝑚2

𝐷 .

On the other hand, let𝑚𝐸 ∈ Z denote the total sum of horizontal slopes of all outgoing edges. The
curve class β𝑣 ∈ 𝐴1(𝐸) must be of the form

β𝑣 = 𝑘𝐸

for some 𝑘 ∈ N. We have 𝐷 · β𝑣 = 𝑘𝐷𝐸 = 2𝑘 and 𝐸 · β𝑣 = 𝑘𝐸2 where 𝐸2 ∈ Z is the self-intersection
inside 𝑆 . The balancing condition therefore gives

𝑚𝐷 = 2𝑘, 𝑚𝐸 = 𝑘𝐸2.

However, there is a stronger constraint. Since 𝑓𝑣 : 𝐶𝑣 → 𝐸 is a degree 𝑘 cover, the tangency orders
𝑚1
𝐷 ,𝑚

2
𝐷 give the ramification profiles of 𝑓𝑣 over the two intersection points𝑞1, 𝑞2. Thereforewemust

have
𝑚1
𝐷 =𝑚2

𝐷 = 𝑘.

Geometrically, this means that when we lay the tropicalisation flat along the “spine” 𝐸, the sum of
outgoing vertical slopes is zero.

3.2.3.2 Vertices on 𝐷0. This is similar to the previous case. Local to 𝑣 the tropical target Σ has the
following structure:

𝑆
𝐸

𝑣

𝐸

𝑃

𝐸

𝑃

𝑃
𝐸2𝐸1

𝐸 | || |

𝑞1 𝑞2

We choose coordinates for the adjacent polyhedra 𝑞1, 𝑞2 as indicated in red. For 𝑖 ∈ {1, 2} we let
𝑚𝑖
𝐸 ∈ N denote the sum of horizontal slopes of outgoing edges which enter 𝑞𝑖 . Letting𝑚𝐸 ∈ Z

denote the sum of horizontal slopes of all outgoing edges, we have

𝑚𝐸 =𝑚1
𝐸 +𝑚2

𝐸 .
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On the other hand, let𝑚𝑃 ∈ Z denote the sum of vertical slopes of all outgoing edges (note that
if instead we choose coordinates corresponding to 𝑆, 𝐸 then we have𝑚𝑆 = −𝑚𝑃). The curve class
β𝑣 ∈ 𝐴1(𝐷0) necessarily takes the form

β𝑣 = 𝑘𝐷0

for some 𝑘 ∈ N. We have 𝐸 · β𝑣 = 2𝑘 and deg 𝑓 ∗𝑣 𝑁
∨
𝐷0 |𝑃 = deg 𝑓 ∗𝑣 𝑁𝐷 |𝑆 = 𝑘𝐷2 where 𝐷2 ≥ 0 is the

self-intersection inside 𝑆 . The balancing condition is therefore

𝑚𝐸 = 2𝑘, 𝑚𝑃 = 𝑘𝐷2.

As in the previous case, we have the stronger constraint

𝑚1
𝐸 =𝑚2

𝐸 = 𝑘.

This means that when we lay the tropicalisation flat along the spine 𝐷0, the sum of outgoing hori-
zontal slopes is zero.

3.2.3.3 Vertices on 𝐸1, 𝐸2. This is the simplest case. We restrict to 𝐸1 without loss of generality. Local
to 𝑣 there is a single maximal polyhedron, coordinatised by 𝐸1, 𝐷0:

𝐷0

𝑃
𝐸1

𝑣

We let𝑚𝐸1 ∈ Z and𝑚𝐷0 ∈ N denote, respectively, the sums of horizontal and vertical outgoing
slopes. The curve class is β𝑣 = 𝑘𝐸1 giving 𝐸1 ·β𝑣 = 0 and𝐷0 ·β𝑣 = 𝑘 . The balancing condition gives:

𝑚𝐸1 = 0, 𝑚𝐷0 = 𝑘.

Unlike the previous cases there is no stronger constraint, as there is only one adjacent polyhedron.

3.2.4 Degeneration formula analysis

The blowupmorphism 𝑝 : S → 𝑆×A1 satisfies 𝑝−1(𝐸×A1) = E . Restricting to the central fibre, we
obtain a logarithmic morphism S0 → (𝑆 |𝐸). Combined with the line bundle projection L0 → S0

this induces a pushforward morphism

ρ : 𝑀𝑔,c,β(L0) → 𝑀𝑔,c,β(𝑆 |𝐸).

We also let ζ denote the morphism forgetting logarithmic structures

ζ : 𝑀𝑔,c,β(𝑆 |𝐸) → 𝑀𝑔,𝑠,β(𝑆).

The conservation of number principle [3, Theorem 1.1] and the decomposition theorem [3, Theo-
rem 1.2] give the following identity in the Chow homology of𝑀𝑔,c,β(𝑆 |𝐸):

[𝑀𝑔,c,β(O𝑆 (−𝐷) |𝐸)]virt =
∑
τ

𝑚τ

|Aut(τ) |ρ∗ι∗ [𝑀τ]virt.

The sum runs over rigid tropical types τ of tropical stable maps to Σ of type (𝑔, c, β). Here𝑚τ is
the smallest integer such that scaling Σ by𝑚τ produces a tropical stable map with integral vertex
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positions and edge lengths, and ι : 𝑀τ ↩→ 𝑀𝑔,c,β(L0) is the inclusion of the virtual irreducible
component. Capping with the 𝐷-avoidant insertions γ and pushing forward along λwe obtain:

ζ∗
(
γ ∩ [𝑀𝑔,c,β(O𝑆 (−𝐷) |𝐸)]virt

)
=

∑
τ

𝑚τ

|Aut(τ) | ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
. (3.6)

We now use the degeneration formula as formulated in [149, Section 6] to describe the terms in the
sum. Let Γ denote the source graph of the tropical type τ. There is a subdivision of the product?

𝑣∈𝑉 (Γ)
𝑀𝑣 →

∏
𝑣∈𝑉 (Γ)

𝑀𝑣

and for each edge 𝑒 ∈ 𝐸 (Γ) a smooth universal divisor D𝑒 →
>

𝑣𝑀𝑣 supporting an evaluation
section for each flag (𝑣 ∈ 𝑒). We consider the universal doubled divisor

D{2}𝑒 := D𝑒 ×>
𝑣𝑀𝑣

D𝑒 .

There is a universal diagonal Δ : D𝑒 ↩→ D{2}𝑒 which is a regular embedding since D𝑒 →
>

𝑣𝑀𝑣 is
smooth. We obtain a diagram

𝑀τ 𝑁 τ
>

𝑣𝑀𝑣

∏
𝑒D𝑒

∏
𝑒D
{2}
𝑒

←→ν ←→

←→ □ ←→

←↪ →Δ
(3.7)

with an equality of classes in the Chow homology of 𝑁 τ

ν∗ [𝑀τ]virt = 𝑐τ Δ! [>𝑣𝑀𝑣]virt

where 𝑐τ ∈ Q is an appropriate combinatorial gluing factor. There is a gluing morphism θ : 𝑁 τ →
𝑀𝑔,𝑠,β(𝑆) such that the following square commutes

𝑀τ 𝑁 τ

𝑀𝑔,c,β(S0) 𝑀𝑔,𝑠,β(𝑆).

←→ ι

← →ν

←→ θ

←→ζ◦ρ
(3.8)

We thus rewrite the terms appearing on the right-hand side of equation (3.6) as

ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
= 𝑐τ

(
γ ∩ θ∗Δ! [>𝑣𝑀𝑣]virt

)
. (3.9)

3.2.4.1 Reduction outline. Wewill prove Theorem 3.2.3 by analysing the contributions of rigid trop-
ical types τ to the degeneration formula (3.6). For the rest of Section 3.2.4 we fix a rigid tropical
type τwhose contribution to (3.6) is non-trivial:

ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
≠ 0.

We will show that the shape of τ is tightly constrained. We proceed via four reductions:

• In Section 3.2.4.2 we show that τ is weakly star-shaped (Proposition 3.2.8).
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• In Section 3.2.4.3 we show that τ has markings confined to 𝑆 (Proposition 3.2.9).

• In Section 3.2.4.4 we show that τ is star-shaped (Proposition 3.2.18).

• In Section 3.2.4.5 we show that τ has a single edge (Proposition 3.2.23).

Finally in Section 3.2.4.6we calculate the contributions of the remaining τ, arriving at Theorem 3.2.3.

Remark 3.2.7. As in [21] we obtain a reduction to star-shaped graphs (Proposition 3.2.18). In fact
we reduce further to single edge graphs (Proposition 3.2.23), using crucially the fact that 𝐷 is ra-
tional.

3.2.4.2 First reduction: weakly star-shaped graphs.

Proposition 3.2.8 (First reduction). The tropical type τ is weakly star-shaped in the following sense.
The source graph Γ decomposes into subgraphs

Γ0

𝑒1

Γ1

𝑒𝑚

Γ𝑚· · ·

with the vertices of Γ0 mapping to 𝑃, 𝐸1, 𝐸2 and the vertices of Γ1, . . . , Γ𝑚 mapping to 𝑆, 𝐸, 𝐷0, 𝑞1, 𝑞2.

Proof. Let Γ′ ⊆ Γ be a maximal connected subgraph contained in the union of the following strata

𝑆, 𝐸, 𝐷0, 𝑞1, 𝑞2. (3.10)

Let 𝐸′ ⊆ 𝐸 (Γ) denote the set of edges connecting Γ′ to the rest of Γ. It is sufficient to show that
|𝐸′| = 1. The following argument parallels [64, Lemma 3.1].

The line bundle L0 is trivial when restricted to each of the strata in (3.10). It follows from the
definition of Γ′ that for each 𝑒 ∈ 𝐸′ the corresponding universal divisorD𝑒 decomposes as

D𝑒 = D𝑒 × A1

whereD𝑒 is the universal divisor for the compact degeneration S0 (sinceL0 → S0 is flat and strict,
all expansions of L0 are pulled back from expansions of S0). We define

D :=
∏

𝑒∈𝐸 (Γ)\𝐸′
D𝑒 ×

∏
𝑒∈𝐸′

D𝑒

and note that the product of universal divisors appearing in (3.7) decomposes as Π𝑒∈𝐸 (Γ)D𝑒 =
D × A𝐸′ . We now examine evaluations at the nodes corresponding to edges 𝑒 ∈ 𝐸′.

Given 𝑒 ∈ 𝐸′ the corresponding node has an adjacent irreducible component𝐶𝑒 which is mapped
to 𝑃 and has positive intersection with the divisor𝐷0. Since𝐷2 ≥ 0 in 𝑆 it follows that the pullback
of the line bundle L0 |𝑃 = O𝑃 (−𝐷∞) to this component has negative degree. We conclude that
evaluation of 𝑓 |𝐶𝑒 at the given node factors through the zero section of L0.

On the other hand, the subcurve𝐶′ corresponding to Γ′ is connected andmaps to𝑆 . SinceL0 |𝑆 = O𝑆

it follows that this subcurve is mapped to a constant section of the bundle 𝑆 × A1 → 𝑆 . Therefore
the evaluations of 𝑓 |𝐶′ at the nodes corresponding to 𝑒 ∈ 𝐸′ all coincide.

Taken together, we obtain the following cartesian diagram extending (3.7):
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𝑁 τ
>

𝑣𝑀𝑣

D × A0 D{2} × A1

D × A𝐸′ D{2} × A2𝐸′ .

← →

←→ □ ←→

←↪ →

←→ □ ←→

←↪ →Δ

If |𝐸′| ≥ 2 the excess bundle is a trivial vector bundle of positive rank. Consequently the excess
class [63, Theorem 6.3] vanishes, and we obtain

Δ! [>𝑣𝑀𝑣]virt = 0.

From (3.9) we conclude that |𝐸′| = 1. □

3.2.4.3 Second reduction: markings confined to 𝑆 . The next step is to constrain the shape of the sub-
graphs Γ𝑖 and to confine the unbounded legs.

Proposition 3.2.9 (Second reduction). Consider a weakly star-shaped tropical type as in Proposition 3.2.8.
Then:

(i) The subgraph Γ𝑖 is a tree for 𝑖 ∈ {1, . . . ,𝑚}.

(ii) Every leaf vertex 𝑣 ∈ 𝑉 (Γ𝑖) satisfies f(𝑣) ∈ 𝑆 .

(iii) Every marking leg 𝑙 ∈ 𝐿(Γ) is attached to a leaf vertex 𝑣 ∈ 𝑉 (Γ𝑖) for some 𝑖 ∈ {1, . . . ,𝑚}.

Proof. Combine Propositions 3.2.11, 3.2.14, and 3.2.17 below. □

The proof proceeds by a sequence of intermediate reductions. We fix a weakly star-shaped tropical
type τ as in Proposition 3.2.8.

Notation 3.2.10. For each 𝑖 ∈ {1, . . . ,𝑚} we let 𝑣𝑖 ∈ 𝑉 (Γ𝑖) and𝑤𝑖 ∈ 𝑉 (Γ0) denote the endpoints of
𝑒𝑖 .

Proposition 3.2.11. Each of the graphs Γ1, . . . , Γ𝑚 is a tree.

Proof. Recall that an edge of a connected graph is separating if deleting it produces a graph with
two connected components, and that a graph is a tree if and only if every edge is separating.

Fix 𝑖 ∈ {1, . . . ,𝑚}. We will prove that every edge of Γ𝑖 is separating by inducting on the vertices. At
each step we prove that the edges adjacent to the current vertex are separating. We pass to the next
step by traversing along all adjacent edges, excluding the edge we arrived by. The starting point is
the vertex 𝑣𝑖 which is connected to𝑤𝑖 along the separating edge 𝑒𝑖 . When we arrive at a new vertex,
there is by induction a path of separating edges connecting it to𝑤𝑖 .

Suppose that we arrive at a vertex 𝑣 ∈ 𝑉 (Γ) via a separating edge 𝑒 . Let 𝑒1, . . . , 𝑒𝑟 be the other
adjacent edges and suppose for a contradiction that 𝑒1 is not separating. Since 𝑒 is separating, the
subgraph behind 𝑒1 must coincide (without loss of generality) with the subgraph behind 𝑒2.

Split the graph Γ at the edges 𝑒1, 𝑒2. This produces a new combinatorial type τ12 with four open
half-edges corresponding to the previously closed edges 𝑒1, 𝑒2. For 𝑖 ∈ {1, 2} let D𝑖 denote the
corresponding universal divisor. As in Section 3.2.4.2 this decomposes as D𝑖 = D𝑖 × A1 and we
have a diagram
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𝑀τ 𝑁 τ 𝑀τ12

∏2
𝑖=1(D𝑖 × A1) ∏2

𝑖=1(D
{2}
𝑖 × A2).

← →ν ← →

←→ □ ←→

←↪ →Δ

We now show that the composite 𝑀τ12 → Π2
𝑖=1(D

{2}
𝑖 × A2) → A4 factors through the linear

subspace:

ϵ : A1 ↩→ A4

𝑡 ↦→ (0, 𝑡, 0, 𝑡).

The inductive argument connects the current vertex 𝑣 to the vertex𝑤𝑖 via a path of separating edges,
which are hence distinct from 𝑒1 and 𝑒2. The line bundle 𝑓 ∗L0 |𝐶𝑤𝑖

is negative and so 𝑓 |𝐶𝑤𝑖
factors

through the zero section ofL0. Since𝐶𝑤𝑖 is connected to𝐶𝑣 through nodes which are not split in τ12
it follows that 𝑓 |𝐶𝑣 also factors through the zero section of L0. This explains the two zero entries.
On the other hand, the two 𝑡 entries occur because the subgraphs behind 𝑒1 and 𝑒2 coincide. We
thus obtain

𝑀τ 𝑁 τ 𝑀τ12

(∏2
𝑖=1D𝑖

)
× A0

(∏2
𝑖=1D

{2}
𝑖

)
× A1

(∏2
𝑖=1D𝑖

)
× A2

(∏2
𝑖=1D

{2}
𝑖

)
× A4.

← →ν ← →

←→ □ ←→

←↪ →

←→ □ ←
↪→

id×ϵ

←↪ →Δ

Since the codimensions of the lower two horizontal arrows differ, the excess bundle is a trivial
bundle of rank one, and hence the excess class vanishes. As in the proof of Proposition 3.2.8, it
follows that the contribution of τ vanishes. We conclude that the edges 𝑒1, . . . , 𝑒𝑟 adjacent to 𝑣 are
all separating, and this completes the induction step. □

The arguments now briefly shift from intersection theory to tropical geometry. The background
developed in Section 3.2.3 is essential.

By Proposition 3.2.11, each Γ𝑖 is a tree equipped with a root vertex 𝑣𝑖 . This defines a canonical flow
starting at 𝑣𝑖 . From now on we orient each edge of Γ𝑖 according to this flow. The edge 𝑒𝑖 is also
oriented from𝑤𝑖 to 𝑣𝑖 . In this way, every vertex of Γ𝑖 has a unique incoming edge.

A leaf of Γ𝑖 is a vertex adjacent to a single finite edge. Notice that 𝑣 ∈ 𝑉 (Γ𝑖) is a leaf if and only it
does not support any outgoing finite edges. Enumerate the leaf vertices in𝑉 (Γ1) t . . . t𝑉 (Γ𝑚) as

𝑣1, . . . , 𝑣ℓ

and write 𝑒 𝑗 for the edge incoming at 𝑣 𝑗 .

Lemma 3.2.12. Let 𝑒 ∈ 𝐸 (Γ𝑖) ∪ {𝑒𝑖}, oriented as above. Suppose that f(𝑒) is contained in 𝑞1,𝑞2, or 𝐷0.
Then the vertical slope of 𝑒 is negative.

Proof. Suppose first that 𝑒 has positive vertical slope. Since Γ𝑖 has only a single incoming edge and
no outgoing edges, the edge 𝑒 leads to another vertex of Γ𝑖 , which must be contained in 𝑞1, 𝑞2, or
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𝐷0. Since the marking legs have zero vertical slope, the balancing condition ensures that there is a
finite outgoing edge with positive vertical slope (see in particular Section 3.2.3.2). Continuing in
this way, we produce a path in Γ𝑖 consistent with the flow and with positive vertical slope along
each edge. This path continues indefinitely, a contradiction.

It remains to consider the case where 𝑒 has zero vertical slope. Let Γ𝑒 denote the subgraph of Γ𝑖
behind the oriented edge 𝑒 . By the previous paragraph, no edge of Γ𝑒 has positive vertical slope.
Following the flow, we see by induction and balancing that no edge of Γ𝑒 has negative vertical slope
either. Therefore every edge of Γ𝑒 has zero vertical slope, and every vertex and edge is mapped to
𝑞1, 𝑞2, or 𝐷0.

If 𝑒 has zero horizontal slope then it is contracted by the tropical map f, in which case the tropical
type is not rigid. If 𝑒 has non-zero horizontal slope, we may traverse Γ𝑒 using the balancing condi-
tion. It is easy to see that eventually we arrive at a vertex 𝑣 in 𝑞1 or 𝑞2 around which the image of Γ𝑒
takes the following form:

𝑆
𝐸

𝐷0

𝑃
𝐸2𝐸1

𝐸 | || |

𝑣

Varying the position of 𝑣 horizontally we see that the tropical type is not rigid. □

Lemma 3.2.13. There is no vertex 𝑣 ∈ 𝑉 (Γ𝑖) with f(𝑣) ∈ 𝐸.

Proof. Suppose for a contradiction that such a vertex 𝑣 exists. If it has an adjacent edgewith non-zero
vertical slope, then by balancing (Section 3.2.3.1) it has at least two adjacent edges with non-zero
vertical slope. At most one of these can be the incoming edge, and so at least one is outgoing, i.e.
an edge oriented according to the flow with positive vertical slope. This contradicts Lemma 3.2.12.
We conclude that all edges adjacent to 𝑣 have zero vertical slope. It follows immediately that the
tropical type is not rigid, as in the proof of Lemma 3.2.12. □

Lemma 3.2.14. A vertex 𝑣 ∈ 𝑉 (Γ𝑖) is a leaf if and only if f(𝑣) ∈ 𝑆 .

Proof. Suppose 𝑣 ∈ 𝑉 (Γ𝑖) is a leaf. We already argued in Lemma 3.2.13 that f(𝑣) ∉ 𝐸. If f(𝑣) ∈ 𝑞𝑖
then by Lemma 3.2.12 the incoming edge must have negative vertical slope. Since there are no
outgoing edges, this violates balancing.

It remains to consider the case f(𝑣) ∈ 𝐷0. The horizontal slope of the incoming edge 𝑒 must be
zero, since otherwise balancing guarantees at least one outgoing finite edge. Hence, both 𝑣 and 𝑒
are contained in 𝐷0 which contradicts the assumption that τ is rigid. By process of elimination, we
conclude that f(𝑣) ∈ 𝑆 .
For the opposite direction, suppose 𝑣 ∈ 𝑉 (Γ𝑖) maps to 𝑆 but has at least one outgoing finite edge.
This edge cannot be contracted (due to rigidity) or flow to a vertex in 𝐸 (due to Lemma 3.2.13).
Therefore it must map to 𝑞1, 𝑞2, or 𝐷0. In particular it has positive vertical slope, contradicting
Lemma 3.2.12. □

We now switch from tropical geometry back to intersection theory. We will show that all marking
legs are adjacent to vertices mapping to 𝑆 . From now on we focus on the entire graph Γ rather than
the subgraph Γ𝑖 .

45



Split Γ at the edges 𝑒1, . . . , 𝑒ℓ incoming to the leaves in𝑉 (Γ1) t . . . t𝑉 (Γ𝑚). These edges are sepa-
rating, and we obtain split tropical types:

τ0, τ1, . . . , τℓ .

Each of the types τ1, . . . , τℓ constitutes a single vertex supporting a single finite half-edge and a
collection of marking legs.

Passing to a subdivision of Σ we may assume that each edge 𝑒𝑖 is contained in a one dimensional
polyhedron (whose corresponding divisor we denote 𝐷𝑒𝑖) and that the vertices adjacent to 𝑒𝑖 map
to zero-dimensional polyhedral. The remarks in [149, Section 6.5.3] apply in this setting, and the
following is an immediate consequence.

Lemma 3.2.15. There is a map ν : 𝑀τ → 𝑁 τ with target the fibre product over the unexpanded diagonal

𝑀τ 𝑁 τ 𝑀τ0 ×
∏ℓ
𝑖=1𝑀τ𝑖

∏ℓ
𝑖=1𝐷𝑒𝑖

∏ℓ
𝑖=1𝐷

2
𝑒𝑖

←→ν ←→
←→ □ ←→

←↪ →Δ

and an equality of virtual classes in the Chow homology of 𝑁 τ:

ν∗ [𝑀τ]virt = 𝑐τ Δ!

(
[𝑀τ0]virt ×

ℓ∏
𝑖=1

[𝑀τ𝑖 ]virt
)
.

As in the proof of Proposition 3.2.8 we have𝐷𝑒𝑖 = 𝐷𝑒𝑖 ×A1 for all edges incoming to a leaf, and the
evaluation morphism

𝑀τ0

∏ℓ
𝑖=1

(
𝐷𝑒𝑖 × A1)←→ev0

factors through the codimension-ℓ subvariety:

𝑀τ0

∏ℓ
𝑖=1𝐷𝑒𝑖

∏ℓ
𝑖=1

(
𝐷𝑒𝑖 × A1) .←→ev0

← →
ev0

←↪ →ϵ

For 𝑖 ∈ {1, . . . , ℓ} the moduli space 𝑀τ𝑖 parametrises logarithmic maps to some subdivision of
(𝑆 × A1 |𝐷 + 𝐸) of type τ𝑖 . There is a closed embedding

𝑀τ𝑖 |0 𝑀τ𝑖←↪ →

parametrising logarithmic maps which factor through the zero section. Letting δ denote the diag-
onal

∏ℓ
𝑖=1𝐷𝑒𝑖 ↩→

∏ℓ
𝑖=1𝐷

2
𝑒𝑖 we obtain the following diagram

𝑁 τ 𝑀τ0 ×
∏ℓ
𝑖=1𝑀τ𝑖 |0 𝑀τ0 ×

∏ℓ
𝑖=1𝑀τ𝑖

∏ℓ
𝑖=1𝐷𝑒𝑖

∏ℓ
𝑖=1𝐷𝑒𝑖 ×

∏ℓ
𝑖=1𝐷𝑒𝑖

∏ℓ
𝑖=1𝐷𝑒𝑖 ×

∏ℓ
𝑖=1(𝐷𝑒𝑖 × A1)

∏ℓ
𝑖=1(𝐷𝑒𝑖 × A1) ∏ℓ

𝑖=1(𝐷𝑒𝑖 × A1)2.

← →

←→ □

← →

←→ □ ←→ ev0×Πℓ
𝑖=1 ev𝑖

← →δ

←→

←→id×ϵ

□ ←→ ϵ×id

← →Δ

(3.11)

The following explains the appearance of lambda classes in Theorem 3.2.3.
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Lemma 3.2.16. We have

ν∗ [𝑀τ]virt = 𝑐τ δ!
(
[𝑀τ0]virt ×

ℓ∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖 ∩ [𝑀τ𝑖 |0]virt
)
.

Proof. From (3.11) we obtain

Δ!

(
[𝑀τ0]virt ×

ℓ∏
𝑖=1

[𝑀τ𝑖 ]virt
)
= δ!(id × ϵ)!

(
[𝑀τ0]virt ×

ℓ∏
𝑖=1

[𝑀τ𝑖 ]virt
)

= δ!
(
[𝑀τ0]virt × ϵ!

(
ℓ∏
𝑖=1

[𝑀τ𝑖 ]virt
))

where the first equality follows from [63, Theorems 6.2(c) and 6.5] and the second equality follows
from [63, Example 6.5.2]. Since L0 trivialises over the irreducible component 𝑆 ⊆ S0 it continues
to do so over the subdivision. Hence, we have

𝑀τ𝑖 = 𝑀τ𝑖 |0×A1

for all 𝑖 ∈ {1, . . . , ℓ}. A direct comparison of obstruction theories then produces

ϵ!

(
ℓ∏
𝑖=1

[𝑀τ𝑖 ]virt
)
=

ℓ∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖 ∩ [𝑀τ𝑖 |0]virt

which we combine with Lemma 3.2.15 to obtain the result. □

We now show that τ0 supports no marking legs, thus completing the proof of Proposition 3.2.9.
Recall that the insertions

γ =
𝑠∏
𝑗=1

ev∗𝑦 𝑗 (γ𝑗 )𝜓
𝑘 𝑗
𝑦 𝑗

are 𝐷-avoidant (Definition 3.2.2). The following vanishing result involves a dimension count, for
which it is crucial that the codimension of γ coincideswith the virtual dimension of𝑀𝑔,c,β(O𝑆 (−𝐷) | 𝐸).

For 𝑖 ∈ {0, 1, . . . , ℓ} let 𝐽 (𝑖) ⊆ {1, . . . , 𝑠} denote the set indexing those markings 𝑦 𝑗 supported at τ𝑖
for which γ𝑗 ≠ 1Ev𝑗 . Define the class

γ𝐽 (𝑖) :=
∏
𝑗∈𝐽 (𝑖)

ev∗𝑦 𝑗 (γ𝑗 )𝜓
𝑘 𝑗
𝑦 𝑗

so that γ = Πℓ𝑖=0γ𝐽 (𝑖) . We continue to write θ for the gluing morphism

𝑁 τ → 𝑀𝑔,𝑠,β(𝑆)

making the diagram (3.8) commute.

Proposition 3.2.17. The cycle
ζ∗

(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
vanishes unless τ0 carries no markings. In this case, we have the following equality in𝐴0(𝑀𝑔,𝑠,β(𝑆)):

ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
= 𝑐τ θ∗δ

!

(
[𝑀τ0]virt ×

ℓ∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 |0]virt
)
. (3.12)
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Proof. It is sufficient to prove the vanishing result. We consider separately the case of markings 𝑦 𝑗
with trivial and non-trivial insertions. First suppose that τ0 carries amarking 𝑦 𝑗 with γ𝑗 ≠ 1Ev𝑗 . For
everymarking 𝑦 𝑗 with γ𝑗 ≠ 1Ev𝑗 , choose a regularly embedded subvariety𝑍 𝑗 ⊆ Ev 𝑗 with [𝑍 𝑗 ] = γ𝑗
and 𝑍 𝑗 ∩ 𝐷 = ∅. Let

Z 𝑗 ↩→ S (3.13)

denote the strict transform of 𝑍 𝑗 × A1 ↩→ 𝑆 × A1. Since 𝑍 𝑗 ∩ 𝐷 = ∅ it follows that on the central
fibre the inclusion (3.13) factors through the irreducible component 𝑆 . In fact:

𝑍 𝑗 ↩→ Ev 𝑗 ↩→ 𝑆 ↩→ S0.

Consider 𝐽 :=
⊔ℓ
𝑖=0 𝐽 (𝑖) the set indexing all markings with non-trivial insertion. Take 𝑍 := Π 𝑗∈𝐽𝑍 𝑗

and Ev := Π 𝑗∈𝐽Ev 𝑗 . We combine the above morphisms into a regular embedding

η𝑍 : 𝑍 ↩→ Ev.

Similarly, for 𝑖 ∈ {0, . . . , ℓ} we consider the corresponding inclusion

η𝑖 : 𝑍 𝐽 (𝑖) := Π 𝑗∈𝐽 (𝑖)𝑍 𝑗 ↩→ Π 𝑗∈𝐽 (𝑖)Ev 𝑗 =: Ev𝐽 (𝑖) .

We perform the pullback along η𝑍 to produce a closed substack with constrained evaluation:

𝑁 τ |𝑍 𝑁 τ

𝑍 Ev.

←↪ →

←→ □ ←→

←↪ →η𝑍

Applying η!𝑍 to Lemma 3.2.16 we obtain

η!𝑍ν∗ [𝑀τ]virt = 𝑐τ δ!η!𝑍

(
[𝑀τ0]virt ×

ℓ∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖 ∩ [𝑀τ𝑖 |0]virt
)

= 𝑐τ δ
!

(
η!0 [𝑀τ0]virt ×

ℓ∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖 ∩ η!𝑖 [𝑀τ𝑖 |0]virt
)

(3.14)

where the first equality follows from [63, Theorem 6.2(a) and 6.4] and the second from [63, Exam-
ple 6.5.2 and Proposition 6.3].

Combining Lemmas 3.2.13 and 3.2.14, we see that for every vertex 𝑣 of the graph of τ0, the restriction
𝑓 |𝐶𝑣 factors through 𝑃 . It follows that if a marking 𝑦 𝑗 belongs to τ0 the associated evaluation map
factors through 𝐷 ⊆ 𝑆 . On the other hand 𝑍 𝑗 ∩ 𝐷 = ∅ for all 𝑗 ∈ 𝐽 . We conclude that if 𝐽 (0) ≠ ∅
then the fibre product

𝑀τ0 ×Ev𝐽 (0) 𝑍 𝐽 (0)

is empty. Therefore η!0 [𝑀τ0]virt = 0 and by (3.14) the contribution vanishes. (This is the only point
in the paper where we use the assumption of 𝐷-avoidant insertions.)

We conclude that τ0 only contains markings 𝑦 𝑗 with γ𝑗 = 1Ev𝑗 and 𝑘 𝑗 = 0. Capping (3.14) with the
psi classes appearing in the insertions γ produces:

γ ∩ ν∗ [𝑀τ]virt = 𝑐τ δ!
(
[𝑀τ0]virt ×

ℓ∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 |0]virt
)
.
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We now perform a dimension count. For 𝑖 ∈ {0, 1, . . . , ℓ} let 𝑠𝑖 denote the number of markings 𝑦 𝑗
contained in τ𝑖 . Then for 𝑖 ∈ {1, . . . , ℓ} the virtual dimension of𝑀τ𝑖 |0 is −β𝑖 · (𝐾𝑆 +𝐷 + 𝐸) +𝑔𝑖 + 𝑠𝑖 .
It follows that the class

ℓ∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 |0]virt (3.15)

has dimension:

ℓ∑
𝑖=1

(
−β𝑖 · (𝐾𝑆 + 𝐷 + 𝐸) + 𝑠𝑖 − Σ 𝑗∈𝐽 (𝑖) (𝑘 𝑗 + codim(𝑍 𝑗 , Ev 𝑗 ))

)
= π∗β0 · (𝐾𝑆 + 𝐷 + 𝐸) − 𝑠0 +

(
−β · (𝐾𝑆 + 𝐷 + 𝐸) + 𝑠 − Σℓ𝑖=0Σ 𝑗∈𝐽 (𝑖) (𝑘 𝑗 + codim(𝑍 𝑗 , Ev 𝑗 ))

)
= π∗β0 · (𝐾𝑆 + 𝐷 + 𝐸) − 𝑠0. (3.16)

Here π∗β0 ∈ 𝐴1(𝑆) is the projection along π : 𝑃 → 𝐷0 = 𝐷 ↩→ 𝑆 of the curve class attached to τ0.
The first equality follows from

β = π∗β0 +
ℓ∑
𝑖=1

β𝑖, 𝑠 =
ℓ∑
𝑖=0

𝑠𝑖

and the fact that by the previous arguments 𝑘 𝑗 + codim(𝑍 𝑗 , Ev 𝑗 ) = 0 for all 𝑗 ∈ 𝐽 (0). The second
equality holds because of the assumption that the codimension of γ is equal to the virtual dimension
of𝑀𝑔,c,β(O𝑆 (−𝐷) | 𝐸).

Note that π∗β0 is necessarily a multiple of 𝐷 , say π∗β0 = 𝑘𝐷 for some 𝑘 ≥ 0. By adjunction and
𝐷 · 𝐸 = 2we obtain

π∗β0 · (𝐾𝑆 + 𝐷 + 𝐸) = 𝑘𝐷 · (𝐾𝑆 + 𝐷) + 2𝑘 = 2𝑘𝑔(𝐷) = 0.

(This is the first of two points in the argument where we use the assumption that 𝐷 is rational.)
By (3.16) this implies that the cycle (3.15) has dimension −𝑠0. The contribution therefore vanishes
unless 𝑠0 = 0. □

3.2.4.4 Third reduction: star-shaped graphs. Using tropical arguments we now constrain the shape of
the subgraphs Γ𝑖 further.

Proposition 3.2.18 (Third reduction). For 𝑖 ∈ {0, 1, . . . ,𝑚} the subgraph Γ𝑖 consists of a single vertex
𝑣𝑖 . We have f(𝑣0) ∈ 𝑃 and f(𝑣1), . . . , f(𝑣𝑚) ∈ 𝑆 . The tropical type τ therefore takes the following form:

...
...

𝑣0

𝑣1 𝑣𝑚

· · ·
f

𝑆
𝐸

𝐷0

𝑃
𝐸2𝐸1

𝐸 | || |

Proof. Combine Lemmas 3.2.21 and 3.2.22 below. □

We prove the statement in several steps.
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Lemma 3.2.19. Let 𝑣 ∈ 𝑉 (Γ𝑖) be such that f(𝑣) belongs to 𝑞1 or 𝑞2. Then the incoming edge at 𝑣 cannot
have positive horizontal slope.

Proof. Suppose without loss of generality that f(𝑣) ∈ 𝑞1. By balancing, there must exist an edge
outgoing from 𝑣 with positive horizontal slope. By Proposition 3.2.9 this edge must be finite, and
by Lemma 3.2.12 it must have negative vertical slope. Follow this edge to the next vertex. If the
vertex also belongs to 𝑞1 we repeat the argument. Eventually, we obtain a vertex 𝑤 with f(𝑤) ∈ 𝐸.
This contradicts Lemma 3.2.13. □

Recall that for 𝑖 ∈ {1, . . . ,𝑚} we denote by 𝑒𝑖 the edge connecting Γ𝑖 and Γ0 and write 𝑣𝑖 ∈ 𝑉 (Γ𝑖)
and𝑤𝑖 ∈ 𝑉 (Γ0) for its endpoints (Notation 3.2.10).

Lemma 3.2.20. We have f(𝑤𝑖) ∈ 𝑃 .

Proof. It is equivalent to show that f(𝑤𝑖) does not belong to 𝐸1 or 𝐸2. Lemmas 3.2.13 and 3.2.19
eliminate many cases. The only ones which remain are

(A)

𝐸

𝐸2𝐸1

𝐸 | || |

𝑤𝑖

𝑣𝑖

𝑒𝑖

(B)

𝐸

𝐸2𝐸1

𝐸 | || |

𝑤𝑖

𝑣𝑖

𝑒𝑖

(C)

𝐸

𝐸2𝐸1

𝐸 | || |

𝑤𝑖

𝑣𝑖

𝑒𝑖

(D)

𝐸

𝐸2𝐸1

𝐸 | || |

𝑤𝑖

𝑣𝑖

𝑒𝑖

along with the matching cases for 𝐸2. We deal with cases (A), (B), (C) together. In each case bal-
ancing at𝑤𝑖 (Section 3.2.3.3) ensures that there exists a finite outgoing edgewith positive horizontal
slope (note that𝑤𝑖 cannot support anymarking legs by Proposition 3.2.9). If this edge has zero ver-
tical slope, we follow it to the next vertex and repeat the argument. Eventually, we arrive at a vertex
on 𝐸1 supporting an outgoing edge with positive horizontal slope and negative vertical slope. This
leaves Γ0 and enters one of the other subgraphs Γ𝑗 . But Lemmas 3.2.13 and 3.2.19 preclude this.

It remains to consider (D). By Lemma 3.2.12, Lemma 3.2.19, and balancing, all edges outgoing
from 𝑣𝑖 must have zero horizontal slope and negative vertical slope. Inducting along the path, we
eventually arrive at a vertex on 𝐸, contradicting Lemma 3.2.13. □

Lemma 3.2.21. For 𝑖 ∈ {1, . . . ,𝑚} the graph Γ𝑖 consists only of the vertex 𝑣𝑖 , with f(𝑣𝑖) ∈ 𝑆 .

Proof. Wefirst show f(𝑣𝑖) ∈ 𝑆 . By Lemma 3.2.13we have f(𝑣𝑖) ∉ 𝐸. On the other hand Lemma 3.2.19
and 3.2.20 together imply that f(𝑣𝑖) ∉ 𝑞1 or 𝑞2. It remains to consider the case f(𝑣𝑖) ∈ 𝐷0. By

50



Lemma 3.2.20 we have f(𝑤𝑖) ∈ 𝑃 . Since Γ𝑖 is a tree, it follows in this case that the corresponding
tropical type is not rigid. We conclude that f(𝑣𝑖) ∈ 𝑆 .
By Lemma 3.2.12 the vertex 𝑣𝑖 has no outgoing edges with positive vertical slope. By Lemma 3.2.13
it also has no outgoing edges with positive horizontal slope. It follows that the only outgoing edges
have slope zero in both directions. These do not exist because the tropical type is rigid. □

Lemma 3.2.22. Γ0 consists only of a single vertex𝑤0, with f(𝑤0) ∈ 𝑃 .

Proof. By Lemma 3.2.21 we know that each Γ𝑖 consists of a single vertex 𝑣𝑖 with f(𝑣𝑖) ∈ 𝑆 and that
𝑣𝑖 is connected to Γ0 by an edge 𝑒𝑖 with f(𝑒𝑖) ⊆ 𝐷0. From this we see that if Γ0 contains any vertices
along 𝐸1 or 𝐸2 then the tropical type is not rigid. On the other hand if Γ0 contains more than one
vertex over 𝑃 then it must contain contracted edges, and again the tropical type is not rigid. □

3.2.4.5 Fourth reduction: single-edge graphs. By Proposition 3.2.18 we know that the tropical type τ
is star-shaped, with a vertex 𝑣0 mapping to 𝑃 and vertices 𝑣1, . . . , 𝑣𝑚 mapping to 𝑆 and supporting
all the marking legs. We now establish the fourth and final reduction:

Proposition 3.2.23 (Fourth reduction). Let τ be a star-shaped tropical type, as in Proposition 3.2.18. Then
𝑚 = 1 and 𝑣1 contains all of the markings:

...

𝑣0

𝑣1

f

𝑆
𝐸

𝐷0

𝑃
𝐸2𝐸1

𝐸 | || |

Proof. This follows from Proposition 3.2.24 below. □

The proof necessitates a careful analysis of the gluing appearing in the degeneration formula, sim-
ilar to Section 3.2.4.3. We first note that if τ is as in Proposition 3.2.18 then there is no need to
pass to a subdivision of the target, since all finite edges map to 𝐷0 and all vertices map to 𝑆 or 𝑃 .
Consequently the identity (3.12) simplifies to3

ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
=

(∏𝑚
𝑖=1𝑚𝑖

lcm(𝑚𝑖)

)
θ∗δ

!

(
[𝑀τ0]virt ×

𝑚∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)]virt
)
.

(3.17)
Note that the graph Γ0 underlying τ0 consists of a single vertex 𝑣0 supporting no marking legs.
The nodes 𝑞1, . . . , 𝑞𝑚 at this vertex have tangency zero with respect to 𝐸1 or 𝐸2, and the balancing
condition determines the associated curve class β0 as

β0 = (𝐷 · β) 𝐹

3There is a typo in the statement of [149, Lemma 6.4.4]: the gluing factor on the right-hand side must be divided by
𝑚τ. We thank Dhruv Ranganathan for confirming this. This typo is corrected in [133]. The above identity is consistent
with [76, Theorem 1.1], [44, Corollary 7.10.4], and [99, (1.4)].
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where 𝐹 ∈ 𝐴1(𝑃) is the class of a fibre. Consequently the evaluation morphism 𝑀τ0 →
∏𝑚
𝑖=1𝐷0

factors through the small diagonal 𝐷0 ↩→ Π𝑚𝑖=1𝐷0. Let

ψ : 𝑀τ0 → 𝑀𝑔0,𝑚 × 𝐷0

denote the morphism remembering only the stabilised source curve and the evaluation. We obtain
a diagram

𝑀𝑔,𝑠,β(𝑆) 𝑁 τ 𝑀τ0 ×
∏𝑚
𝑖=1𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)

𝑀𝑔0,𝑚 × 𝐿τ 𝑀𝑔0,𝑚 × 𝐷0 ×
∏𝑚
𝑖=1𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)

𝐿τ 𝐷0 ×
∏𝑚
𝑖=1𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)

∏𝑚
𝑖=1𝐷0

∏𝑚
𝑖=1𝐷

2
0

←→

← →←→θ

□ ←→ ψ×id

←→

←→
←

→

ϕ

□ ←→

← →

←→ □ ←→

← →δ

in which 𝐿τ is defined via the bottom cartesian square.4 It parametrises logarithmic maps 𝑓𝑖 : 𝐶𝑖 →
(𝑆 |𝐷 + 𝐸) for 𝑖 ∈ {1, . . . ,𝑚}, such that 𝑓1(𝑞1) = . . . = 𝑓𝑚 (𝑞𝑚). The gluing morphism ϕ is defined
similarly to θ, see (3.8).

For 𝑔,𝑑 ≥ 0 consider the moduli space

𝑀𝑔,(𝑑),𝑑 (OP1 (−1) | 0)

of stable logarithmic maps with maximal tangency at a single marking, and consider the pushfor-
ward of its virtual fundamental class to the moduli space of curves:

𝐶𝑔,𝑑 ∈ 𝐴2𝑔−2(𝑀𝑔,1).

Proposition 3.2.24. Let τ be a star-shaped tropical type as in Proposition 3.2.18. The contribution ζ∗(γ ∩
ρ∗ι∗ [𝑀τ]virt) vanishes unless𝑚 = 1. In this case 𝐿τ = 𝑀τ1 (𝑆 |𝐷 + 𝐸) and we have

ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
= (−1)𝑔ϕ∗

( (
λ𝑔0 ∩𝐶𝑔0,𝐷 ·β

)
×

(
λ𝑔1γ ∩ [𝑀τ1 (𝑆 |𝐷 + 𝐸)]virt

))
. (3.18)

Proof. Using the compatibility of proper push forward and outer product [63, Proposition 1.10],
the identity (3.17) simplifies to

ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
=

(∏𝑚
𝑖=1𝑚𝑖

lcm(𝑚𝑖)

)
ϕ∗δ

!

(
ψ∗ [𝑀τ0]virt ×

𝑚∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)]virt
)
.

(3.19)
Since 𝐷0 is a rational curve, [63, Example 1.10.2] ensures that the outer product morphism

𝐴∗(𝑀𝑔0,𝑚) ⊗ 𝐴∗(𝐷0) → 𝐴∗(𝑀𝑔0,𝑚 × 𝐷0)

is surjective (this is the second and final point in the argument where we use the assumption that
𝐷 is rational). We may thus write

ψ∗ [𝑀τ0]virt = (𝐴 × [𝐷0]) + (𝐵 × [pt]) (3.20)
4If 𝑔0 = 0 and𝑚 < 3we adopt the convention𝑀0,1 = 𝑀0,2 = SpecC.
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where 𝐴, 𝐵 ∈ 𝐴∗(𝑀𝑔0,𝑚) and [pt] is the generator of 𝐴0(𝐷0). Starting with the second term, we
have by [63, Example 6.5.2]:

δ!

(
𝐵 × [pt] ×

𝑚∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)]virt
)

= 𝐵 × δ!
(
[pt] ×

𝑚∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)]virt
)
.

A dimension count similar to (3.16) then shows that

δ!

(
[pt] ×

𝑚∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)]virt
)
∈ 𝐴−𝑚 (𝐿τ).

We always have𝑚 ≥ 1 and hence this contribution always vanishes. Considering the second term
of (3.20), a similar analysis shows that

δ!

(
[𝐷0] ×

𝑚∏
𝑖=1

(−1)𝑔𝑖λ𝑔𝑖γ𝐽 (𝑖) ∩ [𝑀τ𝑖 (𝑆 |𝐷 + 𝐸)]virt
)
∈ 𝐴1−𝑚 (𝐿τ)

and so the contribution vanishes unless𝑚 = 1. This proves the vanishing statement.

Now suppose that𝑚 = 1. In this case the gluing factor is (Π𝑚𝑖=1𝑚𝑖)/lcm(𝑚𝑖) = 1. We obtain:

ζ∗
(
γ ∩ ρ∗ι∗ [𝑀τ]virt

)
= ϕ∗

(
𝐴 × δ!

(
[𝐷0] × (−1)𝑔1λ𝑔1γ ∩ [𝑀τ1 (𝑆 |𝐷 + 𝐸)]virt

))
. (3.21)

It remains to determine the cycle 𝐴. Recall that ψ∗ [𝑀τ0]virt = 𝐴 × [𝐷0] + (𝐵 × [pt]). Choose a
closed point ξ : SpecC ↩→ 𝐷0 and form the fibre product:

𝑀𝑔0,(𝐷 ·β),𝐷 ·β(OP1 (−1) | 0) 𝑀τ0

𝑀𝑔0,1 𝑀𝑔0,1 × 𝐷0

SpecC 𝐷0.

←↪ →

←→ π □ ←→ ψ

←↪ →

←→ □ ←→

←↪ →ξ

We then obtain

𝐴 = ξ!ψ∗ [𝑀τ0]virt

= π∗ξ
! [𝑀τ0]virt

= π∗
(
(−1)𝑔0λ𝑔0 ∩ [𝑀𝑔0,(𝐷 ·β),𝐷 ·β(OP1 (−1) | 0)]virt

)
= (−1)𝑔0λ𝑔0 ∩𝐶𝑔0,𝐷 ·β

where in the final step we use the fact that lambda classes are preserved by pullback along stabili-
sation morphisms. The identity (3.21) then immediately implies (3.18). □

We now combine Proposition 3.2.24 with (3.6). For single-edge star-shaped tropical types we have
𝑚τ = 𝐷 · β and |Aut(τ) | = 1. We therefore obtain:
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Theorem 3.2.25. The following identity holds in𝐴0(𝑀𝑔,𝑠,β(𝑆))

ζ∗
(
γ∩ [𝑀𝑔,c,β(O𝑆 (−𝐷) |𝐸)]virt

)
= (−1)𝑔 (𝐷 · β)

∑
𝑔1+𝑔2=𝑔

ϕ∗
(
(λ𝑔1 ∩𝐶𝑔1,𝐷 ·β) × (λ𝑔2γ ∩ [𝑀𝑔2,ĉ,β(𝑆 |𝐷 + 𝐸)]virt)

)
where the tangency data ĉ is obtained from c by introducing one additional marked point with maximal
tangency along 𝐷 (see Section 3.2.1).

3.2.4.6 Evaluating the integrals. Finally, we use the cycle-theoretic Theorem 3.2.25 to deduce the
numerical Theorem 3.2.3.

Proof of Theorem 3.2.3. Push the formula in Theorem 3.2.25 forward to a point, and form the gener-
ating function by summing over 𝑔. We obtain:∑
𝑔≥0

GW𝑔,c,β(O𝑆 (−𝐷) | 𝐸)〈γ〉 · ℏ2𝑔−2 = (𝐷 · β)
(∑
𝑔1≥0

GW𝑔1,(𝐷 ·β),𝐷 ·β(OP1 (−1) | 0)〈(−1)𝑔1λ𝑔1〉 · ℏ2𝑔1−1
)

(∑
𝑔2≥0

GW𝑔2,ĉ,β(𝑆 |𝐷 + 𝐸)〈(−1)𝑔2λ𝑔2γ〉 · ℏ2𝑔2−1
)
.

The theorem follows immediately from [37, Lemma 6.3] which gives:∑
𝑔1≥0

GW𝑔1,(𝐷 ·β),𝐷 ·β(OP1 (−1) | 0)〈(−1)𝑔1λ𝑔1〉 · ℏ2𝑔1−1 =
(

1
𝐷 · β

)
(−1)𝐷 ·β+1

2 sin
(
𝐷 ·β
2 ℏ

) . □

3.2.5 Nef pairs

In this section, we adopt the setup of Section 3.2.1 and impose the following additional assumptions:

• 𝐸 · β > 0.

• 𝐸2 ≥ 0.

This includes nef Looijenga pairs as studied in [29]. The assumptions ensure that the local theory
ofO𝑆 (−𝐸) is well-defined, see Section 3.2.1 for the analogous argument for 𝐷 .

We consider stable logarithmic maps with two markings of maximal tangency to 𝐷 and 𝐸 and pos-
sibly additional interior markings. Denote this contact data by ĉ and by c the result of deleting the
two tangency markings. We obtain the following correspondence in genus zero:

Theorem 3.2.26 (Theorem 3.B). The following identity holds between the genus zero Gromov–Witten
invariants with 𝐷-avoidant insertions γ:

GW0,ĉ,β(𝑆 |𝐷 + 𝐸)〈γ〉 = (−1) (𝐷+𝐸)·β(𝐷 · β) (𝐸 · β) · GW0,𝑐,β(O𝑆 (−𝐷) ⊕ O𝑆 (−𝐸))〈γ〉.

Proof. Take Theorem3.2.3 in genus zero and apply the logarithmic-local correspondence for smooth
pairs [64, Theorem 1.1]. □

This extends [29, Theorem 5.2], which gives the above result when (𝑆 |𝐷 + 𝐸) is logarithmically
Calabi–Yau and has stationary insertions supported at a single interior marking.
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Remark 3.2.27. A higher genus analogue of Theorem 3.2.26 may be obtained by combining Theo-
rem 3.2.3 with [21, Theorem 2.7]. The graph sum simplifies, since the logarithmic invariants carry
an insertion of 𝜆2𝑔 which vanishes unless𝑔 = 0. The resulting correspondence will thus have limited
use, as it compares the genus zero invariants of (𝑆 |𝐷 +𝐸) to the higher genus invariants of the local
geometry. We leave a detailed analysis to future work.

3.2.6 Root stacks and self-nodal pairs

In this section we adopt the setup of Section 3.2.1 with the following modifications, which apply
only to this section:

• Stricter: 𝑔 = 0 and 𝐸 · β = 0.

• Looser: 𝐷 is no longer required to be rational, insertions γ are no longer required to avoid𝐷 .

Since 𝐸 · β = 0 there are no markings with tangency along 𝐸. A case of particular interest is resolu-
tions of irreducible self-nodal curves, where β is a curve class pulled back along the blowup.

In this setting, we establish the analogue of Theorem 3.2.3.

Theorem 3.2.28. The following identity holds between the genus zero Gromov–Witten invariants:

GW0,ĉ,β(𝑆 |𝐷 + 𝐸)〈γ〉 = (−1)𝐷 ·β+1(𝐷 · β) · GW0,c,β(O𝑆 (−𝐷) | 𝐸)〈γ〉.

Instead of using the degeneration formula, the result is proved via the enumerative geometry of root
stacks. We pass through the following correspondences of genus zero Gromov–Witten theories:

Log(𝑆 |𝐷 + 𝐸) Orb(𝑆 |𝐷 + 𝐸) Orb(O𝑆 (−𝐷) | 𝐸) Log(O𝑆 (−𝐷) | 𝐸).
[16] [17] [2]

The second correspondence follows from [17, Theorem 1.2] (the result is stated for𝐷 nef, but in fact
β-nef is all that is required in the proof). The fourth correspondence follows from [2, Theorem 1.1].
Only the first correspondence requires further justification. Theorem 3.2.28 thus reduces to the
following:

Proposition 3.2.29 (Theorem 3.C). There is an equality of logarithmic and orbifold Gromov–Witten in-
variants:

GWlog
0,ĉ,β(𝑆 |𝐷 + 𝐸)〈γ〉 = GWorb

0,ĉ,β(𝑆 |𝐷 + 𝐸)〈γ〉.

Proof. Let Σ be the tropicalisation of (𝑆 |𝐷 + 𝐸). A kaleidoscopic double cover is depicted in Fig-
ure 3.2. Given a tropical type of map to Σ, the balancing conditions of Sections 3.2.3.1 and 3.2.3.2
apply verbatim.

By [16, Theorem X] it is sufficient to show that (𝑆 |𝐷 +𝐸) is slope-sensitive with respect to the given
numerical data [16, Section 4.1]. Fix a naive type of tropical map to Σ as in [16, Section 3]. Wemust
show that there is no oriented edge ®𝑒 of the source graph Γ such that the associated cone σ𝑒 ∈ Σ is
maximal and the slope𝑚®𝑒 ∈ 𝑁σ𝑒 belongs to the positive quadrant.

We begin with a useful construction. Given an oriented edge ®𝑒 ∈ ®𝐸 (Γ) terminating at a vertex
𝑣 ∈ 𝑉 (Γ) with σ𝑒 ∈ {𝑞1, 𝑞2} and σ𝑣 ∈ {𝑞1, 𝑞2, 𝐷}, we let

Γ(®𝑒 ) ⊆ Γ

denote the maximal connected subgraph which contains ®𝑒 as an outgoing half-edge and is such
that all vertices and half-edges have associated cones 𝑞1, 𝑞2, or 𝐷 . This means that all outgoing
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𝑆 𝐷

𝐸

𝐷

𝐸

||

||
||

𝑞2𝑞1

𝑞1𝑞2

Figure 3.2: Representing Σ as a quotient of a double cover.

half-edges besides ®𝑒 are either unbounded marking legs, or finite edges terminating at 𝐸 or 𝑆 (the
vertical dividing line in Figure 3.2).

Now suppose for a contradiction that there exists an oriented edge ®𝑒1 ∈ ®𝐸 (Γ) such that σ𝑒1 = 𝑞1 and
𝑚®𝑒1 ∈ 𝑁𝑞1 belongs to the positive quadrant. The assumption on the slope ensures that the subgraph
Γ(®𝑒1) is well-defined. We claim that Γ(®𝑒1) contains the (unique)marking legwith positive tangency
to 𝐷 . Since 𝐷2 ≥ 0 it follows by balancing (Section 3.2.3.2) that at every vertex of Γ(®𝑒1) the sum
of the outgoing slopes in the 𝐷-direction is non-negative. Summing over all the vertices, we see
that the sum of outgoing slopes from Γ(®𝑒1) in the 𝐷-direction is non-negative. The slope of ®𝑒1 in
the 𝐷-direction is negative, hence there exists an outgoing edge whose slope in the 𝐷-direction is
positive. Such an edge cannot terminate at 𝐸 or 𝑆 and so, by the definition of Γ(®𝑒1), it must be the
marking leg with positive tangency to 𝐷 .

A similar argument shows that Γ(®𝑒1) also has an outgoing edgewith positive slope in the𝐸-direction.
Since 𝐸 · β = 0 there are no marking legs with tangency to 𝐸, and so this must be a finite edge ter-
minating at a vertex 𝑣0 with σ𝑣0 = 𝐸. By balancing (Section 3.2.3.1) we see that 𝑣0 supports an
outgoing edge ®𝑒2 with σ𝑒2 = 𝑞2.

The same argument as above now shows that Γ(®𝑒2) also contains the marking leg with positive
tangency to 𝐷 . However, Γ(®𝑒1) and Γ(®𝑒2) are disjoint: deleting the vertex 𝑣0 separates them, since
Γ has genus zero. □

Remark 3.2.30. While restricted to genus zero, Theorem 3.2.28 is strong in that it establishes an
equality of virtual fundamental classes. This contrasts with Theorem 3.2.3 which also establishes
an equality of Chow classes, but only after capping with suitable insertions. In the latter case, we
expect that even in genus zero, the counterexamples of [141, Sections 1 and 3.7] can be adapted to
produce pathological insertions (such as naked psi classes) violating the correspondence.

3.3 Toric and open geometries
In this section we restrict to toric targets. The main result (Theorem 3.3.3) equates the Gromov–
Witten theories of the local and open geometries:

(O𝑆 (−𝐷) | 𝐸) ↔ O𝑆 (−𝐷) |𝑆\𝐸 .

The proof proceeds via torus localisation. For the open geometry, the computation is controlled by
the topological vertex [116]. The difficult step is to show that the contributions of certain localisation
graphs vanish.
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3.3.1 Setup

We retain the setup of Section 3.2.1 and introduce the following additional assumptions:

• 𝑆 is a toric surface.

• 𝐸 is a toric hypersurface.

• 𝐷 + 𝐸 ∈ |−𝐾𝑆 |.

• 𝐸 · β = 0.

We do not require that𝐷 is toric. An important example is the resolution of an irreducible self-nodal
cubic in the plane (Section 3.4).

With these assumptions, the enumerative setup of Section 3.2.1 specialises. There is a singlemarked
point 𝑥 with tangency 𝐷 · β along 𝐷 , and no marked points with tangency along 𝐸. The space of
stable logarithmic maps has virtual dimension 𝑔 and we consider the Gromov–Witten invariant
with a lambda class and no additional insertions:

GW𝑔,(𝐷 ·β,0),β(𝑆 |𝐷 + 𝐸)〈(−1)𝑔λ𝑔〉 := (−1)𝑔λ𝑔 ∩ [𝑀𝑔,(𝐷 ·β,0),β(𝑆 |𝐷 + 𝐸)]virt ∈ Q.

The space of stable logarithmic maps to the local target (O𝑆 (−𝐷) | 𝐸) has virtual dimension zero
and we consider the Gromov–Witten invariant with no insertions:

GW𝑔,0,β(O𝑆 (−𝐷) | 𝐸) := [𝑀𝑔,0,β(O𝑆 (−𝐷) | 𝐸)]virt ∈ Q.

Theorem 3.2.3 furnishes a correspondence between these invariants. In this section we relate the
latter to the invariants of the open targetO𝑆 (−𝐷) |𝑆\𝐸 .

3.3.2 Open invariants

We establish conventions for toric geometry. We consider fans Σ not contained in a proper linear
subspace of the ambient lattice; these correspond to toric varieties with no torus factors. We write
Σ(𝑘) for the set of 𝑘-dimensional cones. Letting 𝑛 denote the dimension of the ambient lattice, we
introduce notation for closed toric strata appearing in critical dimensions:

• For ρ ∈ Σ(1) we denote the corresponding toric hypersurface 𝐷ρ.

• For τ ∈ Σ(𝑛 − 1) we denote the corresponding toric curve 𝐿τ.

• For σ ∈ Σ(𝑛) we denote the corresponding torus-fixed point 𝑃σ.

Write Σ𝑆 for the fan of 𝑆 and ρ𝐸 ∈ Σ𝑆 (1) for the cone corresponding to 𝐸. Since 𝐷 + 𝐸 ∈ |−𝐾𝑆 | we
have the following identity in the class group of 𝑆 :

𝐷 =
∑

ρ∈Σ𝑆 (1)
ρ≠ρ𝐸

𝐷ρ. (3.22)

Set 𝑋 := O𝑆 (−𝐷) and consider the open subvariety:

𝑋 ◦ := O𝑆 (−𝐷) |𝑆\𝐸 .

Equip𝑋 ◦ with the trivial logarithmic structure and𝑋 with the logarithmic structure induced by 𝐸.
The open embedding ι : 𝑋 ◦ ↩→ 𝑋 is strict.
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Following the formalism of the topological vertex [116] we define Gromov–Witten invariants of the
open manifold 𝑋 ◦ by localising with respect to an appropriate torus.

Definition 3.3.1 ([116, Section 3.1]). Let 𝑃 ∈ 𝑋 ◦ be a torus-fixed point. Consider the action of the
three-dimensional dense torus on

∧3𝑇𝑃𝑋
◦ and let χ𝑃 denote the associated character. The Calabi–

Yau torus is denoted and defined
𝑇 := Ker χ𝑃 .

It is a two-dimensional subtorus of the dense torus. The definition is independent of the choice of
𝑃 because 𝑋 ◦ is Calabi–Yau.

While the moduli space of stable maps to𝑋 ◦ is non-proper, its𝑇 -fixed locus is proper. This is used
to define Gromov–Witten invariants, via localisation. Let 𝑄𝑇 denote the localisation of 𝐴∗𝑇 (pt) at
the set of homogeneous elements of non-zero degree, and let𝑄𝑇,𝑘 denote its 𝑘th graded piece.

Definition 3.3.2. The𝑇 -localised Gromov–Witten invariant of 𝑋 ◦ is denoted and defined:

GW𝑇
𝑔,0,ι∗β(𝑋

◦) :=
∫
[𝑀𝑔,0,ι∗β (𝑋 ◦)𝑇 ]virt𝑇

1

𝑒𝑇 (𝑁 virt) ∈ 𝑄𝑇,0.

A priori this is a rational function in the equivariant weights, with numerator and denominator
homogeneous polynomials of the same degree. However [116, Theorem 4.8] shows that the nu-
merator and denominator are in fact constant, so that:

GW𝑇
𝑔,0,ι∗β(𝑋

◦) ∈ Q.

For this it is crucial to restrict to the Calabi–Yau torus.

The main result of this section is the following:

Theorem 3.3.3 (Theorem 3.D). For all 𝑔 ≥ 0 we have:

GW𝑔,0,β(𝑋 |𝐸) = GW𝑇
𝑔,0,ι∗β(𝑋

◦). (3.23)

3.3.3 Localisation calculation

We prove Theorem 3.3.3 via virtual torus localisation [70] which decomposes the left-hand side
of (3.23) as a sum over contributions from the 𝑇 -fixed points of the moduli stack. First, in Sec-
tion 3.3.3.2 wewill identify the contribution of torus fixed points associated to stablemaps factoring
through 𝑋 ◦ ↩→ 𝑋 with the Gromov–Witten invariant GW𝑇

𝑔,0,ι∗β(𝑋 ◦). To establish equation (3.23)
it is consequently sufficient to show that all remaining𝑇 -fixed points contribute trivially which we
will do in Section 3.3.3.3. We stress that our vanishing argument crucially uses the fact that we
localised with respect to the Calabi–Yau torus 𝑇 (see the proof of Theorem 3.3.3). In general one
will not observe such a vanishing when localising with respect to the dense open torus.

3.3.3.1 Fixed loci. The action𝑇

⟳

𝑋 lifts to actions on𝑀𝑔,0,β(𝑋 ) and𝑀𝑔,0,β(𝑋 |𝐸) (in the latter case,
this is because𝑇 sends 𝐸 to itself and hence lifts to a logarithmic action𝑇

⟳

(𝑋 |𝐸)).

Restricting from thedense torus of𝑋 to the subtorus𝑇 does not change the zero- andone-dimensional
orbits in 𝑋 . It follows that it also does not change the fixed locus in the moduli space of stable
maps. Since 𝑋 is a toric variety, this fixed locus is well-understood, see e.g. [156, Section 6], [120,
Section 5.2], [70, Section 4], [51, Section 9.2], or [18, Section 4].

Briefly, the fixed locus decomposes into a union of connected components indexed by localisation
graphs. A localisation graph Γ is a graph equipped with marking legs, degree labelings 𝑑𝑒 > 0 for
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every edge 𝑒 ∈ 𝐸 (Γ) and genus labelings 𝑔𝑣 ≥ 0 for every vertex 𝑣 ∈ 𝑉 (Γ). Furthermore every
vertex 𝑣 ∈ 𝑉 (Γ) is assigned a cone σ(𝑣) ∈ Σ𝑋 (3) and every edge 𝑒 ∈ 𝐸 (Γ) is assigned a cone
σ(𝑒) ∈ Σ𝑋 (2). The corresponding connected component of the fixed locus is denoted

𝐹Γ (𝑋 )
and generically parametrises stable maps with components𝐶𝑣 contracted to torus-fixed points and
components𝐶𝑒 forming degree𝑑𝑒 covers of toric curves, totally ramified over the torus-fixed points.

We let Ω𝑔,0,β(𝑋 ) denote the set of localisation graphs, so that:

𝑀𝑔,0,β(𝑋 )𝑇 =
⊔

Γ∈Ω𝑔,0,β (𝑋 )
𝐹Γ (𝑋 ).

3.3.3.2 Comparison of fixed loci. Consider the morphism forgetting the logarithmic structures:

𝑀𝑔,0,β(𝑋 |𝐸) → 𝑀𝑔,0,β(𝑋 ).
This is𝑇 -equivariant, andhence restricts to amorphismbetween𝑇 -fixed loci. For each Γ ∈ Ω𝑔,0,β(𝑋 )
we define 𝐹Γ (𝑋 |𝐸) via the fibre product

𝐹Γ (𝑋 |𝐸) 𝑀𝑔,0,β(𝑋 |𝐸)𝑇

𝐹Γ (𝑋 ) 𝑀𝑔,0,β(𝑋 )𝑇

←↪ →

←→ □ ←→

←↪ →

and this produces a decomposition of𝑀𝑔,0,β(𝑋 |𝐸)𝑇 into clopen substacks:

𝑀𝑔,0,β(𝑋 |𝐸)𝑇 =
⊔

Γ∈Ω𝑔,0,β (𝑋 )
𝐹Γ (𝑋 |𝐸).

Note that we do not claim that each 𝐹Γ (𝑋 |𝐸) is connected, nor that 𝐹Γ (𝑋 |𝐸) → 𝐹Γ (𝑋 ) is virtually
birational. Virtual localisation [70] gives:5

GW𝑔,0,β(𝑋 |𝐸) =
∑

Γ∈Ω𝑔,0,β (𝑋 )

∫
[𝐹Γ (𝑋 |𝐸)]virt𝑇

1

𝑒𝑇 (𝑁 virt
𝐹Γ (𝑋 |𝐸))

. (3.24)

Turning to 𝑋 ◦ we note that there is an inclusion

Ω𝑔,0,ι∗β(𝑋 ◦) ⊆ Ω𝑔,0,β(𝑋 )
consisting of localisation graphs which do not interact with cones in Σ𝑋 \Σ𝑋 ◦ . Since the logarithmic
structure on (𝑋 |𝐸) is trivial when restricted to 𝑋 ◦ it follows that for Γ ∈ Ω𝑔,0,ι∗β(𝑋 ◦) we have

𝐹Γ (𝑋 |𝐸) = 𝐹Γ (𝑋 ) = 𝐹Γ (𝑋 ◦).
The perfect obstruction theories coincide when restricted to these loci, producing an identification
of the induced virtual fundamental classes and virtual normal bundles. We conclude:

Proposition 3.3.4. We have:

GW𝑔,0,β(𝑋 |𝐸) = GW𝑇
𝑔,0,ι∗β(𝑋

◦) +
∑

Γ∈Ω𝑔,0,β (𝑋 )\Ω𝑔,0,ι∗β (𝑋 ◦)

∫
[𝐹Γ (𝑋 |𝐸)]virt𝑇

1

𝑒𝑇 (𝑁 virt
𝐹Γ (𝑋 |𝐸))

.

5Virtual localisation for spaces of stable logarithmic maps presents conceptual difficulties, as the obstruction theory
is defined over the Artin fan which is typically singular. Since the divisor 𝐸 ⊆ 𝑋 is smooth, we circumvent these issues
by passing to Kim’s space of expanded logarithmic maps [18], which has an absolute obstruction theory and arises as a
logarithmic modification of the Abramovich–Chen–Gross–Siebert space (see e.g. [15, Section 2.1]). The arguments of
this section are insensitive to the choice of birational model of themoduli space. See [138] for a treatment of localisation
in this setting.
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3.3.3.3 Vanishing of remaining contributions. Fix a localisation graph Γ ∈ Ω𝑔,0,β(𝑋 ) \Ω𝑔,0,ι∗β(𝑋 ◦). To
prove Theorem 3.3.3 it remains to show∫

[𝐹Γ (𝑋 |𝐸)]virt𝑇

1

𝑒𝑇 (𝑁 virt
𝐹Γ (𝑋 |𝐸))

= 0.

This requires a detailed analysis of the shape of the localisation graph and its contribution.

Notation 3.3.5. Local to 𝐸 ⊆ 𝑆 the toric boundary takes the following form

𝐸

𝐿1

𝑃1

𝐿2

𝑃2

The zero section gives a closed embedding 𝑆 ↩→ 𝑋 as a union of toric boundary strata. Let

τ𝐸, τ1, τ2 ∈ Σ𝑋 (2)

denote the cones corresponding to the toric curves 𝐸, 𝐿1, 𝐿2 ↩→ 𝑆 ↩→ 𝑋 . Similarly let

σ1, σ2 ∈ Σ𝑋 (3)

denote the cones corresponding to the torus-fixed points 𝑃1, 𝑃2 ∈ 𝑆 ↩→ 𝑋 .

Lemma 3.3.6. There exists an edge 𝑒 ∈ 𝐸 (Γ) with σ(𝑒) = τ𝐸 .

Proof. Suppose for a contradiction that σ(𝑒) ≠ τ𝐸 for all 𝑒 ∈ 𝐸 (Γ). Since Γ ∉ Ω𝑔,0,𝜄∗β(𝑋 ◦) there
exists a vertex 𝑣 ∈ 𝑉 (Γ) with σ(𝑣) ∈ {σ1, σ2}. This vertex is adjacent to an edge 𝑒 ∈ 𝐸 (Γ), and since
σ(𝑒) ≠ τ𝐸 we must have σ(𝑒) ∈ {τ1, τ2}. We then find

𝐸 · β =
∑
𝑒∈𝐸 (Γ)

𝑑𝑒
(
𝐸 · 𝐿σ(𝑒)

)
=

∑
𝑒∈𝐸 (Γ)

σ(𝑒)∈{τ1,τ2}

𝑑𝑒 ≥ 𝑑𝑒 > 0

which contradicts 𝐸 · β = 0. □

Lemma 3.3.7. The following relation holds in𝐴1
𝑇 (pt):

𝑐𝑇1 (𝑇𝑃1𝐸) + 𝑐𝑇1
(
O𝑆 (−𝐷) |𝑃1

)
= 0.

Proof. Figure 3.3 illustrates the toric skeleton of 𝑋 in a neighbourhood of 𝐿1 ∪ 𝐸. The horizontal
edges index boundary curves contained in the zero section 𝑆 ↩→ 𝑋 while the vertical edges index
fibres of the projection 𝑋 → 𝑆 over torus-fixed points. We define:

𝑢1 := 𝑐
𝑇
1 (𝑇𝑃1𝐸), 𝑢2 := 𝑐

𝑇
1 (𝑇𝑃1𝐿1).

We now calculate the weights of the 𝑇 -action on 𝑇𝑃0𝐿0 and 𝑇𝑃0𝐿1. The standard theory of torus
actions on projective lines gives:

𝑐𝑇1 (𝑇𝑃0𝐿1) = −𝑐𝑇1 (𝑇𝑃1𝐿1) = −𝑢2. (3.25)

Turning to𝑇𝑃0𝐿0 we have natural identifications:

𝑇𝑃0𝐿0 = 𝑁𝐿1 |𝑆 |𝑃0, 𝑇𝑃1𝐸 = 𝑁𝐿1 |𝑆 |𝑃1 .
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𝐸𝐿1𝐿0

𝐹1𝐹0 𝐹2

𝑃1 𝑃2𝑃0
• •• 𝑢1

−𝑢1

𝑢2 −𝑢1

𝑢1

−𝑢2𝑢1 − 𝑎𝑢2

−𝑢1 + (1 + 𝑎)𝑢2

Figure 3.3: The toric skeleton of 𝑋 locally around 𝐿1 ∪ 𝐸, used in the proof of Lemma 3.3.7. Edges
represent boundary curves and vertices represent torus-fixed points. The purple label at a flag
(𝑃, 𝐿) records the weight 𝑐𝑇1 (𝑇𝑃𝐿).

Let 𝑎1 := deg𝑁𝐿1 |𝑆 denote the self-intersection of the divisor 𝐿1 ⊆ 𝑆 . We then have:

𝑐𝑇1 (𝑇𝑃0𝐿0) = 𝑐𝑇1 (𝑁𝐿1 |𝑆 |𝑃0) = 𝑐𝑇1 (𝑁𝐿1 |𝑆 |𝑃1) − 𝑎1𝑐𝑇1 (𝑇𝑃1𝐿1) = 𝑢1 − 𝑎1𝑢2. (3.26)

From the definition of the Calabi–Yau torus and (3.25), (3.26) we obtain

0 = 𝑐𝑇1
(∧3𝑇𝑃0𝑋

)
= 𝑐𝑇1 (𝑇𝑃0𝐹0) + (−𝑢2) + (𝑢1 − 𝑎1𝑢2)

from which we deduce:
𝑐𝑇1 (𝑇𝑃0𝐹0) = −𝑢1 + (𝑎1 + 1)𝑢2.

By (3.22) we haveO𝑆 (−𝐷) |𝐿1 � OP1 (−𝑎1 − 1) from which we conclude

𝑐𝑇1 (𝑇𝑃1𝐹1) = 𝑐𝑇1 (𝑇𝑃0𝐹0) + (𝑎1 + 1)𝑐𝑇1 (𝑇𝑃0𝐿1) = −𝑢1 = −𝑐𝑇1 (𝑇𝑃1𝐸)

which completes the proof. □

Proof of Theorem 3.3.3. Since 𝐷2 ≥ 0 and 𝐷 · β > 0 it follows that

𝑀𝑔,0,β(𝑋 |𝐸) = 𝑀𝑔,0,β(𝑆 |𝐸).

Since (𝑆 |𝐸) ↩→ (𝑋 |𝐸) is strict, there is a short exact sequence

0→ 𝑇
log
𝑆 |𝐸 → 𝑇

log
𝑋 |𝐸

��
𝑆
→ 𝑁𝑆 |𝑋 → 0

and using 𝑁𝑆 |𝑋 = O𝑆 (−𝐷) we obtain:

[𝑀𝑔,0,β(𝑋 |𝐸)]virt𝑇 = 𝑒𝑇 (R1π∗𝑓 ∗O𝑆 (−𝐷)) ∩ [𝑀𝑔,0,β(𝑆 |𝐸)]virt𝑇 .

Fix a graph Γ ∈ Ω𝑔,0,β(𝑋 ) \Ω𝑔,0,ι∗β(𝑋 ◦). By Proposition 3.3.4 it suffices to show that the contribution
of Γ vanishes. We will prove that the𝑇 -equivariant vector bundle

R1π∗𝑓
∗O𝑆 (−𝐷) |𝐹Γ (𝑋 |𝐸)

has a weight zero summand in 𝐾 -theory. This ensures that the𝑇 -equivariant Euler class vanishes,
and the claim follows.

Perform the partial normalisation of the source curve at the nodes forced by the localisation graph
Γ (such nodes correspond to flags based at either a vertex of valency at least three, or a vertex of
valency twowhich is the intersection of two bounded edges). The normalisation sequence produces
a surjection:

𝐻 1(𝐶, 𝑓 ∗O𝑆 (−𝐷)) ↠
⊕
𝑒∈𝐸 (Γ)

𝐻 1(𝐶𝑒, 𝑓 ∗O𝑆 (−𝐷)) .
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It suffices to show that one summand of the codomain has vanishing equivariant Euler class. By
Lemma 3.3.6 there exists an edge 𝑒 ∈ 𝐸 (Γ) with σ(𝑒) = τ𝐸 . Every point of 𝐹Γ (𝑋 |𝐸) parametrises a
stable logarithmic map whose underlying curve contains an irreducible component𝐶𝑒 which maps
to 𝐸 with positive degree 𝑑𝑒 and is totally ramified over the torus-fixed points. Using Lemma 3.3.7
we write

𝑢1 = −𝑐𝑇1
(
O𝑆 (−𝐷) |𝑃1

)
= 𝑐𝑇1 (𝑇𝑃1𝐸).

A Riemann–Roch calculation (see e.g. [120, Example 19]) then shows that:

ch𝑇
(
𝐻 1(𝐶𝑒, 𝑓 ∗O𝑆 (−𝐷))

)
=

2𝑑𝑒−1∑
𝑗=1

exp(−𝑢1 + 𝑗 𝑢1𝑑𝑒 ).

Taking 𝑗 = 𝑑𝑒 we see that 𝐻 1(𝐶𝑒, 𝑓 ∗O𝑆 (−𝐷) has a vanishing Chern root, and hence its equivariant
Euler class vanishes as claimed. □

3.4 Self-nodal plane curves
In this section we focus on an important special case. Fix 𝑟 ≥ 1 and consider the toric variety

𝑆𝑟 := P(1, 1, 𝑟 ).6

Let 𝐷𝑟 ∈ |−𝐾𝑆𝑟 | be an irreducible curve with a single nodal toric singularity at the singular point
of 𝑆𝑟 (or at one of the torus-fixed points if 𝑟 = 1). The pair (𝑆𝑟 |𝐷𝑟 ) is logarithmically smooth. By a
curve in 𝑆𝑟 of degree 𝑑 we mean a curve whose class is 𝑑 times the class of the toric hypersurface
with self-intersection 𝑟 . Given a curve in 𝑆𝑟 of degree 𝑑 , its intersection number with𝐷𝑟 is 𝑑 (𝑟 + 2).
We consider the genus zero maximal tangency Gromov–Witten invariants:

GW0,(𝑑 (𝑟+2)),𝑑 (𝑆𝑟 |𝐷𝑟 ) ∈ Q.

We begin by deriving an explicit formula for these invariants (Theorem 3.4.1) and applying it to
deduce a formula for the invariants of local P1 (Theorem 3.4.2).

We then specialise to 𝑟 = 1 and establish a relationship between the invariants of (P2 |𝐷1) and
(P2 |𝐸) for 𝐸 a smooth cubic (Theorem 3.4.7). We apply this to prove a conjecture of Barrott and the
second-named author (Theorem 3.4.10).

3.4.1 Scattering calculation

The main result of this section is:

Theorem 3.4.1 (Theorem 3.E). We have:

GW0,(𝑑 (𝑟+2)),𝑑 (𝑆𝑟 |𝐷𝑟 ) =
𝑟 + 2
𝑑2

(
(𝑟 + 1)2𝑑 − 1

𝑑 − 1

)
.

The following result, already known in the physics literature [41, Equation (4.53)], is a direct con-
sequence of Theorem 3.2.28 and Theorem 3.3.3.

6We can also take 𝑟 = 0 in which case we have 𝑆0 := P1 × P1 and 𝐷0 the union of a (1, 0) curve and a smooth (1, 2)
curve. In this case, the results of this section follow from a direct calculation, using [80, Proposition 6.1]. Similarly we
can take 𝑟 = −1which results in the local geometry of a (−1)-curve in a surface.
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Theorem 3.4.2 (Theorem 3.F). We have

GW𝑇
0,0,𝑑

(
OP1 (𝑟 ) ⊕ OP1 (−𝑟 − 2)

)
=
(−1)𝑟𝑑−1
𝑑3

(
(𝑟 + 1)2𝑑 − 1

𝑑 − 1

)
where the left-hand side is defined via localisation with respect to the Calabi–Yau torus, as in Section 3.3.2.

Proof. There is a toric resolution of singularities F𝑟 → P(1, 1, 𝑟 ). Consider 𝐷𝑟 ⊆ F𝑟 the strict
transform and 𝐸 ⊆ F𝑟 the exceptional divisor. Realise the Hirzebruch surface as a P1-bundle

F𝑟 � PP1 (OP1 (𝑟 ) ⊕ OP1)

with 𝐸 ⊆ F𝑟 the zero section and 𝐸∞ ⊆ F𝑟 the infinity section. By [6] the Gromov–Witten invariants
of (𝑆𝑟 |𝐷𝑟 ) are identified with the Gromov–Witten invariants of the bicyclic pair (F𝑟 |𝐷𝑟 + 𝐸). We
then have

GW0,(𝑑 (𝑟+2),0),𝑑 (𝑆𝑟 |𝐷𝑟 ) = GW0,(𝑑 (𝑟+2),0),𝑑𝐸∞ (F𝑟 |𝐷𝑟 + 𝐸)
= (−1)𝑑 (𝑟+2)+1𝑑 (𝑟 + 2) · GW𝑇

0,0,𝑑 ι∗𝐸∞
(OF𝑟 (−𝐷𝑟 ) |F𝑟 \𝐸) (3.27)

where the second equality follows by combining Theorems 3.2.28 and 3.3.3. Now note that F𝑟 \
𝐸 is the total space of 𝑁𝐸∞ |F𝑟 which is a degree 𝑟 line bundle on 𝐸∞ � P1. Similarly, we have
degOF𝑟 (−𝐷𝑟 ) |𝐸∞ = −𝑟 − 2. This establishes the identity

GW𝑇
0,0,𝑑 ι∗𝐸∞

(OF𝑟 (−𝐷𝑟 ) |F𝑟 \𝐸) = GW𝑇
0,0,𝑑

(
OP1 (𝑟 ) ⊕ OP1 (−𝑟 − 2)

)
and the result follows by combining (3.27) and Theorem 3.4.1. □

It remains to prove Theorem 3.4.1. This proceeds via the connection between the logarithmic Gro-
mov Witten invariants of (𝑆𝑟 |𝐷𝑟 ) and local scattering diagrams, following the analyses in [29, 33].
Since the combinatorics of scattering diagrams play only a secondary role, we economise on detail
and refer to [29, Section 4] for a full account.

We work on the lattice𝑀 = Z 2 equipped with the standard skew-symmetric form ω(𝑣,𝑤) = 𝑣 ∧𝑤
and define

ρ1 := (−1, 0), ρ2 := (1, 𝑟 + 2).
Let𝔇in

𝑟+2 be the initial scattering diagram with walls 𝔡𝑖 := ρ𝑖R decorated with wall-crossing func-
tions

𝑓ρ𝑖 := 1 + 𝑡𝑖𝑧−ρ𝑖 ∈ QÈ𝑡1, 𝑡2É[𝑀] .
Write𝔇𝑟+2 for the consistent scattering diagram obtained by completing𝔇in

𝑟+2 using the algorithm
of [80]. For us, the relevant information is encoded in thewall-crossing function 𝑓(0,−1) of the central
ray (0,−1)R⩾0.

Proposition 3.4.3. We have:

𝑓(0,−1) = exp

(∑
𝑑>0

(𝑟 + 2)𝑑 GW0,(𝑑 (𝑟+2)),𝑑 (𝑆𝑟 |𝐷𝑟 )
(
𝑡1𝑡2𝑧

(0,−(𝑟+2)) )𝑑 ) .
Proof. Weproceed as in [33, Section 2.2.1] and start by constructing a toric model for (𝑆𝑟 |𝐷𝑟 ). In the
following we will identify a divisor with its strict transform (respectively image) under a blowup
(respectively blowdown).
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As in the proof of Theorem 3.4.2 we consider the resolution of singularities F𝑟 → 𝑆𝑟 , writing 𝐷𝑟 ⊆
F𝑟 for the strict transform of the self-nodal curve and 𝐸 ⊆ F𝑟 for the exceptional divisor. We now
further blowup at the two intersection points {𝑞1, 𝑞2} = 𝐷𝑟 ∩ 𝐸 and let 𝐹1, 𝐹2 denote the resulting
exceptional divisors. We write

ϕ : (𝑆𝑟 , 𝐷𝑟 ) := (Bl𝑞1,𝑞2F𝑟 |𝐷𝑟 + 𝐹1 + 𝐸 + 𝐹2) −→ (𝑆𝑟 |𝐷𝑟 )

for the composition of these blowups. Let 𝐿1, 𝐿2 ⊆ 𝑆𝑟 denote the strict transforms of the tangent
lines at the singularity of 𝐷𝑟 ⊆ 𝑆𝑟 . These are (−1)-curves which we blow down to produce:

π : (𝑆𝑟 |𝐷𝑟 ) → (𝑆𝑟 |𝐷𝑟 + 𝐹1 + 𝐸 + 𝐹2).

A quick calculation shows that the self-intersection numbers of𝐷𝑟 , 𝐹1, 𝐸, 𝐹2 ⊆ 𝑆𝑟 are (𝑟 +2), 0,−(𝑟 +
2), 0. By [60, Lemma 2.10] this identifies the pair (𝑆𝑟 |𝐷𝑟 + 𝐹1 + 𝐸 + 𝐹2) with (F𝑟+2 | 𝜕F𝑟+2).

We observe that𝔇𝑟+2 as defined above is the scattering diagram associated to the toric model π. By
[80, Theorem 5.6] (see also [20, Theorem 3.2]) we have

𝑓(0,−1) = exp

(∑
𝑑>0

𝑑 (𝑟 + 2) GW0,(𝑑 (𝑟+2),0,0,0),𝑑 (𝐸∞−𝐿1−𝐿2) (𝑆𝑟 |𝐷𝑟 ) (𝑡1𝑡2)𝑑 𝑧 (0,−𝑑 (𝑟+2))
)

where we write 𝐸∞ for the toric hypersurface in F𝑟+2 with self-intersection (𝑟 + 2). The result now
follows from birational invariance [6], which gives:

GW0,(𝑑 (𝑟+2),0,0,0),𝑑 (𝐸∞−𝐿1−𝐿2) (𝑆𝑟 |𝐷𝑟 ) = GW0,(𝑑 (𝑟+2)),𝑑 (𝑆𝑟 |𝐷𝑟 ) . □

It remains to compute 𝑓(0,−1) . For this, we first identify𝔇𝑟+2 with the scattering diagram associated
to the (𝑟 + 2)-Kronecker quiver. Consider the skew-symmetric form ω̃(𝑣,𝑤) = (𝑟 + 2) (𝑣 ∧ 𝑤) on
Z 2 and denote the resulting symplectic lattice:

(𝑀, ω̃).

Set ρ̃1 = (−1, 0), ρ̃2 = (0, 1), and let �̃�𝑟+2 denote the consistent scattering diagram for (𝑀, ω̃) with
initial walls (ρ̃𝑖R , 1 + 𝑡𝑖𝑧−ρ̃𝑖 ).

The resulting scattering pattern is intricate, featuring a subcone in the lower-right quadrant where
the support of the walls is dense. However, Reineke has found an explicit description of the wall-
crossing function attached to the central wall (1,−1)R≥0.

Lemma 3.4.4 ([151, Theorem 6.4]). Let μ be the Möbius function and for 𝑘 ≥ 1 set:

𝑁𝑘,𝑟 :=
1
𝑟𝑘2

∑
𝑖 |𝑘

μ(𝑘/𝑖) (−1) (𝑟+2)𝑖+1
(
(𝑟 + 1)2𝑖 − 1

𝑖

)
.

Then 𝑁𝑘,𝑟 ∈ Z and

𝑓(1,−1) =
∏
𝑘>0

(
1 − (−1) (𝑟+2)𝑘2

(
𝑡1𝑡2𝑧

(−1,1) )𝑘 )𝑘 (𝑟+2) 𝑁𝑘,𝑟

.

Remark 3.4.5. Strictly speaking, [151, Theorem 6.4] concerns the scattering diagram with initial
wall-crossing functions (1+𝑡𝑖𝑧−ρ̃𝑖 )𝑟+2 on a lattice equippedwith the standard skew-symmetric form
(𝑟 + 2)−1ω̃. However, the “change of lattice” trick [82, Section C.3, Step IV] translates Reineke’s
theorem into Lemma 3.4.4. See also [79] for an account using this scattering diagram.
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Proof of Theorem 3.4.1. Consider the morphism of lattices π : 𝑀 → 𝑀 given by ρ̃𝑖 ↦→ ρ𝑖 . The
construction of [52, Lemma 2.11] produces a consistent scattering diagram

π∗�̃�𝑟+2

on (𝑀,ω). Under π the initial wall (ρ̃𝑖R , 1 + 𝑡𝑖𝑧−ρ̃𝑖 ) is taken to (ρ𝑖R , 1 + 𝑡𝑖𝑧−ρ𝑖 ). We conclude that
up to equivalence π∗�̃�𝑟+2 � 𝔇𝑟+2. Hence, under π the central wall ((1,−1)R≥0, 𝑓(1,−1)) ∈ �̃�𝑟+2 is
taken to ((0,−1)R≥0, 𝑓(0,−1)) ∈ 𝔇𝑟+2. By Lemma 3.4.4 we find

𝑓(0,−1) =
∏
𝑘>0

(
1 − (−1) (𝑟+2)𝑘2

(
𝑡1𝑡2𝑧

(0,−(𝑟+2)) )𝑘 )𝑘 (𝑟+2) 𝑁𝑘,𝑟

= exp

(
−

∑
𝑙>0

𝑟 + 2
𝑙

∑
𝑘>0

(−1) (𝑟+2)𝑘2𝑙𝑘 𝑁𝑘,𝑟
(
𝑡1𝑡2𝑧

(0,−(𝑟+2)) )𝑘𝑙 )
= exp

(∑
𝑑>0

𝑟 + 2
𝑟𝑑

(
(𝑟 + 1)2𝑑 − 1

𝑑

) (
𝑡1𝑡2𝑧

(0,−(𝑟+2)) )𝑑 )
where the last equality is proven using the Möbius inversion formula. The statement of Theo-
rem 3.4.1 now follows from Proposition 3.4.3 and the identity:(

(𝑟 + 1)2𝑑 − 1
𝑑

)
= 𝑟 (𝑟 + 2)

(
(𝑟 + 1)2𝑑 − 1

𝑑 − 1

)
. (3.28)

□

3.4.2 Nodal cubics versus smooth cubics

In this final section we set 𝑟 = 1. We have

𝐷1 = 𝐷 ⊆ P2

an irreducible cubic with a single nodal singularity. Let 𝐸 ⊆ P2 be a smooth cubic. For each of
the two pairs we consider the moduli space of genus zero stable logarithmic maps, with maximal
tangency at a single marking (see Figure 3.4).

In genus zero, each moduli space has virtual dimension zero and produces a system of enumera-
tive invariants indexed by 𝑑 . Both theories are completely solved: the case of (P2 |𝐷) is solved in
Theorem 3.4.1, while the case of (P2 |𝐸) is solved in [67, Example 2.2] with inspiration from [158].
The numbers do not agree, as the following table demonstrates:

𝑑 GW0,(3𝑑),𝑑 (P2 |𝐷) GW0,(3𝑑),𝑑 (P2 |𝐸)
1 3 9
2 21/4 135/4
3 55/3 244
4 1, 365/16 36, 999/16
5 11, 628/25 635, 634/25
6 33, 649/12 307, 095

Experimentally, we always have

GW0,(3𝑑),𝑑 (P2 |𝐷) < GW0,(3𝑑),𝑑 (P2 |𝐸). (3.29)
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| |

||

(a) (P2 |𝐷) (b) (P2 |𝐸)

Figure 3.4: Tangent curves to plane cubics, nodal and smooth.

In this sectionwe provide a conceptual explanation for this defect, via the geometry of degenerating
hypersurfaces (Theorem 3.4.7). We then settle a conjecture posed in [13] (Theorem 3.4.10).

The paper [13] degenerates a smooth cubic to the toric boundary, and studies the resulting logarith-
mic Gromov–Witten theory on the central fibre. The following construction is similar, except that
our starting point is a nodal cubic. We explain how the arguments adapt to this setting, assuming
familiarity with [13]. Let Δ ⊆ P2 denote the toric boundary and consider a degeneration 𝐷 ⇝ Δ,
i.e. a divisor

D ⊆ P2 × A1

whose general fibre is an irreducible nodal cubic and whose central fibre is Δ. We can chooseD to
be irreducible with normal crossings singularities, and such that π−1(𝑡) ∩Dsing is the nodal point
ofD𝑡 for 𝑡 ≠ 0, and

π−1(0) ∩Dsing = 𝑝0

where 𝑝0 = [1, 0, 0]. Consider the logarithmically regular logarithmic scheme

Y = (P2 × A1 |D).

Equip A1 with the trivial logarithmic structure and consider the logarithmic morphism Y → A1.
This is not logarithmically smooth, but is logarithmically flat; the proof is similar to [13, Lemma 3.7].
The general fibre Y𝑡 is the logarithmic scheme associated to the smooth pair (P2 |D𝑡 ). The central
fibre, on the other hand, is logarithmically singular. The stalks of the ghost sheaf of Y0 are

N2𝑝0

𝑝1

N

𝑝2

NN

𝐿0

𝐿2N 𝐿1 N

where 𝐿0, 𝐿1, 𝐿2 ⊆ P2 are the coordinate lines and 𝑝0, 𝑝1, 𝑝2 ∈ P2 the coordinate points.

As in [13, Section 2] we construct, in genus zero, a virtual fundamental class on the space of stable
logarithmic maps to the central fibreY0. Integrals against this class recover the invariants of (P2 |𝐷)
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by the conservation of number principle. We now study the moduli space

𝑀0,c,𝑑 (Y0) .

As in [13, Lemma 4.5] we find that every logarithmic map to Y0 must factor through Δ. In fact, in
our new setting we obtain a stronger constraint.

Lemma 3.4.6. Given a logarithmic map to Y0 the underlying schematic map to P2 factors through 𝐿0.

Proof. Let𝐶 → Y0 be a logarithmic map and consider its tropicalisation f : Σ𝐶 → ΣY0. The target
ΣY0 is the cone complex:

Δ

Δ

P2
| |

||

𝑝0

Following [13, proof of Lemma 4.5] it suffices to show that the image of f does not intersect the
interior of the maximal cone 𝑝0.

We first describe the balancing condition. For 𝑣 ∈ 𝑉 (Γ) let𝐶𝑣 ⊆ 𝐶 denote the corresponding irre-
ducible component. Since 𝑓 (𝐶𝑣) ⊆ Δ we have that f(𝑣) belongs to either Δ or 𝑝0. In the latter case,
the balancing condition states that the sum of the outgoing slope vectors is zero. The interesting
case is f(𝑣) ∈ Δ. We distinguish two possibilities:

• If 𝑓 (𝐶𝑣) ⊆ 𝐿0 then all outgoing edges from 𝑣 are contained in Δ and the sum of their slopes
is equal to 3𝑑𝑣 .

• If 𝑓 (𝐶𝑣) ⊆ 𝐿1 or 𝐿2 then the slope of each outgoing edge from 𝑣 can be broken into compo-
nents tangent to Δ and normal to Δ. The sum of the slopes tangent to Δ is equal to 2𝑑𝑣 , while
the sum of the slopes normal to Δ is equal to 𝑑𝑣 . Moreover, edges with positive slope normal
to Δ must all enter the same neighbourhood of 𝑣 in the above chart. Which neighbourhood
they enter depends on which of 𝐿1 or 𝐿2 the component𝐶𝑣 maps to.

Due to the balancing condition, every tropical map Σ𝐶 → ΣY0 admits a lift to the standard cover
of the target:

R2
⩾0

Σ𝐶 ΣY0.

←→←→

←→
Choose such a lift, and suppose for a contradiction that the image of f intersects the interior of 𝑝0.
Then there exists an edge 𝑒 ∈ 𝐸 (Γ) such that f(𝑒) intersects the interior of 𝑝0 and such that one of
the end vertices of 𝑒 is mapped to Δ. On the lift we have:

Δ1

Δ2

𝑣1

𝑒

𝑣2
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Define Γ𝑖 ⊆ Γ by cutting Γ at 𝑒 and taking the subgraph containing 𝑣𝑖 . Start with Γ1. By balancingwe
have𝑑𝑣1 > 0 and so 𝑣1 supports an outgoing edgewith positive slope in theΔ1-direction. Traversing
along this edge to the next vertex, we again conclude by balancing that there exists an outgoing edge
with positive slope in the Δ1-direction. Continuing in this way, we eventually arrive at the marking
leg. It follows that the marking leg Γ1.

Now consider Γ2. By balancing the vertex 𝑣2 supports an outgoing edge with positive slope in the
Δ2-direction (this occurs both if f(𝑣2) ∈ 𝑝0 and if f(𝑣2) ∈ Δ2). As above, we inductively traverse the
graph and produce a path consisting of edges with positive slope in the Δ2-direction. Eventually
we arrive at the marking leg. It follows that the marking leg is contained in Γ2.

The marking leg is thus contained in both Γ1 and Γ2. But these subgraphs are disjoint: since Γ has
genus zero, the edge 𝑒 is separating. □

Using Lemma 3.4.6 we can show as in [13, Proposition 4.11] that

𝑀0,c,𝑑 (Y0) = 𝑀0,1,𝑑 (𝐿0) � 𝑀0,1,𝑑 (P1).

This space carries a virtual fundamental class of dimension zero, arising from logarithmic defor-
mation theory. In [13, Section 4] this is expressed as an obstruction bundle integral, and in [13,
Section 5] it is computed via localisation. These calculations apply directly to our new setting, be-
cause the logarithmic scheme Y0 agrees with the logarithmic scheme X0 of [13, Section 3.1] in a
neighbourhood of 𝐿0. We conclude:

Theorem 3.4.7 (Theorem 3.G). The invariant of (P2 |𝐷) is precisely the central fibre contribution to the
invariant of (P2 |𝐸) arising from multiple covers of a single line of Δ. In the notation of [13, Section 5.5]:

GW0,(3𝑑),𝑑 (P2 |𝐷) = Cord(𝑑, 0, 0).

Thus the invariants of (P2 |𝐷) constitute one contribution, amongst many, to the invariants of (P2 |𝐸). Ex-
perimentally, all contributions are positive: this explains the inequality (3.29).

Theorem 3.4.7 also allows us to compute Cord(𝑑, 0, 0). In [13, Section 5] these are computed up to
𝑑 = 8 by computer-assisted torus localisation. Based on these numerics, the following formula is
proposed:

Conjecture 3.4.8 ([13, Conjecture 5.9(39)]). We have the following hypergeometric expression for the
contribution of degree 𝑑 covers of 𝐿0:

Cord(𝑑, 0, 0) =
1
𝑑2

(
4𝑑 − 1
𝑑

)
.

It is then shown [13, Proposition 5.13] that Conjecture 3.4.8 is equivalent to the following conjecture
in pure combinatorics, which is verified by computer up to 𝑑 = 50:

Conjecture 3.4.9 ([13, Conjecture 5.12]). Fix an integer 𝑑 ≥ 1. Then we have∑
(𝑑1,...,𝑑𝑟 )`𝑑

2𝑟−1 · 𝑑𝑟−2
#Aut(𝑑1, . . . , 𝑑𝑟 )

𝑟∏
𝑖=1

(−1)𝑑𝑖−1
𝑑𝑖

(
3𝑑𝑖
𝑑𝑖

)
=

1
𝑑2

(
4𝑑 − 1
𝑑

)
where the sum is over strictly positive unordered partitions of 𝑑 (of any length).

Using Theorem 3.4.7 we can now prove both these conjectures.
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Theorem 3.4.10. Conjecture 3.4.8, and hence also Conjecture 3.4.9, holds.

Proof. By Theorem 3.4.7 it is equivalent to show that

GW0,(3𝑑),𝑑 (P2 |𝐷) = 1
𝑑2

(
4𝑑 − 1
𝑑

)
.

This follows from Theorem 3.4.1 for 𝑟 = 1 and the identity (3.28). See also [13, Remark 5.10]. □
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Chapter

The log-open correspondence for
two-component Looijenga pairs 4
The content of this chapter was first made available as the arXiv preprint [153].

Abstract. A two-component Looijenga pair is a rational smooth projective surface with an anti-
canonical divisor consisting of two transversally intersecting curves. We establish an all-genus cor-
respondence between the logarithmic Gromov–Witten theory of a two-component Looijenga pair
and open Gromov–Witten theory of a toric Calabi–Yau threefold geometrically engineered from
the surface geometry. This settles a conjecture of Bousseau, Brini and van Garrel in the case of two
boundary components. We also explain how the correspondence implies BPS integrality for the
logarithmic invariants and provides a new means for computing them via the topological vertex
method.

4.1 Introduction
In [29] Bousseau, Brini and van Garrel discovered a surprising relationship between two at first
sight quite different curve counting theories:

• Logarithmic Gromov–Witten theory of a Looijenga pair

(𝑆 |𝐷1 + . . . + 𝐷𝑙 )

which is a rational smooth projective surfaces 𝑆 togetherwith an anticanonical singular nodal
curve 𝐷1 + . . . + 𝐷𝑙 . To this datum one can associate a Gromov–Witten invariant

LGW𝑔,ĉ,β(𝑆 |𝐷1 + . . . + 𝐷𝑙 ) ∈ Q

enumerating genus 𝑔, class β stable logarithmic maps to (𝑆 |𝐷1 + . . . + 𝐷𝑙 ) with maximum
tangency along each irreducible component𝐷𝑖 . Additionally, there are 𝑙−1 interiormarkings
with a point condition and an insertion of the top Chern class of the Hodge bundle. The
tangency order of the markings along 𝐷1, . . . , 𝐷𝑙 is recorded in a matrix ĉ.

70



• Open Gromov–Witten theory of a toric triple(
𝑋, (𝐿𝑖, f𝑖)𝑘𝑖=1

)
consisting of the toric Calabi–Yau threefold 𝑋 and a collection of framed Aganagic–Vafa La-
grangian submanifolds (𝐿𝑖, f𝑖). To this data one can associate open Gromov–Witten invari-
ants

OGW𝑔,((𝑤1),...,(𝑤𝑘 )),β′ (𝑋, (𝐿𝑖, f𝑖)𝑘𝑖=1) ∈ Q
enumerating genus 𝑔, class β′ stable maps to 𝑋 from Riemann surfaces with 𝑘 boundaries,
each wrapping one of the Lagrangian submanifolds 𝐿𝑖 exactly𝑤𝑖 times.

It was conjectured in [29] that starting from a Looijenga pair one can geometrically engineer a toric
triple so that the above two curve counts turn out to be essentially equal.

Conjecture 4.A. [29, Conjecture 1.3] Let (𝑆 |𝐷1 + . . . + 𝐷𝑙 ) be a Looijenga pair and β an effective curve
class in 𝑆 satisfying some technical conditions. Then there exists a toric triple (𝑋, (𝐿𝑖, f𝑖)𝑙−1𝑖=1 ) and an effective
curve class 𝛽′ in 𝑋 such that∑

𝑔≥0
ℏ2𝑔−2 OGW𝑔,c,β′ (𝑋, (𝐿𝑖, f𝑖)𝑙−1𝑖=1 )

=

( 𝑙−1∏
𝑖=1

(−1)𝐷𝑖 ·β

𝐷𝑖 · β

)
(−1)𝐷𝑙 ·β+1

2 sin (𝐷𝑙 ·β)ℏ
2

∑
𝑔≥0

ℏ2𝑔−1 LGW𝑔,ĉ,β(𝑆 |𝐷1 + . . . + 𝐷𝑙 )
(4.1)

where c is obtained from the contact datum ĉ by deleting the 𝑙 − 1 interior markings and the marking with
tangency along 𝐷𝑙 .

For 𝑙 = 1 the right-hand side of (4.1) reduces to the generating series of ordinary Gromov–Witten
invariants of 𝑋 in which case the conjecture has already been proven in [65, Theorem D]. In this
paper we investigate the case of two-component Looijenga pairs (𝑆 |𝐷1 +𝐷2) and as another appli-
cation of the main result in [65] we will establish Conjecture 4.A for these geometries.

4.1.1 Logarithmic-Open Correspondence

Consider a two-component Looijenga pair (𝑆 |𝐷1 + 𝐷2) together with an effective curve class β in
𝑆 . We will impose

Assumption★. (𝑆 |𝐷1 + 𝐷2) and β satisfy

• 𝐷𝑖 · β > 0, 𝑖 ∈ {1, 2},

• 𝐷2 · 𝐷2 ≥ 0,

• (𝑆 |𝐷1) deforms into a pair (𝑆′ |𝐷′1) with 𝑆′ a smooth projective toric surface and 𝐷′1 a toric
hypersurface.1

Moreover, we denote by ĉ the following contact datum along 𝐷1 + 𝐷2

ĉ =

(
0 · · · 0 𝑐1

= c︷      ︸︸      ︷
· · · 𝑐𝑛 0

0 · · ·︸      ︷︷      ︸
𝑚 times

0 0 . . . 0 𝐷2 · β

)
1We expand on the last condition in Remark 4.2.7.
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where we assume𝑛 ≥ 𝑚 and 𝑐𝑖 > 0 for all 𝑖 ∈ {1, . . . , 𝑛}. This means there are𝑚 interior markings,
𝑛 markings tangent to 𝐷1 and an additional marking with maximum tangency along 𝐷2. We set

LGW𝑔,ĉ,β(𝑆 |𝐷1 + 𝐷2) :=
∫
[𝑀𝑔,ĉ,β (𝑆 |𝐷1+𝐷2)]virt

(−1)𝑔λ𝑔
𝑛∏
𝑖=1

ev∗𝑖 (pt) . (4.2)

Especially, note that we impose a point condition at all𝑚 interior markings. Our main result is the
following logarithmic to open correspondence.

Theorem 4.B. (Theorem 4.2.9) Assuming★ there is a toric triple (𝑋, 𝐿, f) (see Construction 4.2.8) and a
curve class β′ in 𝑋 satisfying

∑
𝑔≥0

ℏ2𝑔−2 OGW𝑔,c,β′ (𝑋, 𝐿, f) =
(−1)𝐷1·β

𝑚!
∏𝑚−1
𝑖=0 𝑐𝑛−𝑖

(−1)𝐷2·β+1

2 sin (𝐷2·β)ℏ
2

∑
𝑔≥0

ℏ2𝑔−1 LGW𝑔,ĉ,β(𝑆 |𝐷1 + 𝐷2) . (4.3)

The specialisation of the above correspondence to the case𝑚 = 𝑛 = 1 immediately gives

Corollary 4.C. Conjecture 4.A holds for all two-component Looijenga pairs (𝑙 = 2) under Assumption★.

4.1.2 Topological vertex

Computing Gromov–Witten invariants of logarithmic Calabi–Yau surfaces is usually a rather te-
dious endeavour. In higher genuswith the presence of a λ𝑔 insertion the only general tools available
are scattering diagrams and tropical correspondence theorems [20, 24, 27, 98].

As an application of Theorem 4.B we obtain a new — highly efficient — means for computing log-
arithmic Gromov Witten invariants of Looijenga pairs. Since open Gromov–Witten invariants can
be computed using the topological vertex [7, 116], the same method can be used to determine the
opposite side of our correspondence theorem.

Practical Result 4.D. (Section 4.5.1) The logarithmic Gromov–Witten invariants (4.2) of a two-component
Looijenga pair satisfying Assumption★ are computed by the topological vertex.

4.1.3 BPS integrality

In general, Gromov–Witten invariants are rational numbers. However, in many cases they are ex-
pected to exhibit underlying integral BPS type invariants. For open Gromov–Witten invariants this
behaviour was first observed by Labastida–Mariño–Ooguri–Vafa [111, 112, 132, 145], was studied
extensively in explicit examples by Luo–Zhu [124, 171, 172] and got recently proven by Yu [166] for
general toric targets. Hence, as a corollary of our main result Theorem 4.B we find that logarithmic
invariants feature the same property.

Theorem 4.E. (Theorem 4.5.5) The logarithmic Gromov–Witten invariants (4.2) of a two-component Looi-
jenga pair satisfying Assumption★ exhibit BPS integrality.

In Section 4.5.2 we spell this statement out in more detail. We conjecture that the above observation
holds without imposing Assumption★ as well (Conjecture 4.5.4).
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4.1.4 Strategy

The proof of Theorem 4.B splits into several steps which partly have already been carried out else-
where:(

𝑆 |𝐷1 + 𝐷2
) (

O𝑆 (−𝐷2) |𝐷1
)

O𝑆 (−𝐷2) |𝑆\𝐷1

(
𝑋, 𝐿, f

)→ →[65]

← →

Section 4.4

→ →Section 4.3 → →[59]

In [65] van Garrel, Nabijou and the author prove a comparison statement between the Gromov–
Witten theory of (𝑆 |𝐷1 + 𝐷2) and (O𝑆 (−𝐷2) |𝐷1). Together with a result of Fang and Liu [59] ex-
pressing the open Gromov–Witten invariants of a toric triple (𝑋, 𝐿, f) as descendant invariants of𝑋
it is therefore sufficient to prove a formula for relative Gromov–Witten invariants of (O𝑆 (−𝐷2) |𝐷1)
in terms of descendant invariants of 𝑋 = TotO𝑆 (−𝐷2) |𝑆\𝐷1 in order to establish Theorem 4.B. We
will prove such a relation in Section 4.3 in case there are no interior markings (𝑚 = 0). Later in
Section 4.4 we will reduce the general case (𝑚 ≥ 0) to the one proven earlier.

4.1.5 Context & Prospects

Stable maps to Looijenga pairs. The main motivation for this work clearly comes from the conjectures
put forward by Bousseau, Brini and van Garrel. Conjecture 4.A was formulated in [29] motivated
by direct calculations of both sides of the correspondence. Theorem 4.B covers all two-component
Looijenga pairs considered in loc. cit. but also previously unknown cases. Most notably, our cor-
respondence theorem also applies to the Looijenga pairs dP1(0, 4), dP2(0, 3), dP3(0, 2) for which
Conjecture 4.A was established by proving an intricate identity of 𝑞-hypergeometric functions [33,
109]. We illustrate how our main result can be used to reprove these cases in Section 4.5.1.2.

There is certainly the question whether the techniques that went into the proof of Theorem 4.B can
be generalised to cover Looijenga pairs with 𝑙 > 2 boundary components as well. The most difficult
part in this endeavour will most likely be to find an appropriate generalisation of [65, Theorem A].
Moreover, in the case 𝑙 ≥ 3 the construction of the toric triple proposed in [29, Example 6.5] involves
a flop which numerically does the right job but needs to be understood better geometrically first in
order to generalise the techniques of this paper.

Open/Closed duality of Liu–Yu. Liu and Yu [119, 122] prove a correspondence between genus zero
open Gromov–Witten invariants of a toric threefold and local Gromov–Witten invariants of some
Calabi–Yau fourfold constructed from the threefold. If we combine Theorem 4.B with [65, Theorem
B] we obtain a similar relation between open/local Gromov–Witten invariants of

(𝑋, 𝐿, f) O𝑆 (−𝐷1) ⊕ O𝑆 (−𝐷2) .→ → (4.4)

It is a combinatorial exercise to check that starting from the toric triple (𝑋, 𝐿, f) we define in Con-
struction 4.2.8 the fourfold constructed in [122, Section 2.4] is indeed deformation equivalent (in
the sense of Remark 4.2.7) to the right-hand side of (4.4).2 It should, however, be stressed that the
correspondence of Liu and Yu holds in a more general context than just local surfaces.

2The key observation is that the toric divisor 𝐷 we are deleting in Construction 4.2.8 is reinserted in Liu–Yu’s con-
struction [122, Section 2.4] of the fourfold as the divisor associated to the ray 𝑏𝑅+1R ≥0.
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BPS invariants. Motivated by Theorem 4.E we conjecture BPS integrality for Gromov–Witten in-
variants of type (4.2) for two-component logarithmic Calabi–Yau surfaces not necessarily satisfy-
ing Assumption★ (Conjecture 4.5.4). This predication overlaps with a conjecture of Bousseau [20,
Conjecture 8.3] in special cases. So one may wonder about a simultaneous generalisation of both
conjectures. Especially, Bousseau’s conjecture also covers logarithmic Calabi–Yau surfaces with
more than two components. A geometric proof of Conjecture 4.A in the case of 𝑙 > 2 components
in combination with LMOV integrality [166] might allow to make progress towards this direction.
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4.2 Statement of the main result

4.2.1 Logarithmic Gromov–Witten theory

Definition 4.2.1. An 𝑙-component Looijenga pair (𝑆 |𝐷1 + . . . + 𝐷𝑙 ) is a rational smooth projec-
tive surface 𝑆 together with an anticanonical singular nodal curve 𝐷1 + . . . + 𝐷𝑙 with 𝑙 irreducible
components 𝐷1, . . . , 𝐷𝑙 .

Given a two-component Looijenga pair (𝑆 |𝐷1 + 𝐷2), we denote by

𝑀𝑔,ĉ,β(𝑆 |𝐷1 + 𝐷2)
the moduli stack of genus 𝑔, class β stable logarithmic maps to (𝑆 |𝐷1 + 𝐷2) with markings whose
tangency along 𝐷1 + 𝐷2 is encoded in ĉ [1, 43, 81]. We fix this tangency data to be

ĉ =

(
0 · · · 0 𝑐1 . . . 𝑐𝑛 0
0 · · ·︸      ︷︷      ︸
𝑚 times

0 0 . . . 0 𝐷2 · β

)
for some 𝑐1, . . . , 𝑐𝑛 > 0with

∑
𝑖 𝑐𝑖 = 𝐷1 ·β. This means there are𝑚 interior markings (no tangency),

𝑛markings with tangency along𝐷1 and amarking havingmaximum tangencywith𝐷2. The virtual
dimension of the moduli stack is 𝑔 +𝑚 + 𝑛 and so we define

LGW𝑔,ĉ,β(𝑆 |𝐷1 + 𝐷2) :=
∫
[𝑀𝑔,ĉ,β (𝑆 |𝐷1+𝐷2)]virt

(−1)𝑔λ𝑔
𝑛∏
𝑖=1

ev∗𝑖 (pt)

where λ𝑔 is the top Chern class of the Hodge bundle.

The ultimate goal of this section is to relate the above invariants to the ones of an open subset of (a
deformation of) the threefold 𝑌 := TotO𝑆 (−𝐷2). Let us recall the main result of [65] which serves
as a first step towards this direction. Writing π for the projection 𝑌 → 𝑆 , we set 𝐷 := π−1(𝐷1) and
define

LGW𝑔,c̃,β(𝑌 |𝐷) :=
∫
[𝑀𝑔,c̃,β (𝑌 |𝐷)]virt

𝑛∏
𝑖=1

ev∗𝑖
(
π∗pt

)
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𝑞

Figure 4.1: The image of the toric skeleton (black) of TotOP1 (−1) ⊕ OP1 (−1) with an outer brane
𝐿 (blue) in framing 𝑓 = 0 (red) under the moment map.

where c̃ is obtained from ĉ by deleting the marking with tangency along 𝐷2.

Theorem 4.2.2. [65, Theorem A] Suppose 𝐷2 · 𝐷2 ≥ 0 and β is so that 𝐷1 · β ≥ 0 and 𝐷2 · β > 0. Then∑
𝑔≥0

ℏ2𝑔−2 LGW𝑔,c̃,β(𝑌 |𝐷) =
(−1)𝐷2·β+1

2 sin (𝐷2·β)ℏ
2

∑
𝑔≥0

ℏ2𝑔−1 LGW𝑔,ĉ,β(𝑆 |𝐷1 + 𝐷2) . (4.5)

4.2.2 Open Gromov–Witten theory

Open Gromov–Witten invariants are a delicate topic. We will work in the framework of Fang and
Liu [59] which builds on ideas of [97, 117]. We keep details to a minimum since at no point we will
be working with open Gromov–Witten invariants directly. We refer the interested reader to [59, 97]
for more details.

4.2.2.1 Preliminaries on toric Calabi–Yau threefolds. Let𝑋 be a smooth toric Calabi–Yau threefold. We
will write𝑇 � G3

m for its dense torus and𝑇 � G2
m for its Calabi–Yau torus. The latter is defined as

the kernel𝑇 = ker χ of the character χ associated to the induced𝑇 -action on 𝐾𝑋 � O𝑋 .

If 𝑋 can be realised as a symplectic quotient, which is the case when 𝑋 is semiprojective [85],
Aganagic and Vafa [8] construct a certain class of Lagrangian submanifolds 𝐿 in𝑋 . Relevant for us
here is the fact that these Lagrangian submanifolds are invariant under the action of the maximal
compact subgroup𝑇R ↩→ 𝑇 and are homeomorphic to R2 × 𝑆1. Moreover, these Lagrangian sub-
manifolds intersect a unique one dimensional torus orbit closure of 𝑋 in a circle 𝑆1. For short we
will call a Lagrangian submanifold 𝐿 of the type considered by Aganagic and Vafa an outer brane
if it intersects a non-compact one dimensional torus orbit closure.

Let us write μ for the moment map

μ : 𝑋 −→ Lie(𝑇R )∗

and fix an isomorphism Lie(𝑇R )∗ � R 2. We call the image of the union of all one dimensional
torus orbit closures under μ the toric diagram of 𝑋 . It is an embedded trivalent graph since there
are always three𝑇 -preserved one dimensional strata meeting in a torus fixed point (see Figure 4.1).
Now let 𝐿 be an outer brane in𝑋 . By our earlier discussion, its image μ(𝐿) under the moment must
be a point on a non-compact edge ℓ . Let us write 𝑞 for the unique torus fixed point contained in ℓ
and denote by

u, v,w ∈ H2
𝑇 (pt,Z ) ⊂ Lie(𝑇R )∗

the weights of the induced𝑇 action on the tangent spaces of three torus orbit closures at this point.
Here, u = 𝑐𝑇1 (𝑇𝑞ℓ) and v is chosen so that u∧ v ≥ 0 as indicated in Figure 4.1. A framing of 𝐿 is the
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choice of an element f ∈ H2
𝑇 (pt,Z ) satisfying3

u ∧ f = u ∧ v .

Equivalently, we have
f = v − 𝑓 u (4.6)

for some 𝑓 ∈ Z . Moreover, as an element in H2
𝑇 (pt,Z ) one may view f as a character 𝑇 → Gm.

This defines a one dimensional subtorus 𝑇f := ker f ↩→ 𝑇 which we will refer to as the framing
subtorus. Finally, let us denote by |f=0 the restriction map

H𝑇∗ (pt,Z ) −→ H𝑇f
∗ (pt,Z )

as this morphism essentially sets the weight f equal to zero.

Definition 4.2.3. A toric triple (𝑋, 𝐿, f) consists of
• a smooth semiprojective toric Calabi–Yau threefold 𝑋 ,

• an outer brane 𝐿,

• a framing f.
Remark 4.2.4. To cover certain interesting cases it will actually be necessary to relax the above
definition slightly. Concretely, we would like to include the case where 𝑋 is not semiprojective in
our discussion as well. In this case we replace the second point in the above definition with the
choice of some non-compact one dimensional torus orbit closure ℓ .

4.2.2.2 Open Gromov–Witten invariants. Given a toric triple (𝑋, 𝐿, f) and a collection c = (𝑐1, . . . , 𝑐𝑛)
of positive integers we denote by

𝑀𝑔,c,β′ (𝑋, 𝐿)
the moduli space parametrising genus 𝑔 stable maps 𝑓 : (𝐶, 𝜕𝐶) → (𝑋, 𝐿) whose domain 𝐶 is
a Riemann surface with 𝑛 labelled boundary components 𝜕𝐶 = 𝜕𝐶1 t . . . t 𝜕𝐶𝑛 such that for all
𝑖 ∈ {1, . . . , 𝑛}

𝑓∗ [𝜕𝐶𝑖] = 𝑐𝑖 [𝑆1] ∈ H1(𝐿,Z ) and 𝑓∗ [𝐶] = β′ +
∑
𝑖𝑐𝑖 [𝐵] ∈ H2(𝑋, 𝐿,Z ) .

Here, β′ a curve class in𝑋 and 𝐵 is the unique𝑇R -preserved disk stretching out from 𝑞 to the circle
𝑆1 in which 𝐿 and ℓ intersect. The virtual dimension of this moduli problem is zero. We refer to
[97] for details.

Moduli spaces parametrising stable maps with boundaries are (if they actually exist) usually no-
toriously hard to work with. In our case there is however a way out. Since the Calabi–Yau torus
𝑇R leaves 𝐿 invariant the 𝑇R -action on 𝑋 lifts to an action on𝑀𝑔,c,β′ (𝑋, 𝐿). Then as opposed to its
ambient space the (anticipated) fixed locus

𝑀𝑔,c,β′ (𝑋, 𝐿)𝑇R

is a compact complex orbifold. So as in [59] we define open Gromov–Witten invariants via virtual
localisation:

OGW𝑔,c,β′ (𝑋, 𝐿, f) :=
∫
[𝑀𝑔,c,β′ (𝑋,𝐿)𝑇R ]virt𝑇R

1

𝑒𝑇R (𝑁 virt)

����
f=0
∈ Q . (4.7)

3This definition agrees with the one in [59, Section 2.5] and differs from [29, Definition 6.1] by a minus sign.
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The above integral produces a rational function in the two equivariant parameters of homogenous
degree zero. Only the restriction to the framing subtorus yields a rational number. This is how
definition (4.7) depends on the choice of framing f.
We recall a result of Fang and Liu which allows us to express open Gromov–Witten invariants of
(𝑋, 𝐿, f) in terms of descendant invariants of 𝑋 .

Theorem 4.2.5. [59, Proposition 3.4] If (𝑋, 𝐿, f) is a toric triple then

OGW𝑔,c,β′ (𝑋, 𝐿, f) =
𝑛∏
𝑖=1

(−1) 𝑓 𝑐𝑖
∏𝑐𝑖−1
𝑘=1 (𝑓 𝑐𝑖 + 𝑘)

u · 𝑐𝑖 !

∫
[𝑀𝑔,𝑛,β′ (𝑋 )𝑇 ]virt𝑇

1

𝑒𝑇 (𝑁 virt)

𝑛∏
𝑖=1

ev∗𝑖 ϕ( u
𝑐𝑖
− ψ𝑖

) ����
f=0

(4.8)

where ϕ is the𝑇 -equivariant Poincaré dual of the torus fixed point 𝑞 contained in the one dimensional torus
orbit closure ℓ intersected by 𝐿.

Remark 4.2.6. In [116] Li, Liu, Liu and Zhou generalise the definition of open Gromov–Witten
invariants to the case when 𝑋 is not semiprojective. (This assumption was necessary for the con-
struction of Aganagic–Vafa Lagrangian submanifolds.) In this case the datumof an outer brane gets
replaced by the choice of a non-compact one dimensional torus orbit closure ℓ and open Gromov–
Witten invariants are defined via formal relative invariants. It is shown in [59, Corollary 3.3] that
these invariants still satisfy Theorem 4.2.5.

4.2.3 Statement of the main correspondence

Let (𝑆 |𝐷1 +𝐷2) be a two-component Looijenga pair and β an effective curve class in 𝑆 . We demand
that this data satisfies Assumption★which we recall means that

• 𝐷𝑖 · β > 0, 𝑖 ∈ {1, 2},

• 𝐷2 · 𝐷2 ≥ 0,

• (𝑆 |𝐷1) deforms into a pair (𝑆′ |𝐷′1) with 𝑆′ a smooth projective toric surface and 𝐷′1 a toric
hypersurface.

Remark 4.2.7. By the last condition we mean that there is a logarithmically smooth morphism of
fine saturated logarithmic schemes S → 𝑇 with 𝑇 irreducible and integral together with a line
bundle L on S . Moreover, there are regular points 𝑡, 𝑡 ′ : SpecC → 𝑇 with fibres

S𝑡 = (𝑆 |𝐷1) , S𝑡 ′ = (𝑆′ |𝐷′1)

on which L restricts to L𝑡 = O𝑆 (−𝐷2) and L𝑡 ′ = ω𝑆 ′ (𝐷′1).

Given (𝑆′ |𝐷′1) as above we write 𝑌 := Totω𝑆 ′ (𝐷′1) and write 𝐷 for the preimage of 𝐷′1 under the
projection π : 𝑌 → 𝑆′. We remark that all compact one dimensional torus orbit closures in 𝑌 come
from the toric boundary of 𝑆′ embedded via the zero section 𝑆′ ↩→ 𝑌 . This way we may especially
view 𝐷′1 as a toric curve in 𝑌 .

Construction 4.2.8. To (𝑆 |𝐷1 + 𝐷2) as above we associate the toric triple (𝑋, 𝐿, f) where

𝑋 := 𝑌 \ 𝐷

and 𝐿 ⊂ 𝑋 ⊂ 𝑌 is an outer brane intersecting a compact one dimensional torus orbit closure ℓ ⊂ 𝑌
adjacent to 𝐷′1. The action of the Calabi–Yau torus𝑇 of 𝑋 naturally extends to 𝑌 . Writing 𝐹 for the
fibre π−1(𝑝) over the point 𝑝 = ℓ ∩ 𝐷′1 we set f := 𝑐𝑇1 (𝐹 ) to be the weight of the𝑇 -action on 𝐹 .
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We are now able to state our main result. For this we fix 𝑐1, . . . , 𝑐𝑛 > 0 with
∑
𝑖 𝑐𝑖 = 𝐷1 · β and

denote by ĉ the contact datum

ĉ =

(
0 · · · 0 𝑐1 . . . 𝑐𝑛 0
0 · · ·︸      ︷︷      ︸
𝑚 times

0 0 . . . 0 𝐷2 · β

)
(4.9)

along 𝐷1 + 𝐷2. We assume𝑚 ≤ 𝑛.

Theorem 4.2.9. (Theorem 4.B) Under Assumption★we have∑
𝑔≥0

ℏ2𝑔−2 OGW𝑔,c,β′ (𝑋, 𝐿, f) =
(−1)𝐷1·β

𝑚!
∏𝑚−1
𝑖=0 𝑐𝑛−𝑖

(−1)𝐷2·β+1

2 sin (𝐷2·β)ℏ
2

∑
𝑔≥0

ℏ2𝑔−1 LGW𝑔,ĉ,β(𝑆 |𝐷1 + 𝐷2) (4.10)

where β′ = ι∗
(
β − (𝐷1 · β) [ℓ]

)
and ι is the open inclusion 𝑋 ↩→ 𝑌 .

See Section 4.5.1.2 for an extended example illustrating Construction 4.2.8 and an application of the
above theorem.

Remark 4.2.10. Note that Construction 4.2.8 depends on the choice which of the two torus orbit
closures adjacent to 𝐷1 the Lagrangian submanifold 𝐿 is intersecting. Hence, a priori, one should
expect the right-hand side of (4.11) to depend on this choice aswell and it should come as a surprise
that Theorem 4.2.9 actually demonstrates an independence.

Remark 4.2.11. If 𝑋 as constructed in 4.2.8 turns out to be non-semiprojective the left-hand side of
equation (4.10) can still be defined as described in Remark 4.2.6.

Remark 4.2.12. Let us quickly comment on the importance of Assumption ★. The first two points
guarantee that the moduli stack of relative stable maps to (𝑌 |𝐷) is proper which is required in
Theorem 4.2.2. The last point inAssumption★ is necessary for𝑋 to be toricwhich is in turn required
in the definition of open Gromov–Witten invariants we use. The condition is rather technical but
allows us treat interesting cases such as the example we will discuss in Section 4.5.1.2.

We observe that in the light of Theorem 4.2.2 and Theorem 4.2.5 it suffices to prove the following
proposition in order to deduce Theorem 4.2.9.

Proposition 4.2.13. Under Assumption★we have

LGW𝑔,c̃,β(𝑌 |𝐷) = (−1)𝐷1·β𝑚!
(∏𝑚−1

𝑖=0 𝑐𝑛−𝑖
) 𝑛∏
𝑖=1

(−1) 𝑓 𝑐𝑖
∏𝑐𝑖−1
𝑘=1 (𝑓 𝑐𝑖 + 𝑘)

u · 𝑐𝑖 !

×
∫
[𝑀𝑔,𝑛,β′ (𝑋 )𝑇 ]virt𝑇

1

𝑒𝑇 (𝑁 virt)

𝑛∏
𝑖=1

ev∗𝑖 ϕ
u
𝑐𝑖
− ψ𝑖

����
f=0

(4.11)

where β′ = ι∗(β− (𝐷1 · β) [ℓ]) and ϕ is the𝑇 -equivariant Poincaré dual of the torus fixed point 𝑞 in ℓ ∩𝑋 .

We will first prove the proposition in the special case𝑚 = 0 in Section 4.3 and then deduce the
general case from a reduction argument proven in Section 4.4. But before we embark on proving
Proposition 4.2.13, let us first argue that it indeed implies Theorem 4.2.9.

Proof of Theorem 4.2.9. Comparing formula (4.8) and (4.11) we deduce

OGW𝑔,c,β′ (𝑋, 𝐿, f) =
(−1)𝐷1·β

𝑚!
∏𝑚−1
𝑖=0 𝑐𝑛−𝑖

· LGW𝑔,c̃,β(𝑌 |𝐷) .

Now by deformation invariance [81, Theorem 0.3] (see also [127, Appendix A]) the Gromov–
Witten invariants of (𝑆 |𝐷1) and (𝑆′ |𝐷′1) agree. In combination with Theorem 4.2.2 this therefore
gives the identity stated in Theorem 4.2.9. □
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uf − 𝑓 u −f + (𝑓 − 1)u

Figure 4.2: The image of the toric skeleton of 𝑌 under the moment map.

4.3 Step I: no interior markings
This section is devoted to the proof of a special instance of Proposition 4.2.13.

Proposition 4.3.1. The statement of Proposition 4.2.13 holds if there are no interior markings (𝑚 = 0).

We prove the proposition via virtual localisation [70] which allows us to decompose the Gromov–
Witten invariant on the left-hand side of equation (4.11) into contributions labelled by the fixed
points of a torus action on the moduli stack of relative stable maps to (𝑌 |𝐷). These fixed points
split into two classes: The ones for which the target (𝑌 |𝐷) is generically expanded or unexpanded.
A careful analysis of the latter fixed points shows that their contribution to the overall Gromov–
Witten count is precisely the expression we find on the right-hand side of equation (4.11) (Proposi-
tion 4.3.3). It therefore remains to show that the contribution of all fixed points vanishes for which
the target is generically expanded. This last step is carried out in Section 4.3.4.

We start with a careful analysis of the target geometry (𝑌 |𝐷) where we adopt the notation intro-
duced in Section 4.2.3. To unload notation throughout this section we will assume that 𝑆 is already
toric and 𝐷1 is a toric hypersurface which means we can take (𝑆′ |𝐷′1) = (𝑆 |𝐷1).

4.3.1 The geometric setup

The Calabi–Yau torus 𝑇 of 𝑋 also naturally acts on 𝑌 as both varieties share the same dense open
torus. The compact one dimensional torus orbit closures of 𝑌 are given by the irreducible compo-
nents of the toric boundary of 𝑆 embedded into 𝑌 by the zero section. We write ℓ ↩→ 𝑌 for the
component intersected by 𝐿. By construction ℓ intersects 𝐷1 ↩→ 𝑌 transversely in a torus fixed
point which we denote 𝑝 . We write 𝑞 for the second torus fixed point of ℓ .

Figure 4.2 shows the image of one dimensional torus orbit closures of 𝑌 under the moment map
locally around 𝐷1. In this sketch dashed lines correspond to non-compact orbit closures while the
dotted lines indicate that the toric boundary of 𝑆 ↩→ 𝑌 forms a circle. Moreover, the red labels
represent the weights with which the torus𝑇 is acting on the tangent spaces of the respective torus
orbit closures at a fixed point. The observation (see [65, Lemma 2.7]) that

𝑐𝑇1 (𝑇𝑝𝐹 ) = −𝑐𝑇1 (𝑇𝑝𝐷1) = f (4.12)

will be crucial in our localisation calculation later. Moreover, we also note that the framing factor 𝑓
introduced in (4.6) can be identified with the degrees

𝑓 = degO𝑆 (−𝐷2)
��
ℓ
= − deg𝑁ℓ𝑌 − 1 .

The toric diagram of 𝑋 = 𝑌 \ 𝐷 is obtained from the one displayed in Figure 4.2 by erasing the top
vertical line. In this process the divisor ℓ gets decompactified and so 𝐿 is indeed an outer brane.
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4.3.2 Initialising the localisation

Construction 4.2.8 involved the choice of a stratum ℓ the outer brane is intersecting. We now do an
analogous choice by supporting the cycle whose pushforward gives the Gromov–Witten invariant
LGW𝑔,c,β(𝑌 |𝐷) on a substack with evaluations constrained to the fibre 𝐹 = π−1(𝑝) where π is the
projection 𝑌 → 𝑆 :

𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 𝑀𝑔,c,β(𝑌 |𝐷)

𝐹𝑛 𝐷𝑛 .

←↪ →

←→ □ ←→

←↪ →

(4.13)

Pulling back the obstruction theory along the horizontal arrow we obtain

LGW𝑔,c,β(𝑌 |𝐷) = deg[𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 ]virt .

This choice will turn out rather useful when we will calculate the invariant via virtual localisation.
Regarding this we remark that the𝑇 -action on 𝑌 lifts to an action on𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 since 𝐷 and 𝐹
are both preserved by𝑇 . Especially, this also provides us with an action of the framing subtorus𝑇f
on the moduli stack.

Now equation (4.12) tells us that the divisor𝐷 is pointwise fixed under𝑇f since the restriction𝑇f ↩→
𝑇 effectively sets the weight f equal to zero. This means we are in a situation where the analysis of
Graber and Vakil [71] of virtual localisation in the context of stable maps relative a smooth divisor
applies. Since their analysis was carried out in the setting of relative stable maps to expanded
degenerations as introduced by Li [114, 115] we quietly pass to this modification of 𝑀𝑔,c,β(𝑌 |𝐷)
until the end of this section without actually changing our notation. Since eventually we push all
cycles forward to a point it does not matter which birational model we choose for our moduli stack
[5]. See also [138] for an analysis of torus localisation in the context of Kim’s logarithmic stable
maps to expanded degenerations [100].

Following Graber and Vakil [71] we split the 𝑇f-fixed locus 𝑀𝑔,c,β(𝑌 |𝐷)𝑇f into two distinguished
(not necessarily connected or irreducible) components. First, there is the simple fixed locus

𝑀𝑔,c,β(𝑌 |𝐷)sim

whose general points are stable maps with target 𝑌 . The complement of this is called composite
fixed locus and consequently its general points correspond to maps to non-trivial expanded degen-
erations of (𝑌 |𝐷). We will denote this component by

𝑀𝑔,c,β(𝑌 |𝐷)com .

As we did in (4.13) we form fibre products

𝑀𝑔,c,β(𝑌 |𝐷) |sim𝐹 := 𝑀𝑔,c,β(𝑌 |𝐷)sim ×𝐷𝑛 𝐹𝑛 , 𝑀𝑔,c,β(𝑌 |𝐷) |com𝐹 := 𝑀𝑔,c,β(𝑌 |𝐷)com ×𝐷𝑛 𝐹𝑛 .

Then virtual localisation [70] gives

LGW𝑔,c,β(𝑌 |𝐷) = deg𝑇f

1

𝑒𝑇f (𝑁 virt
sim )
∩ [𝑀𝑔,c,β(𝑌 |𝐷) |sim𝐹 ]virt

+ deg𝑇f

1

𝑒𝑇f (𝑁 virt
com)
∩ [𝑀𝑔,c,β(𝑌 |𝐷) |com𝐹 ]virt .

(4.14)

We will inspect the contribution of the simple and composite fixed locus to the Gromov–Witten
invariant individually in the next two subsections.
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4.3.3 The simple fixed locus

Closely following [71], we start with an analysis of the simple fixed locus. By definition the image
of a relative stable map 𝑓 : 𝐶 → 𝑌 parametrised by

𝑀𝑔,c,β(𝑌 |𝐷) |sim𝐹

intersects 𝐷 transversely, ie. 𝑓 ∗𝐷 =
∑𝑛
𝑖=1 𝑐𝑖𝑥𝑖 as Cartier divisors where 𝑥1, . . . , 𝑥𝑛 denote the mark-

ings. If we write
𝐶1, . . . ,𝐶𝑛

for the irreducible components containing these markings then since 𝑓 : 𝐶 → 𝑌 lies in the𝑇f-fixed
locus and by assumption none of the components𝐶𝑖 get contracted there must be a (non-trivial) lift
of the action𝑇f on𝐶𝑖 (possibly after passing to some cover of𝑇f) making 𝑓 |𝐶𝑖 𝑇f-equivariant. As a
consequence, for all 𝑖 ∈ {1, . . . , 𝑛} both𝐶𝑖 and its image under 𝑓 must be rational curves. Moreover,
writing𝑞𝑖 for the second𝑇f-fixed point of the image rational curve, 𝑓 |𝐶𝑖 is the unique degree 𝑐𝑖 cover
maximally ramified over 𝑓 (𝑥𝑖) and 𝑞𝑖 .

Now since we confined the evaluation morphisms to the fibre 𝐹 ⊂ 𝑌 , we deduce that the image of
each component𝐶𝑖 is contained in π−1(ℓ) where π is the projection𝑌 → 𝑆 and ℓ is as in Figure 4.2.
However, since the pullback of the line bundleO𝑆 (−𝐷2) under π ◦ 𝑓 is negative we deduce that 𝑓
has to factor through the zero section 𝑆 ↩→ 𝑌 . Hence, the image of each irreducible component𝐶𝑖
has to be the curve ℓ already. This also means that 𝑞𝑖 = 𝑞 for all 𝑖 ∈ {1, . . . , 𝑛}.

Now if we write𝐶′ t⊔𝑛
𝑖=1𝐶𝑖 for the connected components of the partial normalisation of𝐶 along

the nodes 𝑦𝑖 ∈ 𝐶𝑖 mapping to 𝑞 we observe that 𝑓 |𝐶′ is a genus 𝑔, class

β′ = ι∗
(
β − (𝐷1 · β) [ℓ]

)
𝑇f-fixed stable map to 𝑋 = 𝑌 \ 𝐷 with markings 𝑦1, . . . , 𝑦𝑛 confined to 𝑞. Hence, forming the fibre
square

𝑀𝑔,𝑛,β′ (𝑋 ) |𝑞 𝑀𝑔,𝑛,β′ (𝑋 )

𝑞 𝑋𝑛

←↪ →

←→ □ ←→ Π𝑖ev𝑦𝑖

←↪ →

we can summarise the discussion up to now as follows.

Lemma 4.3.2. We have

𝑀𝑔,c,β(𝑌 |𝐷) |sim𝐹 =
[
𝑀𝑔,𝑛,β′ (𝑋 ) |𝑇f

𝑞

/ ∏𝑛
𝑖=1Z𝑐𝑖

]
. (4.15)

Using this description of the simple fixed locus we are now able to determine its contribution to the
Gromov–Witten invariant.

Proposition 4.3.3. We have

deg𝑇f

1

𝑒𝑇f (𝑁 virt
sim )
∩ [𝑀𝑔,c,β(𝑌 |𝐷) |sim𝐹 ]virt𝑇f

= (−1)𝐷1·β
𝑛∏
𝑖=1

(−1) 𝑓 𝑐𝑖
∏𝑐𝑖−1
𝑘=1 (𝑓 𝑐𝑖 + 𝑘)

u · 𝑐𝑖 !

×
∫
[𝑀𝑔,𝑛,β′ (𝑋 )𝑇f ]virt𝑇f

1

𝑒𝑇f (𝑁 virt)

𝑛∏
𝑖=1

ev∗𝑖 ϕ
u
𝑐𝑖
− ψ𝑖

.

(4.16)

where ϕ is the𝑇f-equivariant Poincaré dual of 𝑞.
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Proof. With our characterisation (4.15) of the simple fixed locus it remains to analyse the difference
between 𝑁 virt

sim and the virtual normal bundle 𝑁 virt of the fixed locus

𝑀𝑔,𝑛,β′ (𝑋 )𝑇f ↩→ 𝑀𝑔,𝑛,β′ (𝑋 ) .

First of all note that we get an overall factor
𝑛∏
𝑖=1

1
𝑐𝑖

from the quotient. Moreover, partially normalising along the nodes 𝑦1, . . . , 𝑦𝑛 connecting 𝐶′ with
𝐶1, . . . ,𝐶𝑛 we see that each degree 𝑐𝑖 cover

𝑓𝑖 := 𝑓 |𝐶𝑖 : 𝐶𝑖 → ℓ

contributes with factors

1

𝑒𝑇f
(
H•

(
𝐶𝑖, 𝑓 ∗𝑖 𝑇

log
ℓ |𝑝

)mov
) =

1
𝑐𝑖 !

(
u
𝑐𝑖

)−𝑐𝑖
1

𝑒𝑇f
(
H•

(
𝐶𝑖, 𝑓 ∗𝑖 𝑁ℓ𝑆

)mov
) =

1
(−(𝑓 + 1)𝑐𝑖)!

(
u
𝑐𝑖

) (𝑓 +1)𝑐𝑖
1

𝑒𝑇f
(
H•

(
𝐶𝑖, 𝑓 ∗𝑖 𝑂𝑆 (−𝐷2)

)mov
) = (−1) 𝑓 𝑐𝑖+1 (−𝑓 𝑐𝑖 − 1)!

(
u
𝑐𝑖

)−𝑓 𝑐𝑖−1
where 𝑓 = degO𝑆 (−𝐷2) |ℓ= − deg𝑁ℓ𝑌 − 1 < 0. Note that if we multiply all these factors together
we indeed obtain the top line on the right-hand side of (4.16). Regarding the second line let us only
remark that the insertions

u
𝑐𝑖
− ψ𝑖

for 𝑖 ∈ {1, . . . , 𝑛} come from smoothings of the nodes 𝑦1, . . . , 𝑦𝑛. □

4.3.4 Vanishing of composite contributions

We observe that the integral on the right-hand side of equation (4.11) is the result of computing the
one in (4.16) via𝑇 -virtual localisation. Hence, to prove Proposition 4.3.1 it suffices to show

Proposition 4.3.4. We have

deg𝑇f

1

𝑒𝑇f (𝑁 virt
com)
∩ [𝑀𝑔,c,β(𝑌 |𝐷) |com𝐹 ]virt = 0 .

The proof of this proposition necessitates a careful analysis of the composite fixed locus for which
we will closely follow [71, Section 3].

4.3.4.1 The setup. We first set the notation required in this section. Denote by

𝑍 := P𝐷
(
O𝐷 ⊕ 𝑁𝐷𝑌

)
(4.17)

the projective completion of 𝑁𝐷𝑌 and write 𝐷0 and 𝐷∞ for its zero and infinity section. Note that
𝑍 is a line bundle over

𝑃 := P𝐷1

(
O𝐷1 ⊕ 𝑁𝐷1𝑆

)
. (4.18)
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More precisely, we have 𝑍 � O𝑃 (−2𝑓 ) where 𝑓 is a fibre of 𝑃 → 𝐷1.

By definition, the composite fixed locus parametrises relative stable maps whose target is an ex-
panded degeneration of (𝑌 |𝐷) which is the result of gluing (𝑌 |𝐷) and multiple copies of (𝑍 |𝐷0 +
𝐷∞) to form an accordion. The composite locus decomposes into a disjoint union of components
labelled by certain decorated graphs indicating how a relative stable map distributes over the ex-
panded target.

Definition 4.3.5. A splitting type Γ is the data of

(i) a bipartite graph with vertices𝑉 (Γ), edges 𝐸 (Γ) and legs 𝐿(Γ);

(ii) an assignment of a curve class β𝑣 to every vertex 𝑣 ∈ 𝑉 (Γ);

(iii) a genus label 𝑔𝑣 ∈ Z≥0 for every vertex 𝑣 ∈ 𝑉 (Γ);

(iv) a contact order 𝑑𝑒 ∈ Z>0 assigned to every edge 𝑒 ∈ 𝐸 (Γ);

(v) a labelling {1, . . . , 𝑛} � 𝐿(Γ).

This data has to be compatible with (𝑔, c, β) in the usual way. Vertices are separated into 𝑌 - and 𝑍 -
vertices andwewill write Γ𝑌 and Γ𝑍 for the type of relative stablemaps (with possibly disconnected
domain) to (𝑌 |𝐷), respectively (𝑍 |𝐷0 + 𝐷∞), obtained by cutting Γ along its edges. All legs are
adjacent to 𝑍 -vertices.

With this notation the composite locus can be written as a union of disconnected components la-
belled by splitting types:

𝑀𝑔,c,β(𝑌 |𝐷)com =
⊔
Γ

𝐹 Γ .

To characterise the component labelled by a fixed splitting type Γ, let us denote by

𝑀Γ𝑌 (𝑌 |𝐷)sim

the simple𝑇f-fixed locus of relative stable maps of type Γ𝑌 and write

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)∼

for the moduli stack of type Γ𝑍 relative stable maps to non-rigid (𝑍 |𝐷0 +𝐷∞) and form a substack
with constrained evaluations at marking legs

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)∼

𝐹𝑛 𝐷𝑛∞ .

←↪ →

←→ □ ←→ Π𝑖ev𝑖

←↪ →

The two moduli stacks support evaluation morphisms to 𝐷 � 𝐷0 associated to the edges of Γ. Let
Δ denote the diagonal 𝐷𝐸 (Γ) ↩→ 𝐷𝐸 (Γ) × 𝐷𝐸 (Γ) and form the fibre product

𝑀Γ 𝑀Γ𝑌 (𝑌 |𝐷)sim ×𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹

𝐷𝐸 (Γ) 𝐷𝐸 (Γ) × 𝐷𝐸 (Γ) .

←↪ →

←→ □ ←→

←↪ →Δ

(4.19)
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Then the connected component 𝐹 Γ of the composite fixed locus is the quotient of 𝑀Γ by Aut(𝑑𝑒)
and moreover, by [71, Lemma 3.2], the Gysin pullback

[𝑀Γ]virt := Δ! ([𝑀Γ𝑌 (𝑌 |𝐷)sim]virt × [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 ]virt
)

pushes forward to [𝐹 Γ]virt under the quotient morphism. This means we get

deg𝑇f

1

𝑒𝑇f (𝑁 virt
com)
∩ [𝑀𝑔,c,β(𝑌 |𝐷) |com𝐹 ]virt𝑇f

=
∑
Γ

1
|Aut(𝑑𝑒) |

deg𝑇f

1

𝑒𝑇f (𝑁 virt
Γ )
∩ [𝑀Γ]virt . (4.20)

4.3.4.2 First vanishing: restricted curve classes. To prove Proposition 4.3.4wewill show that each term
in the sum (4.20) vanishes in several steps. We first recall a lemma from [65].

Lemma 4.3.6. [65, Section 2.3.3] If there is a 𝑍 -vertex 𝑣 ∈ 𝑉 (Γ) such that β𝑣 is not a multiple of a fibre of
𝑃 → 𝐷1, then

deg𝑇f

1

𝑒𝑇f (𝑁 virt
Γ )
∩ [𝑀Γ]virt = 0 . (4.21)

Remark 4.3.7. The above lemma was proven in [65] under the assumption that 𝐷1 · β = 0 but it is
straight forward to generalise the proof to the case at hand where 𝐷1 · β > 0. The key observation
is that after localising the left-hand side of (4.21) with respect to𝑇 one can identify a trivial factor
in the obstruction bundle guaranteeing the vanishing.

4.3.4.3 Second vanishing: star shaped graphs. From now on we may assume that every 𝑍 -vertex 𝑣 is
decorated with curve class β𝑣 which is a multiple of a fibre of 𝑃 → 𝐷1.

The following results are inspired by vanishing arguments appearing in the localisation calculations
[116, 119, 121]. We will present more geometric versions of these arguments here.

Lemma 4.3.8. Unless every vertex in Γ𝑍 carries exactly one leg we have

[𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 ]virt = 0 .

Proof. Clearly, every 𝑍 -vertex 𝑣 has to have at least one leg for the moduli stack to be non-empty
since𝐷∞ ·β𝑣 > 0. So suppose there is some vertexwith at least two legs. Since the curve class carried
by this vertex is a fibre class and the restriction of the line bundle 𝑍 → 𝑃 to a fibre trivialises, the
product of the evaluation morphisms of these two markings factors through the diagonal 𝐷∞ →
𝐷2
∞. Hence, we have the following commuting diagram with Cartesian squares:

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)∼

𝐹𝑛−1 𝐷𝑛−1∞

𝐹𝑛 𝐷𝑛∞ .

←↪ →

←→ 𝑔 □ ←→

←↪ →η

←→ 𝑓 □ ←→

←↪ →η

Note that the excess intersection bundle

𝐸 = 𝑓 ∗𝑁𝐹𝑛𝐷
𝑛
∞
/
𝑁𝐹𝑛−1𝐷

𝑛−1
∞
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is trivial as is every vector bundle on 𝐹𝑛−1 � A𝑛−1. Moreover, note that since𝑇f is acting trivially on
𝐷∞ and 𝐹 , this bundle is also𝑇f-equivariantly trivial. Therefore, by the excess intersection formula
[63, Theorem 6.3] we have

[𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 ]virt = η! [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)∼]virt = 𝑐𝑇f
1 (𝑔
∗𝐸) ∩ η! [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)∼]virt = 0 .

□

As another consequence of our assumption that all curve classes of𝑍 -vertices are multiples of fibre
classes the evaluation morphism associated to edges

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹−→ 𝐷𝐸 (Γ)0

factors through 𝐹𝐸 (Γ) ↩→ 𝐷𝐸 (Γ)0 . If we combine this with the fact that the evaluation morphism

𝑀Γ𝑌 (𝑌 |𝐷)sim → 𝐷𝐸 (Γ)

factors through𝐷𝐸 (Γ)1 ↩→ 𝐷𝐸 (Γ) wemay restrict the evaluations to the intersection point 𝑝 = 𝐹 ∩𝐷1.
We get the following commuting diagram with Cartesian squares:

𝑀Γ𝑌 (𝑌 |𝐷) |sim𝐹 ×𝑀Γ𝑍 (P1 |0 + ∞)∼ 𝑀Γ𝑌 (𝑌 |𝐷)sim ×𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹

𝑝 (𝐷1)𝐸 (Γ) × 𝐹𝐸 (Γ)

𝐷𝐸 (Γ) 𝐷𝐸 (Γ) × 𝐷𝐸 (Γ) .

←→

←→
□ ←→

←→

← →
□ ←→

← →Δ

(4.22)

Especially, note that we have a fibre square

𝑀Γ𝑍 (P1 |0 + ∞)∼ 𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹

𝑝 𝐹𝐸 (Γ) .

←→

←↪ →
□ ←→

←↪ →𝜉

(4.23)

First, we record the following vanishing.

Lemma 4.3.9. We have [𝑀Γ]virt = 0 unless every 𝑍 -vertex has a single adjacent edge.

Proof. The lemma can be proven with an argument similar to the one in the proof of Lemma 4.3.8
using diagram (4.22). We leave this to the reader. □

Moreover, comparing our definition of𝑀Γ in (4.19) with diagram (4.22) we learn that

𝑀Γ � 𝑀Γ𝑌 (𝑌 |𝐷) |sim𝐹 ×𝑀Γ𝑍 (P1 |0 + ∞)∼ .

On the level of virtual fundamental classes we find the following identity.

Lemma 4.3.10. If there is a𝑍 -vertex 𝑣 with𝑔𝑣 > 0 the cycle [𝑀Γ]virt vanishes. Otherwise, the cycle equates
to

[𝑀Γ𝑌 (𝑌 |𝐷)sim |𝐹 ]virt × [𝑀Γ𝑍 (P1 |0 + ∞)∼]virt .
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Proof. Let 𝜉 be as in (4.23). Then since all squares in (4.22) are Cartesian we have

[𝑀Γ]virt = Δ! ([𝑀Γ𝑌 (𝑌 |𝐷)sim]virt × [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 ]virt
)

= [𝑀Γ𝑌 (𝑌 |𝐷) |sim𝐹 ]virt × 𝜉 ! [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 ]virt

by [63, Theorem 6.2 (c)]. Comparing the usual perfect obstruction theory of𝑀Γ𝑍 (P1 |0+∞)∼ with
the one pulled back from𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 we find

𝜉 ! [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |∼𝐹 ]virt = λ2top ∩ [𝑀Γ𝑍 (P1 |0 + ∞)∼]virt

where λtop is the top Chern class of the Hodge bundle. The statement of the lemma then follows
from the fact that λ2top = 0 if any of the vertices in Γ𝑍 carries a non-zero genus label and λ2top = 1
otherwise. □

4.3.4.4 Final vanishing. Having proven Lemmas 4.3.8–4.3.10 we are finally able to deduce Proposi-
tion 4.3.4.

Proof of Proposition 4.3.4. According to Lemma 4.3.8 and 4.3.9 the only splitting types Γ whose asso-
ciated summand on the left-hand side of (4.20) may be non-zero consist of 𝑍 -vertices with exactly
one adjacent edge and leg. Moreover, by Lemma 4.3.10 every such vertex has to carry a vanishing
genus label. Therefore, the virtual dimension of𝑀Γ𝑍 (P1 |0 + ∞)∼ is∑

𝑣∈𝑉 (Γ𝑍 )
(2𝑔𝑣 − 2) + |𝐸 (Γ) | + |𝐿(Γ) | − 1 = −1

and so the cycle [𝑀Γ]virt vanishes by Lemma 4.3.10. □

4.4 Step II: reducing interior to contact insertions

4.4.1 The comparison statement

Throughout this section we will assume that (𝑆 |𝐷1 +𝐷2) is a logarithmic Calabi–Yau surface with
boundary the union of two transversally intersecting smooth irreducible curves 𝐷1, 𝐷2. Moreover,
we fix an effective curve class β in 𝑆 and assume

• 𝐷𝑖 · β > 0, 𝑖 ∈ {1, 2},

• 𝐷2 · 𝐷2 ≥ 0.

Especially, in this section we do not necessarily assume (𝑆 |𝐷1) to deform to a toric pair. We set
𝑌 := TotO𝑆 (−𝐷2) and write 𝐷 for the preimage of 𝐷1 under the projection morphism.

As before we fix a contact datum c = (𝑐1, . . . , 𝑐𝑛) with 𝐷 where 𝑐𝑖 > 0 for all 𝑖 ∈ {1, . . . , 𝑛}. We set

LGW𝑔,c,β(𝑌 |𝐷) =
∫
[𝑀𝑔,c,β (𝑌 |𝐷)]virt

𝑛∏
𝑖=1

ev∗𝑖
(
π∗pt

)
. (4.24)

Now denote by
c̃ = (0, . . . , 0, 𝑐1, . . . , 𝑐𝑛)

the result of adding𝑚 ≤ 𝑛 interior markings. Similarly to (4.24) we define LGW𝑔,c̃,β(𝑌 |𝐷) ∈ Q
by imposing point conditions at the first 𝑛 markings. Note that this especially means that there is
a point condition at all𝑚 interior markings. We have the following comparison statement which
reduces computations to the case without any interior markings.
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Proposition 4.4.1. We have

LGW𝑔,c̃,β(𝑌 |𝐷) =𝑚!
(∏𝑚−1

𝑖=0 𝑐𝑛−𝑖
)
· LGW𝑔,c,β(𝑌 |𝐷) . (4.25)

Together with the special case𝑚 = 0 of Proposition 4.2.13, which we have already proven in the
last section, the above reduction result implies the general case𝑚 ≥ 0 of Proposition 4.2.13 as well.
The rest of this section is hence dedicated to the proof of Proposition 4.4.1.

4.4.2 Degeneration

To prove the main result of this section we will use a degeneration argument similar to [64]. Since
by now this approach has become a well-established technique [17, 21, 65, 148, 160] we economise
on details.

Recall the definition of the line bundle 𝑍 → 𝑃 from equation (4.17) and (4.18) (where we identify
𝑆 = 𝑆′). We defined 𝑍 to be the projective completion of 𝑁𝐷𝑌 whose zero and infinity section we
denote by 𝐷0 and 𝐷∞ respectively. Let us consider the degeneration to the normal cone of 𝐷 in 𝑌 :

Y −→ A1 .

Y is a line bundle over the degeneration to the normal cone of 𝐷1 in 𝑆 . While the general fibre of
Y is 𝑌 , the special fibre Y0 = 𝑌 t𝐷 𝑍 is the result of gluing 𝑌 along 𝐷 to 𝑍 along the zero section
𝐷0. Now let us write D for the closure of 𝐷 × (A1 − {0}) in Y and equip Y with the divisorial
logarithmic structure with respect to𝑌 +𝑍 +D. The resulting logarithmic scheme has general fibre
(𝑌 |𝐷) and its special fibre is obtained by gluing

(𝑌 |𝐷) and (𝑍 |𝐷0 + 𝐷∞) .

Finally, for 𝐹 a fibre of𝐷 → 𝐷1 we denote byF the closure of 𝐹 × (A1− {0}) inY . The intersection
F0 of F with the special fibre Y0 is a fibre of 𝐷∞ → 𝐷1.

4.4.3 Decomposition

Composition with the blowup morphism Y → 𝑌 × A1 produces a pushforward

ρ : 𝑀𝑔,c̃,β(Y0) −→ 𝑀𝑔,c̃,β(𝑌 |𝐷)

and by the conservation of number principle we have

[𝑀𝑔,c̃,β(𝑌 |𝐷) |𝐹 ]virt = (ρF0)∗ [𝑀𝑔,c̃,β(Y0) |F0]virt (4.26)

where we introduced the fibre products

𝑀𝑔,c̃,β(𝑌 |𝐷) |𝐹 𝑀𝑔,c̃,β(𝑌 |𝐷) 𝑀𝑔,c̃,β(Y0) |F0 𝑀𝑔,c̃,β(Y0)

𝐹𝑛 𝑌𝑛 F𝑛
0 Y𝑛

0 .

←↪ →

←→ □ ←→ Π𝑛
𝑖=1ev𝑖

←↪ →

←→ □ ←→ Π𝑛
𝑖=1ev𝑖

←↪ → ←↪ →

and pulled back the respective virtual fundamental classes along horizontal arrows. The pushfor-
ward of the left-hand side of (4.26) to𝑀𝑔,c̃,β(𝑌 |𝐷) gives

Π𝑛𝑖=1ev
∗
𝑖 (𝜋∗pt) ∩ [𝑀𝑔,c̃,β(𝑌 |𝐷)]virt
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and so pushing forward to a point returns the Gromov–Witten invariant we are after:

LGW𝑔,c̃,β(𝑌 |𝐷) .

We combine this with the decomposition formula [3, Theorem 5.4]

[𝑀𝑔,c̃,β(Y0) |F0]virt =
∑
τ

𝑚τ

|Aut τ| ι∗ [𝑀τ(Y0) |F0]virt (4.27)

where ι denotes the inclusion
𝑀τ(Y0) |F0↩→ 𝑀𝑔,c̃,β(Y0) |F0

and the sum runs over all rigid tropical types τ of tropical maps to the polyhedral complex

Σ : σ𝑌 σ𝑍

which is the fibre over 1 ∈ R≥0 of the tropicalisation Σ(Y) → Σ(A1) = R≥0.

By the discussion in [3, Section 5.1] τ can only be rigid if all vertices of the underlying graph map
to either one of the vertices σ𝑋 or σ𝑍 . Hence, τ is uniquely reconstructed from the data of its un-
derlying decorated bipartite graph which is exactly the data of a splitting type as introduced in
Definition 4.3.5. Hence, to be closer to the notation used in Section 4.3.4 let us write Γ for the split-
ting type underlying τ and Γ𝑌 , Γ𝑍 for the type of stable logarithmic maps to (𝑌 |𝐷), respectively
(𝑍 |𝐷0 + 𝐷∞), obtained by cutting Γ along edges.

We remark that only such rigid tropical types can contribute non-trivially to the sum (4.27) for
which all marking legs are attached to a 𝑍 -vertex. Indeed, contact markings necessarily have to be
adjacent to a 𝑍 -vertex and if an interior marking is carried by a 𝑌 -vertex then𝑀τ(Y0) |F0 is empty
(where we crucially use our assumption that𝑚 ≤ 𝑛). Moreover, the factor𝑚τ in the decomposition
formula (4.27) equates to lcm(𝑑𝑒) where 𝑑𝑒 denotes contact order of an edge 𝑒 .

Since we are in the special setting where Σ is of dimension one the discussion in [76, Section 7]
applies. There is a morphism νwith target the fibre product

𝑀τ(Y0) |F0 𝑀Γ 𝑀Γ𝑌 (𝑌 |𝐷) ×𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0

𝐷𝐸 (Γ)0 𝐷𝐸 (Γ)0 × 𝐷𝐸 (Γ)0

←→ν ←→

←→ □ ←→

← →Δ

(4.28)

which is finite and satisfies

ν∗ [𝑀τ(Y0) |F0]virt =
Π𝑒 𝑑𝑒

lcm(𝑑𝑒)
Δ! ([𝑀Γ𝑌 (𝑌 |𝐷)]virt × [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0]virt

)
. (4.29)

There is a gluing morphism θ : 𝑀Γ → 𝑀𝑔,𝑚+𝑛,β(𝑌 ) such that

𝑀τ(Y0) |F0 𝑀Γ

𝑀𝑔,c̃,β(Y0) |F0 𝑀𝑔,𝑚+𝑛,β(𝑌 )

← →ν

←→ ι ←→ θ

←→
ζ◦ρF0

(4.30)

commutes where ζ denotes the forgetful morphism

ζ : 𝑀𝑔,c̃,β(𝑌 |𝐷) |𝐹−→ 𝑀𝑔,𝑚+𝑛,β(𝑌 ) .
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To summarize the discussion so far we combine equation (4.27) and (4.29) and use the fact that
diagram (4.30) commutes to deduce

ζ∗ [𝑀𝑔,c̃,β(𝑌 |𝐷) |𝐹 ]virt =
∑
Γ

Π𝑒 𝑑𝑒
|Aut Γ |θ∗ [𝑀Γ]virt (4.31)

where we introduced the notation

[𝑀Γ]virt := Δ! ([𝑀Γ𝑌 (𝑌 |𝐷)]virt × [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0]virt
)
.

4.4.4 Vanishing

In this section wewill argue that for most splitting types Γ the cycle [𝑀Γ]virt vanishes. We note that
our setup is almost the same as in Section 4.3.4. The only notable differences are as follows.

• 𝑀Γ𝑌 (𝑌 |𝐷) parametrise logarithmic stable maps to (𝑌 |𝐷). In Section 4.3.4 we considered the
simple fixed locus of this moduli stack under some torus action.

• 𝑀Γ𝑍 (𝑍 |𝐷0+𝐷∞) parametrises logarithmic stable maps to (𝑍 |𝐷0+𝐷∞) while in Section 4.3.4
the target was non-rigid (𝑍 |𝐷0 + 𝐷∞).

• Γ𝑍 contains interior markings.

We note that all arguments in Section 4.3.4 are essentially insensitive to first two differences which
allows us to prove the vanishing of [𝑀Γ]virt in similar steps. Only the third point requires some
attention.

4.4.4.1 First vanishing: fibre classes. We start with the analogue of Lemma 4.3.6.

Lemma 4.4.2. We have [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0]virt = 0 unless Γ𝑍 only consists of vertices decorated with
a curve class which is a multiple of a fibre class.

Proof. Let us write β𝑍 for the overall curve class carried by Γ𝑍 and suppose its projection 𝑝∗β𝑍 along
the morphism 𝑝 : 𝑃 → 𝐷1 is non-zero. In other words we assume 𝑝∗β𝑍 = 𝑑 [𝐷1] for some 𝑑 > 0.
We claim that in this case

[𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)]virt = 0 .

To prove this we use an argument from [64, Section 4]. Set 𝑘 = 𝑚 + 𝑛 + |𝐸 (Γ) | and consider the
morphism

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) −→ 𝑀𝑔𝑍 ,𝑘,𝑑 [𝐷1] (𝐷0)

obtained by forgetting the logarithmic structure and composing with the projection𝑍 → 𝐷0. Write
H2(𝑃)+ andH2(𝐷1)+ for the semigroups of effective curve classes in 𝑃 , respectively 𝐷1 and denote
by𝔐(log)𝑔,𝑛,H the Artin stack of prestable (logarithmic) curves with irreducible components weighted
by an element in a semigroup H. We factor the projection morphism through

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) 𝑀Γ𝑍 𝑀𝑔𝑍 ,𝑘,𝑑 [𝐷1] (𝐷0)

𝔐log
𝑔𝑍 ,𝑘,H2 (𝑃)+ 𝔐𝑔𝑍 ,𝑘,H2 (𝐷1)+

← →𝑢

←

→

← →

←→ □ ←→

←→𝑣
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Then by [64, Theorem 4.1] we have4

[𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)]virt = 𝑢!𝔈𝑀Γ𝑍
(𝑍 |𝐷0+𝐷∞)/𝑀Γ𝑍

𝑣! [𝑀𝑔𝑍 ,𝑘,𝑑 [𝐷1] (𝐷0)]virt .

Our claim that [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)]virt = 0 directly follows from the fact that

[𝑀𝑔𝑍 ,𝑘,𝑑 [𝐷1] (𝐷0)]virt = 0

since 𝐷0 � TotOP1 (−2) carries a nowhere vanishing holomorphic two-form and 𝑑 > 0. □

4.4.4.2 Second vanishing: star shaped graphs. In this section we apply the same arguments we used
in Section 4.3.4.3 in order to constrain the shape of Γ to star shaped graphs.

Notation 4.4.3. We introduce the following notation for labelling sets:

• Interior markings with a point condition 𝐼pt := {1, . . . ,𝑚};

• Contact markings with a point condition 𝐽pt := {𝑚 + 1, . . . , 𝑛};

• Contact markings without an insertion 𝐽1 := {𝑛 + 1, . . . ,𝑚 + 𝑛}.

We may assume that all 𝑍 -vertices of Γ are decorated with a curve class which is a multiple of a
fibre class. This has the following consequence.

Lemma 4.4.4. We have [𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0]virt = 0 unless every 𝑍 -vertex

• either carries two legs, one labelled in 𝐼pt and one in 𝐽1;

• or carries a single leg with label in 𝐽pt.

Proof. It suffices to show that every𝑍 -vertex is carrying atmost one legwith label in 𝐼pt∪𝐽pt. Indeed,
in this case the number of vertices in Γ𝑍 is bounded from below by |𝐼pt | + |𝐽pt | = 𝑛. On the other
hand it is also bounded from above by the number of contact markings 𝑛. We deduce that there
have to be exactly𝑛 vertices each carrying one of the legs labelled by 𝐽1∪ 𝐽pt. Since we assumed that
every vertex carries at most one leg with label in 𝐼pt ∪ 𝐽pt, the𝑚 interior markings are necessarily
distributed among the vertices carrying a leg labelled in 𝐽1.

So suppose there is a 𝑍 -vertex with more than one leg with label in 𝐼pt ∪ 𝐽pt. Since the evaluation
morphismof an interiormarking has target𝑍 let us first define a substackwith confined evaluations:

𝑁 Γ𝑍 := 𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) ×𝑍𝑛 𝐷𝑛∞ .

As every𝑍 -vertex is decorated with a curve class which is a multiple of a fibre class and we assume
there is a vertex with two legs labelled in 𝐼pt ∪ 𝐽pt the resulting evaluation morphism

𝑁 Γ𝑍 −→ 𝐷𝑛∞

4In the statement of [64, Theorem 4.1] van Garrel, Graber and Ruddat assume a positivity property for the logarith-
mic tangent sheaf of the target which guarantees that 𝑢 is smooth. In our case at hand this positivity condition is in
general not satisfied and𝑢 is only virtually smooth in the sense of [131, Definition 3.4]. The latter is however sufficient
for our purposes thanks to [130, Corollary 4.9].
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factors through𝐷𝑛−1∞ → 𝐷𝑛∞. We obtain the following commuting diagramwith Cartesian squares:

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0 𝑁 Γ𝑍 𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞)

F𝑛−1
0 𝐷𝑛−1∞

F𝑛
0 𝐷𝑛∞ 𝑍𝑛 .

←→

←→ □ ←→

←→

□

←

→

Π𝑛
𝑖=1ev𝑖

←→

← →
□ ←→

← → ← →

The vanishing of [𝑀Γ𝑍 (𝑍 |𝐷0 +𝐷∞) |F0]virt then immediately follows from an excess bundle calcu-
lation as the one we did in Lemma 4.3.8. □

Moreover, by our assumption that all 𝑍 -vertices carry curve classes which are multiples of a fibre
class the evaluation morphism associated to edges

𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0−→ 𝐷𝐸 (Γ)0

factors through 𝐹𝐸 (Γ) ↩→ 𝐷𝐸 (Γ)0 where we write 𝐹 for the image of F0 under 𝑍 → 𝐷0. We combine
this observation with the fact that stable maps to 𝑌 factor through the zero section 𝑆 ↩→ 𝑌 in order
to constrain the image of 𝑍 -vertices to the fibre of 𝑍 → 𝐷0 over the point 𝑝 = 𝐹 ∩ 𝐷1. Indeed, as
we just argued the evaluation morphism

𝑀Γ𝑌 (𝑌 |𝐷) −→ 𝐷𝐸 (Γ)0

factors through 𝐷𝐸 (Γ)1 ↩→ 𝐷𝐸 (Γ)0 . Writing𝑀Γ𝑌 (𝑌 |𝐷) |𝐹 for the fibre product𝑀Γ𝑌 (𝑌 |𝐷) ×𝐷𝐸 (Γ)
0

𝐹𝐸 (Γ)

we find that

𝑀Γ𝑌 (𝑌 |𝐷) |𝐹 ×𝑀Γ𝑍 (P1 |0 + ∞)|∞ 𝑀Γ𝑌 (𝑌 |𝐷) ×𝑀Γ𝑍 (𝑍 |𝐷0 + 𝐷∞) |F0

𝑝 𝐷𝐸 (Γ)1 × 𝐹𝐸 (Γ)

𝐷𝐸 (Γ)0 𝐷𝐸 (Γ)0 × 𝐷𝐸 (Γ)0 .

←→

←→

□ ←→

←→

← →

□ ←→

← →Δ

(4.32)

commutes and both squares are Cartesian. An excess intersection argument as in Lemma 4.3.9 gives

Lemma 4.4.5. We have [𝑀Γ]virt = 0 if there is a 𝑍 -vertex with more than one edge. □

Since all squares in (4.32) are Cartesian, a comparison with (4.28) gives

𝑀Γ � 𝑀Γ𝑌 (𝑌 |𝐷) |𝐹 ×𝑀Γ𝑍 (P1 |0 + ∞)|∞ .

The following lemma comparing the virtual fundamental classes of the above moduli stacks can be
proven with the same arguments we used to show Lemma 4.3.10.

Lemma 4.4.6. If Γ contains a 𝑍 -vertex 𝑣 with 𝑔𝑣 > 0 the cycle [𝑀Γ]virt vanishes. Otherwise, it equates to

[𝑀Γ𝑌 (𝑌 |𝐷) |𝐹 ]virt × [𝑀Γ𝑍 (P1 |0 + ∞)|∞]virt . □

Let us summarise the results of this section.
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Proposition 4.4.7. The cycle [𝑀Γ]virt vanishes unless the rigid tropical type τ associated to Γ is of the form

𝑣0 ...

...

σ𝑌 σ𝑍

𝐽pt-legs

𝐽1-legs

where 𝑣0 is decorated with 𝑔𝑣0 = 𝑔, β𝑣0 = β and all other vertices are decorated with multiples of fibre classes.
Moreover, in this case

[𝑀Γ]virt = [𝑀Γ𝑌 (𝑌 |𝐷) |𝐹 ]virt × [𝑀Γ𝑍 (P1 |0 + ∞)|∞]virt . □

4.4.5 Analysis of remaining terms

Now our discussion will deviate from the analysis in Section 4.3.4 because as opposed to Sec-
tion 4.3.4.4 we will show that all remaining contributions characterised in Proposition 4.4.7 do con-
tribute to the Gromov–Witten invariant and will exactly yield the right-hand side of (4.25).

Let Γ be as in Proposition 4.4.7. We fix a labelling of the markings of 𝑀Γ𝑌 (𝑌 |𝐷) |𝐹 by fixing a
bijection {1, . . . , 𝑛} � 𝐸 (Γ) where we impose that the 𝑖th edge is adjacent to the 𝑍 -vertex carrying
the (𝑚 + 𝑖)th leg. With this assignment we can naturally identify Γ𝑌 with the data (𝑔, c, β).

Our first goal is to simplify

θ∗ [𝑀Γ]virt = θ∗
(
[𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 ]virt × [𝑀Γ𝑍 (P1 |0 + ∞)|∞]virt

)
.

Under θ all images of stable maps which lie in a fibre of 𝑃 → 𝐷1 get contracted to a point. Hence,
the morphism factors into

𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 ×𝑀Γ𝑍 (P1 |0 + ∞)|∞ 𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 ×
(
𝑀0,3

)𝑚
𝑀𝑔,𝑚+𝑛,β(𝑌 )←→Id×π

← →
θ

←→ϕ

where π is the forgetful morphism which only remembers the stabilised domain curve and ϕ is a
morphism which forgets the logarithmic structure and attaches a contracted rational component at
the last𝑚 markings.

Consequently, a 𝑍 -vertex carrying a leg labelled with 𝑖 +𝑚 ∈ 𝐽1 contributes with a factor

deg[𝑀0,((𝑐𝑖 ,0),(0,𝑐𝑖 )),𝑐𝑖 (P1 |0 + ∞)|∞]virt = deg[𝑀0,((𝑐𝑖 ,0),(0,𝑐𝑖 )),𝑐𝑖 (P1 |0 + ∞)]virt = 1
𝑐𝑖

where the denominator is due to the degree 𝑐𝑖 automorphism group acting on the unique degree 𝑐𝑖
cover P1 → P1 fully ramified over 0 and infinity. Similarly, a𝑍 -vertexwith leg labelled by 𝑖+𝑚 ∈ 𝐽pt
contributes

deg[𝑀0,(0,(𝑐𝑖 ,0),(0,𝑐𝑖 )),𝑐𝑖 (P1 |0 + ∞)|∞]virt = deg
(
ev∗1(pt) ∩ [𝑀0,(0,(𝑐𝑖 ,0),(0,𝑐𝑖 )),𝑐𝑖 (P1 |0 + ∞)]virt

)
= 1

because the additional marking kills the automorphism group acting on the domain. We obtain

θ∗ [𝑀Γ]virt =
(∏𝑛−𝑚

𝑖=1
1
𝑐𝑖

)
· ϕ∗

(
[𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 ]virt × [𝑀0,3]×𝑚

)
. (4.33)
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Figure 4.3: Toric diagram of (𝑋, 𝐿, f) decorated with partitions.

Note that a splitting type Γ as in Proposition 4.4.7 is uniquely determined by the bijection 𝐼pt � 𝐽1
it induces. This means there are exactly𝑚! such splitting types each one contributing with (4.33)
to the overall Gromov–Witten invariant. Thus, plugging the last equation into (4.31) we find

ζ∗ [𝑀𝑔,c̃,β(𝑌 |𝐷) |𝐹 ]virt =𝑚!
(∏𝑚−1

𝑖=0 𝑐𝑛−𝑖
)
· ϕ∗

(
[𝑀𝑔,c,β(𝑌 |𝐷) |𝐹 ]virt × [𝑀0,3]×𝑚

)
.

Pushing the identity forward to a point yields formula (4.25) which closes the proof of Proposi-
tion 4.4.1.

4.5 Applications

4.5.1 Topological Vertex

Open Gromov–Witten invariants can be computed efficiently using the topological vertex method
[7, 116]. Hence, formula (4.10) equating logarithmic Gromov–Witten invariants — which are usu-
ally rather cumbersome to compute — against open ones presents a new venue for calculating the
former.

4.5.1.1 The general recipe. We refer to [166, Section 2] or [29, Section 6] for a general summary of
the topological vertex method which allows to determine the open Gromov–Witten invariants of a
toric triple just from the information of its toric diagram. Let (𝑋, 𝐿, f) be the outcome of Construc-
tion 4.2.8 for some two-component Looijenga pair (𝑌 |𝐷1 + 𝐷2). We will write

Wμ(𝑋, 𝐿, f)(𝑞,𝑄) (4.34)

for the generating series of disconnected open Gromov–Witten invariants of (𝑋, 𝐿, f) in represen-
tation basis where the winding around 𝐿 is encoded in a partition μ. In the special case of a single
boundary wrapping the Lagrangian submanifold 𝐿 we can extract the connected invariant defined
in (4.7) via [29, Equation (6.16)]5∑

β′

∑
𝑔≥0

OGW𝑔,(𝑐),β′ (𝑋, 𝐿, f) ℏ2𝑔−1𝑄β′ = −i
𝑐∑
𝑘=0

(−1)𝑘
𝑐

W(𝑐−𝑘,1𝑘 ) (𝑋, 𝐿, f)
W∅ (𝑋, 𝐿, f)

(4.35)

under the change of variables 𝑞 = eiℏ where we fixed a square root i of −1.

The generating seriesWμ(𝑋, 𝐿, f) can be calculated algorithmically via the topological vertexmethod
by performing a weighted sum over decorations of the toric diagram [7, 116]. As we discussed in

5We corrected [29, Equation (6.16)] by an overall factor −i. See [166, Appendix A] for a discussion of this factor.
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Section 4.3.1, for our case at hand the toric diagram of (𝑋, 𝐿, f) will have a shape as displayed in
Figure 4.3. We label the compact one dimensional torus orbit closures by ℓ1, . . . , ℓ𝑘 starting from the
stratum ℓ0 intersected by 𝐿 and decorate each edge ℓ𝑖 with a partition μ𝑖 as indicated in the figure.
Then every edge ℓ𝑖 , 𝑖 ∈ {0, . . . , 𝑘}, contributes with a factor

(−1) (deg𝑁ℓ𝑖 𝑆
′)·|μ𝑖 |𝑞 (deg𝑁ℓ𝑖 𝑆

′+1)·κμ𝑖 /2

to (4.34) where κν :=
∑
𝑗 ν𝑗 (ν𝑗 − 2 𝑗 + 𝑗). Each trivalent vertex corresponding to a torus fixed point

ℓ𝑖 ∩ ℓ𝑖+1 contributes

Wμ𝑖+1,μt𝑖 ,∅ := 𝑠μ𝑖+1
(
𝑞ρ+μ𝑖

)
𝑠μt𝑖

(
𝑞ρ

)
= 𝑞−κμ𝑖 /2𝑠μ𝑖+1

(
𝑞ρ

)
𝑠μ𝑖

(
𝑞ρ+μ𝑖+1

)
= 𝑞κμ𝑖+1/2

∑
ν

𝑠 μt𝑖
ν

(
𝑞ρ

)
𝑠 μt𝑖+1
ν

(
𝑞ρ

)
where by convention μ0 = μ and μ𝑘+1 = ∅ and 𝑠α/β

(
𝑞ρ+γ

)
denotes the skew Schur function

𝑠 α
β

(
𝑥1, 𝑥2, . . .

)
evaluated at 𝑥 𝑗 = − 𝑗 + 1

2 − γ𝑗 . As an application of [116, Proposition 7.4] we obtain

Lemma 4.5.1. For (𝑋, 𝐿, f) the outcome of Construction 4.2.8 we have

Wμ(𝑋, 𝐿, f)(𝑞,𝑄) =
∑
μ1,...,μ𝑘

𝑄
∑𝑘

𝑖=1 |μ𝑖 |·[ℓ𝑖 ]
𝑘∏
𝑖=0

(−1) (deg𝑁ℓ𝑖 𝑆
′)·|μ𝑖 |𝑞 (deg𝑁ℓ𝑖 𝑆

′+1)·κμ𝑖 /2Wμ𝑖+1,μt𝑖 ,∅ .

In case the toric triple is a strip geometry the above sum of partitions can be carried out explicitly
to yield a closed form solution forWμ(𝑋, 𝐿, f) [93]. Plugged into (4.35) and (4.10) this can be used
to give a closed form solution for the logarithmic Gromov–Witten invariants of (𝑆 |𝐷1 + 𝐷2). We
illustrate this method with an explicit example in the following section.

4.5.1.2 Extended example: dP3(0, 2). Let us consider (dP3 |𝐷1 +𝐷2) where dP3 is a del Pezzo surface
which is the result of blowing up three points in P2. This Looijenga pair was denoted by dP3(0, 2)
in [29]. If we write 𝐸1, 𝐸2, 𝐸3 for exceptional divisors we take𝐷1 ∈ |𝐻 −𝐸1 | and𝐷2 ∈ |2𝐻 −𝐸2−𝐸3 |
smooth with transverse intersections. We use the following notation for a curve class in dP3:

β = 𝑑0(𝐻 − 𝐸1 − 𝐸2 − 𝐸3) + 𝑑1𝐸1 + 𝑑2𝐸2 + 𝑑3𝐸3 .

It was conjectured in [29] and later proven in [33] that the maximum contact logarithmic Gromov–
Witten invariants of this geometry have the following closed form solution.

Proposition 4.5.2. [33, Proposition 1.4] For all effective curve classes β in dP3 with𝐷𝑖 · β > 0, 𝑖 ∈ {1, 2},
and contact data ĉ =

(
0 𝐷1·β 0
0 0 𝐷2·β

)
we have∑

𝑔≥0
ℏ2𝑔−1 LGW𝑔,ĉ,β(dP3 |𝐷1 + 𝐷2)

=
[𝑑1]𝑞 [𝑑2 + 𝑑3]𝑞

[𝑑0]𝑞 [𝑑1 + 𝑑2 + 𝑑3 − 𝑑0]𝑞

[
𝑑1

𝑑0 − 𝑑3

]
𝑞

[
𝑑1

𝑑0 − 𝑑2

]
𝑞

[
𝑑0
𝑑1

]
𝑞

[
𝑑1 + 𝑑2 + 𝑑3 − 𝑑0

𝑑1

]
𝑞

(4.36)

as formal Laurent series in ℏ under the identification 𝑞 = eiℏ.
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𝐷1 = 𝐻 − 𝐸1

𝐸1𝐻 − 𝐸2 − 𝐸3

𝐸3
𝐸2 − 𝐸3

𝐻 − 𝐸1 − 𝐸2

ℓ0

ℓ1
ℓ2

ℓ3

f •𝐿

Figure 4.4: The fan of dP′3 on the left and the toric diagram of (𝑋, 𝐿, f) on the right [29, Figure 6.5].

In this proposition we use the notation

[𝑛]𝑞 := 𝑞𝑛/2 − 𝑞−𝑛/2 ,
[
𝑛

𝑚

]
𝑞

:=

{∏𝑚
𝑘=1

[𝑛−𝑚+𝑘]𝑞
[𝑘]𝑞 0 ≤ 𝑚 ≤ 𝑛,

0 otherwise.

The statement was proven in [33] by extracting the Gromov–Witten invariants from a quantum
scattering diagramof a toricmodel of (dP3 |𝐷1+𝐷2). The outcome of this calculation is a convoluted
sum of products of 𝑞-binomial coefficients which with a lot of effort can be simplified to yield the
above formula. We will give a new proof of this identity using the topological vertex method.

Proof of Proposition 4.5.2. We start by applying Construction 4.2.8 to (dP3 |𝐷1 + 𝐷2). For this let us
write 𝑝1, 𝑝2, 𝑝3 for the three points in P2 whose blow up gives dP3. Then 𝐷1 is the strict transform
of a line through 𝑝1 and 𝐷2 the strict transform of a conic through 𝑝2 and 𝑝3. We note that we
can always choose the G2

m-action on P2 in such a way that 𝐷1 is a toric hypersurface and 𝑝1 and
𝑝2 are torus fixed points. Now with this choice of G2

m-action the blowups at 𝑝1 and 𝑝2 are toric as
opposed to the one at 𝑝3 since all points are assumed to be in general position. However, there is a
deformation of dP3 to the blow up of P2 in 𝑝1, 𝑝2 and a torus fixed point of 𝐸2 leaving 𝐷1 invariant.
We denote this deformation by dP′3 which is indeed toric as required. We display its fan in Figure 4.4
where we labelled each ray with its curve class. Since dP′3 is toric with 𝐷1 a toric hypersurface, we
can choose

𝑋 = TotOdP′3 (−𝐷2) |dP′3\𝐷1
.

The toric diagram of (𝑋, 𝐿, f) is displayed in Figure 4.4 where we chose 𝐿 to intersect the torus
invariant curve in class 𝐻 − 𝐸2 − 𝐸3. We note that this particular toric triple has already been
studied by Bousseau, Brini and van Garrel in [29, Section 6.3.1]. Hence, from here on we basically
follow their calculation.

Observe that each compact edge in the toric diagram corresponds to a ray in the fan. Hence, we
can read off the degree of the normal bundles of ℓ0, . . . , ℓ3 from Figure 4.4 to be −1, −1, −2 and −1
respectively. Thus, by Lemma 4.5.1 we have

Wμ(𝑋, 𝐿, f) =
∑

μ1,μ2,μ3
ν1,ν2

(−1) |μ|+|μ1 |+|μ3 | 𝑠μt
(
𝑞ρ

)
𝑠μt1

(
𝑞ρ+μ

)
𝑠 μ1
ν1

(
𝑞ρ

)
𝑠 μ2
ν1

(
𝑞ρ

)
𝑠 μ2
ν2

(
𝑞ρ

)
𝑠 μ3
ν2

(
𝑞ρ

)
𝑠μt3

(
𝑞ρ

)
𝑄

∑3
𝑖=1 |μ𝑖 |·[ℓ𝑖 ] .

This can now be plugged into (4.35) and simplified using the techniques developed in [93]. These
steps have already been carried out in [29, Equation (6.18–6.23)] and result in∑

β′

∑
𝑔≥0

OGW𝑔,(𝑐),β′ (𝑋, 𝐿, f) ℏ2𝑔−1𝑄β′

=
∑
𝑐1,𝑐2,𝑐3

i(−1)𝑐+𝑐1+𝑐3+1 1
𝑐 [𝑐1]𝑞

[
𝑐

𝑐1 − 𝑐2

]
𝑞

[
𝑐

𝑐2 − 𝑐3

]
𝑞

[
𝑐 + 𝑐3 − 1

𝑐3

]
𝑞

[
𝑐1
𝑐

]
𝑞

𝑄
∑3

𝑖=1 𝑐𝑖 [ℓ𝑖 ] .
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Extracting the coefficient of𝑄 𝜄∗ (β−𝑑1 [ℓ0]) from the above formula we get∑
𝑔≥0

ℏ2𝑔−1 OGW𝑔,(𝑑1),𝜄∗ (β−𝑑1 [ℓ0]) (𝑋, 𝐿, f)

=
i(−1)𝑑1+𝑑2+𝑑3+1 [𝑑1]𝑞

𝑑1 [𝑑0]𝑞 [𝑑1 + 𝑑2 + 𝑑3 − 𝑑0]𝑞

[
𝑑1

𝑑0 − 𝑑3

]
𝑞

[
𝑑1

𝑑0 − 𝑑2

]
𝑞

[
𝑑0
𝑑1

]
𝑞

[
𝑑1 + 𝑑2 + 𝑑3 − 𝑑0

𝑑1

]
𝑞

which can be plugged into (4.10) to yield the formula stated in Proposition 4.5.2. □

We stress that the above calculation is substantially easier than the one in [33] using scattering
diagrams. This hopefully illustrates the usefulness of our main result Theorem 4.2.9.

4.5.2 BPS integrality

It is a general feature rather than a coincidence that the all-genus generating series of logarithmic
Gromov–Witten invariants lifts to a rational function in eiℏ as we saw for instance in formula (4.36).
This property is usually called BPS integrality.

4.5.2.1 LMOV invariants. In the context of open Gromov–Witten invariants of toric Calabi–Yau
threefolds BPS integrality was first systematically studied by Labastida–Marino–Ooguri–Vafa [111,
112, 132, 145]. Just recently Yu gave a proof of this phenomenon by carefully analysing the combi-
natorics of the topological vertex [166].

To review Yu’s result, let (𝑋, 𝐿, f) be a toric triple. For a curve class β′ in 𝑋 and a winding profile
c = (𝑐1, . . . , 𝑐𝑛) along 𝐿 we will write

𝑘 | (c, β′)

for 𝑘 ∈ N if 𝑘 divides 𝑐𝑖 for all 𝑖 ∈ {1, . . . , 𝑛} and there is a curve class β′′ satisfying 𝑘β′′ = β′.

Now for every tuple (c, β′) we define

LMOVc,β′ (ℏ) ∈ QÈℏ2É

by demanding that these formal power series satisfy

∑
𝑔≥0

ℏ2𝑔−2+𝑛 OGW𝑔,c,β′ (𝑋, 𝐿, f) =:
𝑛∏
𝑖=1

2 sin ℏ𝑐𝑖
2

𝑐𝑖
·

∑
𝑘 | (c,β′)

𝑘𝑛−1
(
2 sin ℏ𝑘

2

)−2
LMOVc/𝑘,β′/𝑘 (𝑘ℏ) .

Writing μ for the Möbius function one can check that

LMOVc,β′ (ℏ) =
(
2 sin ℏ

2

)2 𝑛∏
𝑖=1

𝑐𝑖

2 sin ℏ𝑐𝑖
2

·
∑

𝑘 | (c,β′)

μ(𝑘)
𝑘

∑
𝑔≥0
(𝑘ℏ)2𝑔−2+𝑛 OGW𝑔,c/𝑘,β′/𝑘 (𝑋, 𝐿, f)

is indeed a solution to the above defining equation.

Theorem 4.5.3 (LMOV integrality). [166, Theorem 1.1] LMOVc,β′ lifts to a Laurent polynomial in
𝑞 = eiℏ with integer coefficients.
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4.5.2.2 BPS integrality of logarithmic invariants. Now let (𝑆 |𝐷1 + 𝐷2) be a logarithmic Calabi–Yau
surface with boundary the union of two transversally intersecting smooth curves𝐷1, 𝐷2. To a tuple
(ĉ, β), where β is an effective curve class in 𝑆 satisfying 𝐷1 · β ≥ 0 and 𝐷2 · β > 0 and ĉ is a contact
condition of the form

ĉ =

(
0 · · · 0 𝑐1 . . . 𝑐𝑛 0
0 · · ·︸      ︷︷      ︸
𝑚 times

0 0 . . . 0 𝐷2 · β

)
for some 𝑐1, . . . , 𝑐𝑛 > 0 and𝑚 ≤ 𝑛, we associate a formal power series

BPSĉ,β(ℏ) ∈ QÈℏ2É

solving the recursive system

(−1)𝐾𝑆 ·β+1
∑
𝑔≥0

ℏ2𝑔−1+𝑛 LGW𝑔,ĉ,β(𝑆 |𝐷1 + 𝐷2)

=:
( 𝑛−𝑚∏
𝑖=1

2 sin ℏ𝑐𝑖
2

𝑐𝑖

) (
1
𝑚!

𝑛∏
𝑖=𝑛−𝑚+1

2 sin ℏ𝑐𝑖
2

) (
2 sin ℏ(𝐷2·β)

2

) ∑
𝑘 | (ĉ,β)

𝑘𝑛−1
(
2 sin ℏ𝑘

2

)−2
BPSĉ/𝑘,β/𝑘 (𝑘ℏ) .

(4.37)

Again, one can check that

BPSĉ,β =
(
2 sin ℏ

2

)2 ( 𝑛−𝑚∏
𝑖=1

𝑐𝑖

2 sin ℏ𝑐𝑖
2

) (
1
𝑚!

𝑛∏
𝑖=𝑛−𝑚+1

1

2 sin ℏ𝑐𝑖
2

)
1

2 sin ℏ(𝐷2·β)
2

×
∑
𝑘 | (ĉ,β)

μ(𝑘) 𝑘𝑚−1 (−1)𝐾𝑆 ·β/𝑘+1
∑
𝑔≥0
(𝑘ℏ)2𝑔−1+𝑛 LGW𝑔,ĉ/𝑘,β/𝑘 (𝑆 |𝐷1 + 𝐷2)

is indeed a solution to this defining equation. Motivated by the last section we expect the following.

Conjecture 4.5.4. BPS𝑐,β lifts to a Laurent polynomial in 𝑞 = eiℏ with integer coefficients.

Evidence for the conjecture comes from the following immediate corollary of Yu’s LMOV integrality
(Theorem 4.5.3) and our logarithmic-open correspondence (Theorem 4.2.9).

Theorem 4.5.5. Conjecture 4.5.4 holds if (𝑆 |𝐷1 +𝐷2) satisfies Assumption★. Especially, if (𝑋, 𝐿, f) is the
toric triple from Construction 4.2.8 we have

BPSĉ,β = LMOVc,β′ . □

Note that the pattern in which the sine factors enter the right-hand side of equation (4.37) naturally
suggests a generalisation to the case where we permit more than one point of contact with 𝐷2. It
remains to be seen whether BPS integrality persists in this case as well.
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Part II

Gromov–Witten theory and
the refined topological string
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Chapter

Refined Gromov–Witten invariants 5
This section contains work in progress and will be made available alongside other results in a joint
paper [34] with Andrea Brini once completed.

Abstract. We propose an interpretation of the refined topological string on a Calabi–Yau threefold
𝑋 in terms of equivariant Gromov–Witten theory of the Calabi–Yau fivefold𝑋 ×A2 in case𝑋 admits
the action of a torus scaling the canonical bundle non-trivially. We formulate a refined BPS integral-
ity conjecture and provide evidence in case 𝑋 is the resolved conifold or a local del Pezzo surface.
In the latter case we do so by relating the Nekrasov–Shatashvili limit of the refined local surface
invariants to the relative Gromov–Witten invariants of the surface relative a smooth anticanonical
curve.

5.1 Introduction
The free energy of the A-model topological string on a Calabi–Yau threefold 𝑋 has a well accepted
mathematical formulation as the generating series of Gromov–Witten invariants of this geometry

GWβ(𝑋 ) =
∑
𝑔≥0
(−𝑢2)𝑔−1

∫
[𝑀𝑔,β (𝑋 )]virt

1 ∈ Q((𝑢)) . (5.1)

This twofold description of essentially one and the same object in a mathematically rigorous and a
more intuitive physics setting has been a major catalyser for the fields rapid development.

Motivated by Nekrasov’s calculations of instanton partition functions in supersymmetric gauge
theory [144] it was expected that GWβ(𝑋 ) should admit a natural one parameter refinement: a
series in two variables ϵ1 and ϵ2which restricts to the original one upon specialising to ϵ1 = −ϵ2 = 𝑢.
The anticipated quantum field theory giving rise to such a partition functionwas coined the refined
topological string but an explicit formulation of this theory remained elusive to the present day
with only partial progress made in topological [10, 11, 142, 147] and physical string theory [86,
150]. At the same time the B-model interpretation found in [110] proves to be highly successful
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[49, 88, 89] which clearly hints towards the existence of an A-model, or in mathematical terms, a
Gromov–Witten type counterpart.

In this note we aim to close this gap by proposing a formulation of the A-model refined topological
string in terms of equivariant Gromov–Witten theory of the extended target geometry 𝑋 × A2.
We will present several preliminary results which indicate that our proposal indeed satisfies many
properties anticipated in the physics literature. All here mentioned results will appear alongside
others in a joint paper [34] with Andrea Brini once completed.

5.1.1 Refined Gromov–Witten invariants

Consider the generating series of equivariant Gromov–Witten invariants of 𝑋 × A2:

GWβ(𝑋 × A2,𝑇 ) “ :=”
∑
𝑔≥0

∫
[𝑀𝑔,β (𝑋×A2)]virt𝑇

1 . (5.2)

Here, the right-hand side integral is defined via localisation with respect to a torus𝑇 � G2
m which

we assume is acting on 𝑋 × A2 in a way that

(i) the induced action on ω𝑋×A2 is trivial,

(ii) the induced action on ω𝑋 is non-trivial,

(iii) it contains the anti-diagonal torus action on A2.

We may expand the series GWβ(𝑋 × A2,𝑇 ) as a formal Laurent series in the 𝑇 -weights on the
two affine directions A2 which we denote by −ϵ1 and −ϵ2. Under mild assumptions on 𝑋 (see
Lemma 5.2.4) it takes the form

GWβ(𝑋 × A2,𝑇 ) ∈ (ϵ1ϵ2)−1QÈϵ1, ϵ2É .

We claim that this generating series is the Gromov–Witten formulation of the refined topological
string free energy. As a first sanity check we verify in Proposition 5.2.6 that it indeed specialises the
original generating series upon setting ϵ1 = −ϵ1 = 𝑢:

GWβ(𝑋 × A2,𝑇 )
���ϵ1=𝑢
ϵ2=−𝑢

= GWβ(𝑋 ) .

This result crucially requires condition (iii) on the𝑇 -action. Property (ii) guarantees that we obtain
a non-trivial refinement (see Remark 5.2.8) and experimentally condition (i) seems to be important
for the generating series to satisfy all properties anticipated in the physics literature. However, so
far we are lacking a conceptual explanation for why this property has to be imposed. One instance
where it seems to be rather crucial is the following.

Conjecture 5.A. (Conjecture 5.2.9) As a formal Laurent series in ϵ1 and ϵ2 the generating series

GWβ(𝑋 × A2,𝑇 )

does not depend the choice of𝑇 -action on 𝑋 × A2 if (i)–(iii) hold and𝑀𝑔,β(𝑋 ) is proper for all 𝑔 ≥ 0.

We provide evidence for the above conjecture in the case when𝑋 is the resolved conifold and illus-
trate the importance of the properness assumption in the example 𝑋 = TotOP1 (−2) ⊕ OP1 .
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5.1.2 BPS integrality

Thephysics community formulates numerous expectedproperties for the refined topological string.
In most cases these constitute natural refinements of features enjoyed by the usual (unrefined)
topological string. One such example is BPS integrality which predicts that the generating series,
which is a formal Laurent series with rational coefficients, is governed by a finite number of integer
invariants usually called Gopakumar–Vafa or BPS invariants. We formulate this conjecture in three
increasing levels of strength and decreasing level of generality:

• Rationality: GWβ(𝑋 × A2,𝑇 ) lifts to a rational function in eϵ1/2, eϵ2/2 (Conjecture 5.5.1)

• Integrality: Up to some resummation this function has integer coefficients (Conjecture 5.5.4)

• Geometric interpretation: These integer invariants admit a geometric interpretation in terms
of Maulik–Toda type Gopakumar–Vafa invariants (Conjecture 5.5.9)

Specialising to ϵ1 = −ϵ2 this recovers conjectures which are already known in the literature. In this
limit the rationality and integrality conjecture go back to Gopakumar and Vafa [68, 69] and were
proven in [55, 92].

The third conjecture is formulated in the setting of local del Pezzo surfaces and is very much in-
fluenced by the observations of Kononov–Pi–Shen [107] and Bousseau [22]. In the unrefined limit
it recovers Maulik and Toda’s proposal for Gopakumar–Vafa invariants in the special case of local
surfaces [135].

We provide evidence for the integrality conjecture by proving that (for a fairly general class of 𝑇 -
actions) the refined Gromov–Witten generating series of the resolved conifold indeed takes the
form predicted in the physics literature [94].

We also make progress when 𝑋 = 𝐾𝑆 is a local del Pezzo surface. In the so called Nekrasov–
Shatashvili limit (ϵ2 = 0) we prove that the rationality conjecture holds for all del Pezzo surfaces
and the establish the strongest version of the conjecture for local P2 in this limit. Our proof utilises
a correspondence between

ϵ2 GWβ(𝑋 × A2,𝑇 )
���ϵ1=ℏ
ϵ2=0

and the Gromov–Witten theory of 𝑆 relative a smooth anticanonical curve. This is combined with
results of Bousseau [20, 22, 25] who proves the respective conjectures in the context of relative
Gromov–Witten theory.

5.1.3 The Nekrasov–Shatashvili limit of local surfaces

Let us quickly summarise the just teased correspondence between the Nekrasov–Shatashvili and
relative Gromov–Witten invariants in the context of local surfaces. Let 𝑆 be a smooth del Pezzo
surface and𝐷 a smooth anticanonical curve. We consider the generating series of relative Gromov–
Witten invariants of (𝑆 |𝐷) enumerating stable maps with maximum tangency along 𝐷 together
with an insertion of the top Chern class of the Hodge bundle:

GWβ(𝑆 |𝐷) :=
(−1)𝐷 ·β+1
𝐷 · β

∑
𝑔≥0

ℏ2𝑔−1
∫
[𝑀𝑔,0,(𝐷 ·β),β (𝑆 |𝐷)]virt

λ𝑔 .

The following comparison holds.
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Theorem 5.B. (Corollary 5.4.3) We have

ϵ2GWβ(𝐾𝑆 ,𝑇 )
���ϵ1=ℏ
ϵ2=0

= GWβ(𝑆 |𝐷) .

We will actually prove a much stronger version of the above correspondence and establish it as a
cycle valued identity in Theorem 5.4.1.

The theorem is remarkable in the regard that for local surfaces the equivariant parameter ϵ1 exhibits
an interpretation as a genus counting variable when we set ϵ2 equal to zero. A similar observation
can be made for the resolved conifold but we do not expect such a feature for general targets.

5.1.4 Structure of this chapter

We carefully define the refined Gromov–Witten generating series GWβ(𝑋 × A2,𝑇 ) and discuss
some of its basic properties in Section 5.2. This includes the proof that the unrefined limit correctly
reproduces the original generating series of Gromov–Witten invariants of𝑋 and a discussion of the
dependence on the choice of torus action.

We continuewith two case studies. In Section 5.3we explicitly compute the refinedGromov–Witten
generating series for certain local P1 geometries including the resolved conifold. In 5.4 we then turn
towards local surface geometries where we carry out a detailed study of the Nekrasov–Shatashvili
limit ϵ2 = 0. The main result of this section is the correspondence theorem 5.B.

We close with a discussion of refined BPS integrality in Section 5.5. We use our earlier case studies
to provide non-trivial evidence for our conjectures.

5.1.5 Context & outlook

5.1.5.1 K-theoretic Donaldson–Thomas theory. Our proposal for a Gromov–Witten type formulation
of the refined topological string is very much informed by the five-dimensional point of view that
Nekrasov and Okounkov take on Donaldson–Thomas theory [143]. In their K-theoretic refinement
of Donaldson–Thomas theory the box counting parameter q should be thought as the character
of the anti-diagonal torus acting on the extended target 𝑋 × A2. The parallel in our approach to
Gromov–Witten theory is that the the genus counting parameter 𝑢 is interpreted as the first Chern
class of the representation q.
We claim that this parallel is not just an analogy but we conjecture that the Gromov–Witten theory
of𝑋 ×A2 is the appropriate counterpart to K-theoretic Pandharipande–Thomas theory refining the
PT-GW correspondence. In combination with Conjecture 5.5.1–5.5.9 we expect a triad

Refined BPS
invariants

Equivariant GW
invariants of 𝑋 × A2

K-theoretic PT
invariants of 𝑋

←

←
←

←

← ←

(5.3)

Wewill carefully state a refined PT-GW correspondence in [34]. Moreover, wewill explain how this
correspondence actually implies our rigidity conjecture (Conjecture 5.2.9). Indeed, in K-theoretic
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Pandharipande–Thomas theory an analogous phenomenon occurs and is proven by Nekrasov and
Okounkov in [143, Theorem 1].

5.1.5.2 Supersymmetric gauge theory. The horizontal correspondence conjectured in (5.3) also allows
to make a connection with our initial motivation which was to find an interpretation of Nekrasov’s
instanton partition function in terms of Gromov–Witten theory. In special instances it is known
that via geometric engineering Pandharipande–Thomas theory on a Calabi–Yau threefolds 𝑋 cor-
responds to supersymmetric gauge theory onA2 with gauge group𝐺𝑋 depending on the threefold
geometry. In the refined setting this correspondence is for instance reviewed and established for the
resolved conifold in [157]. The motivic calculations in loc. cit. and [139] match with the K-theoretic
ones (compare e.g. with[105, Section 4]) which in turn are perfectly compatible with our calcula-
tion of the refined Gromov–Witten generating series for the resolved conifold (Proposition 5.3.1).
It would certainly be interesting to study this correspondence in more complicated examples.

5.1.5.3 B-model. The B-model of the refined topological string has been studied extensively in the
physics literature by Choi–Huang–Katz–Klemm [49, 88, 89]. As the refinement only affects the
higher genus amplitudes, mirror symmetry is unaffected in genus zero where Gromov–Witten in-
variants of some target geometry are encoded in periods of themirror family. The B-model counter-
part of the generating series of higher genus refined invariants is expected to enjoy the samemodu-
lar properties as its unrefined counterpart. Moreover, it is expected to exhibit a slight modification
of Bershadsky–Cecotti–Ooguri–Vafa’s holomorphic anomaly as suggested by Krefl and Walcher
[110]. For several geometries it was observed that these features combined with certain boundary
conditions fix the refined B-model invariants uniquely [89]. Conjecturally, these properties should
be enjoyed by our refined Gromov–Witten generating series as well and we will partly verify these
predictions for local P2 in [34].

Via the link between refined B-model invariants and motivic stable pair invariants, experimentally
observed by Choi–Katz–Klemm in [49], this will provide further evidence for the vertical corre-
spondence in (5.3) since for proper moduli spaces motivic and K-theoretic invariants agree. (Re-
garding the last statement, compare [143, Equation (64)] with [54, Equation (1.4)]).

In [21] Bousseau–Fan–Guo–Wu prove that
∑
β GWβ(P2 |𝐷)𝑄β enjoys exactly the same modular

properties and the holomorphic anomaly equation expected to be satisfied by the Nekrasov–Sha-
tashvili limit of the refined topological string on localP2. Our correspondence theorem 5.B provides
a conceptual explanation for this observation.

It remains to be seen whether our proposal meets all B-model predictions from [49, 88, 89]. A
verification of these featureswould certainly demonstrate amajor proof of concept for our proposal.
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5.2 The equivariant refinement
In this section we define the refined Gromov–Witten generating series of a Calabi–Yau threefold
and prove some of its basic properties. We start with a discussion of the geometric setup.

5.2.1 The geometric setup

Throughout this section let𝑋 be a smooth quasi-projective Calabi–Yau threefold. Moreover, we fix
the action of a torus𝑇 on 𝑋 × A2 satisfying

Assumption t.

(i) the induced𝑇 -action on ω𝑋×A2 is trivial,

(ii) the induced𝑇 -action on ω𝑋 is non-trivial,

(iii) there is a subtorus σ− : Gm ↩→ 𝑇 for which the restricted action on A2 is

Gm × A2 −→ A2,
(
𝑡, (𝑦1, 𝑦2)

)
↦−→ (𝑡𝑦1, 𝑡−1𝑦2) , (5.4)

(iv) 𝑇 is isomorphic to G2
m.

We will refer to σ− : Gm ↩→ 𝑇 as the anti-diagonal subtorus.

Remark 5.2.1. Condition (ii) demands that 𝑋 admits a non-trivial torus action meaning that 𝑋
cannot be proper.

Construction 5.2.2. If we are given a Calabi–Yau threefold 𝑋 with an action of a one-dimensional
torus

α : Gm × 𝑋 −→ 𝑋

satisfying (ii) there is a natural way to extend this action to one satisfying Assumption t. Indeed,
by possibly passing to a cover of Gm we may assume that the character which Gm is acting on ω−1𝑋
with admits a square root q+. We obtain an action of𝑇 = G2

m on 𝑋 × A2 by declaring that the first
factor acts via

Gm × (𝑋 × A2) −→ 𝑋 × A2(
𝑡, (𝑥, 𝑦1, 𝑦2)

)
↦−→ (α(𝑡, 𝑥), q−1+ (𝑡)𝑦1, q−1+ (𝑡)𝑦2)

and the second factor leaves 𝑋 invariant and scales the two affine directions as in (5.4).

We now set the notation used throughout this chapter. Given the action of a torus 𝑇 on 𝑋 × A2

satisfying Assumption t we write q1, q2 for the inverse of the characters which 𝑇 acts on the two
affine directions with respectively. We identify a character with its induced one dimensional rep-
resentation and set

ϵ𝑖 := 𝑐
𝑇
1(q𝑖) ∈ CH∗𝑇 (pt)

for 𝑖 ∈ {1, 2}. By assumption (i)–(iii) the weights ϵ1 and ϵ2 are linearly independent. Thus, condi-
tion (iv) implies that the𝑇 -equivariant Chow cohomology of a point is generated by these elements:

𝑅𝑇 := CH∗𝑇 (pt) � Q [ϵ1, ϵ2] . (5.5)

Let us write 𝑄𝑇 for the localisation of 𝑅𝑇 to the multiplicative subset of homogenous elements of
strictly positive degree. Note that this way𝑄𝑇 inherits the degree grading of 𝑅𝑇 . Denote by 𝑅𝑇 and
𝑄𝑇 the completion of these rings with respect to the filtration induced by the grading. Of course,
under the isomorphism (5.5) we may identify 𝑅𝑇 � QÈϵ1, ϵ2É.
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5.2.2 Definition of the refinement

As we observed in Remark 5.2.1 any 𝑋 which admits a torus action on 𝑋 × A2 satisfying Assump-
tion tmust be non-proper. In a large number of interesting cases, however,𝑋 satisfies the following
weaker properness condition with respect to some fixed effective curve class β.

Assumption p. The moduli stack𝑀𝑔,β(𝑋 ) is proper for all 𝑔 ≥ 0.

Examples of non-proper 𝑋 satisfying the above condition for all effective curve classes include the
resolved conifold and local del Pezzo surfaces.

We fix an effective curve class β in 𝑋 such that Assumption p is satisfied. We propose that the
free energy of the refined topological string is nothing but the generating series of 𝑇 -equivariant
Gromov–Witten invariants of 𝑋 × A2. Since the moduli stack of stable maps to this target is not
proper we define the latter invariants via localisation with respect to the action of the anti-diagonal
subtorus σ− : Gm ↩→ 𝑇 . Indeed, by assumption the fixed locus

𝑀𝑔,β(𝑋 × A2)σ− ⊆ 𝑀𝑔,β(𝑋 )

is proper. Writing 𝑁 virt for the virtual normal bundle of𝑀𝑔,β(𝑋 ) in𝑀𝑔,β(𝑋 × A2) we find that∫
[𝑀𝑔,β (𝑋 )]virt𝑇

1

𝑒𝑇
(
𝑁 virt

)
is an element of the (2𝑔 − 2)-graded piece of𝑄𝑇 . Summing over all genera we hence obtain a well
defined element in the completion of the ring.

Definition 5.2.3. We define the refined Gromov–Witten generating series of 𝑋 as

GWβ(𝑋 × A2,𝑇 ) :=
∑
𝑔≥0

∫
[𝑀𝑔,β (𝑋 )]virt𝑇

1

𝑒𝑇 (𝑁 virt) ∈ 𝑄𝑇 .

We can be more precise regarding the shape of the above generating series. Note that as an element
in equivariant K-theory the virtual normal bundle is given by

𝑁 virt =
(
q1 − E∨𝑔q1

)
+

(
q2 − E∨𝑔q2

)
where E𝑔 is the Hodge bundle on 𝑀𝑔,β(𝑋 ). As usual we will denote its Chern classes by λ𝑘 :=
𝑐𝑘 (E𝑔). Then

1

𝑒𝑇
(
q𝑖 − E∨𝑔 q𝑖

) =
∑
𝑘≥0

λ𝑘 (−1)𝑘ϵ𝑔−𝑘−1𝑖 =: Λ(ϵ𝑖)

and so we may write

GWβ(𝑋 × A2,𝑇 ) =
∑
𝑔≥0

∫
[𝑀𝑔,β (𝑋 )]virt𝑇

Λ(ϵ1) Λ(ϵ2) . (5.6)

As an immediate consequence we obtain

Lemma 5.2.4. Under Assumption t and p we have

GWβ(𝑋 × A2,𝑇 ) ∈ (ϵ1ϵ2)−1QÈϵ1, ϵ2Éeven
where the subscript È·Éeven indicates that the power series is invariant under (ϵ1, ϵ2) ↦→ (−ϵ1,−ϵ2). More-
over, if the𝑇 -action is as in Construction 5.2.2 we have

GWβ(𝑋 × A2,𝑇 ) ∈ (ϵ1ϵ2)−1QÈ(ϵ1 − ϵ2)2, (ϵ1 + ϵ2)2É .
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Proof. The product ϵ1ϵ2 GWβ(𝑋 ×A2,𝑇 ) is a formal power series in ϵ1 and ϵ2 by equation (5.6). As
each term on the right-hand side sum of equation (5.6) is an evenly graded element of𝑄𝑇 the first
part of the lemma follows.

The second part of the lemma is due to the fact that GWβ(𝑋 × A2,𝑇 ) is symmetric under the ex-
change (ϵ1, ϵ2) ↦→ (ϵ2, ϵ1) since Λ(ϵ1)Λ(ϵ2) is and for actions such as the one in Construction 5.2.2
the torus 𝑇 acts on 𝑋 (and therefore on 𝑀𝑔,β(𝑋 )) through the character q+ = (q1q2)1/2. Conse-
quently, when localising [𝑀𝑔,β(𝑋 )]virt𝑇 we can only get a dependence on (ϵ1 + ϵ2). □

Remark 5.2.5. In case Assumption p is not satisfied one may still define GWβ(𝑋 ×A2,𝑇 ) via locali-
sation with respect to a cocharacter σ whose fixed locus𝑀𝑔,β(𝑋 ×A2)σ is proper. However, in this
case the generating seriesmay take amore complicated form than the one described in Lemma 5.2.4.

5.2.3 The unrefined limit

As a sanity checkwe should demonstrate that the refinedGromov–Witten generating series of𝑋 in-
deed specialises to the one encoding the Gromov–Witten invariants of𝑋 upon setting ϵ1 = −ϵ2 = 𝑢.
We call this specialisation the unrefined limit. Note that more formally speaking this specialisa-
tion should be interpreted as the restriction to the anti-diagonal subtorus. Indeed, an inclusion of
subgroups such as σ− : Gm ↩→ 𝑇 gives rise to a restriction map

res𝑇,Gm : CH𝑇𝑘(∗) −→ CHGm
𝑘
(∗)

in equivariant homology and cohomology. This morphism is compatible with push-forward, for-
mation of virtual fundamental classes and Chern classes. Let us write q𝑖 |Gm for the restriction of q𝑖
to the anti-diagonal subtorus and set

𝑢 := 𝑐Gm
1

(
q1 |Gm

)
.

Then since the anti-diagonal subtorus acts with opposite weight on the second affine direction the
restriction of ϵ2 is

𝑐
Gm
1

(
q2 |Gm

)
= −𝑢 .

Hence, viewed as a formal power series, the restriction

res𝑇,GmGWβ(𝑋 × A2,𝑇 ) ∈ 𝑄Gm

is indeed obtained from GWβ(𝑋 × A2,𝑇 ) by simply substituting ϵ1 = −ϵ2 = 𝑢.

Proposition 5.2.6. We have

GWβ(𝑋 × A2,𝑇 )
���ϵ1=𝑢
ϵ2=−𝑢

=
∑
𝑔≥0
(−𝑢2)𝑔−1

∫
[𝑀𝑔,β (𝑋 )]virt

1 .

The proposition is an immediate consequence of the following observation of Mumford.

Lemma 5.2.7 (Mumford’s relation). [140, Section 5] We have

Λ(𝑢) Λ(−𝑢) = (−𝑢2)rkE ·−1 .
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Proof of Proposition 5.2.6. Applying the restriction map to equation (5.6) gives

res𝑇,GmGWβ(𝑋 × A2,𝑇 ) =
∑
𝑔≥0

∫
[𝑀𝑔,β (𝑋 )]virtGm

Λ(𝑢) Λ(−𝑢)

=
∑
𝑔≥0
(−𝑢2)𝑔−1

∫
[𝑀𝑔,β (𝑋 )]virtGm

1

where to get the last line we used Mumford’s relation. The claim then follows from the fact that
the right-hand side integral gives an element in CH0

Gm
(pt) � Q and therefore agrees with its non-

equivariant limit. □

Remark 5.2.8. The arguments which go into the above proof also explain the relevance of condition
(ii) in Assumption t. If this property is not satisfied, meaning that𝑇 fixes ω𝑋 , then (i) implies that
ϵ1 = −ϵ2 in 𝑅𝑇 . Hence, by Mumford’s relation one finds that

GWβ(𝑋 × A2,𝑇 ) =
∑
𝑔≥0
(−ϵ21)𝑔−1

∫
[𝑀𝑔,β (𝑋 )]virt

1 .

So in order to obtain a non-trivial refinement we see that it is crucial to impose condition (ii).

5.2.4 Rigidity

Of course, our definition of the refined Gromov–Witten generating series a priori depends on the
choice of𝑇 -action on 𝑋 × A2. Hence, the following expectation might come as a surprise.

Conjecture 5.2.9 (Rigidity). Suppose Assumption t and p are satisfied. Then as a formal Laurent series
in ϵ1 and ϵ2 the generating series

GWβ(𝑋 × A2,𝑇 )
is independent of the choice of𝑇 -action on 𝑋 × A2.

First evidence for Conjecture 5.2.9 readily comes from Proposition 5.2.6. Note here that the obser-
vation that the unrefined limit does not depend on the choice of𝑇 -action is indeed non-trivial.

Further evidence for the conjecture comes from direct low degree calculations. If 𝑋 is toric, virtual
localisation [70] provides an explicit algorithm to compute GWβ(𝑋 × A2,𝑇 ) from the knowledge
of descendant integrals on the moduli space of curves as for instance reviewed in [120]. The latter
intersection numbers can be computed with the help of admcycles [53] or its predecessors [56,
163]. This method allowed us to compute the refined Gromov–Witten generating series of the re-
solved conifold, local P2 and local P1 × P1 to (bi)degree three up to contributions from genus five.
We can do so for arbitrary𝑇 -actions and find that Conjecture 5.2.9 holds in all considered cases.

Remark 5.2.10. There is an alternative formulation of the above conjecture: Let 𝑇 be the maximal
subtorus of the group of automorphisms of 𝑋 ×A2 which fixes ω𝑋×A2 . Let us still denote by ϵ1, ϵ2
the weights of the𝑇 -action on the two affine directions. Similar to Definition 5.2.3 one may define

GWβ(𝑋 × A2,𝑇 ) :=
∑
𝑔≥0

∫
[𝑀𝑔,β (𝑋 )]virt𝑇

Λ(ϵ1) Λ(ϵ2) ∈ 𝑄𝑇 .

Then the statement of Conjecture 5.2.9 is equivalent to saying thatGWβ(𝑋 ×A2,𝑇 ) lies in the subset

(ϵ1ϵ2)−1QÈϵ1, ϵ2É ⊂ 𝑄𝑇 .
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Remark 5.2.11. We already discussed the importance of condition (ii) and (iii) of Assumption t in
Section 5.2.3. In explicit localisation calculations we moreover experimentally observe that condi-
tion (i) seems to be crucial for the statement of Conjecture 5.2.9 to hold. The relevance of Assump-
tion p for the conjecture will be illustrated with an example in Section 5.3.2.

5.3Warm-up calculations: local P1 geometries
We now shift from a discussion of general features to concrete case studies. In this section we will
explicitly compute the refined Gromov–Witten generating series of two local P1 geometries.

5.3.1 The resolved conifold

We consider
𝑋 × A2 = Tot

(
OP1 (−1) ⊕ OP1 (−1) ⊕ OP1 ⊕ OP1

)
P1

←→

together with an arbitrary action of a two-dimensional torus 𝑇 satisfying Assumption t. We con-
tinue to denote the𝑇 -weights on the two trivial directions by ϵ1 and ϵ2. Additionally, let us write𝑢1
and 𝑢2 for the weights of the𝑇 -action on the twoOP1 (−1)-fibres over the torus fixed point 0 ∈ P1.
If these weights take a particular form we are able to give a closed form solution for the refined
Gromov–Witten generating series.

Proposition 5.3.1. Suppose 𝑢𝑖 = −ϵ 𝑗 for some 𝑖, 𝑗 ∈ {1, 2}. Then for all 𝑑 > 0 we have

GW𝑑 (𝑋 × A2,𝑇 ) = 1
𝑑

(
2 sinh

𝑑ϵ1
2

)−1 (
2 sinh

𝑑ϵ2
2

)−1
.

Remark 5.3.2. Note that Assumption p is satisfied in every degree 𝑑 > 0 as stable maps to𝑋 factor
through the zero section P1 ↩→ 𝑋 . Thus, we especially expect Conjecture 5.2.9 to hold for this
geometry. In other words, we expect the above stated formula to hold without the assumption that
𝑢𝑖 = −ϵ 𝑗 for some 𝑖, 𝑗 ∈ {1, 2}.

Proof of Proposition 5.3.1. We will only discuss the case 𝑢1 = −ϵ1 here since all other cases can be
treated similarly. We observe that under this assumption condition (i) fixes the 𝑇 -weight on the
second OP1 (−1)-fibre over the fixed point ∞ ∈ P1 to be −ϵ2. We degenerate the base P1 into a
union of two P1s in a way respecting the 𝑇 -action. We write 𝑝 for the 𝑇 -fixed point along which
the P1s are glued and assume that the two negative line bundles extend to the special fibre of the
degeneration as displayed below

OP1 (−1) ⊕ OP1 (−1) OP1 ⊕ OP1 (−1) OP1 (−1) ⊕ OP1

⇝ 𝑝

The degeneration formula [114] expressesGW𝑑 (𝑋×A2,𝑇 ) as a convolution of the relativeGromov–
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Witten invariants of the irreducible components of the special fibre:

GW𝑑 (𝑋 × A2,𝑇 ) =
∑
Γ1,Γ2

∏
𝑖 𝑑𝑖

|Aut(Γ1, Γ2) |
(ϵ1ϵ2)2|d|

×
∫
[𝑀Γ1 (P1 |𝑝)]virt𝑇

Λ(−ϵ1) 𝑒𝑇
(
R1π∗𝑓

∗OP1 (−1)
)
Λ(ϵ1) Λ(ϵ2)

×
∫
[𝑀Γ2 (P1 |𝑝)]virt𝑇

𝑒𝑇
(
R1π∗𝑓

∗OP1 (−1)
)
Λ(−ϵ2) Λ(ϵ1) Λ(ϵ2) .

Here, 𝑀Γ𝑗 (P1 |𝑝) is Li’s moduli stack of type Γ𝑗 stable maps to expanded degenerations of (P1 |𝑝)
[115]. The sum is over all possible types (Γ1, Γ2) a stable map can split over the degenerated target
and d is a partition of 𝑑 encoding the ramification profile over 𝑝 . The factor (ϵ1ϵ2)2|d| is due to the
normalisation exact sequence at the contact markings. Now by Mumford’s relation (Lemma 5.2.7)
we have

Λ(−ϵ𝑖) Λ(ϵ𝑖) = (−ϵ2𝑖 )−χ 𝑗/2

where χ 𝑗 is the Euler characteristic of the domain curves of relative stable maps of type Γ𝑗 . (This is
where we crucially use the assumption that 𝑢1 = −ϵ1.) The expression hence simplifies to

GW𝑑 (𝑋 × A2,𝑇 ) =
∑
Γ1,Γ2

∏
𝑖 𝑑𝑖

|Aut(Γ1, Γ2) |
(−1)−χ1/2 ϵ2|d|−χ11

∫
[𝑀Γ1 (P1 |𝑝)]virt𝑇

𝑒𝑇
(
R1π∗𝑓

∗OP1 (−1)
)
Λ(ϵ2)

×(−1)−χ2/2 ϵ2|d|−χ22

∫
[𝑀Γ2 (P1 |𝑝)]virt𝑇

𝑒𝑇
(
R1π∗𝑓

∗OP1 (−1)
)
Λ(ϵ1) .

Aquick dimension count as in the proof of [37, Lemma 6.3] shows that almost all terms in the above
sum vanish except the ones with a single contact marking, ie. d = (𝑑). Therefore, the expression
further simplifies to

GW𝑑 (𝑋 × A2,𝑇 ) = 𝑑
∑
𝑔1≥0
(−1)𝑔1−1 ϵ2𝑔11

∫
[𝑀𝑔1,(𝑑 ),𝑑 (P1 |𝑝)]virt𝑇

𝑒𝑇
(
R1π∗𝑓

∗OP1 (−1)
)
Λ(ϵ2)

×
∑
𝑔2≥0
(−1)𝑔2−1 ϵ2𝑔22

∫
[𝑀𝑔2,(𝑑 ),𝑑 (P1 |𝑝)]virt𝑇

𝑒𝑇
(
R1π∗𝑓

∗OP1 (−1)
)
Λ(ϵ1) .

The Gromov–Witten invariants appearing on the right-hand side have already been computed by
Bryan and Pandharipande in [37, Lemma 6.3] and read∫

[𝑀𝑔,(𝑑 ),𝑑 (P1 |𝑝)]virt𝑇

𝑒𝑇
(
R1π∗𝑓

∗OP1 (−1)
)
Λ(ϵ𝑖) =

(−1)𝑑−1
𝑑ϵ𝑖

[
𝑢2𝑔−1

] (
2 sin

𝑑𝑢

2

)−1
.

We insert this into our last expression for GW𝑑 (𝑋 × A2,𝑇 ) to arrive at the formula stated in the
proposition. □

5.3.2 A shifted example

The ideas which went into the proof of Proposition 5.3.1 can readily be used to compute the refined
Gromov–Witten generating series of the threefold

𝑋 = TotOP1(−2) ⊕ OP1(0)
for certain torus actions. Of course the moduli space of stable maps to 𝑋 is non-proper and so we
need to define GW𝑑 (𝑋 ×A2,𝑇 ) via localisation with respect to an appropriate cocharacter. We pick
some 𝑇 -action satisfying Assumption t and write ϵ0 for the weight of the 𝑇 -action on the affine
direction of 𝑋 .
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Proposition 5.3.3. If the𝑇 -action is so that ϵ0 = −ϵ𝑖 for some 𝑖 ∈ {1, 2} then

GW𝑑 (𝑋 × A2,𝑇 ) = 1
𝑑

(
2 sinh

𝑑ϵ𝑖
2

)−2
.

Moreover, GW𝑑 (𝑋 × A2,𝑇 ) vanishes if ϵ0 + ϵ1 + ϵ2 = 0.

Remark 5.3.4. We observe that for this particular target 𝑋 the refined Gromov–Witten generating
series does depend on the choice of torus action. This demonstrates the importance ofAssumptionp
in our rigidity conjecture (Conjecture 5.2.9).

Proof of Proposition 5.3.3. The first part of the Proposition 5.3.3 can be proven with the same argu-
mentswhichwent into the proof of Proposition 5.3.1 and is therefore left as an exercise to the reader.

The second part follows from the observation that the assumption ϵ0+ϵ1+ϵ2 = 0 and together with
(i) implies that the induced𝑇 -action on the holomorphic two-form ofTotOP1 (−2) is trivial. Hence,
the obstruction bundle has a trivial factor implying the vanishing of [𝑀𝑔,𝑑 (TotOP1 (−2))]virt𝑇 . □

Let us formulate a general expectation for the refined Gromov–Witten generating series of 𝑋 . For
this, as in Remark 5.2.10, we denote by 𝑇 � G4

m the maximal subtorus of the group of automor-
phisms of𝑋×A2which fix the canonical bundle. We continue towrite ϵ0, ϵ1 and ϵ2 for the respective
weights of the𝑇 -action on the three affine directions of TotOP1 (−2) × A3.

Conjecture 5.3.5. For all 𝑑 > 0 we have

GW𝑑 (𝑋 × A2,𝑇 ) = −1
𝑑

2 sinh 𝑑 (ϵ0+ϵ1+ϵ2)
2∏2

𝑖=0 2 sinh
𝑑ϵ𝑖
2

The conjectured formula is readily seen to be compatible with the special cases computed in Propo-
sition 5.3.3. We also verified the formula in a computer calculation for 𝑑 ≤ 3 up to contributions
from genus five.

5.4 The Nekrasov–Shatashvili limit for local surfaces
We continue the discussion of explicit examples and consider local surfaces in this section. For
these geometries the scaling action on the fibre direction provides us with a natural torus action
on the fivefold via Construction 5.2.2. The main result of this section is an identification of the so
called Nekrasov–Shatashvili limit (ϵ2 = 0) with the Gromov–Witten theory of the surface relative
a smooth anticanonical divisor. Later in Section 5.5 we will employ this correspondence in order to
provide evidence for a refined BPS integrality conjecture.

5.4.1 Statement of the correspondence

5.4.1.1 Fivefold invariants. Let 𝑆 be a smooth projective surface and 𝐷 a smooth curve in 𝑆 . We
consider the action of𝑇 = G2

m on

𝑍 = Tot
(
O𝑆 (−𝐷) ⊕ O𝑆 ⊕ O𝑆

)
𝑆

←→ (5.7)
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leaving the base invariant and scaling the fibres with weight (1, 1), (−1, 0) and (0,−1) respectively.
We remark that we do not necessarily assume 𝑍 to be Calabi–Yau (or in other words 𝐷 to be anti-
canonical) in what follows.

Under the assumption that𝐷2 ≥ 0, all stablemaps toTotO𝑆 (−𝐷) of classβ intersecting𝐷 positively
factor through the zero section 𝑆 ↩→ TotO𝑆 (−𝐷). Hence

𝑀𝑔,𝑛,β(O𝑆 (−𝐷)) = 𝑀𝑔,𝑛,β(𝑆)

which especially means that Assumption p holds for all curve classes β with 𝐷 · β > 0. Note that
the virtual fundamental classes however differ by an insertion

[𝑀𝑔,𝑛,β(O𝑆 (−𝐷))]virt𝑇 = 𝑒𝑇
(
R1π∗𝑓

∗O𝑆 (−𝐷)
)
∩ [𝑀𝑔,𝑛,β(𝑆)]virt .

We introduce the notation

[𝑀𝑔,𝑛,β(𝑍 )]virtσ−𝑇
:= Λ(ϵ1) Λ(ϵ2) 𝑒𝑇

(
R1π∗𝑓

∗O𝑆 (−𝐷)
)
∩ [𝑀𝑔,𝑛,β(𝑆)]virt

for the virtual fundamental class of stable maps to the extended target𝑍 localised at the cocharacter
σ− : Gm ↩→ 𝑇, 𝑡 ↦→ (𝑡, 𝑡−1). In this sectionwill be concernedwith a detailed study of theNekrasov–
Shatahvili limit of this cycle. By this we mean the restriction to the inclusion of first factor

Gm ↩→ G2
m = 𝑇 .

Since the 𝑇 -action on 𝑀𝑔,β(𝑆) is trivial, the restriction morphism essentially sets ϵ2 equal to zero.
Writing ℏ for the restriction of ϵ1, the object of study in this section hence is

ϵ2 [𝑀𝑔,𝑛,β(𝑍 )]virtσ−𝑇

���ϵ1=ℏ
ϵ2=0

= (−1)𝑔λ𝑔 Λ(ℏ) 𝑒Gm
(
R1π∗𝑓

∗O𝑆 (−𝐷)
)
∩ [𝑀𝑔,𝑛,β(𝑆)]virt .

5.4.1.2 Relative invariants. Let d = (𝑑1, . . . , 𝑑𝑚) be an ordered partition of 𝐷 · β > 0 where we
assume that 𝑑𝑖 > 0 for all 𝑖 ∈ {1, . . . ,𝑚}. We write

𝑀𝑔,𝑛,d,β(𝑆 |𝐷)

for Kim’s moduli stack of genus 𝑔, class β stable logarithmic maps to expanded degenerations of
(𝑆 |𝐷)with𝑛 interiormarkings and𝑚markingswith tangency profile d along𝐷 [100]. Thismoduli
stack comes with a forgetful morphism

ϕ : 𝑀𝑔,𝑛,d,β(𝑆 |𝐷) −→ 𝑀𝑔,𝑛,β(𝑆) .

If 𝐷 is anticanonical the virtual dimension of the moduli problem is 𝑔 + 𝑛 +𝑚 − 1. So in the case
𝑛 = 0,𝑚 = 1 we may cap with the top Chern class of the Hodge bundle and form the following
generating series in ℏ:

GWβ(𝑆 |𝐷) :=
(−1)𝐷 ·β+1
𝐷 · β

∑
𝑔≥0

ℏ2𝑔−1
∫
[𝑀𝑔,0,(𝐷 ·β),β (𝑆 |𝐷)]virt

λ𝑔 .

5.4.1.3 The correspondence. The main result of this section is the following cycle valued identity
relating the Nekrasov–Shatashvili limit of equivariant Gromov–Witten theory of TotO𝑆 (−𝐷) ×A2

with the relative Gromov–Witten theory of (𝑆 |𝐷).
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Theorem 5.4.1. Suppose 𝐷 is a smooth genus one curve with 𝐷2 ≥ 0 and β is an effective curve class
satisfying 𝐷 · β > 0. Then for all 𝑔, 𝑛 ≥ 0 we have

ϵ2 [𝑀𝑔,𝑛,β(𝑍 )]virtσ−𝑇

���ϵ1=ℏ
ϵ2=0

=
∑
𝑚>0

ℏ2𝑔+𝑚−2
∑

𝑑1,...,𝑑𝑚>0∑
𝑖 𝑑𝑖=𝐷 ·β

(−1)𝐷 ·β−1
𝑚!

∏𝑚
𝑖=1 𝑑𝑖

ϕ∗
(
λ𝑔 ∩ [𝑀𝑔,𝑛,d,β(𝑆 |𝐷)]virt

)
. (5.8)

Remark 5.4.2. Specialising the above theorem to 𝑔 = 0 and taking the non-equivariant limit we re-
produce a special instance of the log-local correspondence of van Garrel, Graber and Ruddat [64].
Contrary, the log-local correspondence of Bousseau–Fan–Guo–Wu [21, Theorem 1.1] generalising
the one of van Garrel–Graber–Ruddat to all genus is in some sense orthogonal to our correspon-
dence as it connects the unrefined limit with the relative Gromov–Witten theory of (𝑆 |𝐷). Hence,
combining [21, Theorem 1.2] with Theorem 5.4.1 we obtain a correspondence relating the unre-
fined and the Nekrasov–Shatashvili limit of local surfaces. An instance where a similar constraint
relating these two limits appears the physics literature is given by a specialisation of the blow-up
equations for the refined topological string studied in [90]. It seems interesting to compare the two
relations.

Specifying to the case where𝐷 is an anticanonical curve in 𝑆 and pushing identity (5.8) forward to
the point we immediately obtain

Corollary 5.4.3. Suppose 𝑆 supports a smooth anticanonical curve 𝐷 with 𝐷2 ≥ 0. Then for all curve
classes β with 𝐷 · β > 0 we have

ϵ2 GWβ(𝐾𝑆 × A2,𝑇 )
���ϵ1=ℏ
ϵ2=0

= GWβ(𝑆 |𝐷) .

The rest of this section is dedicated to the proof of Theorem 5.4.1.

5.4.2 Degeneration

Our proof follows the same approach as [64] and uses a degeneration to the normal cone argument.
Since this technique has become a well-established approach (see for instance [17, 21, 148, 160]) we
economise on details.

Given a surface 𝑆 together with a smooth curve𝐷 ⊂ 𝑆 , we consider the degeneration to the normal
cone of 𝐷 in 𝑆

S = Bl𝐷×{0} (𝑆 × A1) → A1 .

This is a family overA1 with general fibre 𝑆 and special fibre S0 obtained by gluing 𝑆 along𝐷 with
𝑃 = P𝐷 (O𝐷 ⊕ 𝑁𝐷𝑆) along the zero section which we denote by 𝐷0.

Further, denote byD the proper transform of𝐷 ×A1. Its intersection with a general fibre is𝐷 ↩→ 𝑆
while its intersection with the special fibre is the infinity section 𝐷∞ of 𝑃 . We will write Z for the
total space of

OS (−D) ⊕ OS ⊕ OS

and consider the same fibre wise𝑇 -action on Z as in (5.7).

5.4.3 Decomposition

Compositionwith the blowupmorphismS0 → 𝑆 contracting the component𝑃 gives a pushforward
morphism

ρ : 𝑀𝑔,𝑛,β(S0) −→ 𝑀𝑔,𝑛,β(𝑆)
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under which
[𝑀𝑔,𝑛,β(𝑍 )]virtσ− = ρ∗ [𝑀𝑔,𝑛,β(Z0)]virtσ− . (5.9)

The degeneration formula for stable logarithmic maps [99] decomposes the right-hand side cycle
into contributions labelled by certain decorated graphs Γ which we call splitting types. This is the
datum of a bipartite graph with edges 𝐸 (Γ), legs 𝐿(Γ) and vertices 𝑉 (Γ) = 𝑉𝑆 (Γ) t 𝑉𝑃 (Γ) split
into 𝑆- and 𝑃 -vertices. Moreover, each edge 𝑒 is decorated with a contact order 𝑑𝑒 ∈ Z>0 and to
each vertex 𝑣 we assign a genus 𝑔𝑣 ∈ Z≥0 and a curve class β𝑣 in either 𝑆 or 𝑃 . Lastly, the datum
of a splitting type also includes a bijection 𝐿(Γ) � {1, . . . , 𝑛} and for convenience also a labelling
𝐸 (Γ) � {1, . . . ,𝑚}. This datum is subject to the usual compatibility conditions with the discrete
datum (𝑔, β).

Following [99], for each Γ as above there is an associated moduli stack 𝑀Γ parametrising stable
logarithmic maps to S0 of type Γ. It admits a finite morphism ι : 𝑀Γ −→ 𝑀𝑔,𝑛,β(𝑆) and an étale
morphism ν to the fibre product

𝑀Γ

⊙
𝑣 𝑀𝑣

∏
𝑣 𝑀𝑣

∏
𝑒 𝐷0

∏
𝑣
∏
𝑒3𝑣 𝐷0 .

←→ν ← →

←→ □ ←→

←→Δ

By the degeneration formula for stable logarithmic maps [99, Theorem 1.5] we have

[𝑀𝑔,𝑛,β(S0)]virt =
∑
Γ

lcm(𝑑𝑒)
𝑚!

ι∗ν
∗Δ!∏

𝑣 [𝑀𝑣]virt (5.10)

where the sum is over all splitting types. Now observe that there is a morphism θ :
⊙

𝑣 𝑀𝑣 →
𝑀𝑔,𝑛,β(𝑆) which composes a stable map with the blowup morphism and glues the domain curve
along edge markings. This morphism makes the diagram

𝑀Γ

⊙
𝑣 𝑀𝑣

𝑀𝑔,𝑛,β(S0) 𝑀𝑔,𝑛,β(𝑆)

←→ ι

← →ν

←→ θ

←→ρ

commute. In combination with the degeneration formula (5.10) we obtain

ρ∗ [𝑀𝑔,𝑛,β(S0)]virt =
∑
Γ

∏
𝑒 𝑑𝑒
𝑚!

θ∗Δ
!∏

𝑣 [𝑀𝑣]virt

using that the degree of ν is (∏𝑒 𝑑𝑒)/lcm(𝑑𝑒) by [99, Equation (1.4)].

Now the cycles [𝑀𝑔,𝑛,β(S0)]virt and [𝑀𝑔,𝑛,β(Z0)]virtσ− differ by an insertion

Λ(ϵ1) Λ(ϵ2) 𝑒𝑇
(
R1π∗𝑓

∗OS0 (−𝐷∞)
)
.

Pulling this insertion back to the product
∏
𝑣 𝑀𝑣 yields

[𝑀𝑔,𝑛,β(𝑍 )]virtσ− =
∑
Γ

(
ϵ1ϵ2(−ϵ1 − ϵ2)

) |𝐸 (Γ) | ∏𝑒 𝑑𝑒
𝑚!

θ∗Δ
! (∏

𝑣𝐶𝑣 ∩ [𝑀𝑣]virt
)

(5.11)
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where we introduce the notation

𝐶𝑣 :=
Λ(ϵ1) Λ(ϵ2) Λ(−ϵ1 − ϵ2) if 𝑣 is an 𝑆-vertex,

Λ(ϵ1) Λ(ϵ2) 𝑒𝑇
(
R1π∗𝑓 ∗OS0 (−𝐷∞)

)
if 𝑣 is a 𝑃 -vertex.

We remark that the factor
(
ϵ1ϵ2(−ϵ1 − ϵ2)

) |𝐸 (Γ) | is due to the normalisation exact sequence coming
from gluing along the edges of Γ.

From the description of the insertions𝐶𝑣 we observe that the contribution of an 𝑆-vertex is polyno-
mial in ϵ1, ϵ2 up to a factor (ϵ1ϵ2(ϵ1 + ϵ2))−1. Similarly, the contribution of a 𝑃 -vertex is polynomial
in the equivariant parameters up to a factor (ϵ1ϵ2)−1. This tells us that each term in the sum (5.11)
is a cycle valued polynomial in ϵ1, ϵ2 times an overall factor(

ϵ1ϵ2(ϵ1 + ϵ2)
) |𝐸 (Γ) | (

ϵ1ϵ2(ϵ1 + ϵ2)
)−|𝑉𝑆 (Γ) | (ϵ1ϵ2)−|𝑉𝑃 (Γ) | = (ϵ1ϵ2)ℎ1 (Γ)−1(ϵ1 + ϵ2) |𝐸 (Γ) |−|𝑉𝑆 (Γ) | .

As a consequence only such splitting types Γ can contribute non-trivially to

ϵ2 [𝑀𝑔,𝑛,β(𝑍 )]virtσ−
���ϵ1=ℏ
ϵ2=0

for whichℎ1(Γ) = 0 or in other words the graph underlying Γmust be a tree. Moreover, in the limit
ϵ2 = 0 the insertions simplify to

𝐶NS
𝑣 :=

−ℏ
2𝑔𝑣−2 λ𝑔𝑣 if 𝑣 is an 𝑆-vertex,

(−1)𝑔𝑣λ𝑔𝑣 Λ(ℏ) 𝑒Gm
(
R1π∗𝑓 ∗OS0 (−𝐷∞)

)
if 𝑣 is a 𝑃 -vertex

where in the top line we used Lemma 5.2.7. We arrive at

ϵ2 [𝑀𝑔,𝑛,β(𝑍 )]virtσ−
���ϵ1=ℏ
ϵ2=0

=
∑

tree type Γ

(
− ℏ2

) |𝐸 (Γ) | ∏𝑒 𝑑𝑒
𝑚!

θ∗Δ
! (∏

𝑣𝐶
NS
𝑣 ∩ [𝑀𝑣]virt

)
. (5.12)

5.4.4 Vanishing

In this section we will prove that most splitting types contribute trivially to the sum (5.12).

Proposition 5.4.4. The cycle θ∗Δ! (∏
𝑣𝐶

NS
𝑣 ∩ [𝑀𝑣]virt

)
associated to a splitting type Γ is non-zero only if

• the graph underlying Γ is of star shape with a unique 𝑆-vertex 𝑣;

• 𝑣 carries all marking legs and is decorated with 𝑔𝑣 = 𝑔 and β𝑣 = β;

• all 𝑃 -vertices 𝑣 are decorated with 𝑔𝑣 = 0 and β𝑣 is the multiple of fibre class in 𝑃 .

Proof. Combine Lemma 5.4.5 and 5.4.6 below. □

5.4.4.1 First reduction: confined curve class and genus label. Let Γ be a splitting type whose underlying
graph is a tree. We will constrain its shape in several steps. First we will establish the last condition
in Proposition 5.4.4.

Let 𝑣 ∈ 𝑉 (Γ) be a 𝑃 -vertex. The projection 𝑝 : 𝑃 → 𝐷0 induces a pushforward morphism

𝑀𝑣 −→ 𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0)
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where𝑛𝑣 ⊆ 𝐿(Γ) denotes the set of marking legs and𝑚𝑣 ⊆ 𝐸 (Γ) the set of edges adjacent to 𝑣. Here
of course we need to assume that the right-hand side moduli stack is non-empty. Following [64]
we factor the morphism through the fibre product

𝑀𝑣 𝑀𝑣 𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0)

𝔐log
𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝐻2 (𝑃,Z )+ 𝔐𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝐻2 (𝐷0,Z )+

← →𝑢

←

→

← →

←→ □ ←→

←→ν
(5.13)

where themoduli stacks in the bottom row are theArtin stacks parametrising prestable (log) curves
with irreducible components labelled by effective curve classes. Pulling the obstruction theory of
𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0) back to𝑀𝑣 we find

[𝑀𝑣]virt = ν! [𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0)]virt

as proven in [64, Section 4]. Moreover, the short exact sequence

0 −→ T log
𝑃 (log𝐷0)/𝐷0

−→ T log
𝑃 (log𝐷0) −→ T𝐷0 −→ 0

induces a compatible triple for the left-hand side commuting triangle in (5.13). Hence, by [130,
Corollary 4.9] we have

[𝑀𝑣]virt = 𝑢! [𝑀𝑣]virt = 𝑢!ν! [𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0)]virt . (5.14)

We are now equipped to prove the following vanishing.

Lemma 5.4.5. Suppose 𝐷 is a genus one curve. Then for every 𝑃 -vertex 𝑣 with 𝑝∗β𝑣 ≠ 0 or 𝑔𝑣 > 0 we have

λ𝑔𝑣 ∩ [𝑀𝑣]virt = 0 .

Proof. Suppose we have 𝑝∗β𝑣 ≠ 0. In this case𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0) is non-empty and so (5.14) holds.
Moreover, since lambda classes are preserved under stabilisation we have

λ𝑔𝑣 ∩ [𝑀𝑣]virt = 𝑢!ν!
(
λ𝑔𝑣 ∩ [𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0)]virt

)
. (5.15)

It therefore suffices to demonstrate the vanishing of the right-hand side cycle. Observe that since
we assume that 𝐷0 to be a genus one curve, 𝐷0 × A1 is a surface with trivial canonical bundle.
Consequently, the virtual fundamental class [𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0 × A1)]virt vanishes. Writing

ι0 : 𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0) ↩→ 𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0 × A1)

for the inclusion of the zero section, a comparison of obstruction theories yields

λ𝑔𝑣 ∩ [𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0)]virt = (−1)𝑔𝑣 ι!0 [𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,𝑝∗β𝑣 (𝐷0 × A1)]virt = 0

which proves the first part of the lemma.

Suppose now that 𝑝∗β𝑣 = 0 and 𝑔𝑣 > 0. We again use relation (5.15) where now

[𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣,0(𝐷0)]virt = (−1)𝑔𝑣λ𝑔𝑣 ∩ [𝐷0 ×𝑀𝑔𝑣,𝑛𝑣∪𝑚𝑣]

since the tangent bundle of𝐷0 is trivial. The statement of the lemma then follows from the fact that
λ2𝑔𝑣 = 0whenever𝑔𝑣 > 0which can be identified as the leading order vanishing in Lemma 5.2.7. □
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5.4.4.2 Second reduction: confined markings. We continue by assuming that all 𝑃 -vertices of Γ satisfy
property three stated in Proposition 5.4.4. In this section we will show that all 𝑃 -vertices carry at
most one marking.

Let 𝑣 be a 𝑃 -vertex of Γ. The image of a stable map parametrised by𝑀𝑣 gets contracted to a point
under composition with the projection 𝑃 → 𝐷0 since we assume that β𝑣 is a multiple of a fibre
class. The morphism θ, which we remember composes with the blowup morphism and glues the
domain curves, as a consequence factors as follows:

𝑀𝑔,𝑛,β(𝑆)
⊙

𝑣 𝑀𝑣
∏
𝑣∈𝑉𝑃 (Γ)𝑀𝑣 ×

∏
𝑣∈𝑉𝑆 (Γ)𝑀𝑣

𝑁 Γ
∏
𝑣∈𝑉𝑃 (Γ)

(
𝐷0 ×𝑀0,𝑚𝑣∪𝑛𝑣

)
×∏

𝑣∈𝑉𝑆 (Γ)𝑀𝑣

∏
𝑒 𝐷0

∏
𝑣
∏
𝑒3𝑣 𝐷0 .

←→θ ← →

←→ □ ←→ ←→ Π𝑣ψ𝑣×Id←

→

ϕ ←→
←→ □ ←→

← →Δ

Here, we denote by ψ𝑣 the forgetful morphism 𝑀𝑣 → 𝐷0 × 𝑀0,𝑚𝑣∪𝑛𝑣 which only remembers the
evaluation of the edge marking and the stabilised domain curve. We adopt the convention that
𝑀0,𝑛 = SpecC if |𝑛 | ≤ 2. Since the diagram commutes and the top square is Cartesian we find that

θ∗Δ
! (∏

𝑣𝐶
NS
𝑣 ∩ [𝑀𝑣]virt

)
= ϕ∗Δ!

(∏
𝑣∈𝑉𝑃 (Γ) ψ𝑣∗

(
𝐶NS
𝑣 ∩ [𝑀𝑣]virt

)
×∏

𝑣∈𝑉𝑆 (Γ) 𝐶
NS
𝑣 ∩ [𝑀𝑣]virt

)
. (5.16)

A quick dimension count reveals that for all 𝑣 ∈ 𝑉𝑃 (Γ) the cycle𝐶NS
𝑣 ∩ [𝑀𝑣]virt is an element of

CHGm
|𝑚𝑣 |+|𝑛𝑣 | (𝑀𝑣)

times a factor ℏ−1. So since𝑀0,𝑚𝑣∪𝑛𝑣 × 𝐷0 is of dimensionmin( |𝑚𝑣 | + |𝑛𝑣 | − 2, 1) the pushforward

ψ𝑣∗
(
𝐶NS
𝑣 ∩ [𝑀𝑣]virt

)
vanishes whenever |𝑚𝑣 | + |𝑛𝑣 | ≥ 2. Since necessarily |𝑚𝑣 | ≥ 1we deduce the following.

Lemma 5.4.6. The cycle θ∗Δ! (∏
𝑣𝐶

NS
𝑣 ∩ [𝑀𝑣]virt

)
vanishes unless every 𝑃 -vertex has exactly one edge and

carries no legs. □

In combination with Lemma 5.4.5 the above indeed proves the vanishing of all terms described in
Proposition 5.4.4.

5.4.5 Remaining terms

Let us analyse the remaining terms of the sum (5.12). We fix a star shaped splitting type Γ as
specified in Proposition 5.4.4 and observe that formula (5.16) for its associated term simplifies to

θ∗Δ
! (∏

𝑣𝐶
NS
𝑣 ∩ [𝑀𝑣]virt

)
= −ℏ2𝑔−2 ϕ∗Δ!

( (∏
𝑣∈𝑉𝑃 (Γ) ψ𝑣∗

(
𝐶NS
𝑣 ∩ [𝑀𝑣]virt

) )
×

(
λ𝑔 ∩ [𝑀𝑣]virt

) )
where we write 𝑣 for the unique 𝑆-vertex of Γ. Now for every 𝑃 -vertex 𝑣 a dimension count as one
we did earlier reveals that

ψ𝑣∗
(
𝐶NS
𝑣 ∩ [𝑀𝑣]virt

)
= ℏ−1𝑎𝑣 [𝐷0] .

116



for some 𝑎𝑣 ∈ Q. We compute 𝑎𝑣 as in [64, Proposition 2.4] by considering the fibre square

𝑀0,0,(𝑑𝑒 ),𝑑𝑒 (P1 |0) 𝑀𝑣

SpecC 𝐷0 .

←↪ →

←→ □ ←→ ψ𝑣

←↪ →ξ

By [37, Lemma 6.3] we find that

ℏ−1𝑎𝑣 = ξ
!ψ𝑣∗

(
𝐶NS
𝑣 ∩ [𝑀𝑣]virt

)
= ℏ−1

∫
[𝑀0,0,(𝑑𝑒 ),𝑑𝑒 (OP1 (−1) | 0)]virtGm

1 =
(−1)𝑑𝑒+1
ℏ𝑑2𝑒

where 𝑒 is the unique edge adjacent to 𝑣. Inserting this relation into (5.4.5) gives

θ∗Δ
! (∏

𝑣𝐶
NS
𝑣 ∩ [𝑀𝑣]virt

)
= ℏ2𝑔−|𝐸 (Γ) |−2(−1)𝐷 ·β+|𝐸 (Γ) |+1 1∏

𝑒 𝑑
2
𝑒
ϕ∗

(
λ𝑔 ∩ [𝑀𝑣]virt

)
.

Inserted into (5.12) this exactly yields formula (5.8) if we identify 𝑀𝑣 with 𝑀𝑔,𝑛,d,β(𝑆 |𝐷). This
closes the proof of Theorem 5.4.1.

5.5 Refined BPS integrality
After several explicit case studies we now discuss a general feature expected to be satisfied by the
refined Gromov–Witten generating series: BPS integrality. Gopakumar and Vafa predicted the ex-
istence of certain integer invariants underlying the (unrefined) topological string [68, 69] and from
the the B-model analysis of Choi–Huang–Katz–Klemm [49, 89] one should expect a similar feature
for the refined topological string.

In this sectionwe formulate these predictions as precise conjectures in the framework of equivariant
Gromov–Witten theory of Calabi–Yau fivefolds. We state the conjectures in three increasing levels
of strength and in decreasing level of generality.

5.5.1 Notation

We first set the notation for this section. As before let 𝑋 be a quasi-projective Calabi–Yau threefold
together with the action of a torus𝑇 on 𝑋 ×A2 satisfying Assumption t. Remember that we write
q1 and q2 for the respective character which𝑇 acts on the two affine directions with. Additionally,
we introduce the𝑇 -characters

q+ := (q1q2)
1
2 , q− := (q1q−12 )

1
2

by possibly passing to a double cover of the torus. Under application of the Chern character the
associated one dimensional representations get mapped to

ch𝑇 (q𝑖) = exp ϵ𝑖 , ch𝑇 (q±) = exp ϵ± , ϵ± :=
ϵ1 ± ϵ2

2
. (5.17)

5.5.2 Rationality

We start with theweakest of our three conjectures which however holds in themost general context.
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Conjecture 5.5.1. For every effective curve class β there is a rational function Ωβ(𝑋,𝑇 ) ∈ Q(q+, q−)
satisfying

ch𝑇 Ωβ(𝑋,𝑇 ) = GWβ(𝑋 × A2,𝑇 ) (5.18)
where ch𝑇 acts via the substitution (5.17).

Remark 5.5.2. Note that we are not assuming that property p holds in the above conjecture. We
only need to assume that GWβ(𝑋 ×A2,𝑇 ) can be defined via localisation with respect to some ap-
propriate cocharacter of𝑇 . For instance in case of the local P1 geometry considered in Section 5.3.2
the above conjecture holds without Assumption p being satisfied.

We can provide the following evidence for Conjecture 5.5.1.

Proposition 5.5.3. Let 𝑋 = 𝐾𝑆 be a local del Pezzo surface together with the𝑇 = G2
m-action considered in

(5.7). Then Conjecture 5.5.1 holds in the Nekrasov–Shatashvili limit (ϵ2 = 0).

Proof. Let us write y for the restriction of q1 to the inclusion of the first factor Gm ↩→ 𝑇 and ℏ for
the associated weight. In [20, Lemma 8.15] Bousseau shows that the generating series of relative
Gromov–Witten invariants of 𝑆 with maximum tangency along a smooth anticanonical curve 𝐷
admits a rational lift. To be more precise, Bousseau proves the existence of a rational function
Ωβ(𝑆 |𝐷) ∈ Q(y1/2) satisfying

chGm Ωβ(𝑆 |𝐷) = GWβ(𝑆 |𝐷)

where chGmy = eℏ and we use the notation introduced in Section 5.4.1.2 on the right-hand side.
Thus, by Corollary 5.4.3 we have

chGm Ωβ(𝑆 |𝐷) = ϵ2 GWβ(𝐾𝑆 × A2,𝑇 )
���ϵ1=ℏ
ϵ2=0

. □

Further evidence is discussed below in the context of stronger conjectures.

5.5.3 Integrality

We now present a conjecture which constrains the poles of Ωβ(𝑋,𝑇 ) and expresses the numerators
of these rational functions as integer valued Laurent polynomials.

For convenience we fix some saturated additive subset H ⊆ H2(𝑋,Z )+ of effective curve classes
such that every β ∈ H satisfies Assumption p. Note that for instance when 𝑋 is a local del Pezzo
surface wemay takeH = H2(𝑋,Z )+. Moreover, we assume that Conjecture 5.5.1 holds for all curve
classes in H and so we may recursively define

Ωβ(𝑋,𝑇 )(q+, q−) ∈ Q(q+, q−)

for all β ∈ H by demanding that these functions satisfy

Ωβ(𝑋,𝑇 )(q+, q−) =
∑
𝑘 |β

1
𝑘

Ωβ/𝑘 (𝑋,𝑇 )(q𝑘+, q𝑘−)(
q𝑘/21 − q−𝑘/21

) (
q𝑘/22 − q−𝑘/22

) . (5.19)

Indeed, denoting by μ the Möbius function one can check that

Ωβ(𝑋,𝑇 ) (q+, q−) =
1(

q1/21 − q−1/21

) (
q1/22 − q−1/22

) ∑
𝑘 |β

μ(𝑘)
𝑘

Ωβ/𝑘 (𝑋,𝑇 )(q𝑘+, q𝑘−) .

indeed solves the recursive system.
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Conjecture 5.5.4. For all β ∈ H the rational function Ωβ(𝑋,𝑇 ) is a Laurent polynomial in q+, q− with
integer coefficients:

Ωβ(𝑋,𝑇 ) ∈ Z [q±1+ , q±1− ] � 𝐾𝑇 (pt) .

Remark 5.5.5. We remark that it is important to assume property p in the above conjecture in order
to guarantee that Ωβ(𝑋,𝑇 ) only features denominators of the form(

q𝑘/21 − q−𝑘/21

) (
q𝑘/22 − q−𝑘/22

)
for𝑘 ∈ Z . An example where this is not the case can be found in Section 5.3.2. However, evenwhen
Assumption p is not satisfied, we still observe that the denominators of Ωβ(𝑋,𝑇 ) appear to have a
very constrained form. Experimentally, we always find them to be products of factors (1 − q𝑖+q 𝑗−)
for some 𝑖, 𝑗 ∈ Z . In other words conjecturally

Ωβ(𝑋,𝑇 ) ∈ 𝐾𝑇 (pt)loc ⊗ Q

where 𝐾𝑇 (pt)loc is the localisation of 𝐾𝑇 (pt) at the augmentation ideal. In many cases we also
experimentally observe an integrality of numerators similar to the statement of Conjecture 5.5.4.
We already saw this for the local P1 geometry discussed in Section 5.3.2.

Remark 5.5.6. Conjecture 5.5.4 recovers the original Gopakumar–Vafa integrality conjecture by in-
serting equation (5.19) into (5.18) and restricting to the anti-diagonal torus:

GWβ(𝑋 ) = chGm

∑
𝑘 |β

1
𝑘

Ωβ/𝑘 (𝑋,𝑇 ) (1, q𝑘)(
q𝑘/2 − q−𝑘/2

) (
q−𝑘/2 − q𝑘/2

) (5.20)

Note that Ωβ(𝑋,𝑇 )(1, q) is symmetric under q ↦→ q−1 and so we may expand

Ωβ(𝑋,𝑇 ) (1, q) =:
∑
𝑔≥0

𝑛𝑔,β (−1)𝑔
(
q1/2 − q−1/2

)2𝑔
for some 𝑛𝑔,β ∈ Z which are non-zero only for finitely many 𝑔 ∈ Z≥0. This means Conjecture 5.5.4
implies an expansion

GWβ(𝑋 ) =
∑
𝑘 |β

∑
𝑔≥0

𝑛𝑔,β/𝑘
𝑘
(−1)𝑔+1

(
2 sinh 𝑘𝑢

2

)2𝑔−2
(5.21)

with integer coefficients as predicted by Gopakumar and Vafa [68, 69]. The integrality part of this
conjecture was proven by Ionel and Parker [92] while the finiteness of non-zero BPS invariants was
established more recently by Doan–Ionel–Walpuski [55].

Remark 5.5.7. Conjecture 5.5.4 also relates to observations made in [49, 88, 89] regarding BPS inte-
grality for B-model invariants. For local surfaces as discussed in loc. cit. ormore generallywhenever
the torus action is as in Construction 5.2.2 the refined generating series satisfies

ϵ1ϵ2 GWβ(𝑋 × A2,𝑇 ) ∈ QÈϵ2+, ϵ2−É

as proven in Lemma 5.2.4. This means that if Conjecture 5.5.4 holds we can expand Ωβ(𝑋,𝑇 ) as

Ωβ(𝑋,𝑇 )(q+, q−) =:
∑
𝑖, 𝑗≥0

𝑛𝑖, 𝑗,β (−1)𝑖+ 𝑗
(
q1/2+ − q−1/2+

)2𝑖 (q1/2− − q−1/2−
)2 𝑗
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with 𝑛𝑖, 𝑗,β ∈ Z non-zero for finitely many 𝑖, 𝑗 ∈ Z≥0. Hence, inserting (5.19) into (5.18) we obtain
an expansion

GWβ(𝑋 × A2,𝑇 ) =
∑
𝑘 |β

∑
𝑖, 𝑗≥0

𝑛𝑖, 𝑗,β/𝑘
𝑘
(−1)𝑖+ 𝑗

(
2 sinh 𝑘ϵ+

2

)2𝑖 (
2 sinh 𝑘ϵ−

2

)2 𝑗
2 sinh 𝑘ϵ1

2 2 sinh 𝑘ϵ1
2

with integer coefficients which is of the same form predicted for instance in [89, Equation (3.21)].

Example 5.5.8. Our calculation in Proposition 5.3.1 shows that for the resolved conifold

𝑋 = TotOP1 (−1) ⊕ OP1 (−1)

(together with a𝑇 -action as specified in the proposition) there is a single non-zero BPS invariant

𝑛0,0,[P1] = 1 .

5.5.4 Geometric interpretation

Wenow restrict our discussion to the case of local del Pezzo surfaces togetherwith the scaling action
on the fibres 𝐾𝑆 × A2 → 𝑆 considered in Section 5.4.1.1. In this section we present a conjecture for
a geometric description of the coefficients of Ωβ(𝐾𝑆 ,𝑇 ).

We denote by 𝑀β the moduli space of one dimensional Gieseker semistable sheaves on 𝑆 (with
respect to some fixed polarisation) with support β and Euler characteristic one. The Hilbert–Chow
morphism

π : 𝑀β −→ Chowβ(𝑆)
induces a perverse filtration on the cohomology groups of𝑀β:

H𝑖, 𝑗 := H 𝑖
(
𝔭H 𝑗 (Rπ∗Q𝑀β [dim𝑀β]

) )
.

We consider a refinement of Maulik and Toda’s proposal [135, Definition 1.1] for Gopakumar–Vafa
invariants and form a generating series recording the dimension of the individual graded pieces

MTβ(𝑆) (q+, q−) :=
∑
𝑖, 𝑗∈Z
(−1)𝑖+ 𝑗 dimH𝑖, 𝑗 q𝑖+ q 𝑗− ∈ Z [q±1+ , q±1− ] .

This refinement has also been investigated by Kononov–Lim–Moreira–Pi–Shen [106, 107] in con-
nection with K-theoretic PT theory. We expect the following relation to Gromov–Witten theory.

Conjecture 5.5.9. Suppose 𝑆 is a del Pezzo surface. Then Conjecture 5.5.4 holds for 𝑋 = 𝐾𝑆 and moreover
for all β ∈ H2(𝑆,Z )+ we have

Ωβ(𝐾𝑆 ,𝑇 ) = MTβ(𝑆) .

Remark 5.5.10. By Lemma 5.2.4 the refined Gromov–Witten generating series for local surfaces is
invariant under ϵ+ ↦→ −ϵ+ and ϵ− ↦→ −ϵ−. This means that if Conjecture 5.5.1 holds, the function
Ωβ(𝐾𝑆 ,𝑇 ) has to be invariant under

q+ ↦−→ q−1+ and q− ↦−→ q−1−
individually. As a sanity check for Conjecture 5.5.9 we quickly convince ourselves that MTβ(𝑆)
indeed enjoys these symmetries: Since𝑀β is smooth we have

H𝑖, 𝑗 � H−𝑖, 𝑗 and H𝑖, 𝑗 � H𝑖,− 𝑗

for all 𝑖, 𝑗 ∈ Z by the hard Lefschetz theorem for perverse cohomology groups [42, Theorem 2.1.4]
ensuring the anticipated symmetries.
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Remark 5.5.11. Restricting to q+ = 1 we recover a special instance of a conjecture of Maulik and
Toda [135, Conjecture 3.18] predicting that the integers 𝑛MT

𝑔,β ∈ Z defined via∑
𝑔≥0

𝑛MT
𝑔,β (−1)

𝑔+1 (q1/2 − q−1/2
)2𝑔 := MTβ(𝑆) (1, q)

satisfy equation (5.21). We remark that in the context of local surfaces the BPS sheaf agrees with the
IC sheaf as proven by Meinhardt [137, Theorem 1.1]. By [135, Lemma 3.11] the ϵ1 = ϵ2 = 0 limit of
our conjecture is therefore also compatible with Katz’s proposal for genus zero Gopakumar–Vafa
invariants [95].

Remark 5.5.12. In our definition of MTβ(𝑆) the variables q+, q− do not enjoy a natural geomet-
ric interpretation which makes the definition rather ad hoc. It therefore seems desirable to find
an interpretation of MTβ(𝑆) as an honest equivariant index. Such an interpretation also appears
necessary in order to generalise Conjecture 5.5.9 to geometries other than local surfaces.

We obtain highly non-trivial evidence for Conjecture 5.5.9 in the case of local P2 by combining
our identification of the Nekrasov–Shatashvili limit and the relative Gromov–Witten theory of P2

relative a smooth cubic with the following remarkable result of Bousseau [22]. For this observe
that by setting q+ = q− = y1/2 the generating series MTβ(𝑆) specialises to the centred Poincaré
polynomial

MTβ(𝑆) (y1/2, y1/2) =
∑
𝑖∈Z
(−1)𝑖 dimH𝑖

(
𝑀β,Q𝑀β [dim𝑀β]

)
y𝑖/2 .

Theorem 5.5.13. [22, Theorem 0.4.5], [134, Theorem 0.1] For 𝐷 a smooth cubic in P2 we have1

GWβ(P2 |𝐷) = chGm

∑
𝑘 |β

1
𝑘2

MTβ(𝑆)(y𝑘/2, y𝑘/2)
y𝑘/2 − y−𝑘/2

where chGm maps y to eℏ.

Corollary 5.5.14. Conjecture 5.5.9 holds in the Nekrasov–Shatashvili limit for 𝑆 = P2.

Proof. Combining Corollary 5.4.3 with Theorem 5.5.13 we obtain

ϵ2 GWβ(𝐾P2 × A2,𝑇 )
���ϵ1=ℏ
ϵ2=0

= GWβ(P2 |𝐷) = chGm

∑
𝑘 |β

1
𝑘2

MTβ(𝑆)(y𝑘/2, y𝑘/2)
y𝑘/2 − y𝑘/2

.

We observe that the right-hand side expression is nothing but the restriction

ϵ2 · ch𝑇
∑
𝑘 |β

1
𝑘

MTβ(𝑆) (q𝑘+, q𝑘−)(
q𝑘/21 − q𝑘/21

) (
q𝑘/22 − q𝑘/22

) �����ϵ1=ℏ
ϵ2=0

. □

Remark 5.5.15. The above line of reasoning also demonstrates the compatibility of Conjecture 5.5.9
with [20, Conjecture 8.16] of Bousseau. The latter conjecture asserts that Theorem 5.5.13 generalises
to arbitrary del Pezzo surfaces.

Remark 5.5.16. In the case of local P2 we have further numerical evidence for Conjecture 5.5.9
apart from the unrefined and Nekrasov–Shatashvili limit. In [107] Kononov, Pi and Shen com-
pute MTβ(P2) for small degree. Via localisation we computed GWβ(𝐾P2 × A2,𝑇 ) for β ≤ 3 up to
contributions of genus five and both calculations seem perfectly compatible with Conjecture 5.5.9.

1We corrected the factor ℓ−1 to ℓ−2 in the definition of 𝐹𝑁𝑆 (𝑦1/2, 𝑄) in [22, Theorem 0.4.6].
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