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ABSTRACT

The study of semantic fields and their relationships within lexical structure
has become an essential part of semantic analysis. Vaguely formulated though
it has been, semantic field theory has proved its worth as a general guide for
research in descriptive semantics over the last {ifty years; and has undoubtedly
increased our understanding of the way the lexemes of language are interrelated

in sense.
The aim of the present study is two-fold. First, it is an attempt to
investigate the theory of semantic fields and offer an account of the theory
that may be applied to lexical problems in foreign language teaching.
The second aim of the study is ‘'applied' in nature. It is concerned with
the potential applications of semantic field theory to the teaching and learning
of lexis in EFL situations. Semantic field theory is a theory of lexical semantics.
The evaluation of the adequacy of a linguistic theory is a matter internal to
linguistics; whether a theory succeeds according to some objective criteria in
accounting for what it purports to account for. Semantic field theory has achieved
a great deal of adequacy in accounting for the semantic relations holding between
the meanings of lexemes in a natural language. However, in applied linguistics,
we are not interested only in the adequacy or validity of linguistic theories
but also in their utility for solving the practical problems faced by the language
learner. Just as a linguistic theory must be validated empirically according
to criteria internal to linguistics, so a linguistic theory must also be proved
useful in application. The test of a theory's utility is, therefore, empirical.
In order to assess the utility of semantic field theory in the teaching of English
vocabulary, an experiment was formulated and conducted in an EFL situation.
Although the experiment was limited and applied to a specific language skill
(reading comprehension) and to a specific situation (a secondary school in Iraq),
it is hoped that the findings of the experiment will be potentially relevant
to other language skills and to EFL teachers working in a wide variety of situations.
The thesis is divided into eleven chapters. Chapter One is intended to
shed light on the nature of vocabulary and the role of lexis in communication
and to i1dentify the EFL learners' problem in acquiring lexis in semantic fields.
Chapter Two is an attempt to define and clarify some linguistic terms as used

in our discussion and analysis of semantic fields. Chapter Three looks into the

historical background of semantic field theory and critically examines some
recent studies that have contributed to the development of the theory. Chapter

Four is a somewhat detailed investigation of the structure of semantic fields

and the characteristics of these fields as envisaged in our research. It also
deals with some approaches to the analysis of lexical meaning and suggests



x1

a simplified componential-collocational approach for the teaching of lexis. Chapter:
Three and Four may be regarded as making up the 'theoretical part' of the

research.

The 'applied part' is covered in Chapters 5 - 10. Chapter Five is a
contrastive lexical analysis of some semantic fields in English and Arabic —
Arabic being the language of the EFL learners with whom our research is mainly

concerned. Chapters Six and Seven deal with some pedagogical issues relevant

to the study and to the experiment. The experiment (its design, hypotheses,
phases, results, statistical analyses of the results, discussion of the findings,
etc) are given in Chapters Eight, Nine and Ten. Some concluding remarks

concerning the place of the study in the wider context of applied linguistics

research and its implications for the teaching of vocabulary in Iraq and other

EFL situations are dealt with in Chapter Eleven.
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KEY TO ARABIC TRANSCRIPTION!.

1. The consonants

Phonetic Values

Orthographic Symbols Transcription

1. & /?/ glottal plosive (stop)

2, I /b/ voiced bilabial plosive

3. [t/ voiceless dental plosive -

4, o /6/ voiceless dental fricative

5. =D /d3/ voiced palato-alveolar affricate
6. D> /h/ voiceless pharyngeal fricative
7. D /x/ voiceless velar fricative2

8. > /d/ voiced dental plosive

9. _5 /8/ voiced dental fricative

10. /r/ voiced alveolar trill

11. /z/ voiced alveolar fricative

12. o— /s/ voiceless alveolar fricative
13. = 11/ voiceless palato-alveolar fricative
14, 2 /s/ voiceless alveolar fricative 3
15. (AP /d/ voiced dental plosive

16. Db [t/ voiceless dental plosive

17. _b /2/ voiced dental fricative

18. _'C. /%/ voiced pharyngeal fricative
19. & /y/ voiced velar fricative

20. - [/ voiceless labiodental fricative
21. 9 /q/ voiceless uvular plosive

22. 3 /K/ voiceless velar plosive

23. J [/ voiced alveolar lateral

24. ‘.o /m/ voiced bilabial nasal

235. ‘Q /n/ voiced alveolar nasal

26. D /n/ voiceless glottal fricative

27. 9 /W / voiced bilabial glide

28. kS /J/ voiced palatal glide

2. The Vowels
Orthographic Symbol Transcriotion

Phonetic Values

1. — [i/ short closed front unrounded
2. (:.g_;_. [i:/ long closed front unrounded
3. / /a/ short open central unrounded

4. \\ 7 [a:/ long open central unrounded
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Orthographic Symbol Transcription Phonetic Values

5., _2 [ u/ short closed back rounded
6. 9 2 _ [ u:/ long closed back rounded
Notes

(1) In general, the transcription is the simplest possible consistent with the

objective of suggesting a suitable transliteration for the Arabic lexemes,

expressions and definitions used in our research. The transcription is used by
Yushmanov, 1961 and the IPA, 1975; the obliques are introduced here for convenience
(2) This sound is similar to the Scottish 'ch' in 'loch' (or the German 'ach')

but produced with a more rasping, guttural sound.

(3) The consonants /s, d, t, z, h/ are often referred to as 'emphatic' consonants

corresponding to non-emphatic /s, d, t, z, h/ respectively.



CHAPTER ONE

INTRODUCTION

1.1. Introductory Note

Vocabulary is by far the most sizeable and unmanageable component
in the learning of a language, whether one's mother tongue or a foreign
language. While there are 44 or 45 phonemes in English, the Oxford English
Dictionary contains about 450,000 entries (Ball, 1975: 214). The contrast
between the phonological and lexical resources of English is, therefore, of
the order of roughly 1 to 10,000. Few languages have as extensive a vocabulary
as English, but in most cases there would be fewer phonemes (Ullmann, 1962:
235).1 A comparison between the vocabulary and the grammar of a language
would yield a somewhat different result, but the discrepancy would still
remain very considerable. It is common experience that the grammar of

even a highly inflected language can be mastered in a comparatively short
time and remembered without too much difficulty, whereas very few people
will know more than 10% of the lexicon of their languége (Jespersen, 1972: 201).
One may conclude then that the number of phonological and syntactic rules
in any language is finite; the number of words in a language is nearly infinite
in terms of the human potential of the average native speaker. This means
that native speakers of a language acquire the rules of phonology and syntax
at a very early age; yet they will continue to increase their knowledge of
the lexicon throughout their lifetimes (Leech, 1981: 205).
The difference between grammar and vocabulary is ultimately a matter

of closed versus open sets:

"A closed set of items is one of fixed, and usually small, membership;
e.g. the set of personal pronouns, tenses, genders, etc. An open

set is one of unrestricted, indeterminately large, membership; e.g.
the class of nouns or verbs in a language. In terms of this distinction
we can say that grammatical items belong to closed sets, and lexical
items to open sets." (Lyons, 1968: 436)

One consequence of this difference between closed and open sets

is that:



" ... the vocabulary is ‘much less strictly organized and less stable

than the patterns encountered in phonology and grammar. Words

or meanings can be added or dropped far more freely than phonemes,

inflexions or suffixes." (Ullmann, 1972: 367)

The open-endedness of the lexicon in natural language is inevitable
and undoubtedly necessary in order to cope with the creativity and the open-
ended potential of the human mind. But this certainly poses formidable
difficulties for any serious effort to investigate the lexicon systematically.
Hence the linguist's reluctance to systematically deal with the lexicon and
the doubts being cast on the assumption that the lexicon is structured in
the same sense that phonology and grammar are structured. Some linguists
have gone even further and excluded the study of meaning , particularly
lexical meaning , from their concerns as linguists (e.g. Bloomfield, 1933).

As a result, the linguist's major preoccupation has been with those
aspects of language whose structure is more susceptible to scientific analysis,
that is, phonology and grammar (Wilkins, 1972; 109). The lexicon has been
viewed as the least systematic aspect of language and not worthy of serious
efforts. Even the advent of T.G. theory has not changed this preoccupation
with syntax since to Chomsky and his followers syntax is the generative
component in language and has always been the focus of their theoretical
discussions. The illustrative partial description of English that Chomsky used
in his earliest work did not contain any rules for the semantic interpretation
of sentences. He took the view that the grammatical rules could be established
without any appeal to any semantic notion. And even after the proposals
of Katz and Fodor (1963) and Katz and Postal (1964) about the integration
of syntax and semantics within a Chomskyan framework, semantics has
continued to be viewed as "residual" to the effect that "research has been
biased heavily in favour of syntactic solutions to problems." (Jackendoff,
1972: 2). The creative aspect of language is thus seen as the 'internalization'

of a set of syntactic rules with the lexicon reduced in status to an unordered

set of 'formatives' .2



One negative outcome of the linguist's preoccupation with syntax
is the neglect of the lexical aspects of L1 acquisition. Despite the growing
research in language acquisition in the past two decades or so, attention
to the lexical aspects of language learning, other than those of interest
to psychologists, have remained relatively slight.

1.2. Vocabulary in EFL

As with L, acquisition, the teaching and learning of vocabulary in

1
EFL situations has never aroused the same degree of interest as have such
issues as grammatical competence, communicative competence, reading or
writing, which have received considerable attention from scholars, researchers
and teachers. Meara (1983) identifies the problem:
"Despite the fact that learners themselves readily identify vocabulary
acquisition as a major source of difficulty, it is an area which has
largely been ignored by Applied Linguistics. There are no general
theories of vocabulary acquisition and most of what we know about

the problem is based on work which is quite old and rather patchy.”
(Introduction, p.ii)

Consequently, we can hardly find any satisfactory work in L2 acquisition.
Of the 20 articles included in Hatch's (1978) book of readings on L2 acquisition,
only one is specifically concerned with vocabulary; of the 97 studies abstracted
at the end of her book, none deal exclusively with lexis and only two give it
a mention. The same situation holds true with standard textbooks in applied
linguistics. In Allen and Corder (1975, Vol. 2), for instance, there is a chapter
entitled "Semantics and Language Teaching". Most of the chapter is devoted
to the theoretical discussion of some semantic approaches (collocational theory,
structural semantics, componential analysis etc.) whereas the section devoted
to pedagogical considerations arising out of the theoretical discussion does not
exceed six pages and, oddly enough, four of them deal with the relevance
of syntax and phonology; only one page (p.152) actually offers some
pedagogical hints for the teaching of lexis.

The neglect of lexis is equally evident in all relevant fields of research:



error analysis, contrastive analysis and the main line of interlanguage studies
(Levenston, 1979: 147). A glance at any standard textbook on the methodology
of EFL also confirms that vocabulary has been neglected in favour of phonology
and syntax. In two recent EFL publications, Rivers and Temperly (1978)
and Broughton et al. (1980), only a few scanty paragraphs have been devoted
to lexis and the treatment tends to be superficial. In the former, only
a few of the 348 pages of the book deal with lexis and the authors soon
reduce the teaching of lexis to 'intelligent guesswork' or 'inferencing'
the meanings of lexical items from contexts. In the latter, there is no
systematic treatment of lexis, and it is left for passing mention here and
there.

There have been many reasons for the neglect of lexis in EFL. First,
the dominance of the traditional structural approaches to language teaching

in the early fifties and sixties relegated lexis to a subsidiary status in
comparison with phonology and syntax. The traditional approach views language
as basically a set of sounds and grammatical structures and thus concentrates
on the formal or structural patterns of language at the expense of its
semantic aspects. Fries, one of the foremost advocates of this approach,

proclaims that:

"A person has 'learned' a foreign language when he has first, within
a limited vocabulary, mastered the sound system and has, second,
made the structural devices matters of automatic habit." (1945: 31)

Accordingly, learning a foreign language is a matter of mastering

its sounds and its grammatical system with a minimum of vocabulary. EFL
teachers have thus seen it as their main task to give their students a knowledge
of the formal structural patterns of the language being taught. The assumption
is that once the grammatical system has been learned the learner will

be able to use it for communicative purposes. Even when attempts are

made to make the teaching materials more meaningful through explanatory

actions and visual aids, the priority is still given to the grammatical patterns

and the artificially created 'situations' bear little resemblance to natural



language use (Allen, 1975:25). As a result, the lexical content is limited
to what is needed for the presentation and practice of grammatical structures
and vocabulary learning in a foreign language has remained a largely haphazard,
unsystematized process.

Another reason for neglecting lexis in EFL is derived from the linguist's
reluctance to arialyse the lexicon scientifically, as has been mentioned
above, and the consequent reluctance of language teaching methodologists
themselves to investigate the teaching of lexis and improve on the existing
techniques.

A third reason for the neglect derives in part from the emphasis
placed, both by EFL methodologists and language acquisition researchers,
on the early stages of language learning. It has been commonly believed
that the acquisition of lexis can be delayed until a substantial proportion
of the grammatical system has been learned (Wilkins, 1972: 110). Certainly,
the interesting problems in lexical acquisition begin to arise with intermediate
to advanced learners when the learners have to face a sort of vocabulary
expansion. But there is no reason, however, to think that lexis should
not be given as much attention as sy}ntax in tt;e early stages as it will
be definitely needed for communication however limited this communication
might be. We will say more about this below.

It may also be said that the neglect of lexis in EFL derives from
the reactions of language teaching methodologists to the naive view which
regards the acquisition of a foreign language as a matter of vocabulary
only. Hence, the teacher's reaction in concentrating on the grammatical
structures of language and the treatment of vocabulary as a means of illustrating
the structural patterns rather than as an integral part of language with

communicative value in itself.

4

To recapitulate: lexis has been treated as the cinderella in applied

linguistics research and language teaching methodology. Researches on lexis



and methods of teaching and learning lexis are scarce; and published EFL .
courses have invariably one thing in common: an apparent lack of awareness
of the nature and function of lexis, or at any rate, a reluctance to deal
systematically with it, and at the extreme an underestimation of the role
of lexis in EFL teaching and learning. The author of a first-year textbook
in a foreign language has this piece of advice for the users of his book:

"If you are a typical foreign-language student...you probably tend

to worry a great deal about vocabulary. Please don't, because it

is the least important aspect of your study..." (Dalbor, 1972, quoted

by Bolinger, 1973: 8).

The authors of an Iraqi EFL textbook go even further:

"In explaining words you may use any means including the native

language. The main thing is to get the words out of the way

of language learning.”" (The New English Course for Irag, Book 7,
Teacher's Guide, p.14)

This negative attitude towards lexis in EFL needs to be rectified;

and in fact has been challenged recently (e.g. Brown, 1974; Richards, 1976;

Marton, 1977: Judd, 1978; Meara, 1980 and McCarthy, 1984). First of all,

lexis is essential to communication be it in Ll or L2 situations. It 1s true

that without grammatical structures very little can be achieved in communication
but without lexis nothing at all can be achieved. Lexis carries more information
than grammatical structures as can be seen from telegramic Iangua-ge.

As Wilkins states:

"Provided one knows the appropriate vocabulary, then some form
of interchange of language is possible. Without the vocabulary it
is impossible." (1972: 111)

Bolinger expresses a similar view:
"The quantity of information in the lexicon far outweighs that in
any other part of the language, and if there is anything to the
notion of redundancy it should be easier to reconstruct a message
containing just the words than one containing just the syntactic
relations." (1973: 10)

and that:

", ..grammar is not something into which words are plugged but
is rather a mechanism by which words are served..." (op. cit. p.8)

Yoshida (1978) investigated the English vocabulary acquisition of



a young Japanese boy, Miki (age at arrival in U.S.A. 3 years) and found
that Miki had acquired productive use of 264 words after seven months
of exposure to English in an English-speaking nursery school. His English
syntax was almost non-existent; yet he was communicating effectively with
his peers.

Following the same line of argument, Celce-Murcia and Rosensweig

(1979) argue that vocabulary is more important than syntax for communication

even in the early stages:

"...vocabulary should be recognized as a central element in language
instruction from the beginning stages. From our own experience

with non-native speakers of English we feel that a good amount

of vocabulary with a minimum of structure often makes for better
reading comprehension and more efficient survival communication
than near-perfect structure with an impoverished vocabulary of 100
words or less." (p. 242)

Furthermore, there have been several investigations of error gravity

which show that native speakers regard lexical errors as more serious than

grammatical errors (e.g. Johansson, 1978).
Finally, the centrality of syntax in language has been challenged
by generative semanticists (e.g. Lakoff, 1960, 1971; McCawley, 1968, 1970a,
1973; Postal, 1971; Jackendoff, 1972) who argue that the generative power
of language is located in the semantic component. In spite of the.fact
that their controversy with the interpretive semanticists (Chomsky and his
- followers) remains unresolved and that their semantics operate at the sentence

level rather than word level, generative semanticists have encouraged the

studies of lexical semantics and the lexicon has begun to play a more important
role than it has done in the Chomskyan theory.

It should be emphasized, however, that we do not wish to argue
that syntax is less important than lexis. We only wish to emphasize the
enormous importance of lexis for communication and that one major aspect
of fluency in a fo_reign language is control over the lexicon. One repeated

and justified complaint of most EFL learners 1s that their vocabulary, even



after several years of study, is inadequate for any real communication.
Enough attention needs to be paid to the fact that there is not much value
in being able to produce grammatical sentences if one has not got the

vocabulary that is needed to encode one's message.

1.3. Receptive Versus Productive Vocabulary

A distinction is often drawn between the vocabulary that a native
speaker or a foreign learner recognizes and understands (Receptive Vocabulary)
and the vocabulary they actually use in their production of the language
(Productive Vocabulary).Zi A native speaker's receptive vocabulary is generally

assumed to be much larger than his productive vocabulary. In L2 situations
the receptive vocabulary may be about double the productive vocabulary

(Marton, 1977).

There are many different explanations which may account for the
disparity between receptive and productive vocabulary in the L1 and L2
situations.

It is reasonable to assume that, in general, less vocabulary is ﬁeeded
for production than for recognition; in the latter case the speaker needs
to equip himself with a large amount of vocabulary in order to understand
the vocabularies that are used by others whereas much less than that is
sufficient for his productive needs.

A speaker does not use, even in his Ll,certain lexical items which
he knows (e.g. 'female' vocabulary which a male does not use or 'children's'
vocabulary which an adult does not use, etc.) (Teichroew, 1982: 17). Along
these lines, Terrell et al.(1977) have found that a black American child
had-a lexical productivity which was richer when he was dealing with black
children than when he was in front of a group of white children and vice

versa.

One of the communicative strategies employed by some native speakers



and foreign language learners is to express meanings by using minimal vocabulary.
It results in what Levenston and Blum (1977) refer to as 'lexical simplification
which involves the tendency to avoid the use of specific lexical items by
such means as circumlocution and paraphrase, and sense-relations like synonymy
and hyponymy.

An individual can more or less consciously avoid using a lexical item
of which he isinot sure (orthography, pronunciation, meaning etc.); or
may avoid it for cultural reasons — 'true avoidance' of taboo words. Also,
adult native speakers when addressing children, foreigners, learners of their
own language or sometimes other native speakers have a tendency to
limiting their vocabularies because they think that their listeners possess
less vocabulary (Ferguson, 1971).

One can assume that lexical avoidance in L2 situations takes on

a more conplex form, since the knowledge of a lexical item might be

imperfect, at least arguably less complete. Such avoidance will certainly
become a negative factor in L2 production and this explains the small size
of the learner's productive vocabulary in relation to his receptive vocabulary.
At a later stage, the learner may show signs of 'lexical fossilization' reverting
to simplifying his production through the limited lexical resources he possesses.
This sort of 'fossilization' primarily affects the productive skills while the
receptive skills continue to develop provided there is a sufficient amount
of exposure to the language (Marton, 1977: 36-7).

The comparison between reception and production may take place
on another level — whether comprehension precedes production (or vice
versa), the notion of imitation in relation to comprehension and production,
and the existence and the significance of the gap between comprehension
and production.

As regards the relation between comprehension and production, the

traditional and most widely shared view is that comprehension precedes
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production. A language item (grammatical, lexical) or a construction must
be comprehended before it can be produced (Ingram, 1974).
The comprehension, however, need not be complete. The evidence

for this comes from the L1 lexical acquisition. The child would first apply

a lexical items according to a very general feature e.g. [ + animate] and
then use the item to refer to any object having that feature, even though
the child may have never heard the object referred to by that item (e.g.
the over-generalization of 'dog' to refer to all types of animal). Over-
generalizations of this kind suggest that some features are first comprehended,
and one or more of these are picked up by the child in his own productive
utterances. Studies.such as those reviewed by Clark (1973) show that only
the most basic features may be acquired before production begins.

However, the gap between comprehension and production is not always
significant (Clark et al.,1974). Clark et al. have argued that the child
can perform more adequately in his role as interpreter of speech than
in his role as speaker since he is able to make use of linguistic and extra-
linguistic information for comprehension. But the gap between comprehension
of the verbal contents of utterances and the production of utterances is
narrower than is normally assumed. |

Belyayev (1963) in talking about the teaching of foreign languages

suggests that in L2 learning there is an intermediary stage between reception
and production; he calls that stage "reproduction". He describes it as the

reconstitution of what has been heard or read by memory. The term
'reproductive' is given to the use of language made when a person reconstitutes
materials (spoken or written) formerly perceived and assimilated. For example,
when a pupil recites a poem which he has learned by heart, his speech

is reproductive. In such reproduction, a person does not usually'construct
anything creative of his own, but only uses ready-made verbal formulations.

It is clear that reproductive use of language requires greater exertion of

the memory.
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It is self-evident, however, that the productive use of language includes
aspects of recognition and reproduction. When producing an utterance a
person reproduces lexical items, combinations of lexical items and grammatical

constructions, but uses them in different combinations, putting them together

i
in a new way.

The notion of receptive and productive vocabulary is certainly essential
for the teaching of lexis in EFL situations. The EFL learner wishes to
reach general fluency as rapidly as possible and if he can do so within
a limited vocabulary which is nevertheless satisfactory for all general purposes,
valuable time and efforts will be saved (Bright and McGregor, 1970: 19).

As for the practical use of a foreign language, it can be receptive and
productive as well as reproductive (imitative). To these three basic forms
of using language correspond the three basic forms of pupil's work in language
classes; they must be trained (a) in the perception and comprehension of
speech and writing in the foreign language, (b) in the reproduction of such
speech and writing, and (c) in the independent production of language expressing
their own thoughts (Belyayev, 1963: 182).

The question arises as to whether it is possible and necessary to
divide the lexical (and grammatical) teaching materials into that which is to
be acquired receptively, reproductively and productively. What is usually the
case, particularly at the post-intermediate level (e.g. in secondary schools),

is that pupils are taught by one and the same language material for both
reception and production — that which is laid down in the syllabus and

contained in textbooks.

It i1s true that receptive and productive vocabularies of different
people are far from identical. What is a receptive lexical item for one
individual may be productive for another. But in a controlled situation
like teaching a foreign language in a classroom, it is quite legitimate to

have some teaching materials designed only for receptive learning and others
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for productive use. It is also possible that the same receptive material taught
at a particular stage may also be used for production at a later stage of
learning. This leads to the conclusion that a teacher who presents his pupils
with a set of lexical items and their meanings should then require the students
to reproduce these items and later use some of them in their speech. This
means that pupils must not only reproduce material by memory, reconstituting
it in the form in which it was comprehended, but must also make creative
use of it to express their own thoughts in speech and writing.

As a general conclusion, foreign language learners should not be limited
to a purely 'productive' vocabulary. They need not practise every lexical
item as soon as they encounter it for the first time. It may be necessary
that we should use texts in which some of the lexical content is intended
for reception only (Wilkins, 1972: 133). This means that the lesson may
contain more items than the learner is going to be given the opportunity

of practising. As greater mastery of the language is achieved lexical items
would pass more easily from receptive knowledge to productive use when
the need arises. This also means that we should allow sufficient time for
learning to take place and must not consider the inability to produce lexical
items at the very time of teaching these items as a sign of incorn;-:nrehension
or 'non-learning’.
1.4. Semantic Fields: The Learner's Problem

It is generally recognized in most EFL situations that the basics of
the grammatical and sound systems need to be mastered by the EFL learners
as early as possible in order to minimize the negative effects of mother-
tongue interference. This objective has necessarily called for the limitation
of vocabulary during the early stages of EFL learning. Obviously, the degree
and the proper length of the period of limitation differs from situation to

situation depending on the teaching method adopted, the teaching materials
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used and the ultimate objectives set up for the course. But within general
bounds the limitation does hold: initial focus on the basics of grammar and
pronunciation, with vocabulary expansion coming after this elementary stage.

The transition from the beginning to the intermediate stage is inherently
a gradual one. There is no abrupt end to practice of pronunciation, and
no sudden shift of focus from the initial habit-forming to the intermediate

vocabulary building (Twaddell, 1973: 64).

At the post-intermediate level the situation would differ greatly. Having
spent a number of years learning English at the primary and intermediate
schools, the learners have met, though not necessarily mastered, nearly all

the basic grammatical patterns, and most of the common general vocabulary,

that is, most of the words of the General Service List (West, 1953).

At the secondary level, the learners have to cope with a sort of vocabulary
expansion. This expansion has a number of aspects. First of all, it is quantitative.
The learners will encounter a large number of new lexical items that will
constitute a heavy lexical burden on them in most of the activities. The
expansion will be qualitative as well. The new lexical items will generally
apply to narrower contexts than the known items. In addition to 'walk’,
they may meet 'limp', 'hobble!, 'stroll', 'saunter', 'march', 'stride' etc.

In addition to 'pull', they may find 'tug', 'jerk', "twitch', 'haul', "tow!',

etc. The teacher is no longer content with the approximation of meaning

the learners may possess for the lexical items. He is much concerned with
helping the learners acquire the meanings of the _iterns as precisely as possible.
If, for example, in reading a passage they meet: 'They towed the car to

the nearest garage', he may ask how they pulled the car, what things they
used for pulling it, and whether it was easy or difficult to pull the car.

If they meet: 'They waded across the road', he may ask how they crossed

the road, what the road was like and whether the water was deep or shallow.
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At another time, he might ask what difference it would make to the way
one imagines what is happening if instead of 'waded' there was 'splashed',
'squelched' or 'swam' (Bright and McGregor, 1970: 29-30).

The subtle distinctions between semantically-related lexical items
will obviously include the other aspects of meaning such as the connotations
of the items or their collocational possibilities. 'Obstinate' will be different
fron{ 'determined' - the user's attitude of disapproval is indicated. The
learner also needs to learn to respond to many of the different collocational
possibilities of the lexical item he has already met or will meet: strawberry
'Jam' is different from traffic 'jam'; a 'stale' joke from a 'stale' cake.
He also needs to learn to avoid 'accidental' unusual collocations. He must
speak of 'stirring the pudding' and not of 'winding it up’.

Different types of lexical errors which EFL learners make and with

which teachers are familiar highlight the above problem.

The first type of error happens when the learner has an idea of the

basic sense of the lexical item but does not know how it relates to other
items of similar meaning or does not know its collocational range. The
following are a few examples:5 |
* She laughed broadly
* a good-looking view
* to estimate the evidence
(Rudska et al.,1981b: 2)
Another erroneous tendency among EFL learners is to overuse a limited
set of lexical items because they are sure of their meaning and collocational

properties. This results in flat, uninteresting style and failure to express
the variety of ideas they want to communicate, as in : 'a nice meal'; 'a
nice holiday'; 'a nice hotel'; 'nice weather'; 'nice people'; 'nice food' occurring
in the same piece of written English (e.g. a composition).

The third type of error arises from the learner's.mistaken assumption
that the collocational range of a new lexical item he has just met is the

same as its translation equivalent in his own language. For example, French
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speakers make the following errors:
* He closed the door with the key (locked)
* a voyage by train (journey)
*.1 made an experience in the laboratory (experiment)

and Dutch ‘speakers

* |1 sacked in mathematics (failed)
(op. cit. p.3.)

The problem is more acute with learners whose mother tongue differs
shafply from English on the lexical level as in the case with Arabic-speaking
learners of EFL. As we shall see in some detail (Chapter Five) Arabic and
English show marked differences in 'dividing up' aspects of external reality
or experience. For example, what ﬁnglish denotes by the three lexical items
'stare', 'gaze', 'glare', Arabic refers to by using only one lexical item /juhadiq/
(lit. = "look at for a long time"). It is no surprise that Arabic-speaking
learners of English will find considerable difficulty in acquiring the precise
meaning of these items unless they are made aware of the similarities and

differences between the meanings of such items and their collocational properties .
The same sort of difficulty is encountered with many other sets of
lexical items e.g. those referring to "Kinship" (e.g. 'aunt', 'uncle', 'cousin',
'brother-in-law'); "Killing" (e.g. 'murder', 'massacre', 'pogrom'); "Refusal
and Acceptance" (e.g. 'refuse', 'disagree', 'accept', 'agree'); "Permission" (e.g.
'permit', ‘allow!', 'let'); "Destruction" (e.g. 'destroy!’, 'devastate'. 'smash’,
'shatter').
Particularly relevant to the above problem is the theory of semantic
fields. This theory assumes that each language has a unique semantic structure.
The structure is a network of relations within which each lexical item derives
its meaning from its relations with the other items. The meaning of a lexical
item in a particular language, therefore, depends on the existence of other
items within that language. This inevitably leads to the conclusion that
it does not make sense to try to teach the meaning of a lexical item in

complete isolation from the other items with which it forms a field or a
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subsystem. For example, an item like 'slaughter' has a different meaning
in a language containing three or more related items e.g. 'slaughter', 'massacre’,
'nogrom’ in English from that of its counterpart in another language conéaining
only one item e.g/mad3zara/ in Arabic. The vocabulary of a language, therefore,
is not an aggregation of isolated elements; it is a network of relations of
elements. The network is different from language to language and needs
to be mastered by anyone learning a new language. The EFL learner already
knows the part each lexical item covers in its respective field in his native
language, what he should be learning is the part each lexical item occupies
in relation to all other lexical items of related meaning in the target language
(Corder, 1973: 222-3).
1.5. Aim and Organization of the Study

The aim of the present study is two-fold. First, it is an attempt

to investigate the theory of semantic fields: its assumptions, background,

development, the criticisms that may be directed against it, its evaluation
as a linguistic theory etc. It is also a theoretical analysis of the structure
of semantic fields and the sense-relations in terms of which these fields

are structured. This investigation will cover what may be referred to as

the 'First Part' or the 'Theoretical Part' of the research. Chapters Three

and Four make up this theoretical part.

The second part of the study is 'applied' in nature. It is concerned
with the potential applications of semantic field theory to the teaching
and learning of lexis in EFL. It includes a contrastive lexical analysis of

some semantic fields in English and Arabic -~ Arabic being the language

of the EFL learners with whom the study is mainly concerned. This contrastive

analysis 1s covered in Chapter Five. The applied part also deals with some

pedagogical issues relevant to the study and to the experimental investigation
of the pedagogical relevance of semantic field analysis. Such issues as the

selection and gradation of lexical items in EFL teaching materials, the various
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techniques commonly employed for vocabulary teaching are dealt with in

some detail in Chapters Six and Seven. However, the bulk of the applied

part of the research takes the form of an empirical investigation. In order
to find out empirically whether or not semantic field analysis has a role
to play in vocabulary teaching and learning, an experiment was formulated
and conducted in a foreign language situation. Although the experiment
dealt with one language skill, reading comprehension, and with a very specific
type of situation (a secondary school in Iraq), it is hoped that the findings
will be potentially relevant to other language skills and to teachers working
in a wide variety of different situations. The experiment and the results,
together with conclusions arising out of these results, are reported in Chapters
Eight, Nine and Ten. -

There are three other chapters. Chapter One is an introduction intended

to clarify the role of vocabulary in communication, and in TEFL in particular,

and identify the learner's problém in the acquisition of lexis in semantic

fields. Chapter Two is an attempt to define and clarify some linguistic

terms essential for the discussion and analysis of semantic field theory.

Some concluding remarks concerning the place of the study in applied linguistics
research, and implications for vocabulary teaching in EFL situations, particularly

for Iraqi secondary schools, are dealt with in the final chapter (Chapter Eleven).
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NOTES TO CHAPTER ONE
According to an unpublished paper by Greenberg, J.H. Osgood, C.E.
and Jenkins, J.J., "for all languages the number of phonemes is not
fewer than 10 or more than 70." (Ullmann, 1962: 236ft).
More precisely, the formatives in T.G. are divided into lexical items
e.g. 'sincerity', 'boy', and grammatical items e.g. perfect, possessive,
etc.; except possibly for 'the' (Chomsky, 1965: 65).
The problem is also identified by Brown, 1974; Richards, 1976; Marton,

1977; Judd, 1978; Meara, 1980 and McCarthy, 1984.

The terms 'passive' and 'active' are sometimes used instead of 'receptive'
and 'productive' respectively. They are not used here in order to

avoid confusion as some receptive skills (e.g. comprehension) are
regarded as active rather than passive processes.

An asterisk indicates that a sentence or construction (e.g. clause,

phrase) is unacceptable.
The Arabic-speaking learners of English make the same errors but

the examples cited here are taken from Rudska et al. (1981b).
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CHAPTER TWO
THEORETICAL PRELIMINARIES
2.1. Word, Lexeme and Lexical Item

There is no general agreement among linguists on the status of the
word as a linguistic unit. This seems to originate, primarily, from the fact
that the term ‘'word' is a most ambiguous one in linguistics. Its definition,
the criteria involved in its identification, and its status as a linguistic unit
are still matters for debate (see, for example, Lyons, 1963, 1968, 1970,
1977; Seiler, 1964; Zgusta, 1967, 1971; and Swaminathan, 1973).

The term 'word' is often used to operate at all levels of linguistic
analysis and covers all sizes of linguistic units from the mopheme to the
complete sentence. However, it is possible to distinguish at least three senses
in which the term 'word' is being used by most linguists. The first two
senses are readily recognized in terms of the notion of ‘'realization'. For

example, the 'phonological word' /teik/; and the 'orthographical word' take

are two realizations of a particular 'grammatical word' traditionally referred
to as the present tense of 'take'. The third usage refers to the 'word! as

an abstract entity and is manifested in the traditional saying that: 'The

words took and take are different forms of the same word'; it is the vocabulary-

word 'take' that is being referred to here as having two different forms.
In order to avoid the ambiguity and inaccuracy involved in the use
of the term 'word' above, some linguists (e.g. Lyons, 1968, 1977; Mathews,
1972, 1974; Kempson, 1977) prefer to use the term 'lexeme'; others (e.g.
Halliday, 1361; Sinclair and Jones, 1974) prefer to use the term 'lexical
it.ern' to refer to the 'word' in its abstract sense and also in reference to
the minimal semantic unit. In this sense, the terms 'lexeme' and 'lexical
item' will be applicable, not only to 'single-word', but also to multiword

lexical units or constructions which function as single semantic units: the

so-called compound words like 'greenhouse', 'pickpocket': phrases as: ‘in
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front of', 'on account of', 'put an end to'; idioms e.g. 'shoot the breeze'
(meaning "chat idly"); 'kick the bucket' (meaning "die"); cliché e.g. (the
house agent's 'desirable residence' (meaning "residence"), 'in this day and
age' (meaning “now").1

Lyons (1977) makes further distinctions in the use of the term. He
distinguishes between 'simple lexemes' i.e. lexemes whose stems are mophologically
unanalysable e.g. 'man', 'friend'; 'complex lexemes' which cover what is
commonly referred to in linguistics as derivation,i.e. the formation of a
morphologically more complex stem, Y, from a morphologically simpler stem,
X, by attaching to X a particular derivational affix or by systematically
modifying the form -of X in some way. For example,the suffix | - ly |
may be attached to certain noun-stems e.g. 'man’', 'friend' in order to
form the corresponding derived, or complex, adjectives: 'manly’, 'friendly’.

However, one point should be emphasized here. Lexemes are abstract entities:

what is derived by means of prefixation, suffixation etc. is the stem-form
of a lexeﬁle. and it is derived from another, morphologically simpler, stem-
form. The lexemes ‘'friendly' and ‘friend' are formally (i.e. morphologically)
related by virtue of the derivational relationship. As a lexeme 'friendly’
is neither syntactically nor semantically: more complex than such simple
(i.e. non-derived) lexemes as 'good' or 'nice' (Lyons, 1977: 522).

The third class of lexemes distinguished by Lyons is that of the 'compound

lexemes'. A compound lexeme is one whose stem is formed by combining

two or more stems (with or without morphological modification) e.g. 'screwdriver',
'blackbird’, 'boyfriend', 'window box', 'country house’.
If we follow the same line of argument offered by Lyons, we can
argue for the use of additional terms to refer to other classes of lexemes
such as 'phrasal lexemes' e.g. 'put to death', 'put an end to': 'idiomatic

lexemes' e.g. 'pull someone's leg' (meaning 'tease someone') etc.

For our purpose in this study, we do not feel there is any necessity
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to make such subtle distinctions between kinds of lexemes. The term 'lexeme'
(and 'lexical item') will, therefore, be used for all sorts of lexemes without
any further distinctions since all kinds of lexemes function as single semantic
units.

Lexemes will be referred to throughout this study by enclosing their
citation-forms in single quotation marks. By the citation-form of a lexeme
is meant the form of the lexeme that is conventionally employed to refer
to it in standard dictionaries and grammars of the language e.g. ‘'kill',

'murder!, 'assassinate' and 'execute' will be referred to as lexemes. It

is important to realize that the citation-form is indeed a form of the lexeme

(being used for a metalinguistic purpose); but it should not be identified

with the lexeme itself which is an abstract entity.

The word-forms of a lexeme will be underlined. Thus we will say,
for example, that die, dies, died and dying are different forms of the lexeme

(or lexical item) 'die'. As for the term 'word!, it will be used in reference
to certain quoted texts or to refer to the other senses of the term 'word’
(i.e. to refer to the 'phonological', 'orthographical', and 'grammatical’
words).

Something may now be said about our use of double quotation-marks.
Following Lyons (1977:19) the double quotation-marks will be employed for
two purposes: first, for quotations proper (as distinct from citation); and,
second, to refer to the meaning of a lexeme. Given that 'X' is a lexeme,
"X" is the meaning of 'X'. Thus “"house" is the meaning of 'house'; and
on the assumption that the Arabic lexeme /bajt/ has the same meaning

as 'house' we can say that /bajt/ (in Arabic) means "house".

2.2. Aspects of Descriptive Meaning

The meaning of a lexical item can be approached and analysed in

various ways. The one relevant to us here is to analyse descriptive meaning
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in terms of denotation, sense and reference; and in terms of signification

and communicative value.

2.2.1. Denotation, Sense and Reference

2.2.1.1. Denotation

The term 'denotation' will be used here for the relationship that
holds between lexemes and certain 'features' of the extralinguistic w-:.‘n'ldm3
These features include persons, things, places, properties, processes and activities
that are external to the language-system. The class of objects, properties
etc. which the lexeme correctly denotes will be referred to as 'denotation’
and its individual members as 'denotata' (Lyons, 1977: 207). For example,
we will say that the denotation of 'cow' is a particular class of animals,
and that the individual animals (i.e. 'cows' are its denotata). This view
does not imply that denotation is the basic relationship in terms of which
the whole meaning of a lexeme should be handled; nor does it imply that
all lexemes in the vocabulary of a language have denotation. As it is understood
here, denotation will apply to that subclass of lexemes which denote observable
entities that really exist and a description of whose physical properties is
possible. However, it will be extended to apply to lexemes denoting certain
entities that have what we may call 'imaginary existence' such as 'goblin',
'unicorn' or 'centaur'. It follows from this interpretation of the notion
of 'denotation' that there may be many lexemes which do not stand iIn
a relationship of 'denotation' to anything outside of the language-system.
Furthermore, the 'denotational boundaries' of lexemes are not always precise
and determinate. For example, the precise point at which one draws the
lines between the denotation of 'hill' and 'mountain’, of 'chicken' and 'hen’,
of 'stream' and 'river', and so on, cannot be specified. But this does not
mean that the notion of 'denotation' does not apply to such lexemes. Far

from being a defect, denotational 'impreciseness' makes language a more
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efficient means of communication. Absolute preciseness is unattainable,
since there is no limit to the number and nature of the distinctions one
might draw between different objects (Lyons, 1968: 427).

As for the lexemes which lack denotation such as 'courage', 'intelligence!,
'beautiful', or 'honest' in English, we shall say that such lexemes have
'applicability' in the sense that they are applicable in certain contexts,

linguistic or situational, and that they are applicable to individuals or properties

of individuals. If we consider the applicability of a lexeme with respect
to the question whether it is true of the entity to which it is applied, we
are concerned with its denotation (Lyons, 1977: 213).
The point that should be stressed here is that there is no single correct
way, in practice, of specifying the denotation of lexemes especially for
the purpose of foreign language teaching. Consider, for example, the following

spgcification of the denotation of 'walrus'; "large sea-animal (like a very

large SEAL) with two long teeth standing out from the face and pointing
downward" (LDOCE, p.1236). Any EFL learner reading this definition would
probably acquire a good understanding of the denotation of 'walrus' provided
that he knows the meaning of the other lexemes in the definition. Consider,
however, a similar dictionary definition of 'carrot'; "an umbelliferous plaqt
(Daucus Carota) having a large tapering root which in cultivation is bright
red, fleshy and edible"(SOED, p.289). Apart from the apparent complexity
of the definition, there is obvious irrelevance of specialized information in
it as 'umbelliferous' is quite overspecific for lay (non-botanist's) usage

of English, and, therefore, the learner of English is not much helped by
such an attempt to explain to him the denotation of ‘'carrot'. We should
be better off trying to teach the foreign language learner the denotation

of such a lexeme as 'carrot' by realia or ostensive techniques rather than

by a complicated dictionary definition. We will take up this point in Chapter

Seven.
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2.2.1.2. Sense

By the 'sense' of.a lexeme, we mean its place in a subsystem of
intralinguistic relations contracted by that lexeme and other lexemes in
the vocabulary of a language in the context or contexts in which it occurs
(Lyons, 1968: 427). These intralinguistic relations will be referred to as
'sense-relations' and will be discussed in some detail in Chapter Four.4
According to this definition, we will say that one part or component (but
not the whole) of the meaning of a lexeme in a particular context is described
in terms of its denotation or applicability as explained above; another part
of this meaning is the set of intralinguistic relations into which this lexeme
enters with other lexemes not present in the utterance but part of the language-
system and may occur in that context. For example, the meaning of the
lexeme 'bee' in the following utterance:

He was badly stung by bees.
will be specified in terms of its denotation which may be cast here in the
form of a dictionary definition: "small four-winged, stinging insect that
produces wax and honey after gathering nectar from flowers" (OALDOCE,

p.72). The other part of the meaning of the lexeme 'bee' is determined
by the sense-relations it forms with other lexemes denoting sorts of insects
e.g. 'fly', 'wasp', 'locust' etc.

There are cases in which a lexeme may have a meaning for some
speakers in some contexts which it does not have for all speakers. But these
are special cases as meaning is determined here either by a special code
or special information about the intention of the speaker or else by the
subject-matter. The lexeme 'group', for example, has one meaning when
used in mathematical textbooks, another in sociological discussion, and still
another in everyday discourse (Bierwisch, 1970: 186). Such cases, however,

do not seem to pose difficulties of principle. A full semantic description

of a language must in any case provide all the meanings possibly associated

with a given lexeme in that language.
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2.2.1.3. Reference

The term 'reference' has to do with the relationship that holds between
an expression and what that expression stands for in a particular context.
For example, the underlined expression in each of the following utterances

is said to refer to a particular entity (a referent) if uttered in some appropriate

context of use:

That cow over there is my father's.
The man you met yesterday is my uncle.

The referring expression above (i.e. 'that cow' and 'the man') are accompanied
by some specific information ('over there' and 'you met yesterday') but

this is not always the case. The speaker may assume that the hearer is

in possession 6f quite specific information about the referent and will, therefore,
know which of the potential referents satisfying the description he is referring
to even though this referent has not been previously mentioned. Thus the

referring expression 'the cow' in 'The cow died last night' will enable the

hearer, in the appropriate context, to pick out the actual referent from
the class of potential referents. This kind of reference is to be distinguished
from the 'generic' reference in the following sentence:
The cow is a useful animal.
Here the sentence is used to assert a generic proposition i.e. a proposition

which says something, not about any particular individual cow, but about

the class of cows as such.

It should be stressed here that reference is an utterance-dependent
notion. Therefore, whenever we say that an expression in a particular sentence
refers to a certain entity or group of entities, the term ‘'sentence' is being
used in the sense of 'text-sentence' rather than 'system-sentence'. Furthermore,
unlike sense and denotation, reference is not applicable to lexemes in English.
In this respect we agree with Lyons (1977) that:

"In English common nouns like 'cow' are not normally used as

referring expressions; and this is true for most lexemes in the vocabulary
of English. If they have denotation, their denotation will determine
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their reference when they are employed in referring expressions.
But they do not have reference as lexemes." (p.208)

The question that now arises is: What precisely is the difference or

the relationship between denotation, sense and reference, as these terms
are defined here, and how do they contribute to the meaning of a lexical
item?
Let us first take the difference between denotation and reference
and see how they are related.
The point that has just been emphasized is that reference is an utterance-
bound notion and does not apply to lexemes as such but to expressions in
some particular context. Denotation, on the other hand, is a relation that

applies in the first instance to lexemes and holds independently of particular

utterances. Consider, for example, a lexeme like 'dog' in English. Expressions
like 'the dog', 'Mary's dog' or 'that dog over there' may be used to refer
to particular individuals but the lexeme 'dog' alone cannot. Further, as
we have already mentioned, the reference of expressions like 'the dog' is
context-dependent. Now the reference of expressions which contain 'dog'
is determined, in part, by the denotation of 'dog'. The expression 'the dog'
can never be used to refer correctly to a ‘house', 'book', ‘car' etc. but only
to that class of objects which the lexeme 'dog' denotes.

We will now turn briefly to the distinction of denotatipn and sense.
It is clear that the relationship between 'cow' and 'animal' is quite different
from the relation that either of these lexemes bears to the class of objects
it denotes. We shall assume, following Lyons (1977), that both denotation
and sense are interdependent, but equally basic, relations and there is evidence
to support this view. In some cases the relationship of denotation may seem
logically basic so that, for example, we know that 'cow' and 'animal' are
related in sense because of our prior knowledge that the denotation of 'cow'
is properly included in the denotaﬁition* of 'animal'. Similarly, the fat;t’ that

English has lexemes related in sense such as 'ram : ewe', 'bull : cow' clearly
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depends upon our knowledge that these lexemes denote male and female
sheep and cattle. This is supported by the common experience in language
acquisition. We first learn the denotation of many lexemes before we. can

relate them to other lexemes in the vocabulary. In other cases, however,

the relation of sense seems to be basic. If a lexeme has no denotation

in the strict sense (in terms of 'real existence'), such as 'unicorn' or 'goblin',
it seems impossible to understand its meaning if we do not, first of all,
establish the fact that 'unicorn' and ‘'animal' (like 'cow' and 'animal’)

are related in sense whereas 'unicorn' and 'book', for example, are not,

or at least, much less closely. It is because we know the sense of 'unicorn'

that we are able to understand its applicability. This point holds more generally

and not just of lexemes that lack denotation. To return to the definition

of 'walrus' given above: we interpreted this as a definition of the denotation
of 'walrus'. But in order to understand it, we need to know the sense of
many of the component lexemes in the definition. We have, therefore, to
learn the sense of 'walrus' (i.e. its relation with such lexemes as 'seal’
and 'seal-animal') before we could learn its denotation. The relation of
sense, then, In some cases at least, should be established prior to that of
the denotation. In fact, it is a common practice in the teaching of EFL
that teachers often implicitly use sense-relations to help the pupils understand
the denotation of certain lexemes. Thus a 'poodle' will be defined as "a
kind of dog", a 'herring' as a "kind of fish", and so on. We shall deal with
this point in detail in Chapter Seven.

In conclusion: we agree with Lyons (1977: 211) that since there are
conflicting cases as to whether denotation or sense is more basic, we shall
assume that both relations are equally essential to meaning and that neither
1s wholly dependent upon the other. The two relations, i.e. denotation (or
applicability) and sense, are to be regarded as the components of descriptive

meaning and should both be taken into account in the teaching and learning
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of lexis in EFL situations.

2.2.2, Signification and Communicative Value

Another distinction we shall draw in reference to descriptive meaning

is a distinction between ‘having meaning' (or 'signification') and 'being

meaningful' (or having a 'communicative value').5

Using this distinction

we shall say that an individual lexeme has a 'descriptive meaning' or 'meanings’
(in case of polysemy) described in terms of denotation and sense as these
terms are explained in the previous section, but has no 'communicative value’
out of context. Phrases, clauses and sentences (text-sentences) may or may

not have 'communicative value' if uttered in contexts though, if well-formed,
they will have the 'signification' (i.e. 'the literal meaning') which they

have out of context. Let us take a simple example. The lexeme 'destroy'
has a meaning (i.e. a descriptive meaning) if uttered in isolation. This
meaning consists of both the denotation (or applicability) of 'destroy' which
may be given here in the form of a dictionary definition: "to tear down

or apart; ruin; put an end to the existence or effectiveness of something”
(LDOCE, p.298); and its sense, i.e. the relation it contracts with other
lexemes -in the vocabulary such as 'demolish', 'ruin' or 'pull down'. The-
lexeme 'destroy', however, has no 'communicative value' out of context;

in other words, we do not understand anything other than its descriptive

meaning if uttered alone and, therefore, it has no value in the communicative

process. On the other hand, in an utterance like:
The army destroyed the town.
if uttered in the appropriate context, the verb 'destroy' will be said to
have the same descriptive meaning as mentioned above (i.e. the meaning
it has in isolation assuming, of course, it is not polysemous) but, addition'ally.“
it is now part of a 'meaningful' sentence and therefore the verb 'destroy’

has a communicative value. But if the same sentence (i.e. The army destroyed
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the town') is uttered in isolation from a spoken or written discourse or
is used inappropriately in some actual context (such as an answer to a question
like: Who wrote this letter?) we say that this sentence has only 'signification'
but no 'communicative value'. That is, if we know the descriptive meanings
and understand the syntactic relations between them, we can then recognize
that this sentence represents a proposition and so has signification in a
way which the following collection of items does not:

the town destroy army the

We shall also say that the lexeme 'destroy' in this collection of items
has no communicative value; it has only a descriptive meaning.

It is important not to confuse the term 'signification' as used here
with its traditional use according to which lexemes and other expressions
are said to be signs which signify, or stand for, other things through a mediating

concept ( cf. Ogden & Richards, 1923: 11). Neither should the term 'communicative

value' be confused with the notion of acceptability. An acceptable sentence

is roughly one that may be produced by a native speaker in some appropriate
context and would be accepted by other native speakers in that context.

This is obviously related to Firth's (1957) and Hyme's (1972 ) views that

an utterance or part of an utterance is 'meaningful' i.e. 'having a communicative
value' if it can be used appropriately in some actual context and given a
consistent interpretation by native speakers of the language. Sentences may

be perfectly well-formed from the grammatical point of view of a given

grammar and yet, if they do not have the ‘implication of utterance' from
the semantic point of view they will be just nonsense (Firth, 1957: 24).
Thus a sentence like 'Colourless green ideas sleep furiously' (Chomsky, 1957:
15) is grammatically well-formed, yet it is meaningless since it is very
unlikely that it may be produced by a native speaker of English in some
appropriate context.ﬁ Of course, there are different 'layers' or 'kinds'

of acceptability. Sentences can be acceptable or unacceptable in various

ways or in various degrees. Sentences which may be acceptable in fairy-
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tales or science fiction will not be acceptable in everyday English. Others
will be rejected as 'obscene', 'taboo' or restricted to another register.

Having identified some aspects of descriptive meaning, we should
emphasize the point that when we talk about the meaning (or descriptive meaning)
of a lexeme, we are referring to this meaning as part of a meaningful utterance
used to achieve some communicative act.
2.3. Pragmatic Asgects of Meaning

Pragmatics is still a controversial field of study. The scope of the field,

its boundaries with syntax and semantics and its place within the general

linguistic theory are matters of debate (see e.g. Levinson, 1983; Leech, 1983).
However, pragmatics is generally understood to refer to "the general study

of how context [in the broad sense] affects linguistic interpretation” (Fromkin,
1978: 18) or "the study of meaning in relation to speech situations” (Leech,
1983: 6). Our conception of pragmatics will not be very different from these

general definitions. Pragmatics will be taken as "the study of just those aspects
of the relationship between language and context that are relevant to the
writing of grammars [in the broad sense of 'grammar' inclusive of phonology,
syntax and semantics]" (Levinson, 1983: 9). The scope of context is not easy
to determine. But as Ochs (1979) notes "----one must consider the social
and psychological world in which the language user operates at any given time"
(p.1), "it includes minimally, language users' beliefs and assumptions about
temporal, spatial, and social settings; prior, ongoing, and future actions (verbal,
non-verbal), and the state of the social interaction in hand" (p.5). Lyons (1963,
1968, 1977) also takes the context in a broad sense to include the situational
context, the knowledge shared by the speaker and hearer of what has been
said earlier, the relevant conventions, beliefs and presuppositions, etc. (we shall
return to Lyons' notion of context in 3.2.1.3.).

From a lexical point of view, the above definition wijll include the study

of those aspects (or principles or factors) that determine with the linguistic
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system the assignment of meanings to lexical items and utterances. In this
section we shall sketch out some of those pragmatic aspects which have bearing
on semantic field analysis, taking the view that no satisfactory and comprehensive
theory of semantics can ignore the role played by pragmatics in language.
2.3.1. Context-of-Utterance

Lyons (1977: 572) notes that the theoretical notion of context-of-utterance
is based upon a pre-theoretical notion of context. If we are asked by a child
or a foreigner about the meaning of a particular lexical item, we are frequently
unable to answer his question unless he supplies some information about the
context in which he has encountered the item. A lexical item, therefore, is

appropriate or inappropriate, more or less effective than another, in a certain

context.

The study of the context-of-utterance is a matter shared, as in the

case of many other matters, by pragmatics and sociolinguistics. It has become

axiomatic in both fields to say that since language is a means of communication,
then learning a language (whether one's own or a foreign language) involves
learning how it is actually used to fulfil communicative functions. It is not
sufficient to have a mastery over the linguistic 'code' if one does not know

how to make use of it to communicate. And this involves, among other things,
learning how to understand and use lexical items in particular contexts. Let

us take a simple example. The lexical item 'glass' has a denotation which

may be formulated as a dictionary definition: "a hard transparent solid material

made from sand melted under great heat: a glass bottle/window" (LDOCE, p.482).
When printed in capital letters on a packing case, the item means "handle
with care"”. The fact that glass is referred to and that the lexeme appears
in capitals on a packing case are sufficient indications of how the message
GLASS 1s to be comprehended. In other words, the contextual factors of topic ,

setting, and message form provide the context-of-utterance for the lexeme

to be understood as giving instructions (Criper and Widdowson, 1975: 201).
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The notion of context-of-utterance will be made use of in our research
as an important criterion which determines the inclusion of lexemes in semantic
fields (see 4.4.1.).

2.3.2. Speech Acts

The theory of speech acts gives explicit recognition to the social or
Interpersonal dimensions of language-behaviour. According to the theory, to
produce an utterance is to perform some communicative act: to make promises,
issue warnings, offer apologies (or congratulations), give instructions, etc. By
saying, for example, 'I promise to come early', the speaker is not only saying
something but actually making a promise. Verbs like 'promise', 'warn', 'apologise!,
'criticize', 'resign' are referred to by Austin (1962) as 'performative verbs®
and the sentences containing them as 'performative sentences' or simply

'performatives'. The following sentences (text-sentences) exemplify the use
of such performatives:
I promise to be faithful.

[ warn you there is a bomb in the room.
I apologise for the delay.

In each of the above sentences, the performer of the act is the subject
(i.e. 'first person singular') and the verb is in the present simple active form,
and very frequently one can insert 'hereby' in the sentence: 'l hereby prqrnise...'.
' 1 hereby warn you...', etc.

The form of the performative utterances given above are explicit in the
sense that an explicit performative verb ('promise', 'warn', 'apologise') is being
used in the sentence but it may also be primary in which case the utterance
performs a certain speech act without containing an explicit performative verb
e.g. in 'He has been working very hard' there is an implicit performance of
"stating” and in 'Come early next time!' an implicit performance of "ordering".

In such cases we could use, if we wish, an actual performative verb: 'l state

he has been working very hard.' and 'l order you to come early next time.'

To study speech acts is to recognise the importance of the context of
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utterance in determining communicative functions. A question like 'Can you
pass me the salt?!, uttered at a dinner table, is not a question but a request
to pass the salt. This has led to the distinction between the 'locutionary act’
(i.e. literal meaning) of an utterance and the function it performs or what

is usually referred to as the 'illocutionary act' or 'illocutionary force' which

is largely determined by context. According to Strawson (1964) the locutionary
act may exhaust the illocutionary force in explicit performatives; but in primary
performatives it does not, though it limits the force to some extent. Searle
(1975) suggests the use of the term 'indirect speech act' to refer to the act
performed by an utterance like 'Can you pass me the salt?’.

The study of .speech acts is not as straightforward as it might appear.
There are many problems. An explicit performative utterance can be in the
passive e.g. 'Passengers are warned to cross the track by the bridge only'.
An utterance can also take the form of a performative without functioning
as one e.g. 'l promise only when I intend to keep my word' (Coulthard, 1977:
14). There are also the conditions which effectively govern the production of
speech acts or determine the illocutionary forces of utterances, especially of
primary performatives (see e.g. Searle, 1975). There is also the question of
whether there are some basic illocutionary acts to which all or rné)st of the
other acts can be reduced. Austin (1962) suggests that there are hundreds
of illocutionary acts in English, and groups them into five basic classes:
verdictives, which involve the giving of a verdict e.g. "acquit, assess, convict,
estimate'’; exercitives. which are the exercising of powers, rights, or influence
e.g. "appoint, vote, advise, warn"; commissives, typified by promising and
undertaking but include also declaration or announcements of intention e.g.
"promise, bet, oppose, guarantee"; behabitives, a miscellaneous group having
to do with attitudes and social behaviour e.g. "apologize, congratulate, commend,
curse, challenge"; expositives, which clarify how utterances fit into discourse

e.g. “"argue, postulate, affirm, concede". Even if we do not commit ourselves
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to Austin's categories, his classification is clearly similar, in principle, to any
attempt to classify verbs (as items in the vocabulary of English) into semantic
groups or fields, recognizing of course the fact that Austin's classification is
concerned with illocutionary acts whereas semantic field analysis is concerned
with lexical items. But the important point to emphasize here is that if semantic

field theory succeeds in producing a sound and valid classification of lexical

items into semantic fields, then such classification can certainly be made use
of in speech act theory to classify the illocutionary ac'cs..7
2.3.3. Presupposition

There have been many senses in which the term 'presupposition' has
been used by linguists and philt::sophers.8 The interpretation to be given to
the term here is adapted from Stalnaker (1973: 448). We shall say that:

"Sentence A (in a given context) pragmatically presupposes B if,
whenever A is uttered sincerely, the speaker of A assumes B and
assumes that his audience assumes B also".

For example, a sentence (text-sentence) 'Mary does not regret losing the race'
presupposes that 'Mary lost the race'. The terms ‘'sincerely' and 'assume'

are used pre-theoretically.

The most interesting type of presupposition relevant to our research here
is the one suggested by e.g. McCawley (1968), and Fillmore (1969). McCawley
rightly argues that to say 'My neighbour is buxom' is to presuppose that the
neighbour is female as the meaning of 'buxom' contains the semantic feature
[Female]. According to Fillmore, the presupposition of a sentence are those
conditions which must be satisfied before the sentence can be used to perform
a speech act. Thus the sentence 'Please open the door! can be used as a command
(or better a request) only if the addressee is in a position to know what door
has been mentioned and that the do;)r. at the time of speaking, is not open.
The test that the existence and specificity of a door and its being closed make

up the presupposition of the sentence is that under negation the sentence is

used to give quite different instructions, yet the presuppositional conditions
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are unaffected 'Please don't open the door'. The presupposition about the closed
state of the door is a property of the lexical item 'open'. Similarly, a sentence
like '"The dog chased the cat' presupposes that the entity identified as the
direct object is moving fast because the semantic feature [Moving Fast] is
a property of the lexical item 'chase'. Fillmore points out that the apparent
counter-examples to his claim can be iInterpreted as 'semi-quotations'. They
are to be thought of as comments on the appropriate use of lexemes in utterances.
For example, in a sentence like 'l didn't chase the thief; as it happened, he
couldn't get his car started' the speaker is commenting on the use of the lexeme
'chase' which has just been uttered.

The analysis of presupposition in terms of semantic features is obviously

related to the Componential Analysis of meaning which we shall deal with in

Chapter Four.
2.3.4. Implicature

The notion of implicature rests upon a distinction between what is said
and what is implicated, but is not actually said (Lyons, 1977: 592). Grice (1975)
distinguishes between two types of implicature: 'conventional' and 'conversational’.
Conventional implicatures are inferences which arise on the basis of the
conventional meaning (i.e. descriptive meaning) of lexical and grammatical
items in utterances. For example, in the sentence 'She is poor but honest’
the item 'but' carries the implicature that for a person to be poor is a good
reason for supposing him not to be honest (Leech, 1983: 11):. One typical
characteristic of conventional implicatures is that they are detac-hable in the
sense that there are other ways of saying the same thing which do not give
rise to implicature (e.g. 'She is poor and honest'). Another characteristic
is that they are not cancelable; it is contradictory for the speaker to deny
something that is conventionally implicated by the sentence he has uttered.
Karttunen and Peters (1979: 11) observes that a large number of cases that

have been handled under presupposition are in fact instances of conventional
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implicature such as presupposition associated with particles (e.g. too, either,
also, even), presupposition of certain factive verbs (e.g. 'forget, realize, take
into account') and those which accompany implicative verbs like 'manage' and
'fail'.

The second type of implicature, conversational implicature, depends
upon certain rules or principles which Grice calls 'maxims of conversation'
and groups them under the headings of quantity, quality, relation, and manner.
1. Quantity: Be just as informative as required, i.e. give the right amount

of information.

2. Quality: Tell the truth.

3. Relation: Be relevant.

4. Manner: Be perspicuous, i.e. (i) avoid obscurity; (ii) avoid ambiguity; (iii)

be brief; (iv) be orderly.
(adapted from Grice, 1975: 45-6)

The four categories of maxims jointly express a general 'co-operative principle'
that determines the proper conduct of discourse. Let us take an example from

Leech (19813 332):

A: 1 saw Mr. X having dinner with a woman yesterday.

B: Really? Does his wife know about it?

A: Of course she does. She was the woman he was having dinner with.
B has reason to feel cheated by A. From A's opening remark he has reasonably
drawn the conclusion:

'"The woman Mr. X was having dinner with was not his wife.'

We say then that A has violated the maxim of quantity giving less information
than i:s desirable.

The conversational maxims have extensively been studied by linguists,
philosophers and others. There also seems to be a place for them in language
teaching, particularly in discourse analysis for language classrooms. Scholfield
(1982) offers a useful discussion of how Grice's maxims can be made use of
in formulating definitions for vocabulary teaching. For example, if a learner

does not know the lexeme 'ram' in a sentence like 'At this time of the year
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the farmer separates the rams from the other sheep', he needs only to be

told 'rams are sheep' because this is the information required for understanding
the meaning of 'ram' here as the learner can 'inference' from the context
that rams are sheep. A definition like that of 'goat' as "usually horned and
bearded ruminant quadruped" violates the maxim of manner (for being obscure)
as it is very likely that the learner will find 'ruminant' and 'quadruped' much

more difficult than the lexeme being defined. We shall take up this point in

Chapter Seven.

2.3.5. Knowledge of the Extralinguistic World

It seems it is not possible to construct a satisfactory semantic theory,
and for that reason.a semantic field theory, without taking into account
knowledge of the extralinguistic world. First, there is no absolute or clear-
cut line between this knowledge and knowledge of language. More often than

not, native speakers of a language appeal to the facts of the extralinguistic

world in their communication. That this is so can be seen from a few examples

which show that nonlinguistic information may be essential in understanding

a particular sentence (i.e. text-sentence). Consider, for example, the following

two sentences:

1. Our store sells alligator shoes.
2. Our store sells horseshoes.

(Katz and Fodor, 1963: 178)

In a normal setting (e.g. as a notice in a store window) occurrence
of (1) will be taken to mean 'QOur store sells shoes made of alligator skins',
while (2) will be taken to mean 'Our store sells shoes for horses'. Notice,
however, that (1) is open to the interpretation that 'Our store sells shoes for
alligators' and (2) is open to the interpretation that 'Our store sells shoes
made from the skins of horses'. From this it follows that in order to arrive
at the correct interpretation of (1), we must know (from the extralinguistic
world) that, to date, alligators do not wear shoes, although shoes for people

are sometimes made from alligator skins. Conversely, if we want to understand
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(2) correctly we must know that horses wear shoes but shoes for people
are not usually made from the skins of horses (Katz and Fodor, 1963: 178-9).
The extralinguistic knowledge is also essential in determining the

deviancy of some sentences. Take, for example, the following two sentences:

1. That person over there is pregnant.
*2. That man over there is pregnant.
(Jackendoff, 1972: 19)

The first sentence, if uttered while pointing to a man, seems to be deviant
in the same way that the second sentence is. The deviancy of the first
sentence results from the context of situation whereas the deviancy of the
second does not.

Secondly, a theory of meaning which entirely excludes extralinguistic
relations is viciously circular. Take a simple example like: 'He strummed
the guitar' (Bolinger, 1975: 223). If we do not know the meaning of ‘'guitar’,

we still infer from the context that it must be a musical instrument because

only musical instruments are strummed. If we do not know the meaning of
'strum', we may also be able to infer from the context that it is most
likely a form of playing because that is what one normally does with musical
instruments (of course, the meaning of either lexeme is open to misunderstanding).
But what if we do not know either 'strum' or 'guitar'? At some point it
seems necessary to break out of the circle, to get a foothold outside language
(op.cit. p. 223).

Nevertheless, the above argument should not be taken to imply that
we must first represent all the knowledge that native speakers of a language
have about the extralinguistic world before we begin a semantic analysis. Such
a representation does not seem feasible in practice, not even in principle.
What we suggest here is that it is legitimate and necessary to appeal to
extralinguistic information in the course of semantic analysis especially when

the analysis 1s carried out for pedagogical purposes.
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2.4. Semantic Field Theory: The Basic Assumption

Before undertaking any detailed discussion of semantic field theory,
it seems useful to touch briefly upon the basic assumption of the theory
(though this assumption was mentioned in passing in Chapter One).

The theory of semantic fields assumes that the lexemes that are
semantically related, whether paradigmatically or syntagmatically, within
a given language-system belong to the same semantic field. A semantic
field is therefore a paradigmatically and syntagmatically structured subset
of the lexicon. The lexical items of language can be classified into sets
which are related semantically and divide up the semantic field in various

ways. For example,-the field of "Transfer of Possession" (Katz, 1972: 347)

in English includes such lexemes as: ‘'sell', 'buy', 'trade', 'exchange!, 'give’',
'receive!, 'lend', 'borrow', 'inherit', 'lease', 'hire' and 'rent'. The two
lexemes 'sell' and 'buy' enter into a special sense-relation with each other
and define a region within this -field. To say, for instance, 'John sold the
house to Bill' is to assert that 'Bill bought the house from John'. The field
of "Colour" provides another, often cited, example. In English, the lexemes
that denote colour fall under the general term 'Colour' and include: 'red!,
'blue', 'green', 'white', 'scarlet' and dozens of others. Thus the c;bject

of the analysis of semantic fields is to collect all the lexical items that
belong to a particular field and show the relationship of each of them to
one another and to the general term. Although there are certain lexical
gaps and some disagreements and indecisions among the native speakers

in deciding whether two lexemes overlap in meaning or contrast, these are
of a very limited type and do not invalidate the theory. Looking closely

at semantic fields, it is possible to describe the gaps and overlaps (Lehrer,

1974: 16). We shall deal with this point later (see 3.3.2.2.).
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NOTES TO CHAPTER TWO
See Zgusta (1967; 1971) for some criteria of identifying multiword
lexical items.
The term 'descriptive meaning' is borrowed from Lyons (1977).
The term 'denotation' is sometimes used by some linguists to refer
to what we will call 'reference'; conversely, 'reference' has frequently
been used (e.g. in Lyons, 1963, 1968; Leech, 1981) for what we will
distinguish here as 'denotation'. This terminological difference should
always be borne in mind as it may lead to confusion.
They are sometimes referred to in the literature as 'meaning-relations’
with the narrow interpretation of the term 'meaning' (equivalent
to our 'sense' here).
The distinction of 'signification' and 'communicative value' drawn

here is adapted from Widdowson's (1978) distinction between 'signification'

and 'value' though Widdowson's distinction has to do with sentence
meanings rather than lexical meanings.

Chomsky (1957: 15) considers 'Colourless green ideas sleep furiously’
a grammatical sentence but meaningless. Later he (1965) changes

his position; now he defines grammatical as 'natural' and 'natural’

in turn as "capable of being analysed by a transformational generative

grammar"” and thus 'Colourless green ideas...' is now both ungrammatical

and unacceptable as it is no longer generated by the rules of the

grammar.
Austin's type of classification has had some influence on later classifications
of functional categories within a notional-syllabus framework e.g. Wilkins'
(1976) classification of functional categories into valuation (e.g. estimate,
value, assess), verdiction (e.g. pronounce, rule, award), approval (e.g.

approve, appreclate, comment) etc. (see 6.3.2.3.). In another respect,

the theory of speech acts has made a marked influence on language
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teaching methodology. It has constituted an important basis for the
development of 'communicative approaches' to language teaching which
put the emphasis on the communicative functions of language (see e.g.
Schmidt and Richards, 1980 for an interesting discussion).

Levinson (1983: 167) notes that because of the large literature on
presupposition there are so many contradictory views on the topic (see

e.g. Keenan, 1971; Kempson, 1975; Wilson, 1975). -
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CHAPTER THREE

SEMANTIC FIELD THEORY: GENERAL PERSPECTIVES

3.1. Background

The development of semantic field theory stems from the writings
of German and Swiss linguists in the first half of the twentieth century,
notably: Ipsen (1924); Trier (1934); Jolls (1934) and Porzig (1934). Those
and other scholars were writing about the regularities of the semantic links
between linguistic units and the systematic nature of the lexicon. The origins
of the theory, however, can be traced back at least to the middle of the
nineteenth century and to the ideas of Humboldt (1836) and Saussure (1916).
Among German linguists Trier was the most important and influential
and his version of field theory "opened a new phase in the history of semantics"
(Ullmann, 1962: 7) despite some criticisms that are sometimes directed
against it. In a number of works he not only developed new principles
for the systematic analysis of the lexicon, but he applied them to an extensive |

amount of factual material.

Trier expressly acknowledged his espousal of the Humboldtian conception
of language as a determinant of its speakers' world view and as an organic

totality wherein all parts are conceptually related to one another. He also

associated himself with the modern expression of the idea of inner structure
in language as formulated by Saussure.

Following his teachers, Humboldt and Saussure, Trier begins with the
notion of the synchronic state of the language as a closed, stable system,
defining the substance of all its components:

"In the system all the parts receive their meanings only from the
whole. That means that a word [i.e. lexeme] in any language is
not an isolated carrier of meaning; on the contrary, each has a
meaning only because there are others adjacent to it."

(Trier, 1934: quoted and translated by Vassilyev, 1974: 81)
Thus, a lexeme alone has no meaning but acquires one only through

the opposition it has with neighbouring lexemes in the pattern. For example,
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the lexeme 'weise' ("wise") would mean something entirely different in
modern German if 'klug' ("intelligent"), 'gescheit' ("sensible"), 'gerissen’
("sly"), 'schlau' ("cunning"), 'gewitzigt' ("shrewd") and many others did
not stand next to it. Similarly, in the grading of examination results as
'excellent', 'good', 'fair', 'poor', 'very poor', the lexeme 'poor' acquires
meaning only when one knows that the scale of grading consists of five

degrees and that 'poor' lies in the lower half between 'fair' and 'very poor’.

However, Trier admits that such an example is an oversimplification of the
field concept but the principle shown here applies, in his view, to all lexical
fields (Miller, 1968: 67).

Trier distinguishes between the 'lexical field' and the 'conceptual
field' whereby lexical fields divide conceptual fields into parts like a mosaic
leaving no gaps or overlaps. However, it is not always clear how the 'lexical
field' is to be distinguished from the 'conceptual field'. In fact, Trier

himself does not always keep these two types of field clearly separated.
Nevertheless, the following exposition of Trier's version of field theory,
summarized mainly from Lyons (1977), may clarify the distinction which,
though it may not be Trier's, at least seems to be compatible with his
usage of the two terms.

Trier looks upon the vocabulary of a synchronic state of language
as a closely-knit system of lexemes interrelated in sense. But the system
is in constant flux. Not onl‘y do we find old lexemes disappearing and new
ones emerging as the language develops but also the sense-relations holding
between a given lexeme and its neighbouring lexemes in the system are
constantly changing through tirne._

To illustrate what is normally meant by a conceptual field, let us
take the continuum of colour prior to the segmentation by individual language-
systems. Considered as a continuum, the substance of colour constitutes

a 'conceptual area'; it becomes a 'conceptual field' by virtue of its structural
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organization by individual languages. The set of lexemes in any one language-
system which cover the conceptual area and, through the sense-relations | ':
holding between them, give structure to it is a 'lexical field'. Each lexeme |
in the lexical field will cover a certain conceptual area and each area {
may in turn be structured as a field by another set of lexemes. For example,

the conceptual field of "Colour™ in English is structured by many terms

such as ‘red', 'blue', 'green', 'white', 'yellow' and 'brown'. The conceptual

area of 'red! is itself covered and structured by other terms: 'scarlet’,

‘crimson', 'vermillion', 'pink' etc. The sense of a lexeme is thus a conceptual

area within a conceptual field: and any conceptual area that is associated

with a lexeme, as its sense, is a concept.
Trier believes that lexical fields border on one another to constitute

a whole corresponding to the conceptual field. Lexical fields and conceptual

fields in turn join together to form the structure of the vocabulary of language.

Trier has thus made use of the concept of Gestalt psychology which looks at
events as a whole with each event influencing the others. In Trier's linguistic

field each part influences the other parts and delimits its meaning (Ohman,

1953: 127-8).
In the course of time, Trier's own research interests shifted to
somewhat different problems and another pioneer of the field concept, Leo

Weisgerber, became the acknowledged leader of the field approach.

Weisgerber started out from a general inquiry into the role of
language in shaping the intellectual life of the speech-community. He
explicitly related his ideas to those of Trier in his contribution to a
collection of articles celebrating Trier's work. He also linked his concept
of field theory, more clearly than Trier himself had done, with Humboldt's

philosophy.
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Weisgerber drew attention first to certain well-articulated spheres
of the vocabulary showing the influence of language on thought and on the
evaluation of speakers' concepts. There is, he argues, no intrinsic reason
for dividing up the continuum of colours in the way to which our own speech-
habits have accustomed us. The ancient Greeks had, for example, an entirely
different scale of colours, so much so that modern scholars have sometimes
accused them of colour-blindness (Ullmann, 1957: 155).

Weisgerber's conception of 'linguistic fields'! is very close to Trier's
in its theoretical postulates to the extent that justifies our reference to
Trier-Weisgerber's field as one concept. Like Trier, he does not regard the

lexeme as an independent carrier of meaning, an autonomous entity in the
field, but only as a purely relational, structural component:
"The word field [i.e. lexical field] exists as a whole. For this
reason, in order to understand the meanings of its individual

components, 1t is necessary to visualize the entire field and find
the place of that component in the structure of the field."

(Weisgerber, 1962: quoted and translated by Vassilyev, 1974: 85)

Some lexemes in the field, Weisgerber claims, do not even have corresponding
elements in reality itself. For example, the lexeme 'grau' ("grey") in the
series: 'weiss', 'grau’, 'schwarz' ("white", "grey", "black") has no direct
correlate in the colour spectrum; 'grau’ denoteé shades of colour ranging from
white to black; this is why 'weiss', 'grau' and 'schwarz' semantically delimit
each other.

In addition to the field concept discussed above, there are other concepts
of field which have not been very influential. It was stated earlier that the
first explicit formulation of the field-concept prior to Trier was made by
Ipsen in 1924 when he used the 'field' as a linguistic term in the compound
'semantic field' ('Bedeutungsfeld') to denote a group of lexemes that together

constitute a field of meaning.

In an article in 1934, Jolls, also in opposition to Trier and Weisgerber,

proposed a field concept of his own with the help of correlation pairs like
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'right - left' which he claimed to have traced back as far as the ancient
grammarian Dionysios Thrax and which show, he argues, that "the semantic
framework remains unaltered whereas its components are replaceable; in the
course of history different lexemes will be used for the same relationship,
but the relationship itself will remain immutable in its structure" (Ullmann,

1957: 158). Jolles was thus the first to include the structural relations of

'oppositeness' of meaning (e.g. 'cold' - 'hot') into his semantic fields, which

he prefers to call 'semantic groups' (Vassilyev, 1974: 89).
Also in contrast with Trier's field concept and about the same time,
Porzig (1934) developed a notion of semantic fields based upon the sense-

relations that hold between pairs of syntagmatically related lexemes. However,

it is now commonly accepted that Trier's fields of paradigmatic relations

and Porzig's fields of syntagmatic relations are complementary rather than

in conflict.

Whereas Trier proceeds, theoretically, by dividing the total vocabulary
first into lexical fields, to subdivide these into lexemes, Porzig starts from
simple concrete situations with which he associates bipartite syntagms (i.e.
collocations) composed of a verb and a noun or an adjective and a noun,
bound together, in his view, by an 'essential meaning relation'. For instance,
'to bite' presupposes 'the teeth', 'to lick' presupposes 'the tongue', and
'blond' presupposes 'the hair'. He points out that in explaining the meanings

of such lexemes one has to take into account the sets of lexemes with which

they collocate whether overtly in texts or covertly in the language system
by means of essential meaning relations. One can hardly hope to explain
the meaning of the verb 'lick' without mentioning 'the tongue', or 'bite’
without mentioning 'the teeth'. The lexicalization of such relationships is
referred to by Lyons (1977: 262) as 'encapsulation'. The sense of 'with the

tongue' is encapsulated in the sense of 'lick', as the sense of 'with the teeth'

is encapsulated in the sense of 'bite'.



47

3.2. Recent Studies in Semantic Fields

3.2.1. Lyons' Theory of Meaning

In recent years semantic field theory has been developed most thoroughly
and explicitly by John Lyons (1963, 1968, 1977). Lyons (1963) attempts to
update the theory of structural semantics developed by the Trier school, and
to demonstrate its efficacy by analysing part of the vocabulary of Plato.

He introduces the following modifications to earlier theories:

(1) The conceptualist interpretation of 'meaning' is rejected. Consequently,
the conceptual side of semantic field theory has been abandoned.

(2) Great importance is attached to the notion of context.

(3) Both 'sense' and 'denotation' (or 'applicability' for lexemes which have
no denotation) are to be incorporated in any theory of meaning.l

(4) The conception of the semantic structure of a language as an overall
closed system is not accepted.

The four central notions in Lyons' semantic theory which are of particular
interest to us here are: sense, applicability, context and lexical subsystem
(or system).

3.2.1.1. Intralinguistic Relations

Lyons (1963) defines the sense of a lexeme as a function of the
intralinguistic relations contracted by that lexeme and other lexemes in

the lexical system:

"The meaning [i.e. sense] of a given linguistic unit is defined to be
the set of (paradigmatic) relations that the unit in question contracts
with other units of the language (in the context or contexts in which
it occurs) without any attempt being made to set up 'contexts' for
these units." (Lyons, 1963: 59)
Thus the sense of a lexeme like 'red' for example, depends upon the relations
it contracts with other lexemes denoting colour such as ‘'orange', ‘yellow!’,
'green’, 'blue' and others. The sense of each of these lexemes depends upon
the lexical system they belong to (i.e. "Colour") and their relationships

of contiguity (or, more precisely perhaps, 'betweenness') relative to one
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another in the system (Lyons, 1968: 429). The intralinguistic relations which
determine the senses of lexicql items and the structure of semantic fields

are referred to by Lyons as sense-relations. We shall discuss these relations
in detail in the next chapter.

3.2.1.2: Extralinguistic Relations

The term ‘applicability' (Lyons' earlier term was ‘'application' - cf.
Lyons, 1963). in Lyons' theory refers to the extralinguistic relations that
hold between linguistic units and observable entities (objects, properties, processes,
etc.) in the outside world (that is, to cover what we mean by 'denotation’
in Chapter Two) as well as to any relationship holding between situations
and expressions occurring in them. This notion of 'applicability' has a somewhat
wider coverage than denotation or reference. It includes not only denotation
and reference but any feature of the extralinguistic world whether of the

'physical world' or 'the world of social activity'. Many linguistic expressions

which have no observable denotata are used as applicable in recurrent and
identifiable situations. They will be said to be applied in such-and-such a
situation. An example is the use of expressions like 'Excuse me', 'Thank
you' and the various identifiable situations in which these utterances occur.
This notion of 'applicability' will also allow for the semantic identification
of lexical items in different languages when these items are put into correspondence
with one another or; the basis of the identification of common features and
situations in the cultures in which they operate (Lyons, 1968: 434; Lyons,

1977: 213). Accordingly, we will be able to say, for example, that the English
lexeme 'sin' and the Arabic lexeme /Oanb/ have the same applicability although
it might be difficult, if not impossible, to establish this fact in referential
terms unless, of course, there is a comprehensive and satisfactory theory

of culture, which is as yet unavailable. The term 'applicability' was also

used in the sense explained in Chapter Two to refer to the relationship holding

between such lexemes as 'unicorn' or 'goblin' and the 'imaginary entities’
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to which they are said to apply.

3.2.1.3. Context

Lyons gives considerable importance to the notion of context. The
context of an utterance is regarded as the situation in which it occurs.

In accordance with the principle 'meaning implies choice', he says that:

"Any linguistic form, up to and including the complete utterance,
whose occurrence is determined by the context, has meaning in

that context and, conversely, that any linguistic item whose
occurrence in a given context is completely determined has no

meaning in that context." (Lyons, 1963: 25)
Lexemes and most full utterances have meaning because there is always choice
among them in the appropriate situations and also the option of remaining
silent. Certain socially prescribed utterances, however, may be completely
predictable, and in such a case semantic statement is limited to saying that
the given utterance is applied in that context. The statement will be one

of applicability, not of meaning. If there is a choice between utterances

these are said to have meaning - what meaning they have being a separate

question.,

Context is thus not restricted to the position in sequence relative to
other lexemes but includes also the situational context. Furthermore:

"...the context of an utterance cannot simply be identified with the
spatiotemporal situation in which it occurs: it must be held to include,
not only the relevant objects and actions taking place at the time,

but also the knowledge shared by the speaker and hearer of what has
been said earlier, in so far as this is pertinent to the understanding

of the utterance. It must also be taken to include the tacit acceptance
by the speaker and hearer of all the relevant conventions, beliefs and
presyppositions 'taken for granted' by the members of the speech-
community to which the speaker and hearer belong." (Lyons, 1968:413)

J.2.1.4. Definition of Semantic Field

Lyons rejects the conception of the semantic structure of a language
as an overall closed system. Instead, he maintains that semantic structure
is defined in terms of certain relations that hold between the items in a
particular lexical system or subsystem. A definition of lexical subsystem

(or system) is difficult to find and perhaps Lyons (1963) feels that the notion
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in the guise of Trier's 'linguistic field' is so familiar that it needs no theoretical
definition or argument. However, a lexical system (or subsystem) seems to

be definable as that within which the sense-relations apply:

"l propose to define the notion of 'semantic structure' in terms of
certain relations that hold between the items in a particular lexical

subsystem. They include such relations as sameness and difference

of meaning, incompatibility, antonymy, etc. which are customarily

held to fall within the scope of the theory of meaning." (Lyons, 1963:57)
Lyons (1977) attempts to define, though somewhat vaguely, the notion of
semantic field and how it may be distinguished from that of lexical field:

"Lexemes and other units that are semantically related, whether
paradigmatically or syntagmatically, within a given language-system
can be said to belong to, or to be members of, the same (semantic)
field; and a field whose members are lexemes is a lexical field. A

lexical field is therefore a paradigmatically and syntagmatically
structured subset of the vocabulary (or lexicon)"., (.p268)

It is not clear what Lyons mean.s by 'other units' in the above definition

and he leaves it without clarification. If the term 'lexeme' is taken to include
'single-word' lexical items and 'multi-word'lexical units (and in fact Lyons
does take 1t in this sense), then 'other units' will have no place in the semantic
field unless they are interpreted to mean 'phrases and clauses'. Yet, from
Lyons' exposition of sense-relations this does not seem to be the case (cf.
Lyons, 1377: Chapter 8) . It does seem, however, that Lyons means by the
term 'lexeme' in the above definition any 'single-form' (or 'single-word')
le:_{ical item and this appears more clearly in the definition of a lexical field
as 'a field whose members are lexemes'(i.e. single-word lexemes). Yet,

to make a distinction between 'single-word' lexical items and 'multi-word®
items raises more problems than it solves since we should have to establish
objective criteria for making the distinction: and in a large number of cases

it is not clear whether the lexical item is a 'single-word' item or a 'multi-
word' one, and Lyons himself does not offer such criteria. It seems more
appropriate, therefore, to apply the distinction in only those cases where

the field members can be identified as 'single-word' lexemes with absolute

certainty e.g. 'kill', 'murder', 'assassinate', 'execute' and other single-word
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lexemes in the field of "Killing" will be regarded as a lexical field as well

as a semantic field. We shall return to this point in Chapter Four.

Returning to Lyons' definition of the notion of semantic field above,
we should note that Lyons does not illustrate how syntagmatic relations constitute
semantic fields; in fact, he does not deal with these relations in any significant
detail. He even goes further, at one point of his theory, to assert that
collocations, and one can reasonably conclude syntagmatic relations, are not

to be considered part of the meaning of a lexeme - a point which clearly

contradicts the notion of semantic field as defined above:

"In saying that the collocations of a word [i.e. lexeme ] are not part

of its meaning (in any generally accepted sense of the term 'meaning')
I am not of-course denying the obvious fact that the meaning of a
word can often be conveyed to someone who clearly has a partial

knowledge of the language by listing a well-chosen set of collocations
in which the word [lexeme] in question is used." (Lyons, 1966: 295-6)
It does appear,‘ however, that this is an early position taken by Lyons in 1966

to be changed later (cf. Lyons, 1977) as Lyons has come to regard syntagmatic
relations, in addition to paradigmatic relations, as determinants of semantic

structure:

"There can no longer be any doubt that both Trier's paradigmatic
relations and Porzig's syntagmatic relations must be incorporated in
any satisfactory theory of lexical structure". (Lyons, 1977: 261)

The definition of semantic field discussed above testifies to this assertion
even though Lyons does not clarify how syntagmatic relations fit into the

analysis of semantic fields.

3.2.2. Lehrer's Contribution to Field Theory

Like Lyons, Lehrer (1969, 1970, 1974, 1978) has contributed a great
deal to the development of semantic field theory and clarified many issues.
Lehrer (1969) starts by adopting Lyons' views about semantic field
theory including his notion of 'situation' or 'universe of discourse'. The
denotation or applicability of lexemes (Lehrer uses the term 'reference')
is distinguished from meaning or sense (Lehrer uses both terms interchangeably)

but accepts that reference (i.e. denotation and applicability) may be appealed
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to in establishing the meaning of a lexical item. The terms 'word!, 'lexeme’
and 'lexical item!' are also used interchangeably without any precise delimitation
of the size of the linguistic units to which they refer. Lehrer (1974: 1) defines
a semantic field as "a group of words [i.e. lexemes] closely related in meaning,
often subsumed under a general term.“2 Accordingly, the object of the analysis
of semantic fields is to collect all the lexemes that belong to a field and

show the relationship of each of them to one another and to the general

term. Lehrer (1974) illustrates, with admirable clarity, her conception of

a semantic field by examining a variety of fields such as "Cooking" (e.g.
'cook', 'boil', 'simmer’, 'stew', 'poach’', 'braise', 'steam', 'fry'); "Sound"

(e.g. 'sound', 'noise', 'loud', 'soft', 'quiet', 'silent' and the related lexemes
'hear' and 'deaf') and "Killing" (e.g. 'dead', 'die', 'kill', 'murder'), etc.

The last two examples raise an important point in semantic field analysis,

viz. the inclusion of lexemes of different 'word-classes' ('parts of speech')
within the same field. It is obvious that Lehrer's notion of field dispenses

with the 'word-class' ('part of speech') of lexemes and thus Lehrer includes

in some of her fields lexemes belonging to different word-classes (adjectives,
nouns, verbs, etc.) as the two fields of "Sound" and "Killing" mentioned

above clearly show. We do not agree with Lehrer on this point. One of our
criteria for the inclusion of lexemes in a particular semantic field is that

all the lexemes should belong to the same word-class. We shall take up this

point in 4.4.

In addition to her own data, Lehrer (1974) uses data taken from other
sources such as "Colour" terms from Conklin (1955) and Berlin and Kay (1969);
"Animal" terms from Hjelmslev (1953) and Lamb (1964); "Kinship" terms
from Goodenough (1956) and others.

There are three important points which characterize Lehrer's contribution
to the development of semantic field theory in addition to her well-illustrated

examples, and which are particularly relevant to our research here. These



03

are the notions of 'basic and peripheral lexemes', 'lexical gaps' and the
'semantic extensions' of lexemes belonging to a semantic field. We shall deal
with each point in turn.
J.2.2.1, Basic and Periigheral Lexemes

Lehrer (1974) finds it useful to distinguish between basic and peripheral
lexical items as not all the items in a semantic field are of equal status.
The basic items determine the important semantic contrasts in a field. However,
there is a scale from the most basic to the most peripheral rather than two
absolutely separate categories, and if a cut must be made it may be somewhat
arbitrary.

In order to distinguish between basic and peripheral lexical items Lehrer
(1974: 10-12) offers a list of criteria adapted from Berlin and Kay (1969)
who list several criteria for determining the basic colour items in a language.
The criteria given below are explained from Lehrer's list:
(1) Basic items are monolexemic in the sense of being 'single-word' lexemes; if
it is difficult to decide if a lexical item is monolexemic or not, morphological
complexity makes the item suspect. Such lexemes as 'bluish!' and 'lemon-
coloured' are peripheral according to this criterion.
(2) The application of basic items is not restricted to a narrow class of
objects, that is, narrow for the field. For example, if a colour item like
'auburn' can only be applied to hair, it is not a basic item.
(3) Basic items are psychologically ‘'salient' for informants. We will explain
below what Lehrer means by 'salient’.
(4) Recent foreign loan items are suspect, that is, they are more likely to
be peripheral as they may be unknown to many speakers of the language.
(5) The meaning of a basic item is not included in that of any other except
the general term for the taxonomy. There are some peripheral lexemes
in a field that are peripheral according to other criteria, especially that

of salience, which can occur as superordinate (i.e. general) terms for sets
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of basic lexemes. Examples are 'sibling', as a superordinate to 'brother’

and 'sister', or 'vessel' as a general term for 'bottle', 'jar', 'vase', 'cup'
and other incompatible members of the set. However, most peripheral items
will be lower in the taxonomy than basic ones. According to Lehrer, the
most peripheral lexemes will fail to meet the criteria suggested above. When
the criteria themselves conflict, Lehrer suggests that psycholinguistic measures

such as 'psychological salience' tests may be used to determine whether a

lexeme is basic or peripheral.

The question of psychological salience is also proposed in relation to
criterion 3 above. To determine this salience Lehrer suggests the use of a method
devised by Battig and Montague (1968). Subjects were given the name or
description of a category, e.g. vegetable, and were asked to write down as
many items as they could think of in thirty seconds that were included in
that class. After that time, another category was presented. The items
were ranked according to the frequency with which they were listed by subjects.
The items appearing most frequently are the most salient, and hence, most
likely to be basic lexemes. The eight most commonly listed items referring
to vegetables were: 'carrot', 'pea', 'corn', 'bean', 'potato', 'tomato', 'lettuce'
and 'spinach'. Items given only once, and most likely to be considéred peripheral,
include 'black-eyed peas', 'butternut squash', 'dandelion', 'endive', and 'leek!'.
However, items were also listed which many speakers would not consider
vegetables at all, such as 'apple', 'cream cheese' and 'cn'ange'.3

Lehrer recommends also the use of a procedure devised by Heider (1973)
which requires subjects to judge whether objects are good or poor instances
of a category, for example, whether a retriever is a 'very doggy dog' or
not. There was high agreement among subjects on their ratings on a seven-
point scale, and the rating correlated with the frequency ranks in the Battig
and Montague study. In a test in which subjects were asked to rate six vegetables,

‘carrot', 'asparagus' and 'celery' were found to be the most typical vegetables



95

(in that order), 'pickle' is a rather poor example, and 'onion' and 'parsley'
in between.

A peripheral member of one category may be a central member of
another related category: although a 'pickle' is a peripheral member of the
vegetable category, it is a typical relish (Lehrer, 1974: 12).

The question of whether an object (and, therefore, the lexical item
denoting it) is a good or a poor example of a category is related to what
is often referred to, particularly in the psychological literature, as a
prototype or 'typical example' of a category. Research by Rosch and others
(e.g. Rosch et al, 1976) has indicated that we recognize members of a category
by matching them with a prototype. For example, not all fish are equally
fish: herrings and trout will be more 'prototype' than, say, eels or octopuses.
We may be uncertain about the periphery of the category (for example, are

bdrnacles or killer-whales fish?)but there will be little disagreement on what

is a typical fish (Leech, 1981: 84).

3.2.2.2. Lexical Gaps

By a lexical gap is here meant the absence of a lexeme at a particular
place in the structure of a semantic field. It is often described by structuralists
as 'a hole in the pattern' (Lyons, 1977: 301). According to Trier, Weisgerber
and their followers, lexical gaps are theoretically inconceivable because semantic
fields divide vocabulary like a mosaic with no gaps or overlaps. But, as we
have stated, the assumptions which determine this view have been rejected
by almost all field theorists.

The notion of lexical gaps in a semantic field presupposes a matrix.

To construct a matrix we must assemble the lexical items in a semantic
field and then analyse the sense of each item into a set of semantic features
(see Section 4.2. for details of this analysis). On the basis of these features
we can see what the relevant features are for the field and this helps set

up the chart or the matrix of the field. Then by looking for combinations
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of features that could be represented by a lexeme but are not, we can establish
the existence of lexical gaps (Lehrer, 1970: 258). In the field of "Cooking",
for example, there is no lexeme in English to mean "cook on a dry ‘surface".
i.e. without oil. Sometimes this gap is filled by 'bake! (which implies "in
an oven") or 'fry' (which implies "the use of oil") (Lehrer, 1974: 261).

In general, the tidier the matrix, the more obvious the lexical gap.

Let us look at part of a standard matrix, such as in Figure 1:

Species Male Female Young
human man woman child
horse stallion  mare foal
(caftle) bull COwW calf
pig boar SOW shoat
dog bitch ‘puppy
chicken cock hen chick

(Am.E: rooster)

Figure 1: Matrik Gaps
(from: Lehrer, 1974: 98)

There is a gap for a single lexeme that means 'male dog' and excludes other
meanings, though people who raise dogs use ‘'dog' or 'stud'. 'Cattle' does

not quite fit the paradigm because there is no singular, and frequently ‘cow!
is used to fill this gap. Now if this chart is extended by listing all the animal
species, it turns out that there are enormous numbers of gaps — there are

no lexical items for male, female or young rats, mosquitoes, salmon or whales. .

According to Lehrer, these cases are not necessarily problematic, and one may
argue that these gaps show that it is not as important for speakers of English

to talk about female rats or male mosquitoes as about bulls and hens. The

problem occurs when asexual or bisexual species are added, such as amoebas
and snails. It is rather peculiar to postulate lexical gaps for nonexistent things.

It seems that the question of lexical gaps is beset with problems.

To avoid any unnecessary complexities, Lehrer (1970: 260-1; 1974: 104-5)

suggests the following constraints though she admits that some may be too
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strong:

(1) There are no gaps for lexically impossible concepts. This would rule out
postulating gaps for 'castrated woman' or ‘round square'.

(2) Lexical gaps should be confined to the actual and objective world. For
example, in Greek mythology, there is a lexeme 'minotaur' meaning "half
man and half bull", but it makes no sense to talk of a gap for "half woman
and half bull" since such 'things' do not even exist. Of course, writers of
fiction can invent such 'entities' and find labels for them but this has nothing
to do with 'lexical gaps' in the normal sense.

(3) Though it may be justifiable to talk about a lexical gap, it is hardly
plausible to talk about a 'semantic gap' since language has various means

to refer to meanings and concepts for which it does not possess single lexemes.
Thus though English lacks a single lexeme for "dead plant", it can still refer

to this meaning by using the phrase itself, that is, 'dead plant'. We will

say more about this point in Chapter Five,

J.2.2.3. Semantic Extension

Lehrer (1974) offers some interesting viewpoints on the explanatory
value of semantic field theory. According to her, field theory enables us
to predict and explain something about the dynamic processes in la-nguage
such as the semantic extension of the meaning of lexemes. Lehrer illustrates
this point by looking at some of the lexemes in the field of "Temperature":
'hot', 'warm!', 'cool', 'cold'. 'Hot' and 'cold' are gradable antonyms (that
is, opposites which can be graded e.g. 'more hot', 'less hot', 'more cold?',
'less cold'; see Section 4.1.4. for more details); 'warm' and 'cool' are
antonyms which are closer to some centre point that separates 'hot' and
'cold'. All four lexemes are used and have their standard meanings when
talking about the weather, psycho-physical features (e.g. 'l feel cold'),
emotional feelings (e.g. 'John has a hot temper'; 'She is a cool person'),

colour (e.g. 'You shduld paint this room a warm colour like orange') etc.



08

However, many fields of discourse use only one or two lexemes of‘ temperature.
Thus we speak of a 'hot news item' but not a 'cold' or 'cool news item’';

a 'cold war' or a ‘hot war' but not a 'cool war' or a 'warm war'. There

is 'hot jazz' and 'cool jazz' but not 'warm jazz'; one can get a 'hot tip'

on a horse, but not usually a 'cool tip'. Since the lexemes 'hot', 'warm'’,
'cool!, 'cold! bear a certain sense-relation to one another, they can, as Lehrerﬁ
suggests, acquire a new meaning in a new context by virtue of that relationship.
Hence the following coinages, according to Lehrer, are easily understood. Since
a 'hot news item' is a current or an interesting one, a 'cool news item'

is one that is moderately stale. 'Hot' is paired with 'fresh' and ‘'interesting',
and therefore the antonym of 'hot' (i.e. 'cold') is paired with the antonym

of 'fresh' and 'interesting', that is, with 'stale' and 'uninteresting'. 'Cool’

and 'warm' retain their normal positions on the scale. Similarly, one might

use 'warm war' to talk about encounters involving minor skirmishes, raids,

or guerrilla activities. It is not clear whether Lehrer means that such 'possible
collocations' have already been coined and established in English. But one

thing is clear: that if such collocations are ever coined, then they are easily
understood according to Lehrer's notion of semantic extension of the meanings

of lexemes from one field to another.

3.2.3. Some Other Recent Contributions

It seems unnecessary to survey all the recent studies that have contributed

to the development of field theory In one way or another as such a survey

will certainly prove too lengthy for the purpose of our research here. Rather,

it is more appropriate to survey the most important studies which are relevant

to the notion of semantic fields which we have adopted and used, particularly

in the experiment to be reported later (see Chapter Eight). *
Having discussed the two prominent recent contributors to field theory,

viz. Lyons and Lehrer, we shall deal briefly with some other recent contributions

which, though less important, are yet desirable for a satisfactory picture

of recent studies in semantic fields. These include studies carried out by
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Pottier, Coserio and Geckeler.

3.2.3.1. Pottier

Pottier (1963, 1964, 1974) has demonstrated how a set of lexemes,
forming a lexical field, can be analysed by using semantic feature analysis
(i.e. componential analysis; see 4.2.). His study concerns the field "Siege"
("Seat") in modern French.5 He carried out his analysis on the following
set: 'chaise', 'fauteuil’, 'canapé' and 'tabouret' (roughly equivalent to the
English lexemes 'chair', 'arm-chair', 'sofa' and 'stool'). The four lexemes
are distinguishable from one another by the presence or absence of a series
of semantic features (which he calls 'semes'): Sl: [pour s'asseoir] ("for sitting
upon"); SZ: [sur pied] ("on legs"); 83: [pour 1 personne] ("for one person");
Sy [avec dossier] ("with a back") and S.: [avec bras] ("with arms"). The

results of Pottier's analysis is schematically represented as follows:

S} 5
pou avec

s'asseoir dossier

chaise + + + + -
fauteuil + + + + +
canapé + + - + +
tabouret + + + - -

Figure 2: Pottier's Analysis of Part of the Field "SiBge" in French
(from: Pottier, 1963: 11-17)

The semes [pour s'asseoir] and [sur pied] are common to all the lexical
items in question: they make up the 'archisememe' of the field: their lexical

realization as 'archilexeme' is 'si\ege' ("seat"). The meaning of archilexeme

is identical with that of 'superordinate' 1.e. the general term in the taxonomy

as used by Lyons and other linguists as we shall explain in the next chapter.
Pottier's illustration of the feature analysis of lexical fields raises

the question as to whether or not this is really a matter of an analysis of

linguistic content or, at best in a first phase of the analysis, rather of a

description of a series of functionally related objects, which is to say, of
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a part of extralinguistic reality. This point has been subject to criticism
(e.g. Coserio, 1968: 8-9). And in fact, Pottier starts from a description
of the objects and then proceeds to eliminate the features of the description
which are not relevant and thus arrives at the inventory of the pertinent
features (Coserio and Geckeler, 1974: 135). We shall deal in more detail
with the feature analysis of semantic fields (i.e. componential analysis of
fields) in the next chapter.

3.2.3.2. Coserio and Geckeler

Coserio and Geckeler (Coserio, 1967: Coserio and Geckeler, 1974, 1981)
conceive of the lexical field as "an ensemble of lexemes linked by a common
lexical value (value of the field)" which they subdivide into more definite
values by mutual opposition in the form of minimal lexical differences of
contents (i.e. 'semes'). The basic constitutive elements of the lexical field

are: the lexeme, the archilexeme and the seme. Lexemes, as we have already

used them, are the lexical units functioning within a lexical field e.g. 'vieux'
("old"), 'ancien' ("ancient"), 'age' ("aged"), 'jeune' ("young"), 'neuf' ("new")
and others in the field of adjectives concerning age in modern French. The
terms 'archilexeme' and 'seme' were used in the same way as used by Pottier
above. Values (as used by Coserio and Geckeler) are of a very general order,
functioning in a series of fields e.g. [Animatel], [Inanimate], [Animal]; such

values are termed 'classemes' — a term introduced into semantics by Pottier

(1963). Furthermore, Coserio and Geckeler (1974, 1981) give some negatively

determined characteristics of semantic fields.

(1) Lexical fields do not represent taxonomies, i.e. they are not scientific
classifications of extralinguistic reality.

(2) Lexical fields are not fields of associations., Associative fields are
'uncontrollable', that is, one can find an extremely large, perhaps unlimited,
number of associations making up such a field. A lexical field, on the other

hand, represents a lexematic system whose structuring is established on the
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basis of the semantic similarities and differences of field members.

(3) Lexical fields have nothing to do with the range of application of lexemes,
that is, the different senses of a lexeme. There is no field which embraces
only one lexeme.

(4) Lexical fields are not identical with conceptual fields. Every lexical field
is a conceptual field, but not every conceptual field is necessarily a lexical
field. Every lexeme corresponds to one concept, but not every concept is
necessarily rendered by one single lexeme. Concepts may also be expressed

by means of phrases and clauses. The following is a schematic representation

of the relation between lexical field (LF) and conceptual field (CF) as conceived

by Coserio and Geckeler:

Figure 3: Lexical Field and Conceptual Field (from Coserio and Geckeler, 1981: 59)

In addition to the recent contributions to the development of field
theory as a linguistic theory, there have been many recent investigations

of various semantic fields by a number of authors. We mention here in particular
McKay's (1980) investigation of the semantic field of verbs of "Information"

(e.g. 'inform!, 'announce', 'communicate', 'declare', 'disclose', 'discuss',
'expose', 'express', 'mention’, 'refer', 'report' and 'state'); and Lutzeier's
(1982) study of the field of "Financial Income" including such lexemes as
'‘pay', 'salary', 'wage', 'payment', 'interest', etc. We should also mention the
investigations carried out by Nilsen and Nilsen (1975) of a variety of semantic
fields within case grammar (though they use the term 'set' rather than 'field')

such as the verbs of "Movement" (e.g. 'amble', 'dance’', 'dash', 'gallop’, 'hop'
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'jump', 'leap', 'limp', 'march', 'meander'); verbs of "Exchange" (e.g. 'acquire’,
'buy', 'exchange', 'pay'); verbs of "Transportation" (e.g. 'ascend', 'arrive',
'climb', 'creep', 'come’, ‘'dart', 'enter', 'fall', 'float', 'fly’, 'hurry') etc.
J.3. Evaluation of Field Theory

Semantic field theory as developed by Trier-Weisgerber has been
criticized for making a number of assumptions that may not be well-founded.
The following are the main points of criticism:
(i) The distinction between conceptual fields and lexical fields is not easy
to determine. It is not always clear where the boundaries of each type
of fields lie and how they are related. As stated earlier, Trier himself does
not separate the two in his writings.

However, the exposition of the distinction between conceptual fields
and lexical fields we have already given may serve as a general working

guideline for distinguishing what is normally meant by a conceptual field

and how it Is related to the lexical field or fields that cover it.

Related to this point is the relationship between language and
conceptualization. It is not at all clear at the present stage what relationship
there is between the two. The strong version of the Whorfian Hypothesis
is certainly untenable, so is the adverse view that language has no effect
whatsoever on the world-view of its native speakers.

Nevertheless, the developmental version of linguistic relativity as

formulated by Carroll (1973) may be offered here as a plausible solution

to the above problem. Furthermore, it should be pointed out that semantic
field theory may be regarded as having two sides: a conceptual side and

a semantic one. The first deals with the theory from a conceptual point

of view; the emphasis being on the 'concépts' the speakers of a language
are said to possess and how these concepts embodied in the linguistic system
reflect their world-view. This conceptual aspect of field theory has proved

to be more controversial and much of the criticism directed against the theory

has been based on it.
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The second side of field theory is the semantic one which is concerned
with how the lexicon of a language is structured in semantic subsystems in
terms of sense-relations. This structural aspect is the one usually regarded
as the most significant contribution which field theory offers to the semantic

analysis of meaning. Here, it is no longer a question of 'concepts' or 'conceptual

fields' that linguists aim to determine, but rather of semantic or lexical
subsystems structured by various relations of sense determined by linguistic
methods. It is relevant to point out here that this view of field theory as
having two sides, conceptual and semantic, is supported by some leading
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