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Abstract

We present a comprehensive study into the inelastic spectra obtained by elec-
trons interacting with magnetic materials. The main focus is on the charge-
dependent interaction of the electron beam, in an electron microscope, via the
local vector potential generated by the magnetic lattice in terms of the spin-
scattering function. Thismethodology allowsdirect comparison between charge-
dependent and purely spin-dependent interactions. Our results for the double
differential cross-section show strong scattering vector dependence (q−2) and
linear dependence with the electron probe’s momentum. Additionally, we ex-
plore the intensity dependence on the relative orientation between the electron
probe wavevector and the local magnetic moments of the solid, using YIG as a
case study due to its importance as a platform material for magnonics.

In this work, we also introduce a methodology for calculating the spin-
scattering function, particularly in confined geometries such as thin films, for
both collinear and non-collinear spin-structures materials. Through case stud-
ies involving bcc Fe(100), YIG(100), NiO(100) and NiO(111), we illustrate the
effects of film thickness and crystal orientation on magnon modes in three dif-
ferent magnetic systems, ferromagnetic, ferrimagnetic and antiferromagnetic,
respectively. The quasi-momentum quantisation results in granularity in the
inelastic spectra in the reciprocal space path, reflecting thin film orientation.
This approach captures softer modes arising from the partial interaction of
magnetic moments near the surface in thin film geometry, concurrently with
the bulk modes. Furthermore, we explore the influence of magneto-crystalline
anisotropy, demonstrating its effect by increasing the overall hardness ofmagnon
modes. Specifically, introducing surface anisotropy leads to a shift of surface-
related magnon density of states (DOS) peaks to higher energies, that could
result in surface-confined modes. Finally, we performed calculations for the
phase and group velocity of the magnons in these structures, further elucidat-
ing their behaviour in confined geometries.
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Chapter 1

Introduction

1.1 Motivation

The relentless growth of data has become a defining characteristic of the digital
era. Demand for efficient and scalable data processing and storage solutions
continue to escalate, driven by emerging technologies such as the Internet of
Things, artificial intelligence, and big data analytics.

The total amount of data created, captured, copied, and consumed globally
is forecast to increase rapidly, reaching 64.2 zettabytes in 2020 a growth higher
than previously expected caused by the increased demand due to the COVID-
19 pandemic, as more people worked and learned from home and used home
entertainment options more often. The projection for the next years up to 2025
is for the global data creation to grow to more than 180 zettabytes [1]. In line
with the strong growth of the data volume, the installed base of storage capacity
of 6.7 zettabytes in 2020 [2] is forecast to increase, growing at a compound
annual growth rate of 19.2 per cent over the forecast period from 2020 to 2025.

Beyond the data requirements, the energy consumption of the storage and
processing of this data has also seen substantial growth over the last few years.
The International Energy Agency (IEA) published a report on achieving net
zero emissions by 2050 [3], highlighting the significant growth in energy con-
sumption related to the storage and processing of data. The global data centre
electricity consumption ranged from 240 to 340 terawatt-hours (TWh) in 2022,
equivalent to approximately 1-1.3% of the final global electricity demand. This
figure does not include energy used for cryptocurrency mining, which con-
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2 1.1. Motivation

sumed an estimated 110 TWh in 2022, amounting to around 0.4% of annual
global electricity demand. Additionally, data transmission networks consumed
between 260 and 360 TWh in 2022, constituting 1-1.5% of global electricity use.

Despite improvements in IT hardware efficiency, cooling systems, and a
transition towards more efficient cloud and hyperscale data centres, the energy
consumption of data centres has continued to increase significantly over the
past few years. The IEA report indicates that annual growth rates within this
sector have varied between 20% and 40%, emphasising the ongoing necessity
for concerted efforts to improve energy efficiency.

To address these challenges number of solutions have been proposed. Al-
gorithmic solutions focus on changing data processing paradigms with more
efficient programming models such as MapReduce [4], Apache Hadoop [5],
and Apache Spark [6]. While architectural solutions focus on changing the
availability of resources in a centralised way, such is the case of cloud-based
computing, which, according toMicrosoft Corporation andWSP Global Inc., is
93% more energy-efficient than on-premises data centres [7].

On the other hand, one can focus on the improvement of IT hardware ef-
ficiency, by improving the current complementary metal-oxide semiconductor
(CMOS) technology [8] and particularly exploring new data processing, and
storage paradigms, beyond electron charge as a carrier of information. Alterna-
tive technologies include spintronics [9], magnonics [10] and topological elec-
tronics [11], whereby the electron’s spin is utilised in addition or as a substitu-
tion for its charge.

Magnetic devices have been readily available for decades, mostly owing to
the interplay between charge currents and magnetisation orientation in het-
erostructured materials, as in hard disk drives (HDD) [12, 13], magnetic sen-
sors [14–16] or, in the more recent commercially competitive nonvolatile mem-
ory applications, in the form of magnetic random-access memory (MRAM)
[17–20].

Alternatively, pure spin current devices also offer non-volatility, faster data
processing, and potentially even lower power consumption [21–23]. Hence,
the study of the collective dynamics of magnetic systems has attracted a great

Chapter 1 Introduction



1.1. Motivation 3

deal of attention, due to the promise of using the electron spin to deliver an
energetically efficient way to meet the data processing requirements of mod-
ern society. This has led to a body of knowledge in a field generally known
as magnonics, which encompasses the production, transmission, storage and
processing of information using spin waves [10, 24]. Spin waves are dynamic
eigen-excitations of magnetically orderedmaterials, often described in terms of
their quanta, i.e. ’magnons’, much like photons or phonons are the quanta of
light and lattice waves, respectively.

The concept of spin waves has been introduced by F. Bloch in 1932 [25],
following the proposal of exchange interaction as an explanation for ferromag-
netic ordering by W. Heisenberg (1928) and Ya. G. Dorfman and Ya. I. Frenkel
(1928) [26]. Spin waves were introduced as a solution for the excited states of
a ferromagnetic system. This approach resulted in two predictions: in a first-
order approximation, the spontaneous magnetisation of an isotropic cubic fer-
romagnet, decreaseswith a T 3/2 temperature dependence and, in the absence of
anisotropy, there should not be long-range order magnetisation in dimensions
lower than three. The same framework was later developed in a second quan-
tizedmanner byHolstein and Primakoff [27] andDyson [28], and in parallel in
amore phenomenological macroscopic approach, by Landau and Lifshitz [26],
laying the foundation of spin wave theory.

Although not a complete theory to explain fully the dynamics of magnetic
systems when studying phase transitions, for example [29], spin wave theory
has shown to be a useful paradigm for thinking of new technological applica-
tions [9].

One of the goals is to substitute the charge current-based information en-
coding with all spin wave alternatives. To achieve this goal, some approaches
follow a path to provide transistor-like functionality [30, 31], while others aim
at replacing the entirety of the logical gate device [32, 33], instead of the indi-
vidual transistors.

Ahybrid spin-wave–CMOS system integrateddata processingwith aCMOS
periphery is a more realistic approach in the short term, provided that the sig-
nal conversion between magnonic and electric parts of the device can be effi-
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4 1.2. Methods to characterise magnon spectra

cient [10].
Moreover, the development and refinement of magnonic devices critically

hinges on the meticulous consideration of particular geometries [34–36], with
a notable emphasis on reduced dimensionality. Within this framework, a press-
ing need arises to broaden existing computational techniques, conventionally
employed in the investigation of magnons in bulk materials, to incorporate
the effects stemming from confined geometries inherent to thin films and het-
erostructures [37,38].

As a result, investigations of magnetism in low dimensions serve a dual
purpose. First, it offers valuable insights into how the magnetic properties of
a solid evolve when transitioning from a three-dimensional (3D) bulk crystal
to two-, one-, or zero-dimensional structures, which often leads to the emer-
gence of unique phenomena not observed in bulk magnets. Second, from a
technological standpoint, the incorporation of magnetic materials into modern
technologies necessitates their presence in these confined geometries. [39–43].

1.2 Methods to characterise magnon spectra

To systematically investigate the generation, manipulation, and identification
of magnons, there is a need to improve the methodologies for both exciting
and probing these phenomena.

One of the most direct ways of probing the magnon’s energies, and to char-
acterise them, is via inelastic experiments. Among the many options available,
using light, via Raman experiments [44], Thz absorption [45] and resonant in-
elastic x-ray scattering (RIXS) [46], neutrons, via inelastic neutron scattering
(INS) [47] experiments and electrons using electron energy loss spectroscopy
(EELS). Each of such options has its advantages and disadvantages.

Multiple parameters will be crucial when choosing the probing experiment
that will provide the most cost-effective results when studying the dynamics of
magnetic materials. In THz spectroscopy, a photon with THz frequency is ab-
sorbed and a spin-wave is created or vice versa. The wavelength of the photon
of THz frequencies is of the order of 106Å resulting in a momentum extremely

Chapter 1 Introduction



1.2. Methods to characterise magnon spectra 5

small compared to the size of the Brillouin zone (of the order of 1Å−1), hence
the momentum transfer is small, allowing only the excitation of spin waves at
the Γ point. In this regard, with photonwavelengths from 0.4 to 1 µm(from the
ultraviolet to the infrared), Raman spectroscopy also detects spin waves with
momentum close to zero. In contrast RIXS, which uses very short wavelength
photons, e.g. 1.3 nm at the energy 931 eV of the Cu L3 peak [48], is compara-
ble to the size of the Brillouin zone [49], with the drawback of requiring large
cyclotron facilities to achieve such high energies. One inherent disadvantage
of optical methods is the lack of spatial resolution due to the diffraction limit
of photons (several microns), incapable of unveiling the sub-nanoscale spatial
distribution [50], for example, for Raman experiments, using a 405 nm laser
and an objective with a numerical aperture (NA) of 0.9 the theoretical spatial
resolution achievable is 275 nm. However, it should be stressed that this is a
theoretical ideal and is rarely achieved in practice due to sample-dependent
scattering properties. A practical Raman spatial resolution is on the order of 1
µm [51–55].

Inelastic neutron scattering (INS)precedes the inelastic x-ray scattering (IXS)
historically [56–58], in this case, neutrons rather than photons are scattered by
spin-waves. Such techniques have been largely used for phonon spectroscopy
in crystalline solids and to study magnetic structures via neutron diffraction,
for over half a century. However, their application is limited by the scarcity and
expense of INS and IXS spectrometers, whichmust be based on reactor, acceler-
ator, or synchrotron sources. Another requirement for such experiments is the
growth of single-crystal specimens, particularly in the case of neutrons where
crystal sizes of 20–1000 mm3 are needed, due to low interaction cross-section,
also demanding a long acquisition time because of the low flux of particles.
The spatial resolution of INS is larger than 1cm, precluding spatially resolved
studies, hence limited only to bulk specimens. [59].

Over the past decade,meV-level ScanningTransmissionElectronMicroscopy-
Electron Energy Loss spectroscopy (STEM-EELS) has made significant strides,
achieving atomic-level contrast [60], detecting spectral signatures of individ-
ual impurity atoms [61], and conducting spatial- and angle-resolved measure-
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6 1.2. Methods to characterise magnon spectra

ments on defects in crystalline materials [62]. This progress paves the way for
the investigation of magnons with high spatial resolution.

Themethod’s potential expansion into studyingmagnons is anticipated due
to the overlapping energy range that magnetic modes share with vibrational
modes in solid-state materials. Despite the weaker interaction of magnetic mo-
mentswith the electron beam, compared to theCoulombpotential, by up to 3 or
4 orders ofmagnitude, whichmakes their detection challenging [63,64]. Recent
advancements in hybrid-pixel detectors have led to significant improvements
in dynamic range and reduced background noise, enabling the detection of sig-
nals as low as 10−7 of the full beam intensity [65]. Furthermore, enhancements
in monochromator and spectrometer design have resulted in increased energy
resolutions, particularly at lower acceleration voltages, achieving resolutions
of 4.2 meV at 30 kV [66]. These technological advancements have substantially
enhanced sensitivity and signal detection capabilities, thereby facilitating the
exploration of magnon excitations in STEM experimental settings.

Theoretical approaches for evaluating the EEL spectra have been developed
focusing on spin-polarised probes interacting via an exchange-like interaction
with the magnetic solid’s local spins [67], emphasising only the spin-spin in-
teraction. However, in addition to spin-spin interaction, when evaluating EELS
one also has to take into account the charge-based interactions, between the
electron beam and the magnetic moments of the material. In light of this addi-
tional interaction, it is essential to understand what additional effects EELS can
reveal using unpolarised e-beams. While the spin-spin interaction of electron
and neutron probes are equivalent, we expect that the vector potential, origi-
nated by the magnons in the system, will affect the electron probe’s canonical
momentum [68]. This leads to different dependencies with respect to the scat-
tering vector and electron probe momentum, revealing an additional signature
of electron-magnon inelastic scattering.

Chapter 1 Introduction
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1.3 Overview of Thesis

This thesis is organised as follows; in chapter 2 we give an introduction to mag-
netism, to help us to introduce the different interactions present in a magnetic
system in the form of the Heisenberg Hamiltonian. In particular, we demon-
strate the derivation given by Bloch [25] to show that spin waves are the natu-
ral spin-excitationmodes of magnetically ordered systems. Next, we define the
general bosonic transformation, with a focus on the Holstein-Primakoff trans-
formation, followed by the Bogoliubov diagonalisation to obtain the spin-wave
spectrum. We also discuss the ’Kübler trick’ which allows the treatment of
non-colinear spin structures.

In chapter 3, we extend this approach and provide a generalisedmethod for
calculating the effect of confinement in thin films using theHolstein-Primakoff-
transformed Heisenberg Hamiltonian, for systems with known ground states.
Previous computational work on confined magnons has focused on utilising
atomistic spin dynamics [69], or on solving the linearised equation of motion
that derives from the Heisenberg Hamiltonian via a so-called confined ansatz
[70, 71]. Using the latter approach, a study of magnon confinement effects in
low-dimensionalmagnetic structureswas recently reported [72]. Furthermore,
in this work, authors utilised the Holstein-Primakoff transformation [27] and
the Bogoliubov transformation [73] to rewrite the spin scattering function in
confined geometries, with calculations performed for a model 1D spin chain.
We further develop this approach assuming tensorial exchange and anisotropy
terms allowing the study of realistic thin films for collinear and non-collinear
magnetic structures.

This approach allows the application of second quantisation to thin films
with arbitrary spin order, including ferromagnets, ferrimagnets and antifer-
romagnets with given ground states. This opens a pathway for calculations
that support the broad range of methods utilising different probes to study
magnons in technologically relevant thin film systems. We demonstrate this
methodology for the prototypical systems of ferromagnetic films of bcc Fe(100),
Yttrium iron garnet (YIG)(100) and antiferromagnetic NiO with (100) and
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(111) crystallographic orientations with varying thicknesses.
Next, in chapter 4, we explore the effects of the non-spin-polarised beam in

the meV-level STEM-EELS apparatus, using YIG as a prototype material. We
derive and compare the effects of the spin-based interaction and the charge-
based interaction, and their momentum dependence, by calculating the inelas-
tic scattering intensity in the form of the double differential cross-section.

Finally, in Chapter 5, we conclude with our final remarks and perspectives
on the present work.

After the document, willing readerswill discover appendices containing de-
tailed information and derivations related to the results discussed in the main
text. Although understanding the main text does not require reviewing the ap-
pendices, those seeking a deeper understanding will find valuable information
within them.

Chapter 1 Introduction



Chapter 2

Fundamentals of Quantum
Magnetism

2.1 Atomic magnetic moments

Magnetism in condensedmatter cannot be properly explained by classical physics.
Before the advent of quantummechanics, the observation of macroscopic mag-
netic fields was attempted to be explained by the existence of elementary Am-
perian current loops flowing within the material. Indeed, the concept may ap-
ply to an induction coil or an electromagnet, but it is hard to justify classically
this persistent flow of current in an insulator. [74]

This picture was overthrownwith the proposition of an important theorem.
The Bohr-Van Leuween’s theorem, states that the equilibrium magnetisation is
zero, i.e. no charge currents flow spontaneously under conditions of thermo-
dynamic equilibrium. This result led to an alternative approach to persistent
magnetism relying on the electron’s quantized orbital motions [75] and the
electron’s intrinsic angular momentum, originally proposed by Goudsmit and
Uhlenbeck [76], and later deduced by Dirac [77] on the basis of quantisation
of the relativistic momentum [78]. We will now discuss both these quantities
and how they relate to the atomic magnetic moment.

First, recall that in the spherically symmetric potential of the atomic nuclear
charge, there are four atomic quantum numbers, three arising from the dimen-
sionality of space, and one, the spin quantum number, arising from relativistic
effects. We have the principal quantum number n = 1, 2..., forming a shell,

9



10 2.1. Atomic magnetic moments

the orbital angular momentum l ≤ n − 1, each forming a subshell, which is
commonly labelled by s, p, d, f..., where s labels the l = 0 subshell, and the sub-
sequent letters the higher angular momenta, and the magnetic quantum num-
ber, forming an orbital, which represents the projection of the orbital angular
momentum on the z-direction, ml = −l, ...,+l and the spin quantum number
ms = ±1/2.

Magnetic moments, arising from both spin and orbital angular momenta,
present a challenge in their quantum mechanical treatment, particularly with
multiple electrons. To navigate this complexity, we adopt the L − S coupling
scheme, also known as the Russell-Saunders coupling scheme. This procedure
uses the expected value of the z-component of the angular momentum, given
by ⟨Lz⟩ = ℏml and the z-component of the spin angular momentum, given by
⟨Sz⟩ = ℏms, and combines the individual electrons in the system to yield a col-
lective spin, denoted asS =

∑
i Si, and similarly, orbital angularmomenta com-

bine to form a total orbital angular momentum, L =
∑

i Li. The overall angular
momentum of the atom is then expressed as J = L+ S. This approach simpli-
fies the description of the atom’s states, utilizing combined quantum numbers
L, mL, S, and mS , each obtained as the sum of corresponding values for indi-
vidual electrons.

Having defined the available orbitals in an atom, we need now to under-
stand how the electrons get arranged in these different orbitals. Relying on
spectroscopic data, a set of basic ruleswhere devised by FriedrichHund, known
as Hund’s rules. These rules, fundamentally, encapsulate energyminimization
in the arrangement of electrons in the central potential of the atom, and tak-
ing into account the Pauli’s exclusion principle, where no two or more indis-
tinguishable particles possessing half-integer spins (fermions) can occupy the
same state, i.e., have the same set of quantum numbers, and the spin-orbit in-
teraction, empirically predicting how the electrons will arrange themselves in
higher atomic number atoms.

• First rule: Place the electrons in the open subshells, such that the total
spin quantum number is maximized.

Chapter 2 Fundamentals of Quantum Magnetism
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• Second rule: When electrons are added to degenerate orbitals (orbitals
of the same energy), the energy is minimised by occupying different or-
bitals with parallel spins before pairing up, such that the orbital angular
momentum is maximised.

• Third rule: The determination of the total angular momentum, J, is estab-
lished by the following rules: J = |L−S|when the electronic shell is less
than half full and J = |L + S| when the shell is more than half full. This
constraint is motivated by an effort to minimise the spin-orbit energy.

This set of rules, allows us to predict the ground state angular momentum
of isolated atoms.

With these definitions for the atomic angular momentum, we are ready to
connect the angular momentum to the magnetic moment. To further our dis-
cussion, let’s define the magnetic moment in terms of a current density jm,
set to represent the motion of electrons in their stationary orbits within the
atoms [78].

From this definition, we can write the magnetic moment resultant from the
motion of these electrons,

mi =
1

2

∫
d3r(r−Ri)× j(i)m (2.1)

which represents the magnetic moment of the i’th atom. By writing the current
density for an atom in position Ri, as a function of p atomic electrons labelled
by j with velocity vj , at position rj and charge e, in the following way,

j(i)m = −e
p∑

j=1

vjδ(r−Ri − rj) (2.2)

then substituting 2.2 in 2.1 we get,

mi = −e
2

p∑
j=1

rj × vj = − e

2m

p∑
j=1

lj (2.3)

where lj is the angular momentum of the j’th electron given by lj = rj ×

(mvj). Noting the quantisation of angular momentum, we have that |lj| =
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√
lj(lj + 1)ℏ, where lj is the jth electron orbital quantum number that is quan-

tized and restricted to integer values lj = 0, 1, 2, ...n− 1. This allows us to write
the relationship between magnetic moment and orbital angular momentum,
given by,

mi = mL = −µB

ℏ
L̂ (2.4)

where we used the relationship between the angular momentum operator L̂
and its expectation value ⟨L̂⟩ = lℏ, and defined the Bohr magneton in SI units
µB = eℏ/2m, which represents a fundamental unit of magnetic moment, m is
the electron mass and ℏ is the reduced Planck constant.

So far we have only defined the magnetic moment associated with the or-
bital angular momentum, in reality, electrons carry an intrinsic angular mo-
mentum. Its existence can’t be explained with non-relativistic quantum me-
chanics, it can only be predicted by the Dirac equation representation of quan-
tum mechanics, which predicts a quantum number for the electrons with an
operator that behaves in the same way as the orbital angular momentum. The
algebra that represents this behaviour will be defined later in section 2.2.2.

One can show that the magnetic moment associated with the total spin S of
the atomic electrons,

mS = −µB

ℏ
geŜ (2.5)

where ge is a constantwithout explanation in non-relativistic physics, it is called
Landè’s g-factor, which is given by,

ge = 2(1 +
α

2π
+O(α2)) ≈ 2.0023 (2.6)

with α = 1/137which is Sommerfeld’s fine structure constant. A usual approx-
imation that will be sufficient for our purposes is to take ge ≈ 2.

Taking all this into account, we can write the total magnetic moment as,

m = −µB

ℏ
(L̂+ 2Ŝ) (2.7)
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One important point to note is that in all cases where we are dealing with
angular momentum, a factor of ℏ follows, for this reason, it is conventional to
use atomic units to simplify the notation, where we define the angular momen-
tum to be measured in units of ℏ, allowing us to rewrite Eq. (2.7),

m = −µB(L̂+ 2Ŝ) (2.8)

For the remainder of chapter 2wewill use the SI notation in agreement with
Eq. (2.7).

Now we have defined the building blocks of magnetism, but have given no
reason as towhy certainmaterials aremagnetic and others aren’t. First, we need
to define the quantum mechanical origin of the atomic angular momentum in
atoms.

2.2 Magnetic moments in solids

So far we discussed the existence of magnetic moments in atoms without dis-
cussing their quantum mechanical origin. In this section, we will define their
origin and how these characteristics are affected when the atoms are arranged
in solids [74,78, 79].

In the previous section, wedescribed isolated atoms, but formaterial science
applications, wewill be interested in the characteristics of such atoms once they
are grouped in a solid. In some cases, the isolated atoms’ characteristics are
carried to the crystalline structure of a solid, as is the case in crystals containing
rare earth atoms [80]. However, in the majority of cases, the magnetic ions will
be affected by the interactions with the surrounding ions in the solid, leading
to distinct properties.

One of such interactions is known as the crystal field, which is the electric
field derived from the neighbouring atoms in the crystal. The intensity of this
interaction depends on the symmetry of the local environment. To gain a men-
tal picture of how these interactions affect the orbitals’ energies it is important
to point out the spatial distribution of the electron density of the atomic orbitals.
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Figure 2.1: Diagramatic representation of the d-orbitals and how they group by sym-
metry in axial and inter-axial. The parameter ∆ represents the energy difference due
to the crystal field-dependent degeneracy lift for an octahedral bonding environment.

Among the possible orbitals, only the s orbitals are spherically symmetric, all
others have some angular dependence. The relationship between the symme-
try of the crystalline environment and orbital symmetry determines how or-
bital degeneracy is affected by crystal fields. Crystal fields cause a reduction in
the rotational symmetry of the system, leading to the lifting of orbital degener-
acy.

To exemplify this concept we point to figure 2.1, notice that, symmetry-wise
the d orbitals can be separated into two types: the t2g orbitals which point be-
tween the Cartesian axis and the eg orbitals which point along the axis. This
difference leads to a split in energy between the t2g and the eg orbitals.

In this altered environment, Hund’s Rules don’t minimise the energy of the
atom anymore, giving rise to different total magnetic moments. When dealing
with transition metal ions with an incomplete set of 3d electrons, the filling se-
quence involves populating the lowest levels (in this case, the t2g levels) before
moving to the higher energy eg levels. However, the specific orbital filling or-
der is specific to the interplay between crystal field energy and the Coulomb
energy cost associated with placing two electrons in the same orbital, a phe-
nomenon known as pairing energy, typically having a positive value. In the
scenario where the crystal field energy is lower than the pairing energy (re-
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ferred to as the weak-field case), electrons are added to the system in a man-
ner where each orbital is singly occupied before any orbital becomes doubly
occupied. Conversely, in the strong-field case where the crystal field energy
surpasses the pairing energy, electrons preferentially occupy the lower energy
orbitals before filling the energetically higher orbitals.

2.2.1 Orbital quenching

When describing the total angular momentum of 3d ions one finds discrepan-
cies in the expected value fromHund’s Laws and the experimental values [79].
This disparity arises due to the pronounced dominance of the crystal field in-
teraction over the spin-orbit interaction in the context of 3d ions. Consequently,
Hund’s third rule, which was rooted in the assumption that the spin-orbit in-
teraction holds notable significance, making it the second-largest interaction in
the electron’s energy following the Coulombic effects, is, in fact, erroneous in
this scenario.

In reality, the system finds itself in a ground state such that L = 0, this way
the total angular momentum J = S and ge = 2 meaning that the atomic mag-
netic moment is pure spin, this has implications in the quantum mechanical
treatment of magnetic materials that will come into play later.

This effect is known as orbital quenching. This effect is largest in 3d ions
where the spin-orbit interaction can be ignored compared to the crystal fields.
This definition becomes less clean-cut for 4d and 5d orbitals since for heavier
atoms, the spin-orbit interaction becomes comparable to the crystal fields.

2.2.2 Spin operators

For our purposes, it is important to study how we will define the notation that
will represent the spins in the system. Particularly, we need to define a set of
operators that the algebra represents the experimental behaviour of the angular
momentum, in particular the spin.

The experimental behaviour of the electron’s spin follows an algebra that is
encapsulated in the spin operators Ŝ = (Ŝx, Ŝy, Ŝz). By convention we note that
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the angular momentum is measured in units of ℏ, so the angular momentum
associated with the spin can acquire values of mS = ±1/2, which previously
we associated with the z-direction projection of the spin angular momentum.
The spin operators are associatedmathematically as ameasurement of the spin
projection in a particular direction, i.e. Ŝz represents a measurement of the z-
direction projection of the spin of the particle. We can then define a basis for
our spin system, such that the Ŝz operator is diagonal, allowing us to write:

Ŝz| ↑⟩ =
ℏ
2
| ↑⟩, Ŝz| ↓⟩ = −ℏ

2
| ↓⟩ (2.9)

or in a more general way:

Ŝz|S,ms⟩ = ℏms|S,ms⟩ (2.10)

here the state is defined by |S,ms⟩, where ℏ2
√
S(S + 1) is the magnitude of the

angular momentum andms the z-direction projection.
One restriction posed by experiments for the spin’s algebra comes from the

Stern-Gerlach experiment that shows that successive measurements of the spin
of a particle don’t commute. Hence, this non-commutation needs to be reflected
in the algebra of the spin operators and is mathematically represented by:

[Ŝα, Ŝβ] = iℏεαβγŜγ (2.11)

whereα, β and γ are the Cartesian coordinates x, y, z, and εαβγ is the Levi-Civita
antisymmetric permutation tensor. All coordinate operators commutewith the
Ŝ2 so that,

[Ŝ2, Ŝα] = 0 (2.12)

thus it is possible tomeasure simultaneously themagnitude of the spin angular
momentum and one of its components. In our algebra, the measurement of the
magnitude of the angular momentum will be defined by:

Ŝ2|S,ms⟩ = ℏ2λ|S,ms⟩ (2.13)
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where λ is a constant to be determined. To proceed we will define two new
operators Ŝ+ = Ŝx + iŜy and Ŝ− = Ŝx − iŜy, known as raising and lowering
operators for reasons that will become clear once we define their eigenvalues
in the basis defined in Eq. (2.10). Their commutation relations can be defined
using the relations given in Eq. (2.11) and Eq. (2.12):

[Ŝz, Ŝ+] = ℏŜ+ (2.14)

[Ŝz, Ŝ−] = −ℏŜ− (2.15)

[Ŝ+, Ŝ−] = 2ℏŜz (2.16)

[Ŝ2, Ŝ+] = [Ŝ2, Ŝ−] = 0 (2.17)

To define the eigenvalues of these operators we will multiply both sides of
Eq. (2.14) through the right, with the basis defined in Eq. (2.10). Given this,
we can write:

(ŜzŜ+ − Ŝ+Ŝz)|S,ms⟩ = ℏŜ+|S,ms⟩ (2.18)

using the relation Eq. (2.10) we have:

ŜzŜ+|S,ms⟩ − Ŝ+Ŝz|S,ms⟩ =ℏŜ+|S,ms⟩

Ŝz(Ŝ+|S,ms⟩)− ℏms(Ŝ+|S,ms⟩) =ℏ(Ŝ+|S,ms⟩)

Ŝz(Ŝ+|S,ms⟩) =(ℏms + ℏ)(Ŝ+|S,ms⟩)

Ŝz(Ŝ+|S,ms⟩) =ℏ(ms + 1)(Ŝ+|S,ms⟩)

(2.19)

Thus, Ŝ+|S,ms⟩ is an eigenstate of the Sz, with eigenvalue ℏ(ms + 1). In the
same way Ŝ−|S,ms⟩ has eigenvalue ℏ(ms − 1) . These properties name the op-
erators ”raising” and ”lowering” operators, respectively. Using the definitions
for Ŝ+, Ŝ− and the commutator in Eq. (2.16) allows us to write:
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Ŝ2 =Ŝ2
x + Ŝ2

y + Ŝ2
z

=
1

2
(S+S− + S−S+) + Ŝ2

z

=S−S+ + Ŝz(Ŝz + ℏ)

(2.20)

with this new definition for Ŝ2, we can find the value for λ = S(S + 1), given
that we have the eigenvalues of S+ and S−, which are given by [74],

Ŝ+|S,ms⟩ = ℏ
√

(S −ms)(S +ms + 1)|S,ms⟩ (2.21)

Ŝ−|S,ms⟩ = ℏ
√

(S +ms)(S −ms + 1)|S,ms⟩ (2.22)

giving us:

Ŝ2|S,ms⟩ = ℏ2S(S + 1)|S,ms⟩ (2.23)

These definitions are general to both the angular momenta due to spin and
orbit.

2.3 Magnetic interactions

Now that we have set the generators of magnetism in solids, the atomic mag-
netic moments, we turn our attention to the fact that in nature solids exhibit
magnetic order, meaning that these individuals’ magnetic moments tend to
alignwith each other. The different ways that this can happenwill be discussed
later. The reason for this tendency has to be attributed to interactions between
the magnetic moments. In this section, we will describe different forms of in-
teraction between the magnetic moments and where they come from.

2.3.1 Dipolar interaction

Historically the first presumed interaction that could cause the magnetic order
in the solids that exhibit net magnetisation was the dipolar interaction, given
by,
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E = − µ0

4πr3

[
µ1 · µ2 −

3

r2
(µ1 · r)(µ2 · r)

]
(2.24)

which describes the energy of the interaction of twomagnetic moments µ1 and
µ2 separated by a distance r. Notice that the energy is minimised if the two
magnetic moments point in the same direction, meaning that, for a set of mag-
netic moments in a solid, this interaction shows promise in explaining the net
magnetisation of solids. The problem ariseswhen one calculates the thermody-
namics of a system of magnetic moments interacting purely via dipolar inter-
action. Such a system can only exhibit stable ferromagnetism for temperatures
below ≈ 4K as seen in the appendix A, this is contradictory to the existence of
magnetically ordered materials at room temperature.

2.3.2 Magnetocrystalline anisotropy

In the atomic theory proposed by Dirac, relativistic effects are taken into ac-
count. The introduction of such effects leads to a, previously unaccounted-for,
interaction known as spin-orbit coupling. In this interaction, the orbital and
spin angular moments couple giving rise to such an effect where the orbital
angular momentum drags the spin. In crystals the spatial isotropy is broken,
meaning that the spherically asymmetric orbitals tend to align with the high-
symmetry axis of the crystal. Consequently, the spin-orbit coupling makes the
system energy to also depend on the absolute orientation of the magnetic mo-
ments of the system. This phenomenon is calledMagnetocrystaline anisotropy,
and is a uniaxial anisotropy in the system that can be modelled in the spin
Hamiltonian in the following way,

HK = −K
∑
i

(m̂ · Ŝi)
2 (2.25)

where m̂ is a unit vector that identifies the preferred direction that defines the
anisotropy, so-called easy-axis,K is the anisotropy parameter that is the energy
difference between themagneticmoments pointing along m̂ and perpendicular
to it, and Ŝi = (Ŝix, Ŝiy, Ŝiz) is the spin operator vector referent to site i . In the
case where K > 0 the energy is minimised when the magnetic moments are
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parallel to m̂, however if the K < 0 the energy is minimal when the magnetic
moments are aligned in any direction perpendicular to m̂. In this case, we say
that the system has an easy-plane [74,79].

2.3.3 Exchange interaction

The exchange interaction is central to the modern theory of magnetism. This
quantum mechanical phenomenon, was found to account for the alignment of
magnetic moments in materials. To demonstrate its origins we will follow the
derivation given in [78]. At the core of the exchange interaction is the funda-
mental difference between classical and quantum mechanics, which concerns
the concept of indistinguishability of identical particles. This concept leads to
the interpretation that, if two particles have the same quantum numbers they
are indistinguishable, hence if two particles in an N-particle systemwith wave-
functionψ(r1, . . . , rj, . . . , rr, . . . , rN) are interchanged the physical result should
be the same. The mathematical implication for this is that after a coordinate
permutation of two particles in the N-particle system, the new state needs to
differ from the original state by a prefactor λ. This way if the same two coor-
dinates are interchanged a second time, we end up with exactly the same state
function,

ψ(r1, . . . , rj, . . . , rr, . . . , rN) =λψ(r1, . . . , rr, . . . , rj, . . . , rN)

=λ2ψ(r1, . . . , rj, . . . , rr, . . . , rN)
(2.26)

leading us to conclude that λ2 = 1, or λ = ±1. For the solution which λ = 1

describes a class of particles called Bosons, while the λ = −1 Fermions. The
source of our magnetic moments in our discussion are the electrons which are
Fermions, hence the wave function of our system needs to be antisymmetric.

Beyond the spatial asymmetry in thewave function, since the electrons carry
the intrinsic magnetic moment in the form of spin, we also need to care for the
symmetry of the spin part of the wave function. Given that electrons are spin-1

2

particles, we need to write our total wave function as a product of the spatial

Chapter 2 Fundamentals of Quantum Magnetism



2.3. Magnetic interactions 21

|ψ⟩ and spin |S,ms⟩ parts
To gain insight into the origins of this interaction, let’s examine a simplified

model involving just two electrons with spatial coordinates r1 and r2. Because
electrons must obey an overall anti-symmetric wave function, we need to con-
sider the symmetry of both the spatial and spin parts. We can write,

|ψ⟩± =
1√
2
(ψa(r1)ψa(r2)± ψa(r2)ψa(r1)) (2.27)

where we defined |ψ⟩+ as a symmetric and |ψ⟩− a anti-symmetric spatial wave
function for our toy model. For the spin part, we have,

|0, 0⟩− =
1√
2
(| ↑↓⟩ − | ↓↑⟩) (2.28)

for the anti-symmetric singlet state of the spin part, and,

|1, 1⟩+ = | ↑↑⟩ (2.29)

|1, 0⟩+ =
1√
2
(| ↑↓⟩+ | ↓↑⟩) (2.30)

|1,−1⟩+ = | ↓↓⟩ (2.31)

which is the triplet symmetric state of the spin part. Here we have simplified
the notation to write |S,ms⟩ = |1/2, 1/2⟩ = | ↑⟩ and |S,ms⟩ = |1/2,−1/2⟩ = | ↓⟩.

Our main goal is to get a term in the Hamiltonian of the system that rep-
resents the increase change in the total energy due to the interaction of spins
of the two particles. From our current discussion, we have four possible anti-
symmetrical possibilities for the wavefunction of our system, one singlet state
|ψs⟩ and three triplet states |ψt⟩ represented by,

|ψs⟩ =|ψ⟩+|0, 0⟩−

|ψt⟩ =|ψ⟩−|1,m⟩+ ,m = 0, 1,−1
(2.32)

Let’s then take a general Hamiltonian H that accounts for the interaction
between two particles. For the four possible anti-symmetric wave functions,
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we have two distinct energies: one associated with the singlet state (E+) and
the other with the triplet state(E−),

H|ψs⟩ =E+|ψs⟩

H|ψt⟩ =E−|ψt⟩ ,m = 0, 1,−1
(2.33)

Note that if E+ ̸= E− this leads to a ground state with a clear spin ordering
which means that there exists a spontaneous magnetic order. To identify the
functional form of such Hamiltonian, let Si be the spin operator of the i’th elec-
tron we have the expectation value for the square of each spin operator given
by,

S2
i = ℏ2S(S + 1) = ℏ2

1

2
(
1

2
+ 1) = ℏ2

3

4
(2.34)

for i = 1, 2, while for the total spin of the system, accounting for both spins,
given by,

S2
tot = (S1 + S2)

2 = S2
1 + S2

2 + 2S1 · S2 =
3

2
ℏ2 + 2S1 · S2 (2.35)

where we used the result from Eq. (2.34). Rearranging Eq. (2.35) and using
the result from Eq. (2.23) for S2

tot we have,

1

ℏ2
S1 · S2 =

1

2
S(S + 1)− 3

4
(2.36)

Note that the total spin of the singlet state is S = 0while for the triplet state
we have S = 1, hence we have two possible values, such that,


(

1
ℏ2S1 · S2

)
singlet

= −3
4(

1
ℏ2S1 · S2

)
triplet

= 1
4

(2.37)

with this in mind, we can write the following equation that agrees with the
definition put forth in Eq. (2.33),

Ĥ =
1

4
(E+ + 3E−)− (E+ − E−)

1

ℏ2
S1 · S2 (2.38)

such that its application of it to the singlet and triplet states, and accounting for
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Eq. (2.37) gives us,

Ĥ|ψs⟩ =
1

4
(E+ + 3E−) + (E+ − E−)

3

4
|ψ⟩+|0, 0⟩− = E+|ψs⟩

Ĥ|ψt⟩ =
1

4
(E+ + 3E−)− (E+ − E−)

1

4
|ψ⟩−|1,m⟩+ = E−|ψt⟩,m = 0, 1,−1

(2.39)
this definition of Ĥ is named the molecular Heisenberg model since we limit
the interaction to only a pair of spins.

H̃ = J0 − J12S1 · S2 (2.40)

with,

J12 =
1

ℏ2
(E+ − E−) (2.41)

notice that this approach doesn’t give a direct way to calculate the interaction
coupling constant but suggests that the solution comes from deriving the en-
ergy difference between the singlet and triplet states in the proposedmolecular
arrangement, assuming that this difference exists, which can be shown to be the
case by using the Heitler-London method.

From this derivation, we are able to postulate an extension in the case of the
N-particle system. This extension is the known Heisenberg model, given by:

H = −1

2

∑
ij

JijSi · Sj (2.42)

with this definition for Jij > 0 the spins will tend to align with each other,
while for Jij < 0 the spins will tend to anti-align, notice that we introduced a
half-factor to avoid double counting.

In some books [78] the Jij is derived from the orbitals wavefunctions over-
lap betweenneighbouringmagnetic atomsvia theHeitler-Londonmethodwhich
introduces a factor of two, which is, in our case, integrated into the Jij param-
eter.

Noticing the vectorial nature of the spin operators, S, leads to a generalisa-
tion of the exchange parameter to a tensorial form, allowing us to write,
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H = −1

2

∑
ij

Si · Jij · Sj (2.43)

in this notation, the exchange parameter is written as an exchange matrix such
that:

Jij =


Jxx
ij Jxy

ij Jxz
ij

Jyx
ij Jyy

ij Jyz
ij

Jzx
ij Jzy

ij Jzz
ij

 (2.44)

In this form, we can discuss further forms of interactions in the magnetic
solid. Beyond the magnetocrystalline anisotropy, we can also have anisotropy
connected fundamentally to the exchange interaction leading to the orientation
of the individual magnetic moments to be anisotropic, meaning that on top
of aligning with each other the magnetic moments will align collectively with
a preferred crystallografic direction. In this case, the anisotropy comes from
having different exchange parameters in each direction of the system, such that,
in the matrix exchange parameter, we have different values for Jxx

ij ,Jyy
ij and Jzz

ij .
The off-diagonal terms in the exchange matrix Eq. (2.44) give rise to anti-

symmetric exchange, also known as Dzyaloshinskii–Moriya interaction (DMI)
[81,82]. The antisymmetry comes from the requirement that symmetric terms
in the off-diagonal entries of the exchange matrix have opposing signs. Fun-
damentally, the DMI is a result of the spin-orbit coupling interaction. It is a
pair interaction in which the energy is minimised when the magnetic moments
point perpendicular to each other. We can write the effect of the off-diagonal
terms of the exchange matrix by a term in the Hamiltonian of the form,

HDMI = −1

2

∑
ij

Dij · (Si × Sj) (2.45)

The exchange interaction between spins is a general nomenclature for all
interactions that are related to the overlap of different atoms’ wavefunctions
and Pauli’s exclusion principle. The fundamental reason for this overlap can
come in different forms.

The most straightforward case is when two neighbouring magnetic atoms
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interact via exchange interactions. Given the name of direct exchange, this is
the simplest conceptual picture for the exchange interaction. In reality, con-
sider rare earths as an example, where the 4f electrons are strongly localised,
not extending very far from the nucleus. This leads to direct exchange interac-
tion being limited in rare earths. Even in transition metals like Fe, Co, and Ni,
where the 3d orbitals extend farther from the nucleus, justifying the observed
magnetic properties solely through the direct exchange is difficult. Given that
these materials are metals, the contribution of conduction electrons becomes
pivotal, necessitating an accurate description that considers both the localised
and the band character of the electrons.

In metal, the exchange interaction can be mediated by the conduction elec-
trons. Known as RKKY interaction named after Ruderman, Kittel, Kasuya and
Yosida, the interaction occurs due to the localised magnetic moments, polaris-
ing the conduction electrons that in turn couple to anothermagneticmoment at
a distance r away. This type of exchange tends to be long-range and oscillatory
in intensity. In oxides such as MnO and NiO (and fluorides MnF2) one sees
yet another form of indirect exchange, known as superexchange, in this case,
the exchange between the magnetic atoms is mediated by a non-magnetic ion.
In the case of oxides, the presence of the oxygen atoms leads to a ground state
that has a lower kinetic energy for anti-aligned neighbouring magnetic atoms.

This exemplifies that the exchange interaction can arise in different ways,
although for our purposes we will limit ourselves to, using proposed values
for the exchange parameters, to study the dynamics of these systems without
regard for the origin of the interaction [79].

2.3.4 Zeemann Interaction

So far we have discussed internal interactions of the material with itself, inter-
actions which lead to magnetic ordering. Beyond such interactions, one can
interact with the system with external perturbations such as magnetic fields.
Fundamentally, our problem is to understand the energy of the interaction be-
tween an external magnetic field and the electron’s magnetic moment. We can
start by stating the time-independent Schrodinger equation for an electron in a
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static electromagnetic field [83],

1

2m

[
ℏ
i
∇+ eA

]2
ψ + V ψ = Eψ (2.46)

where ψ is the electron wave function,A is the vector potential associated with
the magnetic field, V is the electric potential that the electron is subjected to by
the solid, e is the electron’s charge, and E the system energy.

Expanding we get,

− ℏ2

2m
∇2ψ +

ℏ
i

e

2m
[∇ · (Aψ) +A · ∇ψ] +

[
e2

2m
A2 + V

]
ψ = Eψ, (2.47)

the new interaction that arises from themagnetic field is the second term on the
left-hand side. By choosing the Coulomb gauge, one can show that the vector
potential and the gradient commute, allowing us to write,

− ℏ2

2m
∇2ψ +

ℏ
i

e

m
[A · ∇ψ] +

[
e2

2m
A2 + V

]
ψ = Eψ (2.48)

Furthermore, we have the following identity,

∇× (B× r) = B∇ · r− r∇ ·B

= (∇ · r)B− (B · ∇)r

= [3B−B]

= 2B

(2.49)

then we can write,

∇×A =
1

2
∇× (B× r) (2.50)

using these identities, we can write,
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ℏ
i

e

2m
A · ∇ψ =

ℏ
i

e

m
(B× r) · ∇ψ

=
e

2m
B ·
[
r×

(
ℏ
i

)
∇
]
ψ

=
e

2m
B · [r× p]ψ

=
e

2m
(B · L)ψ

=
µB

ℏ
L ·Bψ

(2.51)

where we used the definition L = r× p.
This provides us with an interaction that is minimised when the angular

momentum, and by extension the magnetic moment of the electron and the
external magnetic field, are anti-aligned. This interaction is known as Zeeman
energy, given by,

Ez =
µB

ℏ
L ·B (2.52)

This definition allows us to extend our understanding of this interaction
to the cases of angular and spin magnetic moment such that the total angular
momentum interacts with the external magnetic field with the form:

Ez = −µB

ℏ
(L+ geS) ·B (2.53)

2.4 Classification of magnetic order

In previous sections, we have discussed the existence of magnetic order. Due to
differences in the character of the interactions between the magnetic moments
that make the lattice, different magnetic ground states can be observed. The
magnetic moments can arrange themselves in many ways, the most common
and discussed, are the ferromagnets, antiferromagnets and ferrimagnets [79],
these are known as collinear. More complex arrangements include, but are not
limited to, domain-walls, spin-spirals and skyrmions [84–86], known as non-
collinear arrangements.

To discuss further, and gain some insight into how the interactions lead to
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the ground state spin arrangement of a particular system, we can look at the
exchange parameter for some guidance. Recalling that the exchange interaction
is given by,

H = −
∑
ij

JijSi · Sj (2.54)

we can see that from this mathematical representation of the interaction, for
Jij > 0 the energy is minimised when the two spins are aligned with each
other, leading to a ferromagnetic ground state, which is the case for Fe and
Co. However if Jij < 0 the energy is minimised for the two spins being anti-
aligned, leading to a state known as the antiferromagnetic ground state, which
is the case of NiO, where thematerial has no net magnetisation, since every site
is compensated by an equivalent but oppositely oriented magnetic moment.
These two ground states assume that all magnetic moments have the same in-
tensity. In the case of structures known as ferrites, which have chemical for-
mula MOFe2O3 where M is a divalent cation such as Zn2+, Co2+, Fe2+, Ni2+,
Cu2+ or Mn2+ and garnets with chemical formula R3Fe5O12 where R is a triva-
lent rare earth atom. In these systems, different sites will be subject to different
crystal fields locally, these in-equivalent sites lead to cases of uncompensated
antiferromagnets or ferrimagnets, where, even though the ground state is an
antiferromagnet, the system exhibits a net magnetisation [79].

Notice that the ground state is mainly affected by the interaction between
the different magnetic moments, so far we only discussed the diagonal part of
the exchange interaction. The antisymmetric exchange was first eluded to play
a role in the systems ground states in the observation of what was first dubbed,
weak ferromagnetism, which turned out to be an antiferromagnetic structure,
with a small amount of canting due to DM interaction. The intensity of this
canting derives from the interplay between the diagonal and the off-diagonal
terms in the exchange matrix [87].
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2.5 Heisenberg Hamiltonian

So far we defined the different interactions that define the Hamiltonian of the
magnetic system, allowing us to write the total Heisenberg Hamiltonian given
by,

H = −
∑
jj′

Sj · Jjj′ · S′
j +

µB

ℏ
ge
∑
j

B · Sj −K
∑
j

(m̂ · Sj)
2 (2.55)

The different terms have been discussed in previous sections, the first is
the exchange interaction, where we include the antisymmetric (DMI) interac-
tions and the exchange anisotropy bywriting the exchange constant as a tensor.
The use of a tensorial exchange parameter allows the interaction to be mod-
elled in a more general way, where the diagonal terms can be recognised as
representing the usual constant exchange interaction, while the off-diagonal
terms represent the DM interaction. Therefore, the tensor terms must follow
(Jjj′)αβ = −(Jjj′)βα for α ̸= β. In other words, the exchange anisotropy man-
ifests itself as an asymmetry in the diagonal terms of the tensorial exchange
tensor. The second term is the Zeeman interaction where we renormalised the
external magnetic field to incorporate the constants such that µB

ℏ geB → B. Fi-
nally, the last term represents the magneto-crystalline anisotropy.

So far we have given heuristic arguments as to why we expect the proposed
spin order in magnetic materials, let’s now give a more fundamental analysis
of the Heisenberg Hamiltonian.

2.5.1 Ground State

First, let’s look a the possible ferromagnetic ground state. In this case we are
assuming Jij > 0 for all i, j sites in the lattice. Let’s consider a system with
magnetic moments only interacting via isotropic symmetric exchange interac-
tion. With these simplifications in place, we can simplify the Hamiltonian in
Eq. (2.55) to be,
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H = −1

2

∑
ij

JijSi · Sj (2.56)

In this discussion, we will assume ℏ = 1. We now define our basis; a natural
candidate is to write a direct sum of states of the kind |S,ms⟩ for each magnetic
site, where,

S2
i |S,ms⟩i = S(S + 1)|S,ms⟩i

Sz
i |S,ms⟩i = ms|S,ms⟩i

(2.57)

Assuming a ferromagnetic ground state, ms = S for all sites, representing
the situation where the z-projection of the magnetic moments in every site,
assumes its maximum value. Our basis is the direct sum for states of all sites,

|ψ⟩ = |S,ms⟩1 ⊕ |S,ms⟩2 ⊕ · · · ⊕ |S,ms⟩N (2.58)

then the ground state gets denoted,

|0⟩ = |S, S⟩1 ⊕ |S, S⟩2 ⊕ · · · ⊕ |S, S⟩N (2.59)

To confirm our assumption for the ground state being the ferromagnetic
state, we need to show that this state produces the lowest energy for the Hamil-
tonian in Eq. (2.56). To apply the Hamiltonian in the state given by Eq. (2.59)
it is convenient to rewrite the spin operators in the form of the ladder operators,
defined by S±

i = Sx
i ± iSy

i , which when operated in the spin states will give,

S±
i |Si,ms⟩ = [Si(Si + 1)−ms (ms ± 1)]1/2 |Si;ms ± 1⟩ (2.60)

these operators act on states by raising or lowering the z-projection of the lo-
cal spins. Particularly important to our discussion, are the properties of these
ladder operators, that can be written as,

S+
i |Si,ms⟩ = 0

S−
i |Si,−ms⟩ = 0

(2.61)

which means that attempting to increase the z-projection of the spin angular
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momentum past the maximum value, or reduce it below the minimum, leads
to a zero eigenvalue.

The Hamiltonian in Eq. (2.56) can be rewritten as,

H = −1

2

∑
i,j

Jij

[
1

2

(
S+
i S

−
j + S−

i S
+
j

)
+ Sz

i S
z
j

]
(2.62)

Now we know how to operate all terms of Eq. (2.62) in our presumed
ground state in Eq. (2.59), by using Eqs. (2.57), (2.60) and (2.61). In the pro-
cess of evaluatingH|0⟩, we will evaluate terms involving the raising ladder op-
erators. From Eq. (2.61), we notice that upon acting on the states that already
are at a maximum z-projection angular momentum we get a zero eigenvalue,
and since operators labelled in different sites commute, we have,

S+
i S

−
j [|S;S⟩1 ⊕ |S;S⟩2 ⊕ . . .⊕ |S;S⟩N ] = 0

S−
i S

+
j [|S;S⟩1 ⊕ |S;S⟩2 ⊕ . . .⊕ |S;S⟩N ] = 0

(2.63)

Our Hamiltonian is then reduced to,

H|0⟩ = −1

2

∑
i,j

JijS
z
i S

z
j |0⟩ = −S

2

2

∑
i,j

Jij|0⟩ = E0|0⟩ (2.64)

resulting in a total energy of,

E0 = −S
2

2

∑
i,j

Jij (2.65)

To show that the eigenvalueE0 is the ground state, we operate on the general
solution in Eq. (2.58),

Ĥ |ψ⟩ = E
′

0 |ψ⟩ (2.66)

In this case, we will have terms such that,

S+
i S

−
j [|S,ms⟩1 |S,ms⟩2 . . . |S,ms⟩N ] ∝[

|S,ms⟩1 . . . |S,ms + 1⟩i . . . |S,ms − 1⟩j . . . |S,ms⟩N
] (2.67)

By the orthogonality of the basis, we can show that,
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⟨ψ|S+
i S

−
j |ψ⟩ = 0

⟨ψ|S−
i S

+
j |ψ⟩ = 0

(2.68)

hence, in Eq. (2.62) only the terms that involve Sz are non-zero. We can then
write Eq. (2.66) as,

−1

2

∑
i,j

JijS
z
i S

z
j |ψ⟩ = E

′

0 |ψ⟩ = −1

2

∑
i,j

Jijm
(i)
s m

(j)
s |ψ⟩ (2.69)

giving us a total energy that is dependent on a sum of the magnetic moments
of all sites, in this case, each site will have a particular magnetic moment z-
projection, labelled here by m(i)

s . Now noting that, by our construction, m(i)
z ≤

S, so we have that,

E
′

0 ≥ E0 (2.70)

leading to the conclusion that the state Eq. (2.59) is the ground state of the
Hamiltonian Eq. (2.56) for Jij > 0 ∀ i, j.

It can be shown similarly, although in a more involved procedure, that in
the case where Jij < 0 the ground state is antiferromagnetic, such that, each
site z-direction projection of the local magnetic moments points in the opposite
direction to its neighbours [88].

2.5.2 Excited States

So far we only discussed the aspects of the possible ground states represented
by the Hamiltonian in Eq. (2.56). Now let’s discuss what are the possible ex-
cited states for the system, here we will take a similar approach as the original
one given by Felix Bloch in [25]. Taking that the ground state exhibits mag-
netic order, a naive approach to this problem would be to assume that the first
excited state would result in a spin flip or lowering of the z-projection of the
angular momentum in a particular site,

|i⟩ = |S, S⟩1 . . . |S, S − 1⟩i . . . |S, S⟩N (2.71)
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where we are defining the state |i⟩ as a state where z-projection of the angular
momentum is reduced/fliped, in the i’th site. We can easily show that this
solution isn’t an eigenvector of the Hamiltonian in Eq. (2.56), because the term
S+
i S

−
j will increase back the spin on-site i and decrease one in site j, leading to

a different eigenstate, i.e. instead you obtain,

S+
i S

−
j |j⟩ = 0

S−
i S

+
j |j⟩ = 2S |i⟩

(2.72)

note that, in the definition of the basis therefore the Hamiltonian shifts the site
where the spin is reduced from the site i to the site j, hence, the assumption
that the first excited state is a reduction/flip of the spin in a particular site is
not a stable excited state.

To proceed, let’s attempt a general state as a solution, composed of a linear
combination of a single spin flip in every site, given by,

|ψ⟩ =
∑
k

fk |k⟩ (2.73)

To simplify the notation, let’s assume a 1D chain of magnetic moments, and
instead of the sum over all the pairs of sites, we sum over all sites, and for
each site, sum over its nearest neighbours only. Assuming that all magnetic
moments interactwith the same intensitywith their respective first neighbours,
this further simplifies Eq. (2.62) to,

H = −1
2

∑
k J [

1
2

(
S+
k S

−
k+1 + S−

k S
+
k+1

)
+ Sz

kS
z
k+1

+1
2

(
S+
k S

−
k−1 + S−

k S
+
k−1

)
+ Sz

kS
z
k−1]

(2.74)

Now if we apply H as given in Eq. (2.74) to the state in Eq. (2.73), as done
in Appendix C we can show that the coefficients of the linear combination are
given by,

fi(xi) ∝ eiqxi (2.75)

So, the first excited state of this system is, accounting for normalisation,
given by,
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|q⟩ = 1√
N

∑
i

eiRi·q |i⟩ (2.76)

where Ri are the position vector of the i’th magnetic moment and N is the
number of magnetic moments in the system. A more general solution can be
achieved by rewriting the excited state in terms of the ground state,

|q⟩ = 1√
2SN

∑
ı

eiRi·qS−
i |0⟩ (2.77)

This state allows us to evaluate the dispersion relation for the excited state,
which is also done in Appendix C which is given by,

E(q) = JS[1− cos(qa)] (2.78)

To understand the physical meaning of the excited state, it is instructive to
verify the total angular momentum of this state. To achieve this, a few defini-
tions are useful. First, we can define our ladder operators in Fourier space,

Sα(q) =
∑
i

eiRi·qSα
i (α = x, y, z,+,−) (2.79)

Using this definition and the commutation relation in Eqs. (2.14), (2.15)
and (2.16) we can also show,

[S+(k1), S
−(k2)] = 2ℏSz(k1 + k2) (2.80)

[Sz(k1), S
±(k2)] = ±ℏS±(k1 + k2) (2.81)

Using these definitions we can evaluate,

⟨q|Sz
i |q⟩ = ℏS − ℏ

N
(2.82)

Notice that this result shows that the change inmagneticmoment in a single
site in the magnetic lattice is ℏ divided by the number of sites. In this excited
state, the total change in magnetisation is ℏ, but this change is shared among
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all sites.

Instead of our naive idea of one magnetic moment flipping somewhere in
the chain, we are faced with a change that is dispersed through the chain and
has an associated wave. In a semiclassical approach, these waves appear as a
set of magnetic moments precessing with a certain phase between them, which
was coined as a spin wave.

An important point to note is that, if one attempts to create a second excited
state by the same logic one will realise that the two-wave state is not an eigen-
state of the Hamiltonian. This complication arises from the interaction that
starts to be present in the case where multiple magnons are excited in the sys-
tem. Hence, to understand the excitations in the systemwithmultiplemagnons
is necessary a different formalism. Historically this was achieved using second
quantisation, and the first, and most convenient, approach was proposed by
Holtein and Primakoff. In the next section, we will describe a general formula-
tion that allows us to provide a general formulation for the second quantisation
of spin systems.

2.6 Bosonic transformation

Previously we were interested in the eigenstates of the magnetic system. This
approach allowed us to show that the first excited state is an oscillation in the
magnetic lattice, that has a total magnetic moment change of ℏ.

This approach is less advantageouswhendealingwith themany-body space
of excitations, which is the case when we will intend to deal with multiple
magnon excitations.

To generalise the problemwe will redefine the problem using second quan-
tisation, also known as an occupation number representation. This formalism
is useful for describing quantum many-body systems.

To illustrate thismethodologywewill take a detour, and study the quantum
harmonic oscillator in second quantisation.

Chapter 2 Fundamentals of Quantum Magnetism



36 2.6. Bosonic transformation

2.6.1 The quantum harmonic oscillator

The quantumharmonic oscillator is perhaps themost importantmodel in physics.
In quantum mechanics, the harmonic oscillator is the basis to get insights into
the inner workings of the methods applied. We will introduce the concept of
bosonic transformation using the harmonic oscillator, as it is a commonly fa-
miliar problem. Our goal is to connect the insights gained with the harmonic
oscillator with the similar problem of oscillating magnetic moments as is the
case for magnons. Here we will assume the toy model of a 1D harmonic oscil-
lator that can be imagined as a mass m on a spring with force constant k. This
system is represented by the Hamiltonian,

Ĥ =
p̂2x
2m

+
1

2
kx̂2 (2.83)

where p̂x is the linear momentum operator and x̂ the spacial displacement op-
erator. If one applies this to the Schrodinger equation, and uses the operator
form of the momentum operator, we get,

(
− ℏ
2m

d2

dx2
+

1

2
kx2
)
ψE(x) = EψE(x) (2.84)

the solution to the eigenspectrum problem is well known, and given by the
following eigenstates and eigenenergies,

ψn(x) =
1√
2nn!

(mω
πℏ

)1/4
Hn(ζ)e

−ζ2/2 (2.85)

En =

(
n+

1

2

)
ℏω, n = 0, 1, 2, 3... (2.86)

where ω ≡
√
k/m, ζ ≡ x

√
mω/ℏ and Hn(z) are the Hermite polynomials of

order n in z.
This solution was given in the position space, this could be solved just as

well for the momentum space. In both solutions, the nature of the systems
remains the same. One can ask why we don’t just deal with the energy eigen-
states, independent of the particular wave function of the system. In this case,
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the systemwill be defined by which energy state it is in. This point of view can
be achieved by defining a basis for these possible energy states of the system of
the form,

Ĥ |n⟩ = En |n⟩ (2.87)

here the system is defined by which energy state it is in. This procedure is the
essence of the so-called second quantisation, because defining the system in
terms of the states it can be in, allows us to describe many-particle systems, by
the number of particles that are in any particular state.

We now rewrite theHamiltonian in terms of the known eigenenergies of the
system,

Ĥ |n⟩ =
(
n+

1

2

)
ℏω |n⟩ (2.88)

hence, we need to rewrite the Hamiltonian such that it is dependent on some
particular operator Â. Equating Eqs. (2.83) and (2.88) we have,

Â =
ωm

2ℏ

(
x̂2 +

p̂2x
ω2m2

− ℏ
ωm

)
(2.89)

Notice that this operator depends on quadratic terms, allowing us to fac-
torise it in a pair of complex operators that are conjugate to each other,

Â = a†a (2.90)

where,

â† =

√
ωm

2ℏ

(
x̂− i

mω
p̂x

)
â =

√
ωm

2ℏ

(
x̂+

i

mω
p̂x

) (2.91)

having the functional form of these operators and the eigenstates from Eq.
(2.85), we can show that,
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â |n⟩ =
√
n |n− 1⟩ , â† |n⟩ =

√
n+ 1 |n+ 1⟩ (2.92)

and finally, we can define,

Ĥ =

(
a†a+

1

2

)
ℏω, (2.93)

This form appears in many fields of physics, in every situation where some-
thing is oscillating this form is a fair model of the system. This picture rep-
resents the number of quanta of energy stored in the harmonic oscillator. In
general when the operators a† and a are thought to create a particle that usu-
ally, with an exception for the harmonic oscillator, is given a name. In the case of
lattice vibrations, the particles are called phonons, in the case of the oscillation
of magnetic moments it’s called magnons. In this narrative, the operator a†a is
seen as an occupation number operator, which counts the number of particles
occupying a certain state,

a†a |n⟩ = n |n⟩ (2.94)

usually indicated by n̂. The absence of particles in the vacuum state |n = 0⟩

though does not necessarily imply a state of zero energy. As it mostly happens,
it is characterised by a specific energy. For the harmonic oscillator (4), this
vacuum energy corresponds to E0 = ℏω/2. And anytime a particle is added to
the system, its energy increases by ∆E = ℏω which is a quantum of energy.

To gain a more general picture that will be useful for extended systems, we
can create a state with multiple harmonic oscillators,

|n1, n2, ..., nN⟩ =
N∏
i=1

(
â†i

)ni

√
ni!

|0⟩ (2.95)

This generic multiple harmonic oscillator state is the direct product of mul-
tiple single harmonic oscillator states. The total energy in this case is the sum
of the total number of quanta in each harmonic oscillator.
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2.6.2 General bosonic transformation for magnetic systems

Having discussed the second quantisation of the harmonic oscillator, we now
turn our attention to the magnetic systems. In this case, we wish to second
quantize the Hamiltonian which is formed of spin operators, so our goal is to
rewrite the spin operators in terms of the creation and annihilation of quanta
of energy (magnons) in the magnetic lattice of the system, which we will be
calling bosonic transformation.

There aremultiple ways to achieve this goal. In this section, wewill follow a
general form of the bosonic transformation [89]. To tie the usual literature ap-
proach we will derive from this general approach both the Holstein-Primakoff
and the Dyson-Mandaleev transformations, the former being the most widely
used one, and the one we will focus on in this thesis. We will discuss the situa-
tions in which each gives a more insightful description of the system, keeping
inmind that both are correct and achieve the same resultswhen applied in their
common ground of approximation.

Historically the Holstein-primakoff transformation was the first description
of magnetic materials under the second quantisation formalism. Owing that
the Hamiltonian for a magnetic system can be written in terms of the S+,S−

and Sz operators, Holstein and Primakoff had the task of devising a way to
relate these operators with the creation and annihilation operators defined in
the second quantisation formalism.

The main obstacle to accomplishing this goal arises from the fact that for a
given particle total spin S, we have an associated Sz that depends on S, giving
us either Sz = ±S,±(S − 1), . . . , 0 or Sz = ±S,±(S − 1), . . . ,±1/2, depending
if S is integer of half-integer. In their seminal paper, Holstein and Primakoff in-
troduced a different way of counting the states that matched the second quan-
tisation spirit. They introduced a separate counting integer unrelated to either
value as an auxiliary parameter, such that,

Sz = S − n, where n = 0, 1, 2, . . . , 2S (2.96)

Notice that, this way, we changed the way we define our basis, going from
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|S;Sz⟩ to |n⟩, leaving the S implicit for compactness. Now instead of counting
from −S to S in integer values, we count from 0 to 2S. The number n can be
thought of as a ”spin deviation” operator, given by,

ni = S − Sz
i (2.97)

taking that themaximummagneticmoment of each site is given by S, what this
operator does is represent the difference between the z-component of the spin
of the i’th atom and its maximum value, such that, if a site is at its maximum
value the resulting deviation is zero.

This is the main clever step of the Holstein-Primakoff transformation, by
introducing this operator the authors set the parallel between the number op-
erator, in the second quantisation formalism, and the Sz operator. Taking this
into account one can write,

a†iai = S − Sz
i (2.98)

Sz
i = S − a†iai (2.99)

We also need to rewrite the raising and lowering operators S+,S− in terms
of the creation and annihilation operators. To note the unknown dependence of
these operators, for this derivation, we will note them as a function of the cre-
ation and annihilation operators, which we will henceforth note as, S+

(
a†, a

),
S− (a†, a). In this step, we can follow the particular path given in the Holstein-
Primakoff paper, but make a more rigorous discussion.

A few important points need to be noted, first of all, the bosonic operators
follow the canonical bosonic commutation relation,

[
a†i , aj

]
= δij (2.100)

hence they are a pair of non-commuting operators, i.e. they follow the theo-
rems given in [90], and in the basis of the auxiliary parameter n, we have the
following requirement for the raising and lowering operators,
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S+
(
a†, a

)
|2S⟩ = 0 (2.101)

S− (a†, a) |0⟩ = 0 (2.102)

as well as the usual commutation relations for the spin operators,

[
S±
i , S

z
j

]
= ∓S±

i δij (2.103)

[
S+
i , S

−
j

]
= 2Sz

i δij (2.104)

so the functional form for S+
(
a†, a

),S− (a†, a) and Sz
(
a†, a

)will obey the rela-
tions given on Eqs. (2.101),(2.102),(2.103) and (2.104).

[
S+, Sz

]
= S+Sz − SzS+ = −S+

= S+
[
S − a†a

]
−
[
S − a†iai

]
S+ = −S+

= S+S − S+a†a− SS+ + a†aS+ = −S+

= a†aS+ − S+a†a = −S+

=
[
a†a, S+

]
= −S+

=
[
S+, a†a

]
= S+

=
[
S+, a†

]
a+ a†

[
S+, a

]
= S+

=
[
a†, S+

]
a+ a†

[
a, S+

]
= −S+

= −∂S
+

∂a
a+ a†

∂S+

∂a†
= −S+

= a†
∂S+

∂a†
− ∂S+

∂a
a = −S+

(2.105)

where we used the commutator identity [A,BC] = [A,B]C + B[A,C] and the
following general relations [90], given in appendix F as theorem 6,

[a, f ] =
∂f

∂a†
(2.106)

[a†, f ] = −∂f
∂a

(2.107)
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here f ≡ f
(
a†, a

).
Having defined the spin operators as functions of the creation and annihi-

lation operators, define a general function for S− as a polynomial expansion of
a† and a as,

S− =
∞∑

m,n=0

S
−
m,na

†man (2.108)

where we have defined S
−
m,n as a c-number. Substituting Eq. (2.108) in the

result from Eq. (2.105) and taking that,

∂S−

∂a†
=

∞∑
m,n=0

mS
−
m,na

†m−1an (2.109)

we get the following equality from Eq. (2.105),

a†
∞∑

m,n=0

mS
−
m,na

†m−1an −
∞∑

m,n=0

nS
−
m,na

†man−1a =
∞∑

m,n=0

S
−
m,na

†man (2.110)

which gives us the relationship,

mS
−
m,n − nS

−
m,n = S

−
m,n (2.111)

that dividing all terms in Eq. (2.111) by S−
m,n we get the relationship,

m = n+ 1 (2.112)

therefore, using this index relation on our definition for S− in Eq. (2.108), we
can then show,

S− =
∞∑
n=0

S
−
m,na

†man

=
∞∑
n=0

S
−
n+1,na

†n+1an

= a†
∞∑
n=0

S
−
n+1,na

†nan

= a†Φ−

(2.113)
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here we defined Φ− =
∑∞

n=0 S
−
n+1,na

†nan. For our purpose, Φ− only needs to be
regarded as some function of the creation and annihilation operators. Follow-
ing similar steps, we can show a corresponding relation for the raising operator,
given by, S+ = Φ+a.

Now we need to argue some procedure to justify a functional form for Φ+

and Φ−.
From the definitions S+ = Φ+a and S− = a†Φ−, we have that,

S+S− = Φ+aa†Φ−

S−S+ = a†Φ−Φ+a
(2.114)

To proceed forward, note that,

S2 = S−S+ + Sz (Sz + 1) (2.115)

and since the eigenvalues of S2 to be given by S(S + 1), and substituting Eqs.
(2.114) and (2.99), into Eq. (2.115) we have,

S(S + 1) = a†Φ−Φ+a+
(
S − a†a

) (
S − a†a

)
+
(
S − a†a

) (2.116)

leading to,

a†Φ−Φ+a = 2Sa†a− a†a†aa (2.117)

From this, we can assume that (regardless of the assumption on the part of
the ground state),

Φ−Φ+ = 2S − a†a (2.118)

Thus, we have some freedom as far as the functional form of both Φ+ and
Φ−, we need to fulfil Eq. (2.118).

We can show that the Holstein-Primakoff transformation is just one of the
many possibilities that fulfil Eq. (2.118). In this particular case the choice,

Φ+ = Φ− =
√

2S − a†a (2.119)
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while the Dyson-Malèev transformation comes from the choice,

Φ+ =
√
2S

(
1− a†a

2S

)
Φ− =

√
2S

(2.120)

With this in mind, we can then define the Holstein-Primakoff transforma-
tion by,



S+
i = (2S)1/2ϕ(n̂)ai,

S−
i = (2S)1/2a†iϕ(n̂),

Sz
i = S − a†iai

(2.121)

assuming the ground state to be defined such that Sz
i = S − a†iai, and we have

defined,

ϕ(n̂) =

(
1− a†iai

2S

)1/2

(2.122)

The main complication with this approach is the appearance of operators
under a square root. Because of this side effect of the transformation, the ex-
plicit way of working with it requires a series expansion of Eq. (2.122), usually
taken to be,

ϕ(n̂) = 1− n̂i

4S
− n̂2

i

32S2
− n̂3

i

128S3
− . . . (2.123)

With this, we need some physical reasoning to justify our choice of trunca-
tion. In the original paper, the authors proceeded with the same assumption
applied by Bloch when he derived the T 3/2 dependence of the magnetisation
at low temperatures. The assumption is to define a system in quasi-saturation,
i.e. at low temperatures the system will deviate very little from its saturation
state. In practice, this leads to a justification to truncate our expansion in Eq.
(2.123) in the first term. Furthermore, for situations where S >> 1 the higher
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order terms in Eq. (2.123) will be considerably less intense.

2.7 Inelastic scattering Theory

As previously discussed, one of our interests is to study the scattering of neu-
trons and electrons by magnons. In this section, we will describe the general
theoretical methodology, that predicts the inelastic scattering of particles by
many-body systems.

Scattering neutrons, high-energy electrons, and photons bymany-body sys-
tems represent critical approaches for gaining insights into both the spatial and
dynamical structures, including the excitation spectrum, of the system under
study. Elastic scattering reveals the spatial structure, while the analysis of in-
elastically scattered particles tracks the system’s excitations.

The theory of inelastic scattering has been developed in a general way by
Van Hove [91] and has been specialised in many different books and review
papers for different radiative probes, both for spectral analysis [92–95] and
imaging [96], for which the interaction Hamiltonian between the probe and
the system is known.

Here we will be interested in the momentum-resolved spectral analysis of
the magnons. To this end, we will define the double differential cross-section.

2.7.1 Double-differential cross-section

During a scattering experiment, a particle beam is directed onto a sample. The
double-differential cross-section is the relative intensity of the inelastically scat-
tered particles to the total incoming particles.

Suppose we set up a particle counter and measure the number of particles
scattered in a given direction l̂ = r/r as a function of their energy E1. The
distance of the counter from the target is assumed to be large compared to the
dimension of the counter and the target, so the small angle dΩ defined by the
counter is well defined, as shown in figure 2.2.

The double-differential cross-section is defined by the equation,
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Figure 2.2: Diagram representing the scattering process for an incident particle with
momentum ℏk0 being scattered to a final momentum ℏk1.

d2σ

dΩdE1

=
1

N

(number of particles scattered per sec into a solid angle dΩ
in the direction l̂ with energies between E1and E1 + dE1)

(number of incoming particles per sec and per area
along the z-direction with momentum ℏk0 and energy E0)

(2.124)
where N is the number of scatterers in the target, or summarised as,

d2σ =
1

N

j1(r,k1, E1) · l̂r2dΩdE1

(j0)z
(2.125)

Here, j1(r,k1, E1) is the current density of scattered particles at a distance
|r| from the target, with momentum ℏk1 and energy E1. In the denominator,
we have the impinging particle current density (j0)z. Note that the dimensions
of the numerator are [time]−1 while the flux in the denominator has dimen-
sions [area]−1[time]−1, thus, the cross-section is an effective area of interaction
between the probe and the target, for a given energy.

The numerator of Eq. (2.125) can be thought as the number of particles that
are scattered into a group of states in a volume in phase space of volume dk1

around k1,
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N0

∑
n0,n1

Pn0w(n0,k0 → n1,k1)D(k1)dk1 (2.126)

Here D(k1) is the density of plane-wave particles in k-space, which will be
defined by the box normalisation in a periodic volume V , given by,

D(k1) =
V

(2π)3
(2.127)

and

D(k1)dk1 =
V

(2π)3
k21dΩdk1 (2.128)

where N0 is the number of particles in state |k0⟩. The states n0 and n1, charac-
terise the different states the system can be in before and after the scattering
event. The quantity w(n0,k0 → n1,k1) is the transition rate for the situation
where the particle beam gets scattered from the initial state |k0⟩ to a final state
|k1⟩ while the system undergoes a transition from state |n0⟩ to state |n1⟩, and
Pn0 is the probability of finding the system in state |n0⟩ before scattering.

Assuming a weak interaction during the scattering, the transition rate can
be calculated in the first Born-approximation,

w(n0,k0 → n1,k1) =
2π

ℏ
| ⟨n0,k0|Hinter |n1,k1⟩ |2δ(En0 +E0−En1 −E1) (2.129)

Here, Hinter represents the interaction Hamiltonian governing the interac-
tion between the particle beam and the system. The delta function ensures
energy conservation, taking into account that the beam undergoes an energy
change fromE0 toE1, while the system an energy transition from an initial state
with energy En0 to a final state with energy En1 .

Hence, the problem gets summarised to a specification of the interaction
Hamiltonian.
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Chapter 3

Spin scattering function for
magnetic thin films

3.1 Magnon Dynamics

Having defined the basic bosonic transformation in the form of the Holstein-
Primakoff, we now turn our attention to discussing the usage of the method to
evaluate the spin wave spectra. In particular, we will take steps to define this
procedure having a thin film in mind.

We start by using the Heisenberg Hamiltonian as previously defined, with
tensorial exchange parameter Jij , an external magnetic field B and a magneto-
crystalline anisotropy K,

H = −
∑
jj′

Sj · Jjj′ · S′
j + 2µBB

∑
j

b̂ · Sj −K
∑
j

(m̂ · Sj)
2 (3.1)

where we are modelling an insulating spin-lattice, with magnetic moments at
lattice points labelled by indexes j and j′ which are representedmathematically
by the spin operator vectors, Sj and S′

j , and we define the orientation of the
magneto-crystalline anisotropy and the external magnetic field, with the unit
vectors m̂ and b̂, respectively. Tomake the spatial orientation of the spins in the
lattice explicit, we will employ the ’Küblers trick’ [97,98], where we will define
the spin operator in the local reference frame (S̄j), connected to the laboratory
reference frame (Sj′), by the unitary matrix Rj which is defined such that in
the local reference frame, the spin always points in the z-direction, given by,
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Rj =


cos θj cosϕj cos θj sinϕj − sin θj

− sinϕj cosϕj 0

sin θj cosϕj sin θj sinϕj cos θj

 (3.2)

such that, S̄j = Rj · Sj . where θj and ϕj are the polar and azimuthal angles,
respectively, of the spins in the laboratory reference frame.

Similarly for the magneto-crystalline, and Zeeman terms, we need to de-
fine the unit vectors that define the orientation of the anisotropy and the mag-
netic field. Here we denote,m as a unit vector specifying the orientation of the
magneto-crystalline anisotropy axis. This vector can be expressed in spherical
coordinates as follows,

m̂ = (sin ηm cos δm, sin ηm sin δm, cos ηm) (3.3)

while themagnetic field orientation is given by the unit vector b̂which similarly
is given by

b̂ = (sin ηb cos δb, sin ηb sin δb, cos ηb) (3.4)

where η represents the polar angle and δ is the azimuthal angle, the different
subscript label the magneto-crystalline interaction withm and the Zeeman in-
teractionwith b. Applying these definitions allows us the freedom to define the
orientation of the magneto-crystalline and external field orientation. We can
rewrite the terms in Eq. (3.1) using the ’Küblers trick’ defined by the transfor-
mation in Eq. (3.2). As an example, the exchange terms can be rewritten as
follows,

Hex =− 1

2

∑
jj′

Sj · Jjj′ · Sj′

=− 1

2

∑
jj′

∑
α,β,γ,δ

(
R−1

j

)
αγ

Sjγ(Jjj′)αβ
(
R−1

j′

)
βδ
Sj′δ

=− 1

2

∑
jj′

∑
α,β,γ,δ

Sjγ(Rj)γα(Jjj′)αβ
(
R−1

j′

)
βδ
Sj′δ

=− 1

2

∑
jj′

Sj · FJ(j, j
′) · Sj′

(3.5)
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where we have defined,

FJ(j, j
′) = (Rj · Jjj′ · R−1

j′ ) (3.6)

we have used Latin letters to note the lattice sites, and Greek letters for carte-
sian orientations x, y and z. Notice that this enables us to define a different
orientation for each site of a chosen lattice, allowing studies of ferromagnetic,
ferrimagnetic and antiferromagnetic materials as well as different non-colinear
spin textures.

This same transformation, applied to the magneto-crystalline term gives,

H
K
=−K

∑
i

(m̂ · Sj)
2

=−K
∑
j

(
m̂ · R−1

j Sj

)2
=−K

∑
j

(AjxSjx + AjySjy + AjzSjz)
2

(3.7)

similarly, the Zeeman term is given by,

H
B
=2µBB

∑
j

b̂ · Sj

=2µBB
∑
j

(b̂ · R−1
j Sj)

=2µBB
∑
j

(AjxSjx + AjySjy + AjzSjz)

(3.8)

where we defined,


Ajx = sin η cos θj cos(δ − ϕj)− cos η sin θj

Ajy = sin η sin(δ − ϕj)

Ajz = sin η sin θj cos(δ − ϕj) + cos η cos θj

(3.9)

where η and δ can be either the polar and azimuthal angles for the magneto-
crystalline or magnetic field.

Now we move to the second quantisation picture, by using the Holstein-
Primakoff transformation,

Chapter 3 Spin scattering function for magnetic thin films



52 3.1. Magnon Dynamics


Sx
j =

√
2Sj

2

(
ϕ(n̂j)aj + a†jϕ(n̂j)

)
,

Sy
j =

√
2Sj

2i

(
ϕ(n̂j)aj − a†jϕ(n̂j)

)
,

Sz
j = Sj − n̂j

(3.10)

let’s perform our transformation only in the exchange terms to exemplify the
procedure. Let’s substitute Eq. (3.10) in the exchange term given in Eq. (3.1)
with the result from Eq. (3.5) in mind, leading to,

H = −1
2

∑
jj′

√
2Sj

a†jϕj+ϕjaj

2

[
FJ(j, j

′)xx
√
2Sj′

a†
j′ϕj′+ϕj′aj′

2

+FJ(j, j
′)xy
√

2Sj′
a†
j′ϕj′−ϕj′aj′

2i

+FJ(j, j
′)xz

(
Sj′ − a†j′aj′

)]
+

√
2Sj

a†jϕj−ϕjaj

2i

[
FJ(j, j

′)yx
√

2Sj′
a†
j′ϕj′+ϕj′aj′

2

+FJ(j, j
′)yy
√
2Sj′

a†
j′ϕj′−ϕj′aj′

2i

+FJ(j, j
′)yz

(
Sj′ − a†j′aj′

)]
+

(
Sj − a†jaj

) [
FJ(j, j

′)zx
√
2Sj′

a†
j′ϕj′+ϕj′aj′

2

+FJ(j, j
′)zy
√
2Sj′

a†
j′ϕj′−ϕj′aj′

2i

+FJ(j, j
′)zz

(
Sj′ − a†j′aj′

)]

(3.11)

Now the procedure of expanding ϕ(n̂) given by,

ϕ(n̂j) = 1− n̂j

4Sj

−
n̂2
j

32S2
j

−
n̂3
j

128S3
j

− . . . (3.12)

leads to a Hamiltonian that has an infinite number of terms:

H =
∞∑
n=0

Hn (3.13)

where Hn represents a term that involves n operators, e.g., H4 ∝ a†iaja
†
kal. In

this summation scheme, H0 is given by,
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H0 = −1

2

∑
jj′

SjSj′FJ(j, j
′)zz (3.14)

represents the ground state, H1 is given by,

H1 = −1

2

∑
jj′

[
Sj′

√
2Sj

2

[
F ∗
1 a

†
j + F1aj

]
+ Sj

√
2Sj′

2

[
F2a

†
j′ + F ∗

2 aj′
]]

(3.15)

wherewe defined F1 = FJ(j, j
′)xz+iFJ(j, j

′)yz and F2 = FJ(j, j
′)zx−iFJ(j, j

′)zy,
and equates to zero given the restrictions of asymmetry in the DM interaction.
Finally, H2 is the term that carries the spin-wave approximation, given by,

H2 = −1
2

∑
jj′

{
−SjFJ(j, j

′)zza
†
j′aj′ − Sj′FJ(j, j

′)zza
†
jaj+

+

√
SjSj′

2

[
G1(j, j

′)a†ja
†
j′ +G∗

2(j, j
′)a†jaj′ +G2(j, j

′)aja
†
j′ +G∗

1(j, j
′)ajaj′

]}
(3.16)

where we have defined the following short-hand notation, G1 = FJ(i, j)xx −

iFJ(i, j)xy− iFJ(i, j)yx−FJ(i, j)yy andG2 = FJ(i, j)xx+ iFJ(i, j)xy− iFJ(i, j)yx+

FJ(i, j)yy, for the terms of the projection matrix. Every subsequent term gives
rise to multi-magnon interactions.

For simplicity, we truncate this series using the linear spin wave approxi-
mation, where only the n = 2 term is used,i.e. considering only terms that are
quadratic in the operators such thatH2 ∝ a†jaj′ . This approximation is justified
for temperatures well below the magnetic ordering temperature since it leads
to removing interactions between magnons, and in cases where S >> 1, and it
allows us to neglect higher-order terms in Eq. (3.12) [78].

Notice that so far we have the Hamiltonian in real space. To acquire the
spin-wave spectrumwould require the diagonalisation of aN×N matrix, with
N being the number of sites, which can be of the order of Avogadro’s number,
making this approach unfeasible to be used to characterise any realistic system,
in this form.

Next, we take the Fourier transform of the bosonic operators to exploit the
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periodicity of the system and greatly simplify our problem. In the bulk case,
the Fourier transform is applied in all three dimensions of the system. This
approach is found in the literature. In contrast, in the case we are interested in,
of thin films, only two dimensions are Fourier transformed,

a(r)q∥
=

1√
N∥

(r)∑
j

e−iq∥·Rjaj

a(r)†q∥
=

1√
N∥

(r)∑
j

eiq∥·Rja†j

ai =
1√
N∥

∑
q∥

eiq∥·Rja(r)q∥

a†i =
1√
N∥

∑
q∥

e−iq∥·Rja(r)†q∥

(3.17)

The wave vector q∥ is only defined in directions within the plane of the film,
and the normalisation constant N∥ is the number of magnetic moments in the
system, where r labels the sites within the unit cell andRj is the position vector
of the j’th site. Just for comparison, in the bulk case, we only need to change in
Eq. (3.17) such that q∥ → q and N∥ → N .

Substituting Eq. (3.17) within Eq. (3.16) and using the following definition
for the Kronecker delta,

∑
i

ei(q−q′)·Rj = Nδqq′ (3.18)

for q, q′ any two wavevectors, Rj a position vector for a site j in a system with
N sites. The resulting Hamiltonian matrix is given by:

H2 =
1
2

∑
q∥

∑
rs

∑
u

zu

{ {
SrFJ(r, s)zza

(s)†
q∥ a

(s)
q∥ + SsFJ(r, s)zza

(r)†
q∥ a

(r)
q∥

−
√
SrSs

2

[
G1(r, s)Γ

∗(u)
rs (q∥)a

(r)†
q∥ a

(s)†
−q∥

+G∗
1(r, s)Γ

(u)
rs (q∥)a

(r)
−q∥
a
(s)
q∥

+ G2(r, s)Γ
(u)
rs (q∥)a

(r)†
q∥ a

(s)
q∥ +G∗

2(r, s)Γ
∗(u)
rs (q∥)a

(r)†
q∥ a

(s)
q∥

]}}
(3.19)

Equation (3.19) is then symmetrised, so that the terms contribute equally to
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all four quadrants of the resulting matrix [98]. This is achieved by duplicating
every term, taking theHermitian conjugate of the duplicate terms and dividing
the overall result by two. The fact that the Hamiltonian is Hermitian allows us
to take these stepswithout any change in the result. This is the so-called ’spread
it around’ trick, giving us,

H2 =
1
4

∑
q∥

∑
rs

∑
u

zu

{ {
SrFJ(r, s)zza

(s)†
q∥ a

(s)
q∥ + SsFJ(r, s)zza

(r)†
q∥ a

(r)
q∥

−
√
SrSs

2

[
G1(r, s)Γ

∗(u)
rs (q∥)a

(r)†
q∥ a

(s)†
−q∥

+G∗
1(r, s)Γ

(u)
rs (q∥)a

(r)
−q∥
a
(s)
q∥

+ G2(r, s)Γ
(u)
rs (q∥)a

(r)†
q∥ a

(s)
q∥ +G∗

2(r, s)Γ
∗(u)
rs (q∥)a

(r)†
q a

(s)
q∥

]}
+

{
SrFJ(r, s)zza

(s)
−q∥
a
(s)†
−q∥

+ SsFJ(r, s)zza
(r)
−q∥
a
(r)†
−q∥

−
√
SrSs

2

[
G∗

1(r, s)Γ
∗(u)
rs (q∥)a

(r)
−q∥
a
(s)
q∥ +G1(r, s)Γ

(u)
rs (q∥)a

(r)†
q∥ a

(s)†
−q∥

+ G∗
2(r, s)Γ

(u)
rs (q∥)a

(r)
−q∥
a
(s)†
−q∥

+G2(r, s)Γ
∗(u)
rs (q∥)a

(r)
−q∥
a
(s)†
−q∥

]}}
(3.20)

where Γ
(u)
rs = (1/zu)

∑
du
e−iq∥·du and du represents one of the zu different dis-

tance vectors denoting the u’th nearest-neighbours, e.g. first, second, etc.. The
labels r and s are used to distinguish betweenvariousmagneticmomentswithin
the unit cell. The magneto-crystalline term can also be rewritten using similar
steps. Since every term in Eq. (3.20) has a pair of creation and annihilation
operators, we can write it as a multiplication of a matrix with the numerical
values of the system-dependent parameters FJ(r, s) and Γ

(u)
rs (q∥), with two vec-

tors composed of the creation and annihilation operators.

Following the same procedure we did for the exchange term, we perform
the second quantisation, keeping only the quadratic terms on the creation and
annihilation operators, and Fourier transform to get for themagneto-crystalline
anisotropy,
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H
K
= −K

2

∑
q∥

∑
r

Sr

[
A2

rx + A2
ry − 2A2

rz

] (
a(r)†q∥

a
(r)
q⃗∥

+ a
(r)
−q∥
a
(r)†
−q∥

)
+ Sr[Arx + iAry]

2a(r)†q∥
a
(r)†
−q∥

+ Sr[Arx − iAry]
2a

(r)
−q∥
a(r)q∥

(3.21)

while for the Zeeman term, we get,

H
B
= −2µBB

∑
q∥

∑
r

SrArz

(
a(r)†q∥

a(r)q∥
+ a

(r)
−q∥
a
(r)†
−q∥

)
(3.22)

We can then write Eq. (3.20) in a compact form as follows:

H2 =
∑
q∥

v†q∥ · L(q∥) · vq∥ (3.23)

where we defined:

v†q∥ = (a(1)†q∥
, ..., a(M)†

q∥
|a(1)−q∥

, ..., a
(M)
−q∥

) (3.24)

which has the commutation relation:

[
vq∥ , v

†
q′∥

]
=N δq∥,q′∥

[vq∥ , vq′∥ ] =
[
v†q∥ , v

†
q′∥

]
=0

(3.25)

where:

N =

I 0

0 −I

 (3.26)

with I being the identity matrix with rank half the length of v†q∥ .
To diagonalise the Hamiltonian we will use the Bogoliubov transformation.

Taking into account the commutation relations in Eq. (3.25) we obtain the
equation of motion for vq,

i
dvq∥
dt

= −[H2, vq∥ ] = L(q∥) · vq∥ (3.27)

where L(q∥) = L(q∥) ·N where we used ℏ = 1.
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Assuming that the unit cell has Mmagnetic moments, the matrix L(q∥)will
be 2M-dimensional, such that εn(q∥) = ωn(q∥)/2 ≥ 0 for n = 1, · · · ,M and
εn(q∥) = −ωn(q∥)/2 ≤ 0 for n =M +1, · · · , 2M , with ℏ = 1 i.e. the eigenvalues
of L are related to the eigenenergies of the magnon modes that are allowed in
the system for each q. There will beM positive andM negative eigenvalues due
to particle-hole symmetry.

We diagonalize L(q∥) with the unitary transformation L′(q∥) = UL(q∥)U
†,

where U † is a matrix which columns are the eigenvectors of L(q∥), this allow
us to write:

H2 =
∑
q∥

v⃗†q∥U
†UL(q∥)U

†Uv⃗q∥ =
∑
q∥

w†
q∥
L′(q∥)wq∥ (3.28)

having defined w† = v⃗†U † given by:

w† = (α(1)†
q∥
, ..., α(M)†

q∥
|α(1)

−q∥
, ..., α

(M)
−q∥

) (3.29)

Comparing with Eq. (3.24) we can define:

α(r)†
q∥

=
N∑

n=1

(
U †
r,na

(n)
q∥

+ U †
r,n+Na

(n)†
−q∥

)
(3.30)

α
(r)†
−q∥

=
N∑

n=1

(
U †
r+N,na

(n)
q∥

+ U †
r+N,n+Na

(n)†
−q∥

)
(3.31)

while in real space we have:

aj =
N∑

n=1

(
U †
j,nαn + U †

j,n+Nα
†
n

)
(3.32)

a†j =
N∑

n=1

(
U †
j+N,nαn + U †

j+N,n+Nα
†
n

)
(3.33)

ExpandingH2 in the newdiagonal basis with the eigenfrequencies obtained
from the diagonalisation of L(q∥), H2 can be written as,

H2 =
M∑
n=1

∑
q∥

ωn(q∥)

[
α(n)†
q∥

α(n)
q∥

+
1

2

]
(3.34)

Chapter 3 Spin scattering function for magnetic thin films



58 3.2. Spin Scattering function

This approach allows the calculation of observables such as the spin scat-
tering function, magnetisation, etc., for both bulk or thin films, by projecting
the second quantized spin operators onto the diagonalised basis of the Hamil-
tonian αn and α†

n, using Eqs. (3.32) and (3.33).

3.2 Spin Scattering function

The spin scattering function is a proxy for neutron scattering measurements
also sometimes called the dynamic structure factor. It is given by the space and
time Fourier transform of the time-dependent spin-spin correlation function:

Sαβ(q, ω) =
1

2πN

∑
j,j′

∫
dte−iωte−iq·(rj−rj′ )⟨Sα

j (0)S
β
j′(t)⟩T (3.35)

Here we are notingN as the total number of spins in the lattice. Once more,
we employ Latin letters to designate lattice sites, while Greek letters are utilised
for denoting Cartesian directions. This way the spin operator sαj represents the
α component of a spin located at position rj . The ⟨·⟩T denotes the quantum and
thermal average at temperature T .

In this section, wewill connect the spin scattering function and the eigenval-
ues and eigenvectors of L, which will give us the frequencies and their spectral
weights for the magnons in the system, respectively.

Considering both the Holstein-Primakoff transformation in Eq. (3.10) un-
der the linear spin-wave approximation, and the ’Küblers trick’, we can sum-
marise the bosonic transformation for the spin operators in real space, by ex-
pressing it as:

Sα
j (t) =

√
S

2

{
V −
jαaj(t) + V +

jαa
†
j(t)
}

(3.36)

noting that aj(t) = e−iωntaj , and with:

V ±
jα = (Rj)xα ± i(Rj)yα (3.37)

Substituting Eqs. (3.36), (3.32) and (3.33), in the scattering function in Eq.
(3.35) and noting that ⟨α†

nα
†
n′⟩T = ⟨αnαn′⟩T = 0 and ⟨α†

nαn′⟩T = nB(ωn)δnn′ ,

Chapter 3 Spin scattering function for magnetic thin films



3.2. Spin Scattering function 59

where nB is the Bose-Einstein distribution. We perform the Fourier transform
in the scattering function and focus only on the positive energies of the spec-
trum, we get,

Sαβ(q, ω) =
1

2N∥

M∑
n=1

∑
r,s

√
SrSs

2
e−iq⊥·(rr−rs)

(
W (n)

r

)
α

(
W (n)

s

)
β
[1 + nB]δ(ω − ωn)

(3.38)
where we have defined q⊥ which comes from the decomposition of the

magnons’ wavevector q = (q⊥, q∥), in the directions perpendicular and the par-
allel direction with respect to the film orientation, and,

(
W (n)

r

)
α
=
(
V −
r,αU

†
r,n + V +

r,αU
†
r+N,n

)
(3.39)

(
W (n)

s

)
β
=
(
V −
s,βU

†
s,n+N + V +

s,βU
†
s+N,n+N

)
(3.40)

To account for finite instrument resolution we replace the δ(ω − ωn) by a
Gaussian broadening given by:

δ(ω − ωn) =
1√
2π∆2

e−
(ω−ωn)2

2∆2 (3.41)

It is important to emphasise thatwith thismethodwe can evaluate thin films
and heterostructures, and also use the parameters such as Jij and anisotropies
K for eachdifferent layer andbetweendifferent layers, as required by the physics
of the system.

For colinear spins, the calculation of Sαβ , where α and β are the Cartesian
directions x, y and z, aligned with the z-axis, for cubic unit cells, we have,
Sxx(q, ω) = Syy(q, ω) ̸= 0while Sαβ(q, ω) = Szz(q, ω) = 0 for α ̸= β.

The spin scattering function gives a relative measurement of the amount
the magnetic moment changes in a particular direction, i.e., if all magnetic mo-
ments in the system are pointing in the z-direction and start to precess, only the
magnetic moment projections in the x and y-directions change, which leads to
a non-zero value for the Sxx(q, ω) and Syy(q, ω) and zero value for Szz(q, ω), as-
suming the spin-wave approximation.
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3.3 Magnon density of states

To compute the magnon density of states (DOS), we employ a methodology
akin to that utilised in the derivation linking the velocity correlation function to
the vibrational density of states for phonons [99,100]. Analogously, we extend
this approach to the spin-spin correlation function. Employing the Holstein-
Primakoff transformation, and the change of basis given in Eqs. (3.36), (3.32)
and (3.33) in the time-dependent form αn(t) = αne

−iωnt were ωn are the eigen-
frequencies of the magnons in the system, we can derive a formula for the den-
sity of states given by:

ρ(ω) ∝
M∑
n=1

∑
q

∑
r,s

e−iq⊥·(rr−rs)
(
W (n)

r

)
α

(
W (n)

s

)
α
δ(ω − ωn(q)) (3.42)

where we used Einstein’s summation convention for the Cartesian orientations
labelled by α and the constants in front were omitted. This approach ensures
uniformity in the DOS, irrespective of the number ofmagneticmoments within
the unit cell representing the system. Each magnetic moment in the unit cell
contributes to a distinct mode in the magnon dispersion, with no guarantee
of degeneracy. By deriving the DOS through the spin-spin correlation func-
tion, distinct weights are assigned to each mode, with a preference for those
associated with the primitive cell. This weighting scheme ensures a consistent
solution, rendering the final DOS independent of the chosen unit cell for cal-
culation purposes.

Following these definitions, we will provide examples to show the physics
that is captured by the method outlined above. We will go over three different
cases of thin films, ferromagnetic bcc Fe (100), antiferromagnetic NiO for two
different thin film orientations (100) and NiO(111) and YIG as a ferrimagnetic
example. We will evaluate numerically the spin scattering function using Eq.
(3.38), and the magnon DOS using Eq. (3.42) by calculating the contribution
to the spin scattering function of all modes in a grid in reciprocal space, as well
as the individual modes contributions.
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3.4 bcc Fe

We start with the prototype ferromagnetic material bcc Fe, a well-known and
broadly studied system [101–104].

The calculations performed in this section have used the Jij parameters pro-
posed in [101], where 25 nearest neighbours are taken into account, and the
magnetic moment of 2.26µb was used as given in [105].

The calculation of the spinHamiltonian depends on the number ofmagnetic
moments in the unit cell. For each magnetic moment in the unit cell, there will
be a resulting mode in the calculated magnon dispersion. In the case of bcc Fe,
the primitive unit cell has only one atom in the unit cell, on the other hand, the
conventional cell is comprised of two atoms in the unit cell. Independent of the
choice of unit cell the active modes in the spin-scattering function will result in
the magnon dispersion of the primitive unit cell.

In Fig. 3.1 we can see that, as described before, we have 2M modes, with M
the number of magnetic moments in the unit cell, with M positive eigenvalues
and M negative eigenvalues. The conventional cell has two magnetic moments
and presents four modes. The spin-scattering function selects the active modes
at eachmomentum, effectively unfolding the unit cell back to the primitive unit
cell. This can be seen in the Figs. 3.1(b) and 3.1(d), where, irrespective of the
choice of the unit cell, provided that the path is taken in the respective Brillouin
zones.

Having that in mind, we can compare a thin film dispersion with its peri-
odic counterpart. In Fig. 3.2 we show the Sxx for 300K, for a thin film of bcc
Fe in (001) orientation. In other words, the sample is assumed to be infinite
in the (x, y) plane, and confined to a limited number of monolayers in the z
direction. As bcc Fe is a cubic system, Sxx is the same as Syy. The spin scat-
tering functions are evaluated for a thin film of 20 monolayers. In addition,
we show the bulk magnon dispersion, calculated using our formulation but
for an infinite model in 3D, using a periodic version of the 20 monolayers unit
cell. The effect of confinement is clearly observed by the granularity in the spin
scattering function plot arising from quasi-momentum quantisation resulting
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(a) (b)

(c) (d)

Figure 3.1: Magnonmodes for bcc Fe, for the primitive and conventional unit cells, and
their respective spin-scattering function calculations. (a) Magnonmodes for primitive
cell, (b) its respective spin scattering function, (c) Magnon modes for conventional
cell, (d) its respective spin scattering function.

from the finite nature of this direction, as shown along the path traversing the
finite z-direction (Γ − P − N). We observe that, since the trajectory deviates
from the kz direction, which is the direction of confinement in our thin film
geometry, the quantisation does not yield symmetrical shapes for the granular
features. Instead, the resulting features exhibit distinct shapes attributable to
the trajectories in reciprocal space that are non-parallel to the finite direction.
We overlay the respective eigenmodes and notice that in the thin film version,
the eigenmodes in the path between P −N are independent of the momentum,
the dependence comes from the phase factor in the spin-scattering function
calculation that selects the active mode.

In Fig. 3.3, as we increase the number of monolayers, these granular fea-
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(a) (b)

(c)
(d)

Figure 3.2: Eigenmodes for (a) periodic boundary, (b) 20 monolayers thin-film of Fe.
We also present the Spin-scattering function overlayedwith the respective eigenmodes,
for 20 monolayers of Fe. (c) periodic boundary, (b) thin-film.

tures become increasingly densely packed, ultimately converging towards a
continuous line in the limit of a bulk solid. The thin film calculations there-
fore tend towards the bulk when the system size increases, as expected in the
limit of a large number of monolayers. We note that the calculated bulk spin
scattering function using our approach agrees well with previous calculations
of the magnon dispersion diagram and accompanying experiments for bulk
bcc Fe [101, 103]. In particular, our results appear to capture the onset of the
Kohn anomalies in the path between Γ − H and between H − N , albeit less
prominently than in references [101, 103], which can be explained due to the
fact that we have employed parameters representing next nearest neighbours
up to a distance of 5 times the lattice constant a, whereas prior research had
considered parameters extending up to 7a as discussed in [101,103].
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(a) (b) (c)

(d) (e) (f)

Figure 3.3: Spin scattering function of bcc Fe thin films with (a)10, (b)20, (c)30, (d)40,
(e)50 monolayers (f) 50 monolayers with an added 20 meV of anisotropy in the crys-
tallographic direction of confinement (100), with 25 nearest neighbours and a tem-
perature of 300K was used for all calculations. For comparison, the bulk dispersion is
shown as a black/white line. A broadening of∆=6.5meV was used.

The treatment of the Heisenberg Hamiltonian as presented in the methods
captures the fact that the top and bottom layers (i.e., the surfaces) have fewer
neighbours than bulk-like layers, resulting in a reduction of interactions, which
leads to the appearance of softer modes that are less intense and decrease in
intensity as the system increases in size, see Fig. 3.3. Furthermore, in Fig. 3.3(f)
we show that the addition of K = 20 meV of magneto-crystaline anisotropy in
the direction of the magnetic moments in the 50 monolayers case, results in a
rigid shift in energy for all the modes to higher energies, the same but with a
lesser intense effect happens for an applied magnetic field.

The existence of the additional softer surface-related modes can be clearly
seen in the magnon DOS calculated using Eq. (3.42), as shown in Fig. 3.4, for
a thin film of 10 monolayers. As highlighted by a blue arrow we can see the
appearance of a peak around 180 meV, which is not present in the bulk DOS.

This surface-related peak in theDOS is dependent on the surface properties.
This is illustrated in Fig. 3.5, where on the top and bottom surfaces of the 10
monolayer Fe film we added an artificial surface-only anisotropy (Ksurf). As
Ksurf increases, the confinedDOSpeak shifts to higher energies, and eventually
becomes localised at energies above the bulk dispersion.
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Figure 3.4: Density of states of Fe bcc comparing Bulk with varying sizes of thin
films with 25 nearest neighbours and a temperature of 300K. Broadening used was
∆=6.5meV.

Figure 3.5: Density of states of bcc Fe thin film with size 10 monolayers, for varying
intensities ofKsurf with 25 nearest neighbours and a temperature of 300K. Broadening
used was ∆=6.5meV.

3.5 NiO(100) and NiO(111)

Next, we consider NiO to demonstrate the applicability of our method to an-
tiferromagnetic thin films. The flexible ability to set the magnetic moments
modulus and directions inside the unit cell allows us to study, both colinear
and non-colinear systems and their interfaces.

We used parameters from inelastic neutron scattering experiments that sug-
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gest that the first-neighbour ferromagnetic exchange interaction parameters are
J1,p = 1.39 meV and J1,ap = 1.35 meV, where J1,p is the interaction between
parallel first neighbours and J1,ap is the interaction between anti-parallel first
neighbours [106, 107]. Similarly, the second-neighbour antiferromagnetic ex-
change interactionwas determined to be J2 = −19.01meV. The small difference
between J1,p and J1,ap was attributed to lattice distortion, as previously pointed
out [106,107]. The magnetic moment of Ni2+ used is 1.4µB [108].

Figure 3.6 shows the spin scattering function calculated for NiO(100) with
5, 10, 15, 20 and 30monolayers, alongside the bulk NiO case, again represented
by the black/white line.

(a) (b) (c)

(d) (e) (f)

Figure 3.6: Spin scattering function of NiO (100) thin films with (a) 5, (b) 10, (c) 15,
(d) 20, (e) 30 monolayers. (f) 20 Monolayers with an added 5 meV of anisotropy in
the direction of the Néel vector which is set to be in the crystallographic direction of
confinement, and a temperature of 300K.A broadening of∆=0.5meV was used.

As expected and similar to bbc Fe, we confirm the tendency to match the
bulk case in our calculations as the number ofmonolayers is increased. A softer
energymode related to the reduced interaction of themagnetic moments at the
surfaces also appears for the thin film cases.

In Fig. 3.6(f)we show that addingK = 5meVofmagnetocrystalline anisotropy
in the direction of the magnetic moments in the 20 monolayers case results in
a shift in energy for all the modes to higher energies. In contrast to the bcc Fe
case, this change is not rigid: the lower energies of the modes are more affected
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Figure 3.7: Density of states of NiO (100) comparing Bulk with varying sizes of thin
films with a temperature of 300K.

than the higher ones.
As with Fe, the magnon DOS of NiO(100) was calculated and is shown

in Fig. 3.7. The calculation confirms the appearance of the confined modes
and their relation to the bulk case. The general tendency is again of a very
pronounced confinement-related peak that continuously decreases with the in-
crease of the thin film’s size and eventuallymergeswith the bulk-like peaks. We
note that in the presented range of DOS calculations, only in ultra-thin films,
below 10 ML, are the confined modes comparable to or larger than their bulk-
like counterparts.

The effect of crystallographic direction on confinement is illustrated by a
set of complementary calculations carried out on NiO(111) thin films. Figure
3.8 shows the spin scattering function of NiO(111) for 10, 20, 30, 40 and 50
monolayers, alongside the bulk spin scattering function. We also have included
the effect of anisotropy in the case of a film of 30 ML with an added anisotropy
of 10 meV in the same direction as the Néel vector.

We also note that the granularity in the spin-scattering functiondue to quasi-
momentumquantisation, appears in different regions compared to theNiO(100)
case, for the chosen path in the Brillouin zone reflecting the crystallographic di-
rection of the confinement. The softer partial interaction mode also appears at
lower energies than in NiO(100), with a flatter dispersion. This effect becomes
even more apparent when we add an anisotropy in the direction of the Néel

Chapter 3 Spin scattering function for magnetic thin films



68 3.5. NiO(100) and NiO(111)

(a) (b) (c)

(d) (e) (f)

Figure 3.8: Spin scattering function of NiO (111) thin films with (a)10, (b)20, (c)30,
(d)40, (e)50 monolayers (f) 50 monolayers with an added 10 meV of anisotropy in
the direction of the Néel vector, and a temperature of 300K. Broadening used was
∆=0.5meV.

vector. AK=10 meV anisotropy leads to the hardening of all modes and a sep-
aration between the bulk mode and a confined mode at lower energies, and we
observe a flat dispersion across theΓ−Lpath corresponding to the out-of-plane
direction, which can therefore be interpreted as a surface-confined mode.

We note also the stark difference between (100) and (111) oriented films in
the Γ − X direction. While we see a strong dip in the dispersion in the bulk
and the (100) films, in the (111) films this dip is not present, showing that
the direction of confinement can drastically change some of the features of the
inelastic response.

Finally, a comparison of the calculated DOS for NiO(111) for different film
thicknesses is given in Fig. 3.9. We once more observe the same tendency as in
the NiO(100) films, where the magnon DOS peaks due to the surface-related
modes are reduced in intensity and merge into the main bulk-like response
for (111) films above 10 ML. The main difference with Ni(100) appears in the
energy position (42 meV vs. 65 meV) of the surface-related peak which is due
to the direction of confinement.
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Figure 3.9: Density of states of NiO (111) comparing Bulk with varying sizes of thin
films with a temperature of 300K.

3.5.1 Magnons velocity in NiO thin films

As discussed previously, there are many challenges towards the realisation of
competitive spin-wave-based computingparadigms. Among them, themagnon
velocity makes prohibitive interconnection by magnon propagation, since it is
much slower than electrical signals in metallic conductors, adding consider-
able overhead due to signal delay. Typical delays are about 1 ns/µm (µs/mm),
which can lead to latency that supersedes the typical clock cycle of a high-
performance CMOS logic processor of about 300ps (∼3 GHz clock frequency)
[24].

To this goal, different materials have been studied to overcome this barrier,
antiferromagnets and ferrimagnets attract a great deal of attention due to their
THz dynamics, arising from their strong exchange interaction. Among them,
YIG films drew substantial focus [109, 110] due to their low damping, high
magnon lifetime and group velocity, which has been reported to be 42 km/s
[111–118]. Recently high magnon velocities have been reported for NiO(111)
nm films, realised by time-domain measurement on nanometre-sized samples,
ranging between 100 km/s and 640 km/s [119], significantly higher than pre-
viously reported speeds in bulk NiO of 40 km/s [107], which were estimated
indirectly on millimetre-size films of NiO, through magnon dispersion with
inelastic-neutron scattering.
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The original argument for this super-luminal velocity (relative to themagnons),
given by the authors is the presence of small non-zero Gilbert damping in these
samples, corroborated by bulk calculations of the group velocity by inserting
a spin-wave ansatz in the Landau-Lifshitz-Gilbert equation, which suggests an
exponential increase of the magnon velocity for long wavelengths with the re-
duction of the Gilbert damping, provided it is not taken to be zero.

This hypothesis was further studied [120] by evaluating the NiO magnon
dispersion employing atomistic spin dynamics (ASD), for varyingGilbert damp-
ing constants. They concluded that the magnon velocity is nearly indepen-
dent of the Gilbert damping in NiO, reporting a decrease in the magnon ve-
locity with increasing damping, contradicting the previously proposed super-
luminal increase with its reduction, and having a maximum velocity when the
damping is set to zero. Given that the presence of damping allows dissipation
of energy it is a classically expected result.

Our present approach doesn’t allow the presence of damping. The previ-
ously discussed studies have primarily examined the effect of damping on the
magnon velocity in bulk systems. In contrast, our investigation focuses on un-
derstanding how spatial confinement affects magnon dispersion and, conse-
quently, their velocities.

In the reported setup [119], the magnon velocity is measured by compar-
ing the signal delay between the optically driven generation of a spin current
in a ferromagnetic layer (FM), and the subsequently detected signal in a nor-
mal metal layer (NM) via inverse spin-hall effect, which are separated by an
antiferromagnetic (AFM) buffer layer of NiO(111). To account for the added
latency due to the generation and detection of the magnon signal, the delay
measured in the FM/AFM/NM device is reduced by the delay measured in
an equivalent, bufferless, FM/NM device, distinguishing the time spent in the
propagation through the NiO(111) buffer.

To model this device, in our calculations, we define a NiO unit cell with the
[111] direction aligned along the z-axis of the unit cell, which we define as the
finite direction of the film. This leads to the Γ−L direction to be the one quan-
tized by the confinement, as seen in Fig. 3.10, where we also show the structure
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used, comparing the conventional (100) cell and the one we used to simulate
the (111) slab. In the (111) direction the planes are stacked antiferromagnet-
ically on a face-centered cubic lattice. The exchange parameters used are the
same as the ones employed before in section 3.5.

Figure 3.10: First Brillouin zone of NiO in the primitive lattice showing the L direction
in the 111 direction.

(a) (b)

Figure 3.11: Spin Scattering function following the magnon dispersion of NiO(111)
thin film, for 20 monolayers and 25 monolayers in the Γ − L direction, annotated we
show the correspondent group velocity.

By calculating the spin-spin scattering function for this direction we can
see a clear quantisation in quasi-momenta and energy due to the confinement
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effects in Fig. 3.11, where we also note the phase velocity of each quantised
peak.

Due to the quantisation in this direction, we have discrete peaks for the
magnon dispersion, to calculate the group velocity normally given by the gra-
dient of the dispersion vg = ∇kω, with respect to the magnons’ wavevector,
we evaluate the local slopes between adjacent peaks following the dispersion
curve. We also evaluate the phase velocity, given by vp = kω/||k||2, which is
evaluated for each individual peak in the spin-spin scattering function.

To achieve this goal we used the peak finding algorithm code [121], as il-
lustrated in Fig. 3.11 for the 20ML and 25ML cases. One point to note is that
NiO(111) for an odd number of layers, there is an uncompensated number of
magnetic moments. Conversely, the magnetic moments are compensated for
an even number of layers. This difference is reflected in the dispersions given
in Fig. 3.11 where we can see that the compensated case, has a clear parabolic
dispersion, while the uncompensated has a low energy mode that skews the
parabolic shape at the Brillouin zone edge, close to 1.25 (1/Å). Due to the
steeper interpolated gradient, this leads to a higher group velocity. This effect is
diminished as the number of monolayers increases because the ratio of up and
down magnetic moments tends to unity as the number of layers is increased.

A complete picture is given in Fig. 3.12, where we present the interpolated
dispersion relation, the group and phase velocities. Both the interpolated dis-
persion and the phase velocity show a clear tendency to converge to bulk val-
ues. As the number of monolayers is increased, longer wavelengths are avail-
able, allowing for higher phase velocities until a plateau. In addition, the group
velocity shows a higher velocity for the case of an odd number of layers due to
the previously discussed differences between the even and odd number of lay-
ers.

From this data, we can conclude that the reported high velocities can’t be
explained by the quantisation of energy and momenta in thin films. Although
the effect is reported to be thickness-dependent, even the higher group veloci-
ties in uncompensated films can’t account for the experimental values, since the
films used in the measurements range from 15nm to 50nmwhich for NiO(111)
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Figure 3.12: Spin Scattering function following the magnon dispersion of NiO(111)
thin film, for 20 monolayers in the Γ− L direction, annotated we show the correspon-
dent group velocity.

correspond to approximately a range of 60-200 monolayers, a range where we
expect that the uncompensated layer will be irrelevant.

The current theoretical exploration is far from exhausted, long-range inter-
actions such as dipolar interactions can play a role in the film thickness de-
pendence, particularly since we expect higher magnon velocities close to the Γ
point, a region that is mainly affected by the dipolar interaction [39]. In ad-
dition, the calculations we performed, have not taken into account, interfacial
effects or surface reconstructions, which can lead to changes in the dispersion
relation of magnons, although unlikely to account for the super-luminal veloc-
ities reported.

3.6 YIG

As a last example of the method’s applicability, we will study the ferrimag-
netic material YIG, which has attracted a great deal of attention due to its Thz
magnons capability and high free-path length [111–118].

For the calculation of the underlying magnon dispersion, we will use the
exchange parameters proposed from fitting inelastic neutron scattering [47].

Note that, for the third nearest neighbours, there are two possibilities of ex-
change parameters J3a and J3b Fig. 3.13. These two exchange paths are dissim-
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Figure 3.13: Crystal structure and magnetic exchange paths in Yttrium Iron Garnet
(YIG). The conventional unit cell of YIG is represented, with the majority of tetrahe-
dral sites marked in green and the minority of octahedral sites in blue. Yttrium is
depicted as black spheres and oxygen as red spheres. The first octant of the YIG unit
cell is shown, highlighting the two distinct Fe3+ sites: tetrahedral sites in green and
octahedral sites in blue [47].

ilar and can be distinguished due to the symmetry of the crystal when rotated
about the bond vector. The J3a exchange path exhibits a 2-fold symmetry, while
the J3b exchange path obey the higher D3 symmetry point group Fig. ??.

(a)
(b)

Figure 3.14: The left image depicts the projection of the crystal structure along the J3a
bond, while the figure to the right depicts the projection of the crystal structure along
the J3b bond, which shows a 2-fold bond and a D3 point group, respectively. These
images were extracted from the supplementary material of [47].

In the case of YIG, the high number of magnetic moments in the unit cell,
leads to a magnon dispersion heavily populated with different modes, charac-
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terised by a group of lower energy modes and another group of higher energy
ones. Not all modes are active in scattering experiments, this is reflected in the
bulk spin-scattering function as presented in Fig. 3.15. We can see the existence
of two main active modes, one that has zero energy at the Γ point, which bor-
rowing from the language used with phonons, can be seen as an acoustic-like
mode. At higher energies, we see an optical-like mode. Here, we will be calcu-
lating the spin scattering function disregarding the temperature dependence,
to highlight the high energy modes, which, are much lower in intensity once
the Bose-Einstein distribution is taken into account.

(a) (b)

Figure 3.15: (a) Magnon dispersion of bulk YIG, (b) respective spin-scattering func-
tion.

In the thin film case for YIG, we have four different termination cases as
shown in Fig. 3.16.

The first one is presented in Fig. 3.17, we can see the presence of a softer
mode in both Γ − H and Γ − N directions, this is not present in Fig. 3.18.
Depending on the termination of the top and bottom layer we have different
active magnon modes. These differences are mitigated as the film thickness is
increased, as in all other cases the spin-scattering function tends to the bulk
solution.

These differences aremore visible in theDOSplots in Fig. 3.21. In cases Figs.
3.21(a) and 3.21(c) have a pair of peaks around 25meV, which are not present
in the Figs. 3.21(b) and 3.21(d). The difference between these two cases is the
number of minority octahedral and majority tetrahedral sites. In cases where
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(a) (b)

(c) (d)

Figure 3.16: Depiction of the different termination of YIG thin films, the blue spheres
represent Fe atoms with magnetic moments in majority up orientation and the green
ones represent minority down magnetic moments.

the 25meV peaks appear, the ratio between the tetrahedral and octahedral sites
is below the bulk ratio of 3/2, while the cases where the peaks do not appear
have the same ratio as the bulk.
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(a) (b)

(c) (d)

Figure 3.17: Spin scattering function for YIG thin films in the (100) direction. Each
image with an increasing number of layers from (a) 4 monolayers, (b) 8 monolayers,
(c) 12 monolayers, (d) 16 monolayers. These cases share the same termination, the
case given in Fig. 3.16(a).
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(a) (b)

(c) (d)

Figure 3.18: Spin scattering function for YIG thin films in the (100) direction. Each
image with an increasing number of layers from (a) 5 monolayers, (b) 9 monolayers,
(c) 13 monolayers, (d) 17 monolayers. These cases share the same termination, the
case given in Fig. 3.16(b).
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(a) (b)

(c) (d)

Figure 3.19: Spin scattering function for YIG thin films in the (100) direction. Each
image with an increasing number of layers from (a) 6 monolayers, (b) 10 monolayers,
(c) 14 monolayers, (d) 18 monolayers. These cases share the same termination, the
case given in Fig. 3.16(c).
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(a) (b)

(c) (d)

Figure 3.20: Spin scattering function for YIG thin films in the (100) direction. Each
image with an increasing number of layers from (a) 7 monolayers, (b) 11 monolayers,
(c) 15 monolayers, (d) 19 monolayers. These cases share the same termination, the
case given in Fig. 3.16(d).
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(a) (b)

(c) (d)

Figure 3.21: Magnon DOS for thin films of YIG, (a) films with termination as given
in Fig. 3.16(a), (b) films with termination as given in Fig. 3.16(b), (c) films with
termination as given in Fig. 3.16(c), (d) filmswith termination as given in Fig. 3.16(d),
compared with the bulk DOS, given as a light blue filled curve.
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Chapter 4

Electron energy loss spectroscopy
of magnons

4.1 Inelastic spectroscopy

In section 2.7 we defined the double differential cross-section as the measure-
ment of the relative intensity of scattered particles into a solid angle dΩ, with a
wavevectorwithin a small range around k1 given by dk1. This general approach
can be utilised to quantify the inelastic scattering of electrons by magnons, and
this section aims to derive this effect in the form of EEL spectra. Given the small
magnitude of the energy transfer of themagnon scattering compared to the typ-
ical energy of the electron probe in a STEM-EELS apparatus, we are justified in
using the first Born approximation, which neglects multiple inelastic scattering
events, hence, the use of the form given in Eq. (2.129) for the transition rate ap-
plies. AssumingN scatterers in the targetmaterial, and amonochromatic beam
with wavevector k0 in the z-direction with a particle current density (j0)z, the
relative intensity can be written as [95,122],

d2σ

dΩdk1

=

1

N

N0V
∑

n0,n1,σ0

Pn0Pσ0k
2
1| ⟨n1, σ1,k1| Ĥinter |n0, σ0,k0⟩ |2δ(En0 + E0 − En1 − E1)

(2π)2ℏ(j0)z
(4.1)

83



84 4.1. Inelastic spectroscopy

where we are denoting a scattering process, of a system that undergoes a tran-
sition from state n0 to n1 with energies En0 and En1 , respectively. Simultane-
ously the scattered particle changes its momentum from k0 and spin state σ0
with energy E0 to k1 with spin state σ1 with energy E1. The interaction be-
tween the particle and the system is modelled by the interaction Hamiltonian
Ĥinter, while the current density of the particle beam along the z-direction is
denoted by (j0)z. Here, Pn0 and Pσ0 represent the probabilities of the material
to be in state n0 and the beam to be in the spin state σ0, before any scattering
event. Finally, N represents the number of scatterers, and N0 is the number of
particles in state k0, and V is the volume of the unit cell.

The choice of the interaction Hamiltonian Ĥinter is the central point of the
work presented in this chapter. In our case, we are focusing on the electron
beam’s interactionwith the system’smagnetic structure. Disregarding the elec-
tron charge, we note that the formalism is similar to the INS case, for which the
mathematical treatment is well known [93, 94]. The INS interaction Hamil-
tonian is given to be the interaction between the magnetic field generated by
both the intrinsic magnetic moments of the electrons and the orbital angular
momentum, with the probe’s spin-magnetic moment. This approach leads to a
pair of terms, one exchange-like term and another term involving the spin-orbit
interaction [122]. In the case of quenched orbital systems, only the former term
is taken into account.

For electron-based spectroscopy, however, in addition to this spin-based in-
teraction, the electron’s chargemust be considered, specifically the alteration to
the electron beam’s canonical momentum caused by the vector potential orig-
inating from the magnons in the magnetic solid. This interaction manifests
itself exclusively when electrons are used as probes. In the following sections,
the double differential cross-section for both interactions will be expressed in
terms of the spin-scattering function. This provides a holistic way to calculate
the EEL spectra, where both spin-based and charge-based interactions are si-
multaneously studied, and their similarities and differences are discussed.
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4.1.1 Spin-based interaction

We start with the spin-based interaction. Here, the interaction between the
probe’smagneticmoment and themagnetic field produced by themagnetic lat-
tice is considered [93]. This derivation follows the case of the inelastic neutron
scattering, differing only by the module of the probe’s magnetic moment. In
principle, both spin and orbital angular momentum give rise to the total atomic
magnetic moment. We will assume the orbital angular momentum contribu-
tion to be small compared to the spin angular momentum. This assumption is
valid for caseswhere the crystalline field quenches the orbital contribution [79].
In addition, this allows us to set the Landè g-factor to be purely from spin,i.e.
ge ≈ 2. The spin of the electron beam is defined in terms of the Pauli matrices
(σ̂) such that, Ŝ = 1

2
σ̂, and we note here that we will be using the convention

that angular momentum is measured in units of ℏ, in line with the definition
given in Eq. (2.1). Hence, the spin-based interaction is given by,

ĤSB
inter = 2µBŜ ·B = µBσ̂ ·B (4.2)

where µB is the Bohr magneton andB is the sample’s magnetic induction field,
which we assume to be generated only by the set of local spins, ignoring the
orbital contribution, giving us in terms of the spin operator Ŝ,

ĤSB
inter = 2µ2

Bσ̂ ·

[∑
j

∇r′ ×

(
Ŝj × r′

|r′|3

)]
(4.3)

In Eq. (4.3) we are denoting the magnetic field in position r′, produced by
the set of magnetic moments indexed by j at positions rj , as presented in the
diagram given in Fig. 4.1 and ∇r′ is the vector differential operator which acts
in the position vector r′.

Assuming that the scattering particle doesn’t interactwith the systembefore
or after the scattering event, i.e., no multiple scattering events, in line with our
prior choice to use the first Born approximation, we can write the total wave
function as a product between a plane wave and the magnetic states,
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Figure 4.1: Diagram representing the scattering experiment. The notation used is
shown to reflect the one used in the derivation.

|ki, σi, ni⟩ → |ki, σi⟩ |ni⟩ (4.4)

for i = 0, 1. Here, |ki⟩ = 1√
V
e−iki·r is the state of the probing beam, while |ni⟩,

represents the state of the solid, which for our purposes is only transiting be-
tweenmagnetic states, such that Ĥ0 |ni⟩ = Ei |ni⟩with Ĥ0 being the Heisenberg
Hamiltonian.

Substituting the Eq. (4.3) into the Fermi Golden Rule of Eq. (4.1) the term
we need to evaluate is,

⟨n1, σ1,k1|ĤSB
inter|n0, σ0,k0⟩

= 2µ2
B⟨n1, σ1| 1V

∫
dreik1·rσ̂ ·

[∑
j ∇r′ ×

(
Ŝj×(r′)
|r′|3

)]
e−ik0·r|n0, σ0⟩

(4.5)

to proceed we need the following relations,

r′

|r′|3
= −∇r′

(
1

r′

)
(4.6)

1

r′
=

1

2π2

∫
dQ

1

Q2
eiQ·r′ (4.7)

whereQ is a dummywavevector that define the Fourier transform given in Eq.
(4.7). With these definitions, we can write,
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∇r ×

(
Ŝj × r′

|r′|3

)
= −∇r ×

[
Ŝj ×∇r′

(
1

r′

)]

= −∇r ×
[
(Ŝj ×∇r′)

(
1

r′

)]

= −∇r ×
[
(Ŝj ×∇r′)

(
1

2π2

∫
dQ

1

Q2
eiQ·r′

)]

= − 1

2π2

∫
dQ

1

Q2
∇r′ × (Ŝj ×∇r′)e

iQ·r′

= − 1

2π2

∫
dQ

1

Q2
{(iQ)× (Ŝj × (iQ))}eiQ·r′

(4.8)

=
1

2π2

∫
dQ

1

Q2
{Q× (Ŝj ×Q)}eiQ·r′

plugging the result from Eq. (4.8) into Eq. (4.5) we get,

= 2µ2
B⟨n1, σ1| 1V

∫
dreik1·rσ ·

[∑
j

1
2π2

∫
dQ 1

Q2 [Q× (Ŝj ×Q)]eiQ·r′
]
e−ik0·r|n0, σ0⟩

= 2µ2
B⟨n1, σ1| 1V

∫
dre−iq·rσ ·

[∑
j

1
2π2

∫
dQ 1

Q2 [Q× (Ŝj ×Q)]eiQ·r′
]
|n0, σ0⟩

= 2µ2
B⟨n1, σ1| 1V

∫
dre−iq·rσ ·

[∑
j

1
2π2

∫
dQ 1

Q2 [Q× (Ŝj ×Q)]eiQ·(r− rj)
]
|n0, σ0⟩

= 2µ2
B⟨n1, σ1| 1V

∫
dre−iq·rσ ·

[∑
j

1
2π2

∫
dQ 1

Q2 [Q× (Ŝj ×Q)]eiQ·r
]
e−iQ·rj |n0, σ0⟩

= 2µ2
B⟨n1, σ1| 1V σ ·

∫
dQ
∫
dre−i(q−Q)·r

[∑
j

1
2π2

1
Q2 [Q× (Ŝj ×Q)]

]
e−iQ·rj |n0, σ0⟩

= 2µ2
B⟨n1, σ1| 1V σ ·

∫
dQδ(Q− q)

[∑
j
(2π)3

2π2
1
Q2 [Q× (Ŝj ×Q)]

]
e−iQ·rj |n0, σ0⟩

= 8π
µ2
B

V
1
q2
⟨n1, σ1|

[∑
j σ · [q× (Ŝj × q)]

]
e−iq·rj |n0, σ0⟩

(4.9)
wherewe defined q = (k0−k1), the scattering vector, used the relation between
the different position vectors r = rj + r′ andusing the relation 1

(2π)3

∫
dre−i(q−Q)·r =
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δ(Q− q). For Eq. 4.1 we have to evaluate,

|⟨n0, k0|Hinter|n1, k1⟩|2 =
(

8πµ2
B

V

)2
[⟨n1, σ1|

∑
j e

−iq·rjσ ·
[
q̃×

(
Ŝj × q̃

)]
|n0, σ0⟩

⟨n0, σ0|
∑

j′ e
iq·rj′σ ·

[
q̃×

(
Ŝj′ × q̃

)]
|n1, σ1⟩]

(4.10)
where we defined q̃ =

q

q
.

For a spin-unpolarised beam we have the following identity

∑
σ

pσ⟨σ|σασβ|σ⟩ = δαβ (4.11)

So, only terms that involve σ2
x, σ2

y and σ2
z will be non-zero. Returning to Eq.

(4.1), taking (j0)z as
N0

V

ℏk0

me

, withme being the mass of the electron, and dE1 =

ℏ2k1
me

dk1, we have,

d2σ

dΩdk1

=

(
4µ2

Bme

ℏ2

)2
k1
k0

∑
αβ

E (q̃)αβ Sαβ(q, ω) (4.12)

with

E (q̃) =


1− q̃xq̃x −q̃xq̃y −q̃xq̃z
−q̃y q̃x 1− q̃y q̃y −q̃y q̃z
−q̃z q̃x −q̃z q̃y 1− q̃z q̃z

 (4.13)

and we have written it in terms of the spin-scattering function by using the
identity,

δ(En0 + E0 − En1 − E1) =
1

2πℏ

∫
dtei(En0−En1 )t/ℏeiωt (4.14)

where ω is defined by, ℏω = E0−E1. Particularly here, wewill use the following
form for the spin-scattering function,

Sαβ(q, ω) =
1

2πN

∑
j,j′

F ∗
j (q)Fj′(q)

∫
dte−iωte−iq·(rj−rj′ )⟨sαj (0)s

β
j′(t)⟩T (4.15)

where themagnetic form factorFj(q) is included, details are given inAppendix E
and ⟨Sα

j (0)S
β
j′(t)⟩T can be recognised as the spin-spin correlation function.
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The form of Eq. (4.12) is corroborated by the calculation for the thermal
neutron scattering in the literature, as expected, differing only by the coupling
constant. For the spin-basedEELS, the coupling constant is given by

(
4µ2

Bme

ℏ2

)2
=

0.0794 barn, considerably smaller compared to INS evaluated as approximately
0.291 barn [98], primarily due to the electron’s smaller magnetic moment com-
pared to that of neutrons.

4.1.2 Charge-based interaction

Nowwemove on to the charge-based interaction, where we will use the proce-
dure given in [123] to get the interaction term.

The central point of this discussion is the mental picture that the magnetic
field generated by the system, both in the ground state and in excited states,
will affect the canonical momentum of the incoming electrons.

The Hamiltonian for the experiment is given by,

Ĥ = Ĥ0 +
(p̂+ eÂ)2

2me

− eV (r) (4.16)

It represents a magnetically ordered solid, given by Ĥ0, governed by the
HeisenbergHamiltonian. Additionally, includes a spin-unpolarised high-energy
electron with momentum p̂, with charge e and mass me, represented by the
second term. The interaction of the incoming electron with the electron and
nuclear charges is characterised by the charge potential V (r).

Next, we will evaluate the vector potential Â in position r′, produced by the
set of magnetic moments indexed by j at positions rj , as defined in Fig. 4.1
which can be written as,

Â = −2µB

∑
j

(
Ŝj ×

r′

|r′|3

)
(4.17)

where we used the same relation between the magnetic moment and the spin
operator as in Eq. (4.3). Substituting Eq. (4.17) into Eq. (4.16) and using the
commutation relation [p̂, Â] = 0, and omitting the weaker Â2 while noting that
µB = eℏ

2me
in SI, we can write Eq. (4.16) as,
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Ĥ = Ĥ0 +
p̂2

2me

− eV (r) +
e

me

p̂ · Â

= Ĥ0 +
p̂2

2me

− eV (r)− 2µBe

me

p̂ ·
∑
j

(
Ŝj ×

r′

|r′|3

)

= Ĥ0 +
p̂2

2me

− eV (r)− 4µ2
B

ℏ
p̂ ·
∑
j

(
Ŝj ×

r′

|r′|3

)
(4.18)

hence, we have an interaction in the form,

Ĥinter = −4µ2
B

ℏ
p̂ ·
∑
j

(
Ŝj ×

r′

|r′|3

)
(4.19)

coming from the notion that this is the additional energy change to the electron
beam, due to the presence of the magnetic material.

Substituting the Eq. (4.19) into Fermi’s Golden Rule of Eq. (4.1) we obtain,

⟨n1, σ1,k1| ĤCB
inter |n0, σ0,k0⟩ =

4µ2
B

ℏV
⟨n1, σ1|

∫
dre−ik1·r

[∑
j

p̂ ·

(
Ŝj × r′

|r′|3

)]
eik0·r |n0, σ0⟩

(4.20)

using once more the definitions in Eqs. (4.6) and (4.7), and the definition for
the momentum operator, p̂ = −iℏ∇r, we can perform a similar procedure as in
Eq. (4.8) and get,

p̂ ·

(
Ŝj × r′

|r′|3

)
= − i

2π2
p̂ ·
∫
dQ

1

Q2
{(Ŝj ×Q)}eiQ·r′

= − ℏ
2π2

∇r ·
∫
dQ

1

Q2
{(Ŝj ×Q)}eiQ·r′

(4.21)

plugging the result from Eq. (4.21) into Eq. (4.20), similarly to the procedure
in Eq. (4.9) we get,
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= −4µ2
B

ℏV ⟨n1, σ1|
∫
dreik1·r

[∑
j p̂ ·

(
Ŝj×r′

|r′|3

)]
e−ik0·r |n0, σ0⟩

= −4µ2
B

ℏV ⟨n1, σ1|
∫
dr
∑
j

eik1·r∇r ·
[

ℏ
2π2

∫
dQ 1

Q2 (Ŝj ×Q)eiQ·r′
]
e−ik0·r |n0, σ0⟩

=
4µ2

B

V
⟨n1, σ1|

∫
dr
∑
j

eiq·rik0 ·
[

1
2π2

∫
dQ 1

Q2 (Ŝj ×Q)eiQ·(r−rj)
]
|n0, σ0⟩

=
4µ2

B

V
i ⟨n1, σ1|

∫
dQ
∫
drei(Q+q)·rik0 ·

[∑
j

1
2π2

1
Q2 (Ŝj ×Q)

]
e−iQ·rj |n0, σ0⟩

=
4µ2

B

V
i ⟨n1, σ1|

∫
dQδ(Q+ q)ik0 ·

[∑
j

(2π)3

2π2
1
Q2 (Ŝj ×Q)

]
e−iQ·rj |n0, σ0⟩

=
16πµ2

B

V
i ⟨n1, σ1|

∫
dQδ(Q+ q)k0 ·

[∑
j

1
Q2 (Ŝj ×Q)

]
e−iQ·rj |n0, σ0⟩

= −16πµ2
B

V
i ⟨n1, σ1|

∑
j

eiq·rjk0 ·
[

1
q2
(Ŝj × q)

]
|n0, σ0⟩

(4.22)
using the same procedure outlined in the spin-based case and assuming k0 =

k0z, i.e. the incoming beam arrives aligned with the z-axis, we finally get,

d2σ

dΩdk1

=

(
8µ2

Bme

ℏ2

)2

k1k0z
1

q2

∑
αβ

E (q̃)αβ Sαβ(q, ω) (4.23)

with,

E (q̃) =


q̃y q̃y q̃xq̃y 0

q̃y q̃x q̃xq̃x 0

0 0 0

 (4.24)

with the same definitionswe used for Eq. (4.15). In the case of charge-based in-
teraction, the coupling constant is

(
8µ2

Bme

ℏ2

)2
= 0.3176 barn, which has the same

order of magnitude as the neutron scattering coupling constant, evaluated as
approximately 0.291 barn [98].

The charge-related interaction can be recognised as taking a similar form to
the spin-based interaction but with a different momentum dependence.

The calculation of the spin-scattering functionSαβ(q, ω) is necessary to quan-
tify both interactions and can be performed in a variety of ways, under the
linear spin-wave approximation for bulk systems [98, 124] and thin films as
described in chapter 3, or using atomistic spin dynamics [125].

To focus on the momentum dependence of the EELS spectra as described
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by Eqs. (4.12) and (4.23) we will use the approach, which follows a similar
procedure as in chapter 3. We only need to change equation (3.17) such that
q∥ → q and N∥ → N , next, the Holstein-Primakoff transformation is used,
and the bosonic creation and annihilation operators are projected on their di-
agonalised counterparts using the Bogoliubov transformation. Furthermore,
”Kubler’s trick” [97] is used, which allows the calculation of themagnonmodes
with the freedom to align the local spins in an arbitrary orientation. In this ap-
proach, the spin operator in the local reference frame (Ŝj), is connected to the
laboratory reference frame (Ŝj), by the unitarymatrixRj which is defined such
that in the local reference frame, the spin always points in the z-direction, and
it is given by,

Rj =


cos θj cosϕj cos θj sinϕj − sin θj

− sinϕj cosϕj 0

sin θj cosϕj sin θj sinϕj cos θj

 (4.25)

such that, Ŝj = Rj · Ŝj , where θj and ϕj are the polar and azimuthal angles,
respectively, of the spins in the laboratory reference frame [98].

4.1.3 Discussion

To demonstrate the method, we will use Ytrium Iron Garnet (YIG), a material
of choice for magnon applications. For the calculation of the spin-scattering
function, wewill use the sameparameters as in section 3.6, and for themagnetic
form factor, we used the values for Fe+3 given in the literature [126].

The distinctions between the spin and charge interactions stem from their
dependence on three factors: the scattering vector q, the variation in intensity
relative to the angle between the beam’s orientation and that of the local mag-
netic moments, and primarily, the dependence on the beam’s initial momen-
tum. The charge-based interaction is linear with the beammomentum k0 while
the spin-based follows a k−1

0 relation, hence it will be dominant for higher ac-
celeration voltages.

To further compare themomentumdependence of the spin-based fSB(q, k0)
and charge-based interactions fCB(q, k0), we rewrite them in terms of the inci-
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dent beam wavevector (k0) and scattering vector (q), using the relation q =

k1 − k0,

fSB(q, k0) = q+k0
k0

fCB(q, k0) = k0
q
+

k20
q2

(4.26)

we note that these relations are valid for low-angle scattering, i.e. for small per-
turbations to the beampath, owing to the nature of the first Born approximation
used.

The relations given in Eq. (4.26) are presented in Fig. 4.2 as contour plots,
where the arrows represent the intensity gradient and the x-axis shows the
wavevector correspondent to a window of acceleration voltages between 30
kV to 300 kV. Note, similar to the case of inelastic scattering of electrons by
phonons [59], the charge-related magnon scattering function exhibits an over-
all dependence of q−2, thus the magnon EELS signal should be strongest in the
first Brillouin zone, in contrastwhen only spin-based interaction is present, case
when neutron are the probe, where the data has a stronger signal at larger q.
In addition, the linear dependence on the incident beam wavevector k0 in the
charge-based interaction is in stark contrast with the inverse dependence in the
inelastic scattering of electrons by phonons, pointing to the possibility of en-
hancing the magnon peaks with respect to the phonon peaks by increasing the
acceleration voltages in the STEM-EELS experiment.

Another important observation concerns the coupling constants. In the case
of charge-based interaction, the coupling constant is

(
8µ2

Bme

ℏ2

)2
= 0.3176 barn,

which has the same order of magnitude as the neutron scattering coupling con-
stant, evaluated as approximately 0.291 barn [98]. On the other hand, for the
spin-based interaction, the coupling constant is given by

(
4µ2

Bme

ℏ2

)2
= 0.0794

barn, considerably smaller compared to INS, primarily due to the electron’s
smaller magnetic moment compared to that of neutrons.

In Fig. 4.3 we compare the experimentally acquired INS given in [47] with
the calculated spin-based EELS using Eq. (4.12) and the calculated charge-
based EELS using Eq. (4.23) the colour bar intensity is given in terms of spin-
based interaction coupling constant, for an acceleration voltage of 30 kV.
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(a) (b)

Figure 4.2: Cross-section dependence with the scattering vector q and incoming beam
wavevector k0 for (a) spin-based interaction and (b) charge-based interaction. Arrows
indicate the gradient of the intensity.

Taking the definition of the spin orientation given in Eq. (4.25), we kept the
orientation of the magnetic moments aligned parallel to the z-axis by setting
θ = 0 and ϕ = 0, while the electron beam is kept along the z-axis. We can
see the similarities between the experiment and the calculated spectra for the
EELS, particularly the same modes are active, and the spin-based interaction
exhibits a similar intensity profile as the INS data, as expected by the similarity
in the interaction. The intensity difference between the spin-based and charge-
based interaction comes mainly due to the q dependence. Under the previous
discussion, both the intensities given in Figs. 4.3(b) and 4.3(c) coexist in the
EELS spectra.

Todiscuss the intensity dependencewith the relative orientation of the beam
wavevector and the local magnetic moments, we will evaluate the EELS for the
path N − Γ − H keeping ϕ = 0 and varying the value of θ for an acceleration
voltage of 30 kV. For the spin-based interaction shown in Fig. 4.4 the effect of
changing the relative angle between the probe wavevector and the local mag-
netic moments is not very pronounced, given that the final form of the double
differential cross-section for this interaction is independent of the orientation
of k0. In this case, the intensity change will be due to the interplay of E (q̃)αβ

given in Eq. (4.13) and the spin scattering tensor Sαβ(q, ω).
Conversely, we see a strong dependence on the magnetic moments orienta-
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(a)

(b) Spin-based (c) Charge-based

Figure 4.3: Inelastic scattering by magnons: a) Experimental inelastic neutron scat-
tering [47], b) theoretical evaluation of inelastic neutron scattering, c) charge-related
EELS. All the calculations were performed for a relative angle between the probe’s
wave vector and the Néel vector θ = 0.

tion in the charge-based interaction as shown in Fig. 4.5. In this context, we ob-
serve a discernible dependency of the scattering intensity in the pathΓ−H with
variations in the polar angle, denoted by θ, of thematerial’smagneticmoments.
This observation underscores the influence of magnetic moment alignment on
the scattering process, particularly in this case, since the interaction depends
on the scalar product of the incoming beam wavevector (k0) with the vector
product between the spin operator and the position vector. We can see that,
the intensity varies with a cosine relation with the angle between the magnetic
moments’ orientation and the beam wavevector k0.
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(a) θ = 0 (b) θ = 3π/10

(c) θ = π/2 (d) θ = 7π/10

(e) White dashed line (f) Red dashed line

Figure 4.4: a-d) Spin-related EELS, for varying relative angles θ between the probe’s
wave vector and the Néel vector. e-f) Angle-dependent intensity for a particular point
in momentum space, showing a weak angle dependence on the point represented by
the red and white dashed lines.
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(a) θ = 0 (b) θ = 3π/10

(c) θ = π/2 (d) θ = 7π/10

(e) White dashed line (f) Red dashed line

Figure 4.5: a-d) Charge-related EELS, for varying relative angles θ between the probe’s
wave vector and the Néel vector. e-f) Angle-dependent intensity for a particular point
in momentum space, showing a strong angle dependence on the point represented by
the red dashed line.
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Chapter 5

Conclusions and future work

The study of magnetic systems in low dimensionalities, such as in thin films,
is crucial for the development of novel magnonics-based devices as well as the
fundamental understating of spin waves in real systems. This work also under-
pins the experimental studies of magnons with high spatial resolution, highly
sought for the design of heterostructures essential for device development.

This work outlines a methodology to calculate the inelastic scattering for
magnons relying on the spin scattering function, using a second quantisation
approach. This allows for a Hamiltonian that includes lower dimensionalities
in the systems considered, which applies to relevant thin film systems includ-
ing bcc Fe(100), YIG(100), and NiO in the (100) and (111) crystallographic
orientations. The calculated results reveal distinct characteristics that empha-
sise the significance of film thickness and crystal orientation on the magnon
modes in these systems. In all cases, the emergence of softer modes related
to the partial interaction of the magnetic moments close to the surfaces of the
material is observed. The appearance of these softer modes related to confine-
ment is evident in the evaluatedmagnondensity of states, where the emergence
of peaks at lower energies, which we associate with confinement is seen. By
comparing the magnon density of states for the two different crystallographic
orientations of NiO we observe that the confinement-related peak appears at
different energies, 65 meV and 42 meV for (100) and (111) surfaces, respec-
tively, showing the importance of the direction in which dimensionality is re-
duced. The finite crystal size leads to granularity in the spin scattering function
across various directions in the Brillouin zone, due to the quantisation of the
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quasi-momenta. This effect is comparable in the considered two different crys-
tallographic orientations of NiO, where the granularity appears in the path in
reciprocal space that is oriented in the direction of the thin film. Addition-
ally, we demonstrate the role of magneto-crystalline anisotropy in both Fe and
NiO films, which leads to an overall hardening of the magnon modes. When
anisotropy is only included in surface layers, illustrated in the case of bcc Fe,
the confinement-related magnon DOS peak shifts to higher energies with the
increase of the surface anisotropy.

Furthermore, wepropose amethod to quantify the non-spin polarisedmagnon-
related EELS, separately for the spin-based interaction and a charge-based in-
teraction, which combined with the spin-scattering function for thin films can
be a valuable tool to characterise the local magnon spectra of magnetically
ordered thin films. The high spatial resolution enabled by e-beam in STEM,
paired with the magnetic moment orientation sensitive nature of the charge-
based interaction in the non-spin polarised EELS spectrum, allows to locally
probe the Neel vector relative to the electron beammomentum. Given that the
charge-based interaction exhibits a q−2 dependence with the scattering vector
q, and a linear dependence with the e-beammomentum k0, we predict that this
effectwill bemore easily distinguished in the first Brillouin zone, and higher ac-
celeration voltages. These predictions also point to a possiblemeans to enhance
the magnon EELS relative to the phonon EELS, by increasing acceleration volt-
ages. Since phonon EELS, although following the same q−2 dependence with
the scattering vector, follow an inverse relation k−1

0 with the e-beam momen-
tum, being then suppressed for higher acceleration voltages while the magnon
EELS would be increased.

In conclusion, the methodology explored here is intended to help charac-
terise and quantify the magnon spectra for thin films in inelastic scattering ex-
periments focusing on EELS. However, further technological advancements in
detectors and monochromators will be required to overcome the weak EELS
signal due to magnons, to make it a standard tool in the characterisation of
magnetic structures.
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5.1 Future work

Themethodological basis set by thework in its current state, providesmany av-
enues for continuation in the near future. Extending themethodology for other
probes, such as photons (i.e. Raman Spectroscopy) is an interesting prospect
which will complement electron probes with high energy resolution. Explo-
ration of different materials, and pairing the established methodologies for the
study of EELS of phononswith themagnon counterpart can provide invaluable
information for the distinction between the two. In addition, extending the ef-
fects by exploiting the interplay of magnon-phonon-plasmon interactions, un-
der the second quantisation methodology can prove to be an interesting path-
way.

In addition, having the machinery described for the EELS allows a smooth
extension to simulate the imaging of these interactions in the STEM-EELS ex-
periment, both for elastic and inelastic interactions. In this case, the orienta-
tional nature of the interactionwith themagnetic moments can affect the image
in a major way. The negative side of this approach is that the magnetic effects
on the image are orders of magnitude less intense than the Coulombic ones,
making them invisible in the standard imaging methodology. Hence, procur-
ing creative ways to enhance this effect by aloof imaging or specific imaging
conditions can be an interesting next step. Preliminary calculations show that,
in the case of charge-based interaction, the image reflects the orientation of the
local magnetic moments.
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Appendix A

Spin chain with dipolar interaction

To show that the dipolar interaction is not sufficient to explain the stability of
magnetic solids, let’s study the thermodynamics of an infinite chain of mag-
netic moments. For twomagnetic moments at a distanceR from each other has
a potential energy of,

V (R, cosθ1, cosθ2, cosθ1,2) =
µ0

4πR3
[µ · µ− 3(R̂ · µ1)(R̂ · µ2)] (A.1)

where µ1 and µ2 are the magnetic moment vectors, and R̂ = R/R is a unit
vector representing the distance vector between the two magnetic moments.
We note that the interaction depends on both the distance between the two
magnetic moments and their relative angle.

To progress further we will use some simplifications:

• Wewill assume that allmagneticmoments are aligned, such that cosθ1,2 =
1

• Since all magnetic moments are aligned we can define, without loss of
generality, θ1 = θ2 = θ.

Then (A.1), become,

V (Ri,j) =
µ0

4πR3
[1− 3cos2(θ)]µiµj (A.2)

A few notes need to be taken here, notice that the potential has two charac-
teristics: The interaction falls with 1

R3 , falling relatively fast. The interaction
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increases with the angle, meaning that if all magnetic moments are aligned
perpendicular to the chain, the energy is higher than if they are all aligned in
the direction of the chain, (the top of one is aligned with the bottom of the
next).

So the minima occur with all spins aligned either with θ = 0 or θ = π. If
we label each site with (m = 1, 2...), the position of each site is given by,m ∗ a0
with a0 being the distance between sites. To model the infinite sites, we have a
sum to infinite twice to account for the spins along the negative axis.

So the total energy is,

E =
Nµ0

8π

{
2

∞∑
m=1

[
1− 3cos20

] µ2

(ma0)3

}

=
Nµ0

8π

{
2

∞∑
m=1

2µ2

(ma0)3

}

= N
µ2µ0

4πa03

{
2

∞∑
m=1

1

m3

}

= N
µ2µ0

4πa03
{2ζ(3)}

= N
µ2µ0

4πa03
2(1.20206)

(A.3)

If we take this result and evaluate the energy per site, we get,

E

N
=

µ2µ0

4πa03
2(1.20206) (A.4)

Substituting the values for the Bohr magneton µ = 9.27 ∗ 10−24JT−1 and µ0 =

1.26 ∗ 10−6NA−2 and assuming a separation of a0 = 2 ∗ 10−10m we get that the
energy per site is around:

E

N
= −(2S)2 × 2.5× 10−5eV ≈ 0.3(2S)2kb (A.5)

So the energy per site is a few fractions of a Kelvin, meaning that at very small
temperatures the dipolar interaction is completely overpowered by thermal
fluctuations. Even with S, which will be of the order O(1), the temperatures
that would destroy ferromagnetism would be of the order of 1 to 2K.

A similar argument can be made if the magnetic moments are placed at
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θ = π/2, i.e. transverse to the chain, one can show that it is stable but also for
very low temperatures, being a local minimum.

For a 3D crystal, with cubic symmetry, for example, the interactions cancel
out in every direction, an even worse situation.
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Appendix B

Thermal expectation value of
Bosonic operators

To evaluate the thermal expected value of the bosonic operators, we will eval-
uate ⟨α†

nα
†
n′⟩T = ⟨αnαn′⟩T = 0 and ⟨α†

nαn′⟩T = nB(ωn)δnn′ .
We have to evaluate the following equation,

∑
n0

⟨n0|α†
nαn′ |n0⟩

e−βEn0

Z0

(B.1)

So the overall expectation value is taken over the n0 states with the partition
function Z0. Inserting a complete basis n1, we have,

∑
n0

∑
n1

⟨n0|α†
n |n1⟩ ⟨n1|αn′ |n0⟩

e−βEn1

Z0

(B.2)

Notice that the orthogonality of the |n0⟩ and |n1⟩ impose constrains in the
sum. Since the creation and annihilation operators will raise or lower the en-
ergy of the harmonic oscillation at a particular site n or n′, from ⟨n1|αn′ |n0⟩

we need that the state |n0⟩ to be one level higher than |n1⟩ at site n′, and from
⟨n0|α†

n |n1⟩ we need that state |n1⟩ to be one step lower than |n1⟩ at site n. This
condition is easily fulfilled if n = n′ and, redefining the basis notation to only
define the energy level, by setting |n1⟩ = |m− 1⟩ and |n0⟩ = |m⟩,

∑
m

⟨m|α†
n |m− 1⟩ ⟨m− 1|αn |m⟩ e

−βEm

Z0

= (B.3)
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VI

=
∑
m

⟨m|
√
m |m⟩ ⟨m− 1|

√
m |m− 1⟩ e

−βEm

Z0

(B.4)

=
∑
m

m
e−βEm

Z0

(B.5)

Note that the energy of the harmonic oscillator is given by,

Em = ℏω
(
m+

1

2

)
(B.6)

hence we have:

1

Z0

∑
m

me−βℏω(m+ 1
2) =

1

Z0

e−β ℏω
2

∑
m

me−βℏωm (B.7)

given that the partition function is given by,

Z0 =
∑
m

e−βℏωme−β ℏω
2 = e−β ℏω

2

∑
m

e−βℏωm = e−β ℏω
2

1

1− e−βℏω (B.8)

at the same time, we have to note that,

∑
m

memx =
d

dx

∑
m

emx =
d

dx

1

1− emx
=

ex

(1− ex)2
(B.9)

using Eq. (8) and Eq. (9) by setting x = −βℏω and substituting in Eq. (7), we
get,

1

Z0

e−β ℏω
2

∑
m

me−βℏωm =
e−βℏω

(1− e−βℏω)
=

1

(eβℏω − 1)
= nB (B.10)

hence we have that ⟨α†
nαn′⟩T = nB(ωn)δnn′ . The other terms, such as ⟨α†

nα
†
n′⟩T =

⟨αnαn′⟩T = 0, are identically zero because the step given in Eq. (B.5) cannot be
fulfilled in any way, making all terms in the sum zero due to the orthogonality
of the basis.
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Appendix C

Excited state of Heisemberg
Hamiltonian

Taking the Heisenberg Hamiltonian for a homogeneous 1D chain given in the
main text of the thesis, we have,

H = −1

2

∑
k

J [
1

2

(
S+
k S

−
k+1 + S−

k S
+
k+1

)
+ Sz

kS
z
k+1

+
1

2

(
S+
k S

−
k−1 + S−

k S
+
k−1

)
+ Sz

kS
z
k−1]

(C.1)

We wish to evaluate the expected value of the system’s energy with this
given Hamiltonian. Assuming the general basis composed of a linear combi-
nation of a single spin flip in every site, given by,

|ψ⟩ =
∑
i

fi |i⟩ (C.2)

We want to verify for which values of the coefficients in the linear combination
in Eq. (C.2), compose a excited state of the Hamiltonian.

Let’s look at the possible terms that need to be evaluated. Note that the
following definitions hold:

S+ |S, S − 1⟩ =
√
2S |S;S⟩ (C.3)

[
S+
i , S

−
j

]
= −2δijS

z
j (C.4)
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|i⟩ = S−
i√
2S

|0⟩ (C.5)

First, we evaluate the terms that involve raising and lowering operators,

S+
k S

−
k+1

∑
i

fi |i⟩ =S+
k S

−
k+1

∑
i

fi
S−
i√
2S

|0⟩

=
1√
2S
S−
k+1

∑
i

fi
[
δk,i2S

z
i + S−

i S
+
k

]
|0⟩

=2S
1√
2S
fkS

−
k+1 |0⟩

=2Sfk |k + 1⟩

(C.6)

S−
k S

+
k+1

∑
i

fi |i⟩ =
√
2SS−

k fk+1 |0⟩

=
√
2Sfk+1S

−
k |0⟩

=2Sfk+1 |k⟩

(C.7)

Here, in Eq. (C.6) we used the commutation relation in Eq. (C.4), and the
definition of the basis, in terms of the lowering operator as given in Eq. (C.5).
In Eq. (C.7) we used the fact that operating in any case where the site flipped i
doesn’t match with k+ 1 in the raising operator will lead to an attempt to raise
the magnetic moments z-projection higher than the maximum, leading to zero
by definition. Using the same arguments we have,

S+
k S

−
k−1

∑
i

fi |i⟩ =2Sfk |k − 1⟩ (C.8)

S−
k S

+
k−1

∑
i

fi |i⟩ =
√
2SS−

k fk−1 |0⟩

=
√
2Sfk−1S

−
k |0⟩

=2Sfk−1 |k⟩

(C.9)

To evaluate the terms that involveSz
kS

z
k+1, let’s first discuss the case for k = 1,

and use the result to generalise the solution,
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Sz
1S

z
2

∑
i

fi |i⟩ = Sz
1S

z
2{f1 |S, S − 1⟩1 |S, S⟩2 |S, S⟩3 . . . |S, SN⟩

+f2 |S, S⟩1 |S, S − 1⟩2 |S, S⟩3 . . . |S, SN⟩

+f3 |S, S⟩1 |S, S⟩2 |S, S − 1⟩3 . . . |S, SN⟩

+ · · · }

(C.10)

Sz
1S

z
2

∑
i

fi |i⟩ = {S(S − 1)f1 |S, S − 1⟩1 |S, S⟩2 |S, S⟩3 . . . |S, SN⟩

+(S − 1)Sf2 |S, S⟩1 |S, S − 1⟩2 |S, S⟩3 . . . |S, SN⟩

+S2 |S, S⟩1 |S, S⟩2 |S, S − 1⟩3 . . . |S, SN⟩

+ · · · }

(C.11)

Notice that we have the eigenvalue S(S − 1) for the sites that match the sites
k and k + 1, while all the rest of the terms contribute with S2. This can be
represented in the following way,

Sz
kS

z
k+1

∑
i

fi |i⟩ =fk(S − 1)S |k⟩+ fk+1(S − 1)S |k + 1⟩

−S2fk |k⟩ − S2fk+1 |k + 1⟩+
∑
i

fiS
2 |i⟩

Sz
kS

z
k−1

∑
i

fi |i⟩ =− fkS |k⟩ − fk+1S |k + 1⟩+
∑
i

fiS
2 |i⟩

(C.12)

Collecting all these terms, and subistituting in H |ψ⟩ = E |ψ⟩ using H as
given in Eq. (C.1),

H
∑
i

fi |i⟩ = −1

2

∑
k

J [Sfk+1 |k⟩+ Sfk |k + 1⟩

−Sfk |k⟩ − Sfk+1 |k + 1⟩+
∑
i

fiS
2 |i⟩

+Sfk−1 |k⟩+ Sfk |k − 1⟩

−Sfk |k⟩ − Sfk−1 |k − 1⟩+
∑
i

fiS
2 |i⟩]

=E
∑
i

fi |i⟩

(C.13)

Chapter C Excited state of Heisemberg Hamiltonian



X

multiplying Eq. (C.13) by the left with a particular state ⟨k| and noting that
due to orthonormality,

⟨k|k⟩ = 1 (C.14)

⟨k|i⟩ = δi,k (C.15)

⟨k|k + 1⟩ = ⟨k|k − 1⟩ = 0 (C.16)

Leading to,
−[fk+1 + fk−1 − 2fk] =

2E

JS
fk + 2NSfk (C.17)

The term on the left-hand side is a discrete second derivative of fi assum-
ing a unit distance between the sites which will be later defined as a, i.e. the
coefficients of the linear combination in Eq. (C.2), giving us,

d2fk
dx2k

= −
(
2E

JS
+ 2NS

)
fk (C.18)

one possible solution for the differential equation in Eq. (C.18) is,

fi(xi) ∝ eiqxi (C.19)

inserting this back in Eq. (C.17) we have,

−[eiqxieiqa + eiqxie−iqa − 2eiqxi ] =

(
2E

JS
+ 2NS

)
eiqxi

−[eiqa + e−iqa − 2] =

(
2E

JS
+ 2NS

)
−[2 cos(qa)− 2] =

(
2E

JS
+ 2NS

)
−JS[2 cos(qa)− 2] =

(
2E + 2JNS2

)
E = −JNS2 − JS[cos(qa)− 1]

E = −JNS2 + JS[1− cos(qa)]

(C.20)

With these steps, we verified that the exited state of this system is, account-
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ing for normalisation, given by,

|q⟩ = 1√
N

∑
i

eiRi·q |i⟩ (C.21)

and the ground state energy is given by, E0 = −JNS2, and the dispersion of
the excited state is given by,

E(q) = JS[1− cos(qa)] (C.22)
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Appendix D

Magnon dispersion calculation

In this section let’s study the dispersion relation for the magnons in different
materials. Formally we will be writing the Hamiltonian of the system using
(3.20), and by diagonalising it for different q∥ we will be able to evaluate the
magnon dispersion for the magnons that are supported by the system.

First, let’s study a simple system, to exemplify the use of the method. In
figure D.1, consider a ferromagnetic cubic lattice, with spins S aligned along z

and coupled by nearest-neighbour exchange parameter J > 0.

Figure D.1: The ground state of a ferromagnetic cubic lattice.

The terms from 3.20 that we need to address are FJ(r, s)zz, G1(r, s) and
G2(r, s), which for a single magnetic moment pointing in the z-direction, we
have,
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
FJ(1, 1)zz = J,

G1(1, 1) = 0,

G2(1, 1) = 2J

(D.1)

similarly, for the magneto-crystalline anisotropy and Zeeman term, we define
them to be parallel to the magnetic moments, leading to,


A(0)x = 0,

A(0)y = 0,

A(0)z = 1

(D.2)

also noting that for nearest-neighbour in the cubic structure, we have zu = 6,
leading to Γ

(u)
rs = Γ

(1)
11 , given by,

Γ(u)
rs =

1

zu

∑
du

e−iq·du (D.3)

Γ
(1)
11 =

1

6
[e−iaqx + eiaqx + e−iaqy + eiaqy + e−iaqz + eiaqz ] (D.4)

Γ
(1)
11 =

1

3
[cos(aqx) + cos(aqy) + cos(aqz)] (D.5)

This simplifies equation (3.20) to,

Hex =
∑

q3JS
{{

1− Γ
(1)
11 (q)

}
a(1)†q a(1)q +

{
1− Γ

(1)
11 (q)

}
a
(1)
−qa

(1)†
−q

}
+KS

{
a(1)†q a(1)q + a

(1)
−qa

(1)†
−q

}
+ 2µBBS

{
a(1)†q a(1)q + a

(1)
−qa

(1)†
−q

} (D.6)

It is then easy to show that L from (3.23) and L from (D.6),

L = S

3J
[
1− Γ

(1)
11 (q)

]
+K + 2µBB 0

0 3J
[
1− Γ

(1)
11 (q)

]
+K + 2µBB

 (D.7)
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L = S

3J
[
1− Γ

(1)
11 (q)

]
+K + 2µBB 0

0 −3J
[
1− Γ

(1)
11 (q)

]
−K − 2µBB


(D.8)

Since L has eigenvalues given by, εn(q) = ωn(q)/2, so the spin-wave fre-
quency for a ferromagnet is,

ℏωn(q) = 6JS[1− Γ
(1)
11 (q)] + 2KS + 4µBBS (D.9)

with,

Γ
(1)
11 =

1

3
[cos(aqx) + cos(aqy) + cos(aqz)] (D.10)

This result allows us to gain some mental picture of the magnons. In the
absence of easy-axis anisotropy, the magnetic moments can rotate freely, the
only restriction is that they are all aligned relative to each other. Consequently,
ωn(0) = 0 is a Goldstone mode, implying that for q∥ = 0, i.e. infinitely long
wave-length magnonmodes all magnetic moments fluctuate in phase from the
z-axis, leading the system to change to an equivalent spin state, without any
cost in energy.

Since the anisotropy K and magnetic field B changes the system such that
themagneticmoments favour a particular orientation, they break the rotational
invariance, leading to a gap in the energy for q∥ = 0 given by∆ = 2KS+4µBBS.
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Appendix E

Magnetic Form Factor

Having defined the position of the ion in a unit cell by,

∑
i

eiq·riSi (E.1)

here, q is the scattering vector, ri the position vectors of the ions in the unit cell.
We can further specify the position of the ν’th electron of the ion in the position
ri, by a relative position vector rν we can write,

∑
ri

eiq·riSi =
∑
ri

eiq·ri
∑
ν(ri)

eiq·rνSν (E.2)

The unpaired electron in each ion, couples together to give rise to the ground
state with a total spin Si.

From [93], we have the definition of the form factor given by the Fourier
transform of the normalised spin density associated with the ion at the i’th
site, in the unit cell,

F (q) =

∫
dreiq·rsi(r) (E.3)

where, si(r) it the normalised spin density, leading toF (0) = 1. When themean
radius of the wave function of the unpaired electrons, is much less than |q|−1,
which is often the case, we can apply a dipolar approximation, and the mag-
netic form factor can be calculated from the radial distribution of the electrons.
The integrals from which the form factors are obtained have the form,
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⟨jK(q)⟩ =
∫ ∞

0

drr2jK(q)|f(r)|2 (E.4)

usually refered to as a radial integral, where jK(q) is a spherical Bessel function
of order K. In the case of spin-only systems [93],

F (q) = ⟨j0(q)⟩ (E.5)

To simplify the calculation of themagnetic form factor we can use empirical an-
alytical formulas which adequately approximate ⟨j0(q)⟩, proposed by J. Brown
[126], which for ⟨j0(q)⟩ is given by,

⟨j0(q)⟩ = Ae−as2 +Be−bs2 + Ce−cs2 +D

with s = q/4π.
The values used for these paramenters for 3d transition elements and their

ions are given in [126], here we have used the values for Fe3+,

ion A a B b C c D
Fe3+ 0.3972 13.2442 0.6295 4.9034 -0.0314 0.3496 0.0044

Table E.1: Parameters for analitical formula of ⟨j0(q)⟩ given by [126].
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Some General Operator Theorems

In this appendixwewill derive someuseful therorems involving non-commuting
operators A and B. We shall assume that the proposed functions of these oper-
ators may be expanded in a power seris such that,

F (B) =
∞∑
n=0

cnB
n (F.1)

where the cn are constant expansion coefficients. The coeficients are here called
c-numbers which can be complex and are not operators.

Theorem 1. If A and B are two noncommuting operators and ξ is a parameter, then,

if n is an integer,

eξABne−ξA =
(
eξABe−ξA

)n (F.2)

and

eξAF (B)e−ξA = F
(
eξABe−ξA

) (F.3)

When n=1, (2) is just an identity.

Proof. Note that,
e−ξAeξA = I (F.4)

So we can write,

eξABBB...Be−ξA = eξABe−ξAeξABe−ξAeξABe−ξA...eξABe−ξA (F.5)(
eξABe−ξA

) (
eξABe−ξA

) (
eξABe−ξA

)
...
(
eξABe−ξA

)
=
(
eξABe−ξA

)n
XIX
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proving Eq. (2). To prove Eq. (3) we use Eq. (2),

eξAF (B)e−ξA =
∞∑
n=0

cne
ξABne−ξA (F.6)

and from Eq. (2) we arrive at:

eξAF (B)e−ξA =
∞∑
n=0

cn
(
eξABe−ξA

)n
= F

(
eξABe−ξA

) (F.7)

QED

Theorem 2. If A and B are two noncommuting operators and if A−1 exists, we have,

ABnA−1 =
(
ABA−1

)n (F.8)

where n is an integer, and

AF (B)A−1 = F
(
ABA−1

)n (F.9)

Given that A−1 exists.

Proof. Taking that AA−1 = I , the same proof given in Theorem 1, applies.

Theorem 3. If A and B are two fixed noncommuting operators and ξ is a parameter,

then,

eξABe−ξA = B + ξ[A,B] +
ξ2

2!
[A, [A,B]] +

ξ3

3!
[A, [A, [A,B]]] + . . . (F.10)

Proof. Proof: We let,

f(ξ) = eξABe−ξA (F.11)

f(0) = B (F.12)

and expand f(ξ) in a Maclaurin series in power of ξ. We then have
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df

dξ
= [A, f(ξ)]

df

dξ

∣∣∣
ξ=0

= [A,B]

d2f

dξ2
=

[
A,

df

dξ

]
= [A, [A, f(ξ)]]

d2f

dξ2

∣∣∣
ξ=0

= [A, [A,B]]

(F.13)

So (10) follows from further terms in the expansion.

Theorem 4. If l is an integer, then

[
a, a†l

]
= la†(l−1) =

∂a†l

∂a†

[
a, al

]
= −la(l−1) = −∂a

†l

∂a†

Proof. We start by proving the first equality. Let P (l) be the statement [a, a†l] =
la†(l−1), and taking the definitions for the commutation relation for a and a†,

[
a, a†

]
= 1 (F.14)

[a, a] =
[
a†a, a†

]
= 0 (F.15)

we give a proof by induction on l.

P (0) is true, given that it leads to, [a, 0] = 0, and also we have P (1) to be
true, given that (12) is true.

Induction step:

P (k) is true [a, a†k] = ka†(k−1).

It follows that we need to show that P (k + 1) also hold, we start,

[
a, a†k

]
= ka†(k−1)

aa†k − a†ka = ka†(k−1)
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Multiplying bothsides by a†,

aa†ka† − a†kaa† = ka†k

aa†(k+1) − a†k
(
1 + a†a

)
= ka†k

aa†(k+1) − a†k − a†(k+1)a = ka†k

aa†(k+1) − a†(k+1)a = ka†k + a†k[
a, a†(k+1)

]
= (k + 1)a†(k+1)−1

That is, the statement P (k + 1) also holds. Since both the base case and the
induction steps have been proven as true, by mathematical induction the state-
ment P (k) holds for every natural number k.

For the second equality, it is required of us to define more precisely what
we mean by ∂/∂a and ∂/∂a† since a and a† are operators. We can replace the
operator a or a† by a+ x or a† + x, where x is a c-number, and write,

lim
x→0

∂

∂x

(
a† + x

)k
= lim

x→0

∂

∂x
k
(
a† + x

)k−1

= ka†(k−1) =
∂a†k

∂a†

(F.16)

while ∂a
k

∂a
= lim

x→0

∂

∂x
(a+ x)k. QED

Theorem 5. We let x be a c-number and f
(
a, a†

)
be a function that can be expanded

in a power series in a and a†. Then,

exaf
(
a, a†

)
e−xa = f

(
a, a† + x

) (F.17)

e−xaf
(
a, a†

)
exa = f

(
a+ x, a†

) (F.18)

Proof. Noting that exae−xa = 1 and that f can be expanded in a power series, we
have for the left-hand side of (15),

exaf
(
a, a†

)
e−xa = f

(
exaae−xa, exaa†e−xa

) (F.19)

and taking that the operators commutewith themselves, andwith any function
of them,
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exaf
(
a, a†

)
e−xa = f

(
a, exaa†e−xa

) (F.20)

By and Eq. (12) we can see that,

exaa†e−xa = a† + x
[
a, a†

]
= a† + x (F.21)

noting that all remaining commutators vanish. Then, subistituting Eq. (19) in
Eq. (18), then Eq. (15) follows. A similar proof can be done for Eq. (16).

Theorem 6. We let f
(
a, a†

)
be a fucntion of a and a† that may be expanded in a power

series in a and a†. Then,

[
a, f

(
a, a†

)]
=

∂f

∂a†
(F.22)

[
a†, f

(
a, a†

)]
= −∂f

∂a
(F.23)

Proof. Using the result from we consider,

F (x) = exaf
(
a, a†

)
e−xa = f

(
a, a† + x

) (F.24)

Then, it follows that F (0) = f
(
a, a†

).
We can then write,

∂F

∂x
= [a, F (x)] =

∂

∂x
f
(
a, a† + x

) (F.25)

By taking the limit as x→ 0 on both sides of Eq. (23), we have,

lim
x→0

∂

∂x
f
(
a, a† + x

)
=
[
a, f

(
a, a†

)]
=

∂f

∂a†
(F.26)

Since by (14) the left hand side is just the defintion of the partial derivative
of f (a, a†) with respect to a†. A similar proof follows for (21). Note that the
order od the factors in important for this proof and must be strictly preserved.
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[86] Flaviano José dos Santos, Manuel dos Santos Dias, and Samir Lounis.
Modeling spin waves in noncollinear antiferromagnets: Spin-flop states,
spin spirals, skyrmions, and antiskyrmions. Phys. Rev. B, 102:104436, Sep
2020.

[87] H. Thoma, V. Hutanu, H. Deng, V.E. Dmitrienko, P.J. Brown, A. Gukasov,
G. Roth, and M. Angst. Revealing the absolute direction of the
dzyaloshinskii-moriya interaction in prototypical weak ferromagnets by
polarized neutrons. Physical Review X, 11(1), March 2021.

[88] Elliott Lieb and Daniel Mattis. Ordering energy levels of interacting spin
systems. Journal of Mathematical Physics, 3(4):749–751, July 1962.

[89] Lasha Tkeshelashvili. Boson representation of spin operators. 2016.

[90] W.H. Louisell. Radiation and Noise in Quantum Electronics. McGraw-Hill
physical and quantum electronics series. McGraw-Hill, 1964.
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