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Abstract

Fluid‑structure interactions, especially full rotor simulations for wind tur‑
bines, are still computationally inefficient. Although the Proper Orthogonal
Decomposition (POD) with Galerkin based Reduced Order Modelling (ROM)
has become a popular tool to solve many fluid dynamics problems, most
studies are limited to fluid flows in a fixed or infinite domain. The ROM,
with either spatially or temporally adaptive snapshots, are still lacking in re‑
search, and in this paper, a POD– Galerkin based ROM for a Fluid‑Structure
Interaction (FSI) problem isproposed. Theaim is to reduce the complexity of
the costly solution techniques for solving the governing non‑linear unsteady
partial differential equations that govern the aerodynamic flows over fluid‑
solid systemswithmoving interfaces. This novel POD‑based ROM is applied
to several cases of plunging‑pitching aerofoils as well as fluid‑structure in‑
teraction simulations of a 3D vertical axis wind turbine full rotor simulation.
For both applications, this model is shown to be very effective when per‑
formedwith the proposed snapshot grids, thus reducing the computational
cost while maintaining the same level of accuracy.

The goal of this PhD project is to develop a new ROM approach to the FSI
problem applicable to moving and/or deforming solid boundary and then
applied it to the Vertical Axis Wind Turbine (VAWT) structure analysis in or‑
der to improve the wind turbine fluid‑structure interaction analysis method
regarding both the simulation efficiency and accuracy. A new and novel lo‑
cal refinement strategy on the ROMmethod is proposed in order to balance
the increase in time cost andaccuracy. Moreover, this strategy includes elas‑
tic behaviour of solid domains, thus increases the capability of the approach
to solve FSI problems with large moving interfaces between the rigid body
and the fluid.

A literature review on fluid‑structure interaction methods and VAWT aeroe‑
lastic behaviour is presented in order to identify the gap of this project. In



addition, a comprehensive review of POD method, especially focused on
adaptive snapshot methods, is conducted.

Anovel adaptivegriddiscretisation, basedona two‑dimensional refinement
strategy in which an internal node has exactly four children, has been pro‑
posed and developed. The strategy is implemented using a quad‑tree data
structure which can be implemented automatically and/or manually. The
Stuart vortices, a special flow field with an analytical solution, is selected as
the validation of the approaches.

Then a novel adaptive POD‑Galerkin Based approach is proposed for FSI
problemswithmovinganddeforming fluid‑structure interface. Thisapproach
is straight‑forward, easy toapply, andcanpredict anykindofmovingbound‑
aries, no matter whether it is rigid or flexible or flow‑induced or prescribed,
as long as the solid body information is known. This approach has been ap‑
pliedonvariouscases, includingboth two‑dimensional and three‑dimensional
and/or both translational and rotational rigid cases, e.g., an oscillating aero‑
foil.

As a validation of the proposed novel ROM approaches, the methods have
also been employed to the dynamic behaviours of a Hoirzontal Axis Wind
Turbine (HAWT) and a VAWT for the cases of the conceptual National Renew‑
able Energy Laboratory’s (NREL’s) 5‑MW referenceoffshorewind turbine and
the 1.2kWWindspire VAWT, respectively for both vibration and deformation
analysis.

Theproposednovel adaptivePOD‑GalerkinBasedROMshowsagoodagree‑
ment in FSI simulationswith flexbile solid domain boundarieswhich the tra‑
dional ROM cannot predict accurately. Compared to the full‑order CFD solu‑
tion, the proposed ROMmethod ismore computatially efificient, as only the
pivotal parameters are included and calculated during simulations. In addi‑
tion, by introducing the self‑adpative stragety, this proposed ROM method
shows a better performance than the traditional ROM method in terms of
time cost and accuracy.

iv
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Chapter 1

Introduction

Wind turbines, in particular vertical axiswind turbines (VAWT) experience largeunsteady
pressure loads when exposed to the flow field because of its unique design leading to
significantly highdeflection and fatigueproblems. Therefore, special caremust be taken
to design these components such that they are capable of withstanding loads of this
magnitude.

The complexity of the Fluid‑Structure Interaction (FSI) Analysis of the VAWT is much
more challenging than those in the Horizontal Axis Wind Turbine (HAWT). Different from
the HAWT, the rotation axis of a VAWT is orthogonal to the upcoming wind direction, the
angle of attack of the wind turbine blades changes rapidly during one revolution, result‑
ing in the airflow swapping between fully attached and fully separated. These large and
rapid changes make an impact on the variations in many terms, and in particular the
aerodynamic torque and the forces on the VAWT blades. The process of an FSI of VAWTs
needs to undergo amesh refinement and have smaller time‑steps when performing the
transient simulations in order to achieve accurate results [105]. In addition, as the size
of the wind turbine increases, it can no longer be considered rigid, and the aeroelastic
behaviour in the VAWTs needs to be considered.

There are several key aspects of the VAWT aeroelastic behaviour that needs to be
considered in the FSI analysis, e.g., the elastic behaviour often comes from the blade,
the tower and its connection. As there is an increasing scale up in the modern wind tur‑
bines, then the traditionally implementationson theHAWTapproaches, suchas the rigid
blademodelling or single blademodelling, is no longer accurate enough to provide rea‑
sonable results. This hinders the efficiency of the FSI study on VAWTs. In addition, the
computational analysis of nonlinear aeroelastic systems, such as the VAWT is still an ex‑
pensive proposition.

The cost and complexity of Fluid‑Structure Interaction on wind turbines are still the
mainobstacleswhenconductingnumerical investigations intowind turbine fluid‑structure
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interactions. Various researches have been conducted to reduce time cost, for example,
theReducedOrderModelling (ROM)approach. Byanalysing the contributionof themost
relevant modes of the fluid system and/or the coupled system, the ROM aims to reduce
the complexity of the problem. That’s why it’s common for simulations to ignore all the
other modes in favour of concentrating on the crucial ones. By drastically reducing the
number of degrees of freedom, the computational cost is decreased [18].

The idea behind the Reduced Order Modelling is to build a computationally less ex‑
pensive model of the aeroelastic system from a very small set of solutions produced by
a high‑fidelitymodel, frequently fromCFD simulations. By defining the crucial modes of
the coupled system and the fluid system based on their contributions, the ROM aims to
simplify the issue [118].

Oneof theexamplesofROMis theProperOrthogonalDecomposition (POD) ‑Galerkin
projectionapproach. Although it is awell‑developed tool formodel reduction, it is highly
sensitive to small changes in the state due to its inherent limitations. In addition, the im‑
plementation of this approach is limited, although it is capable of solving nonlinear sys‑
tems, and often requires very careful tuning in order to produce satisfactory results. The
PODmethod forms a reduced basis by linearly combining the snapshots corresponding
to all the training parameter values [70]. This linear combination minimises the root‑
mean‑average (RMS) error over the training process by sacrificing the computational
cost on the training spaces. Both methods lose their computational efficiency when
the dimension of the snapshot spaces increases, and eventually becoming the same
as the span of the snapshots [75]. The model order reduction with spatial adaptivity
has been studied in various researches [7, 8] for snapshot computations with adaptive
wavelets and in Yano’s paper [185] for snapshot computationswith adaptivemixed finite
elements. The main issue that has been addressed in these publications is the assess‑
ment of the error between the reduced‑order solution and the experimental data and/or
theoretical solutions. Whenperforming static computations, the error between the ROM
and numerical solution can be estimated by assuming that there is a relatively good
enough snapshot base. For the case of adaptive snapshot computations, Ali et al. [8] use
the wavelet techniques to estimate the required dual norm of the continuous residual.
In contrast, Yano [185] proposed a solution to the continuous domain using a reduced
formulation coupled approach for specified finite elements. Since its introduction into
the fluid mechanics community [82, 27], the POD – Galerkin projection has quickly be‑
comeapopular tool forModel Order Reduction. It has been successfully applied to solve
many fluid dynamics problems, for instance, an F‑16 aircraft [113]. However, most stud‑
ies are limited to fluid flows in a fixed or an infinite domain. The implementation of the
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POD‑Galerkin projection is not straightforward when there aremoving solid boundaries
or structures in the fluid flow, which is the case for wind turbines and in many other ap‑
plications. Actuation modes, Eulerian‑Lagrangian dynamic mesh adaptation methods
have been proposed to allow the transition between the moving/deforming near field
to the stationary far field. There is also a different route taken by Liberge and Hamdouni
[112], inwhich theyconsidera fictitious stationarydomain, includingboth fluidandsolid
and apply the POD‑Galerkin projection on a modified equation for both the fluid and
solid. However, thesemethods assume that all solid bodies are rigid, which undermines
the accuracy of the POD method. On the other hand, various POD with time‑adaptive
snapshot methods have been studied in [9]. Several approaches were suggested in or‑
der to treat the non‑linearities in various ways. One illustrative example of these tech‑
niques is the coupling of the PODmethodwith theHamilton‑Jacobi equations for the or‑
der reduced system. A temporal refinement strategy is implemented based on the given
threshold toupdate thePODbasis formore reasonable results. In addition, thePODwith
one‑dimensional space‑adaptive snapshots has already been addressed in [108], where
the POD computation relies on a polynomial approximation of the snapshots. However,
in the case of 2D or 3D problems, the POD with either spatially or temporally adaptive
snapshots are still lacking in research [79]. The traditional ROM treats the solid domain
as a fluid using penalty methods. The structure domain is considered a special fluid
whose moduli and density are relatively large by adding a penalty term [153]. Although
this method is capable of dealing withmoving FSI problems, PODmodes have to be cal‑
culated at every time step which undermines its efficiency over the full‑order solutions.
Several modifications have been introduced by various authors to fix this issue but the
capability for the FSI problem with a deforming solid body is still lacking research. An‑
other point of interest lies in the accuracy of the ROMmodel, which highly relies on the
grid that is used during the POD approach. A proper local refined method would only
apply on the necessary domain based on a threshold strategy. The increase in the num‑
ber of grid points produces more accurate results but it increases the time cost which
undermines the benefit of the ROMmethod.

1.1 Aims and Objectives

The goal of this PhD project is to develop a newROMapproach to the FSI problem that is
applicable tomoving and/or deforming solid boundaries and then applly it to the VAWT
structure analysis in order to improve thewind turbine fluid‑structure interaction analy‑
sismethod regarding both the simulation efficiency and accuracy. A newandnovel local
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refinement strategy on the ROMmethod is proposed in order to balance the increase in
time cost and accuracy. Moreover, this strategy includes the elastic behaviour of solid
domains, thus increasing the capability of the approach to solve FSI problemswith large
moving interfaces between the rigid body and the fluid.

The rest of this thesis is arranged in the following manner:
In Chapter 2, a literature review on fluid‑structure interaction methods and VAWT

aeroelastic behaviour is presented. Various methods are listed and analysed to iden‑
tify the research gaps in this project. In addition, a comprehensive review of the POD
method, especially focused on adaptive snapshot methods, is included in Chapter 2.

A brief overview of the Proper Orthogonal Decomposition (POD) ‑ Galerkin method
is presented in Chapter 3.

InChapter 4, an adaptive grid discretisation, basedona two‑dimensional refinement
strategy in which an internal node has exactly four children, has been proposed and de‑
veloped. The strategy is implemented using a quad‑tree data structure which can be
implemented automatically and/ormanually. To stress the necessity and importance of
the adaptive grid refinement, the Stuart vortices, a special flow field with an analytical
solution, is selected as the application of the approaches.

In Chapter 5, a POD‑Galerkin based ROM approach is proposed, which defines the
moving solid boundaries/bodies as a continuous time‑varying domain. This approach
is straight‑forward, easy to apply, and can predict any kind of moving boundaries, no
matter whether it is rigid or flexible or flow‑induced or prescribed, as long as the solid
body information is known. A series of flows with moving boundaries have been pre‑
dicted by this method, including both two‑dimensional and three‑dimensional and/or
both translational and rotational rigid cases, e.g., an oscillating aerofoil.

In Chapter 6, a new and novel POD‑Galerkin ROM approach for flexible cases is pro‑
posed. By defining the moving solid boundaries/bodies as a characteristic function on
the same combined fluid‑solid domain, the POD‑Galerkin projection method has also
been applied on the moving solid boundaries/bodies. The concept of flexible bodies
within a MBS is depicted, including beam elements and modal bodies on the basis of
order‑reduced bodies. The interface between the mechanical and fluid solver is pro‑
posed which allows the exchange of forces and body kinematics. This approach has
been applied on both two‑dimensional and three‑dimensional with deforming bound‑
aries, e.g., a teardrop/flat plate design is flexible in the chordwise direction only.

As a validation of the proposed novel ROM approaches, the proposed adaptive POD
methods have also been employed to multiple problems. In order to improve the accu‑
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racy of the proposed model, the dynamic behaviours of a HAWT and VAWT working at
various situations were examined in Chapter 7 and 8, respectively.

In Chapter 7, the novel ROM method is validated in the case of 3D FSI simulations
for the conceptual NREL 5‑MW reference offshore wind turbine. The proposed method
solves the case of a deforming solid body by considering the deformation as a cumula‑
tion of a series of rigid segments. During the validation simulation, the turbine blades
are assumed to be flexible. Various numbers of segmentations on each blade are inves‑
tigated prior to the simulation. The reconstructed ROM solutions are compared to nu‑
merical results as well as experimental data when it is approachable. In addition, error
estimations and time analyses are compared to the corresponding full‑order numerical
solution.

Finally, in Chapter 8, the aeroelastics, including vibration and deformation analyses
of a typical VAWT has been conducted. The turbine was loaded with a varying inflow
and the resulting self‑starting behaviour and fluctuations in the rotational velocity were
observed. The deflections of the blades were analysed and compared to the solution
obtained when using the traditional PODmethods, based on the penalty methods. It is
assumed that the structure of interest is a special kind of fluidwhose density andmoduli
are relatively large. In addition, the capability of the proposed ROMmethod combining
with the refinement approach is presented, investigated and compared to traditional
ROMmethods.
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Chapter 2

Literature Review on Reduced Order
Modelling andWind Turbine
Aeroelasticity

The aeroelasticity heaviour of wind turbine aerodynamics, for example, relies on the
aerodynamic loading of flexible structures. Thanks to increasing computing power and
improvements in computational mechanics techniques, high‑fidelity computer simula‑
tions of coupled fluid‑structure issues are becoming more practical for investigation. In
the fieldof computational sciences, fluid‑structure interactionsimulationshaveemerged
as a hot issue. However, there are significant challenges associated with the creation of
the computational building pieces required to carry out these simulations and the way
in which they are sewn together to permit a linked physics simulation. The aeroelastic
problems of wind turbines are getting worse as their blades get larger and more flexi‑
ble. In addition, because of the growth in size and flexibility of large turbine blades, the
wind turbines are becomingmore susceptible to aeroelastic issues. The aeroelasticity of
wind turbines, also known as the fluid‑structure interaction, can lead to a severe impact
on both the wind turbine blades and tower. Therefore, accurate FSI modelling of wind
turbines is crucial in the development of large wind turbines. This PhD project focuses
on the technology of coupling fully nonlinear models for the fluid flow with a structural
model for the wind turbines using a novel reduced order modelling approach. Further,
the nonlinear behaviour of the fluid motion is an essential aspect of many aeroelastic
phenomena of interest.
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2.1 Fluid‑Structure InteractionModellingofWindTurbines

Instability issues, such as edgewise instability and flutter, caused by aeroelastic pro‑
cesses can be disastrous for the blades and the wind turbine as a whole. Moreover,
new aeroelastic instabilities may emerge from the alterations in blade design necessi‑
tated by the increased size of wind turbines. Most current aeroelastic models of wind
turbines assume very modest blade deflections and are thus linear in nature. However,
this assumption breaks down when wind turbines get bigger, since the blades experi‑
ence larger and larger deflections, introducing considerable geometric nonlinearities.
Furthermore, the aerodynamic and structural design differences in VAWTs cause them
to face unique aerodynamic and aeroelastic issues compared to HAWTs. Since the axis
of rotation is perpendicular to the direction of the wind, the blades of a wind turbine
encounter enormous and frequent changes in the angle of attack, causing the airflow to
alternate between being totally connected and entirely detached. This causes the aero‑
dynamic torque operating on the rotor to fluctuate with high frequency and amplitude,
necessitating a finer mesh resolution and a lower time‑step size for realistic simulations
[105]. Therefore, investigating the aeroelasticity characterisation of large wind turbine
blades is playing an essential role in the development of large wind turbines [77].

The aerodynamic component of an aeroelasticmodel calculates aerodynamic loads,
while the structural component determines the structural dynamic reactions, and the
fluid‑structure interaction techniques connect these twoparts. One common simplifica‑
tion of thewind turbine blade structure in low‑fidelitymodels is to represent themas 1D
beam components defined by their cross‑sectional geometry. The aerofoil aerodynam‑
ics is oftenmodelled by employing the Blade ElementMomentum (BEM) theory andCFD
approaches are often applied in high‑fidelity models. Due to the intrinsic complexity of
wind turbine fluid‑structure interactions, such as the complexity of the blade structural
layout, obtaining accurate results is challenging and time‑consumingand requiresmuch
work. Therefore, some model reduction approaches are proposed to increase the effi‑
ciency and accuracy of wind turbine FSI problems.

2.1.1 Aerodynamic Modelling

Friedmann is credited with having performed some of the early work on the dynamic
modelling of wind turbine blades [63, 134]. In his work, the equations ofmotion of a sin‑
gle turbine blade were modelled. The blade was supposed to be an elastic beam that
had a stiff root section and a free moving tip. In spite of this, the capacity of classical
beam theory to predict the structural dynamics of turbine blades is no longer adequate
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due to the increase in length and flexibility of the blades [6]. When the beam is loaded
in the lateral direction, classical beam theory implies that there would be only tiny de‑
flections in the blades. However, this is not the case with the blades of wind turbines,
since they are susceptible to blade deflections in both the flap‑wise and edge‑wise direc‑
tions. In addition, the assumption of modest blade deflections is no longer valid since
turbine blades are highly flexible, particularly when it comes to large‑scale turbine fa‑
cilities. This is because large‑scale turbines are more likely to experience larger deflec‑
tions. As a result, the discussion around the structural modelling of wind turbine blades
has shifted toward the necessity of developing non‑linear beam theory‑based models
that require a smaller number of assumptions [6]. It is essential to perform aeroelas‑
tic modelling of wind turbine blades by using a proper aerodynamic method. There are
several types of aerodynamic methods that have been implemented in the aeroelastic
modelling of wind turbine blades, for example, the Blade Element Momentummethod,
vortexmethod, generalised actuator typemethod andCFD (computational fluid dynam‑
ics) method, etc.

2.1.1.1 Blade Element Momentummethod

In 1935, Glauert [68] originally proposed the BEM (Blade Element Momentum) method
by combining blade element theory and blade momentum theory. Ageze et al. [6] and
Buhl et al. [33] provide a comprehensive list of aeroelastic codes. According to the find‑
ings of the review carried out by Ageze and colleagues [6], all aeroelastic algorithms
make use of the BEM model in order to compute the aerodynamic loads. By breaking
awind turbine blade up into its component parts, the BEMmodel is able to calculate the
aerodynamic loads that are placed on the blade. Data from a 2D aerofoil is utilised in
the calculation of the aerodynamic load that each element experiences independently.
The total load that the blade is subjected to is calculated by adding up the loads that are
placed on its constituent segments. However, because of the model’s heavy reliance on
2D aerofoil data, it is unable to produce reliable 3D results without the incorporation of
empirical adjustments for the effects of 3D aerodynamics. This limitation prevents the
model from being used in practise [78]. A number of adjustments, including ones pro‑
vided by Du and Selig [53]; Chaviaropoulos and Hansen [42] and Snel [156], have been
put forward in order to take rotational effects into account upuntil stall. Viterna andCor‑
rigan [171] proposed correction formulae of the BEM method following the occurrence
of stall.
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Blade ElementMomentum theory is limited inwind turbine problems due to it being
based on steady flow. Therefore, it is incapable of providing promising results in tran‑
sient simulations. For every time step, the structural solver requires the aerodynamic
loads to be computed at each segmented position on the blade. These calculations are
then utilised as input. Despite this, the BEM model is frequently utilised in low‑fidelity
models because to its low cost in terms of computational resources and its high speed.
In addition, it assumes that each annular ring is independent of every other annular ring,
anddoesnot account forwakeexpansion, tip losses or yaw. However, several limitations
have been overcome, and this has been by introducing empirical correction factors from
applications, or based on wind turbine experience. For instance, Chattot [40] has estab‑
lished the validity of the BEM based on experimental data.

Compared tootheraerodynamicmodels, especially theCFDapproach, theBEMmethod
is efficient and capable of providing accurate resultswhen reliable aerofoil aerodynamic
data are available. The BEM theory, however, becomes less accurate and, as a result,
less applicable as the geometry of wind turbine blades continues to evolve and as the
operating circumstances become more challenging. By developing correction models
and applying them to certain tip geometries, onemay gain a greater agreementwith the
experimental results. This can be done in a number of ways. However, it is difficult to
generalise these correction models for the tip loss and the rotational effects to a broad
variety of blade geometries and operating situations. This is due to the fact that the tip
loss is a functionof rotation. In spite of these restrictionson their application, BEMmeth‑
ods are extensively utilised for modelling blade aerodynamics with the CFD approach.
This is particularly the case in low‑fidelity computations, as BEM methods may be im‑
plemented as a computationally economical steady‑state model.

2.1.1.2 Vortexmethod

The vortex model has also been employed in the wind turbine aeroelastic applications
to improve the quality f thewake dynamicsmodels ofwind turbine rotors. In thismodel,
lifting lines or surfaces represent both the trailing and shed vorticity in the wake. Figure
2.1 presents an example of the wake modelling of a two‑bladed wind turbine rotor us‑
ing the vortex model. The vortex model considered here is the Goldstein model, which
allows for the interaction between the blade elements to take place as with the Prandtl
Lifting Line theory.
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Figure 2.1: Wake modelling of one blade of a two‑bladed rotor using the vortex model,
reproduced from [40].

The wake in the vortex models can be calculated using either the prescribed wake
method or free‑wake method. In a prescribed wake method, the semi‑empirical formu‑
las make the assumption that the wake shedding from the blademay be represented as
stiff. This is an important assumption tomake. The prescribed‑wake feature included in
these models reduces the amount of time spent on computing but restricts their use to
situations with consistent incoming flows.

Free‑wake vortex models have also been employed to wind turbine blades to study
the unsteady wakes of the blades [46] as well as the aeroelasticity of the wind turbine
blades [64]. Compared to the prescribedwakemodel, it employs the free‑wakemethod,
and therefore it is capable of solving unsteady flow problems with much more compu‑
tational time.

Compared to the BEM approach, the vortex model is much more computationally
expensive. Also due to the singularities of the vortex panels when developing the wake,
the vortexmodel tends to diverge. Finally, it assumes that there are no viscous effects in
the model, and this limits its application.
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2.1.1.3 Actuator methods

Another attempt on the aerodynamic model of a wind turbine blade is the actuator ap‑
proach. The principle of the actuator methods is defining a specific wind turbine blade
as a disc, line or a surface, concerning the equivalent loads on the disc, line or surface,
respectively. It can be categorised into several classes based on the representation of
the wind turbine blade, i.e., actuator disc model [159], actuator line model [161] and
actuator surface model [102].

The actuator disc model, which was developed from the 1Dmomentum theory, was
the very first actuator model that was utilised for the purpose of researching the blade
aerodynamics. In addition to this, the equations of Euler and Navier‑Stokes may be nu‑
merically coupled with the actuator disc. The force distribution on the flow is used to
simulate both the geometry of the blade and the flow that is occurring around it in the
numerical practise. This allows for accurate representation of both aspects.

The force that is exerted on an actuator disc in a straightforward scenario with a
disc that is loaded evenly is determined by the thrust coefficient and the reference wind
speed. The force that is applied on the disc changes as it travels in the radial direction
but stays the same throughout the annulus. The force distribution on the bladesmay be
estimated in amanner analogous to that of theBEMbymakinguseof the lift anddrag co‑
efficients of the same aerofoil profile. The calculation of the local angle of attack and the
lift and drag coefficients is one of the challenges presented by this method. Shen et al.
providedamethodemploying the informationon theupstreambladeplane in their 2009
publication [150]. They used the non‑uniformly loaded actuator disc technique and ex‑
panded it to the actuator line approach. In this way, the forces exerted by the blades are
modelled bymaking use of a line that has loads scattered along it. Figure 2.2 presents a
visual representation of the wake modelling of a three‑blade wind turbine rotor that is
based on the actuator line model.
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Figure 2.2: Wakemodelling of a 3‑bladedNREL 5MWHorizontal AxisWind Turbine based
on anmodified acutator line model, reproduced from [48].

Figure 2.2 Wake modelling of a three‑bladed wind turbine rotor based on the actua‑
tor line model, reproduced from [150]. This approach can be extended to the actuator
surface method, in which a planar surface represents the wind turbine blade. As a re‑
sult of Kim’s improvements to the actuator surface model for wind turbine evaluations
[102], the necessity for a tip loss correction has been avoided. The applicability of the
actuator surface approach is restricted since it requires knowledge of the lift and drag
coefficients of aerofoils, in addition to the skin friction and pressure distribution on the
aerofoil surface. However, Dobrev et al. [50] proposed a simplification inwhich the pres‑
sure distribution in the model can be replaced by a set of linear functions, determined
for the local lift and drag coefficients.

The actuator type models that were mentioned before should be given credit for of‑
fering a greater insight into the evolution of the 3D flow, aswell as credit for contributing
to a better understanding of the dynamics of the wake. However, because the Navier‑
Stokes equations need to be solved in these methods, working with actuator models
takes significantly more time. In addition, actuator type models, in which the loads on
the blade are still calculated based on the blade element theory and tabulated aerofoil
data, do not accurately predict the aerodynamic loads when compared to the CFD ap‑
proach. This is because the actuator type models still use tabulated aerofoil data [174].
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2.1.1.4 CFD (computational fluid dynamics) modelling

In recent years, computational fluid dynamics (CFD) has garnered a significant amount
of attention due to the development of more powerful computing resources. The com‑
putational fluid dynamics (CFD) approach solves the governing equations of fluid flow,
such as Navier‑Stokes equations, in an iterative process at thousands of places on and
around the blade. This method does not require any preset aerofoil aerodynamic data
in order to do the calculation. In addition to aerodynamic load calculations, CFD is also
a useful technique for visualising the flow field around the blade, as shown in Figure 2.3.

Figure 2.3: Illustrative Vorticity magnitude of a 2D Vertical Axis Wind Turbine.

When performing a 3DCFD simulation, the 3Dblade geometry needs to be described
accurately in a digitised format to perform theCFDmodelling of thewind turbine blades.
Blades for wind turbines frequently have a complicated geometric design that includes
a variety of span‑wise cross‑sectional information, such as the shape of an aerofoil, the
chord distribution, and the twist angle distribution. CAD software allows the modelling
of the blade geometry in its many forms.

TheNavier‑Stokes equations, which are the governing equations of fluid flowandare
derived frommomentum, energy, and continuity conservations, serve as themathemat‑
ical basis for the computational fluid dynamics (CFD) approach knownas computational
fluid dynamics (CFD). Because the relativewind speed atwind turbine blades is far lower
than the speed of sound, the flowmay be regarded to be an incompressible flow. This is
because the flow is not subject to pressure changes.
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Directly solving the Navier–Stokes equations, also known as DNS (direct numerical
simulation), demandsasignificantamountof computational resources. These resources
are so extensive that they exceed the capabilities of the computers that are now avail‑
able. Moreover, some turbulence modelling is required to apply the NS equations to
solve practical engineering problems on the motion of wind turbine blades. Currently,
turbulence models are mainly derived based on the RANS (Reynolds Averaged Navier‑
Stokes) equation, which is capable of providing approximate time‑averaged solutions.
Various RANS‑based turbulence models have been used for wind turbine applications,
such as the SSTmodel, k ‑ εmodel and Spalart‑Allmarasmodel, etc [98]. In this doctoral
project, the k ‑ ω SST model is found to be most successful for both 2D aerofoil and 3D
blade CFDmodelling and therefore selected as the turbulence model.

The CFD modelling of both horizontal axis and vertical axis wind turbines has been
the subject of a few research, and those studies have shown that all RANS‑based tur‑
bulence models are unable to effectively describe the stopped flow at a high angle of
attack. Use of more complicated turbulence modelling approaches, such as I LES (large
eddy simulations), which retains large eddies and ignores small eddies in the process
of solving Navier‑Sokes equations; and (ii) DES (detached eddy simulations), a hybrid
method combining the Reynolds Averaged Navier‑Stokes) (RANS) and the Large Eddy
Simulations (LES), are both potential solutions to this problem. These approaches re‑
tain large eddies and ignore small eddies in the process However, both LES and DES are
significantly more difficult to compute than the RANS is because they call for far finer
computationalmeshes and the computations need to be carried outwith transient anal‑
ysis. This results in a significantly higher computational cost.

Because of the great accuracy it offers, CFD has seen widespread use in the field of
wind turbine wake modelling. Using CFD methods coupled with the RANS turbulence
model, certain wind turbine aerodynamics and aeroelasticity have been examined, and
the results have shown a good agreement with experimental data. AbdelSalam and Ra‑
malingam [1] used the CFD approach to study the wake characteristics in the near and
distantwake areas of thewind turbine blades. They compared the findings of their study
to both actual data and an actuator disc model. When compared to the results from the
actuator disc model, the CFDmodel’s results demonstrated a higher level of agreement
with the experimental data.

Studies have been done to construct hybrid models by combining computational
fluid dynamics (CFD) with more straightforward aerodynamic models. Esfahanian et
al. [54] came up with a hybrid computational fluid dynamics (CFD) and boundary ele‑
ment modelling (BEM) model to forecast the aerodynamic performance of wind turbine
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blades. In their hybrid model, 2D aerodynamic coefficients of a series of span‑wise sec‑
tionsof theblades are calculatedby theCFDappraochwhile theBEMapproachwasused
to simulate the 3D flow field through the wind turbine blade using potential flow. The
hybrid model was able to accurately predict the wind turbine blade’s performance. It
was proved that the hybridmodel couldmaintain the desired level of accuracywhile be‑
ing significantly quicker than the standard CFD model. By combining an unstable CFD
model with a prescribed wakemodel, Suzuki et al. [160] were able to construct a hybrid
CFD/vortex model that could replicate the aerodynamics of wind turbines when seen
from yaw angles. When the findings were compared to experimental data as well as a
free wake model, it became clear that the hybrid CFD/vortex model offered more ac‑
curate predictions than the free wake model did, particularly at low yaw angles. For
the purpose of wake modelling of a wind turbine, Sturge et al. [159] introduced a hy‑
brid method that combines the actuator disc and whole rotor CFD. The hybrid method
demonstratedmore speedy and accurate computations than using eithermethod on its
own.

The computational fluid dynamics (CFD) modelling of the aeroelastic behaviour of
wind turbine blades as well as the complete turbine has been performed, with encour‑
aging findings and a better knowledge of the flow field around the deformed blades and
the turbine as a consequence. Because of its effectiveness, carrying out a full‑scale com‑
putational fluid dynamics simulation remains the primary barrier to its practical uses in
aeroelastic modelling.

2.1.2 Structural Modelling

Inprevious section, aerodynamicmodellingapproachesofwind turbineshavebeencare‑
fully reviewed, here the other part of Fluid‑Structure Interaction, the structural mod‑
elling is presentd. In order to carry out aeroelastic modelling of wind turbine blades,
it is necessary to incorporate a structural model, the purpose of which is to calculate
the dynamic structural response of the blades. The three‑dimensional Finite Element
Method (FEM)model and theone‑dimensional equivalent beammodel are the two types
of structuralmodels thatmaybeutilised in aeroelasticmodellingofwind turbineblades.
Wind turbine composite blades are discretised in the 3D FEM model by either employ‑
ing 2D shell elements or 3D beam elements, both of which are able to describe com‑
posite layer properties across the shell thickness. In the aeroelastic modelling of wind
turbine blades, there are typically three types of discretisation methods that are used.
These methods are the modal approach, the MBD (multi‑body dynamics), and the 1D
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FEM method. Each of these methods is used to discretise the blade into a series of 1D
beam elements for the 1D equivalent beammodel.

2.1.2.1 BeamModel

Wind turbine blades are elongated constructions that are only a few hundred millime‑
tres thick and have one of their dimensions that is much greater than the other two di‑
mensions. Beammodels allow for an effectivemodelling of the aforementioned types of
structures. The axis of the beam is supposed to be along the biggest dimension, and in
order to achieve a higher level of precision in the simulation, a cross‑section that is per‑
pendicular to the beam’s axis can be assumed to fluctuate over the length of the beam.
An example of a beammodel of wind turbine blades is presented in Figure 2.4, whereas
a HAWT blade is modelled as seven elements with individual cross‑section properties.

Figure 2.4: An examples of a beammodel of Horizontal Axis wind turbine blades, differ‑
ent segments indicate different beam elements.

Both the Euler‑Bernoulli beam model and the Timoshenko beam model are exam‑
ples of linear beam models that are utilised often. Slender beams that are exposed to
extensional, torsional, and bending stresses are what the Euler‑Bernoulli beammodel is
concernedwith. Thismodel is also known as the classical beammodel. The shear defor‑
mation effects, on the other hand, are not accounted for in the model. During the early
part of the 20th century, Timoshenko [168] devised an alternate model of a beam. Be‑
cause it takes into account shear deformation as well as rotational bending effects, this
model is more suited than the Euler‑Bernoulli beammodel to describe the behaviour of
thick and short beams. There is not much of a difference between the Euler‑Bernoulli
beam model and the Timoshenko beam model in terms of the fundamental geometry
of the wind turbine blades, which have a construction that is long and narrow but not
very thick. The Euler‑Bernoulli beam model has been utilised in the majority of struc‑
tural models for the purpose of aeroelastic modelling of wind turbine blades due to the
ease with which it can be implemented. These beam models contain the assumption
of modest deflections, which is incorrect for a particularly flexible blade design because
such blades frequently suffer substantial deflections. These beam models contain the
assumption thatminimal deflections will occur. A nonlinear beammodel that takes into
consideration the geometric nonlinearities generated by big deflections is required in
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order to handle handling huge deflections. The geometrically exact beam theory (also
known as GEBT) is a good illustration of this concept. In this theory, the deformed beam
geometry (that is, the displacements and rotations of the beam reference line) is repre‑
sented in an accurate manner.

Compared to the 3D FEM, the 1Dbeammodel ismuch computationally efficient, sav‑
ingmuchcomputation timebutwith sacrificingof providing satisfactory accurate results
without corrections. Therefore, the discretisation methods of the 1D beam model are
essential. Three different types of methods are often implemented in the wind turbine
bladeaeroelasticmodelling, i.e. themodal approach inwhich thedeflection shape is de‑
scribed as a linear combination of a set of mode shapes, and the multi‑body dynamics
approach in which the blade is modelled into some bodies, which is connected flexibly
or rigidly.

The Finite Element method involves breaking up the structure of interest, which in
this example is a wind turbine blade, into a number of smaller components that are also
called finite elements. As a result of this, the issue is handled on a more local level (at
each finite element), which allows for the determination of engineering parameters like
stress and displacement. In order to conduct an analysis of the complete structure, the
equations that are used to regulate the finite elements thatmake up the structure are in‑
cluded into a more extensive system of equations. The approach has the benefit of less
limits for the type of configuration to analyse, such as geometrical and material non‑
linearity, making the Finite Element method being popularly utilised in structural mod‑
elling [6]. This makes it possible to build a turbine blade that has undergone a more
complicated deformation [77]. The huge number of degrees of freedom associated with
this model, however, results in heavy demands on computer resources. The Finite Ele‑
ment approach has been frequently employed since it just requires a limited amount of
data, such as the mass and stiffness distribution of the blades, and yet it may still pro‑
vide a relatively realistic model. In order to correctly set up the models using the modal
approach and the Multi‑Body Dynamics (MBD) methodologies, precise data and an in‑
depth familiarity with the structure of the blade are required, as will be demonstrated in
the following paragraphs.

Thedynamicqualitiesofa structurecanbedescribedusing themodalmethod,which
involves developing a model using the structure’s presumed mode shapes, often cal‑
clated prior to the actual Fluid‑Structure Interaction simulation [6]. The number of as‑
sumed mode forms, as well as the accuracy of those shapes, are directly related to the
precision of this technique. When doing an analysis of wind turbines, it is common prac‑
tise to make use of the modes with the lowest eigenvalues, such as the first and second
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flap‑wise modes and the edgewise mode. The model offers a method of modelling that
is both efficient and reliable [77]. Themodel is restricted to a certain amount of degrees
of freedom and operates on the assumption that it is linear. It is possible to represent
known blades using this model since the structural characteristics of such blades are al‑
ready obtained before the actual simulation. When there is a lack of experimental data,
it is difficult to collect precise modal data, which makes this model inappropriate for
modelling structures when the composition of the structure is unknown. This makes it
difficult to obtain reliable modal data. When examining the structure from a flap‑wise
and edgewise perspective, concentrating on the first and secondmodes ignores the tor‑
sional modes that are present in the structure. Because the oscillating angle of attack
values of the blade during operation modify the pressure field surrounding the blade,
the torsional stiffness of a blade construction is critical. This, in turn, has an effect on
the way the blade deflects.

The Multi‑Body Dynamics method, on the other hand, reduces the complexity of a
structure by breaking it down into discrete pieces thatmay either be stiff or flexible [44].
Themany kinematic restrictions that are used to integrate the various components into
the overall configuration are what allow the bodies to be attached to one another. The
model is, in fact, a blend of the best qualities associated with both the FE technique and
the model approach. The model needs fewer sets of equations of motion, and it takes
into account the effects of nonlinearity [124]. However, the setup of the model is diffi‑
cult since each subassembly of themodel needs to be described by an appropriate MBD
representation. This makes the configuration of themodel a laborious process. In order
to assist in solving this problem, Hansen et al. suggested using software that deals with
symbolic mathematics.

2.1.2.2 3D FEMModel

Wind turbine composite blades can be produced in the 3D FEMmodel by making use of
either 3D beam elements or 2D shell elements with corrections. These components are
able to describe composite layer properties across the shell thickness. In addition, the
blades of wind turbines are constructed up of many plies, each of which is a composite
mat that is arranged at a different angle. This results in a construction that is extremely
complex. It is difficult to get a desirable outcome when working with composite materi‑
als because of their inherent nature and the complexity of blade topologies; as a conse‑
quence, this factor is typically overlooked in favour of employing features that are equal
in nature. Some analysismodels have been implemented, such as the Classical Lamina‑
tion Theory, 2D/3D FEMmodel to get the ply‑wise properties of the wind turbine blades.
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An example of a 3D FEMmodel of wind turbine composite blades is illustrated in Figure
2.5.

Figure 2.5: An example of a 3D FEMmodel of a wind turbine composite blade.

Due to the complex aerodynamic shape and structural layout of a wind turbine com‑
positeblade, generatinga 3DFEMmodel of thebladeusinggeneral‑purpose commercial
finite‑element packages, such as ANSYS, is tedious and time‑consuming. By connecting
it with an aerodynamic model, it has been used in the aeroelastic modelling of wind
turbine blades. It is an outstanding tool for evaluating the precise stress distributions
within a blade, and it has been used to the modelling of wind turbine blades. In order
to do aeroelastic modelling of wind turbine blades, 3D FEM is combined with CFD. For
each time step, the aerodynamic loads need to be computed at each segmented posi‑
tion on the blade so that they may be utilised as input to the structural solver [99]. The
aeroelastic modelling based on coupled 3D FEM and CFD can provide accurate results,
but it is computationally expensive. Several attempts have been proposed to increase
the efficiency of the simulation while maintaining the accuracy. One way to save com‑
putational cost is to construct a reduced order model (ROM) of the aeroelastic system
either using CFD solution snapshots or eigenvalues. The ROM makes an effort to make
the problemmore manageable by isolating the fundamental modes of the fluid system
and/or the coupled system. This is done on the basis of an examination of the contri‑
bution that these significant modes make to the problem. The number of degrees of
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freedom that must be kept has been drastically cut, which has resulted in a decrease in
the computational cost.

Whether taking the aforementionedmethods into consideration, itmight be difficult
to identify when it is more appropriate to employ a complex FE model for wind turbine
blade analysis as opposed to a straightforward one‑dimensional beammodel. There are
no clear advantages or disadvantages of these methodologies on the others. A variety
of considerations should be taken into account before settling on whether or not to em‑
ploy a simplified beam model or a full shell model. Hansen et al. [77], Sørensen et al.
[162], Glaubert [68] and Hansen et al. [78] have proposed some discussion regarding
model definitions and implementations of both the structural theories and the BEM the‑
ory for simplified cases. For instance, in many different FEA/CFD‑related fields, the de‑
termining factors are frequently the available computer capacity and the estimated time
required to complete the issue. Massive distributed memory devices may be available
to academic researchers, but they are probably definitely not available to practitioners
working in industry. Regarding the amount of processing power required and the length
of time required to find a solution, beam models are quite efficient. This allows for the
analysis of a large number of completely dynamicmodels in a short period of time. This
is especially important for estimating the effects of turbulence on power output and de‑
termining the fatigue stress thatwill be applied towind turbineblades. When it comes to
the resources needed and the complexity of themodelling, shell models are sometimes
10‑100 timesmore demanding than other forms. For instance, generating accurate pres‑
sure distributions along a blade at various separations from the root requires the use of
a shell element model, which is a highly time‑consuming procedure. These models are
more suited for determining how the average wind speed affects blade deflection and
for providing typical stress and strain distributions that help identify areas that are un‑
der extreme stress. These models also include common stress and strain distributions.
Geometrical properties, which are necessary for dynamic models, may also be derived
from shell models. The second application of shell models is here.

2.2 Fluid‑Structure Interaction Modelling Methods

The majority of the aeroelastic methodologies are based on the Arbitrary Lagrangian –
Eulerian (ALE) formulation of the equations for the motion of the fluid and a descrip‑
tion of the motion of the structure when dealing with the transient aeroelastic problem
[51, 164]. This formulation includes the equations for the motion of the fluid. Recon‑
structing the governing equations in a reference frame that is related to the motion of
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the mesh is how the ALE theory achieves its goal of providing a solution to a fluid issue
that occurs on amovingmesh. Because of themeshmotion, research on themovement
of themesh that takes into consideration the changing cell elements and flux is required.
The ALE method can be replaced with one in which the grid is maintained in its original
position within an Eulerian reference frame and the fluid‑structure interface is the sole
variable that is moved. This necessitates the use of a method, such as the immersed
boundary approach, that can apply the interface boundary conditions to arbitrary inter‑
face locations.

There have been many different types of structural models developed and imple‑
mented. These models range in degree of complexity from straightforward model de‑
scriptions to intricate finite element models. The degree of faithfulness that may be
achieved isproportional to thegeometric complexityaswell as thedegreeof linear struc‑
tural response [5]. In the case of compressible flow, the aerodynamic loads can be clas‑
sified using either a linear model or a nonlinear model. The Euler equations require
the use of the nonlinear model. This portion of the study is devoted to discussing the
most important technical components of the fluid‑structure simulations. Specifically,
this section discusses mesh movement techniques, time advancement schemes, and
fluid‑structure interface procedures.

2.2.1 Meshmovement

In the fluid‑structure interaction problem, the equations for the fluid motion requires a
scheme for the moving fluid mesh nodes in fluid‑structure interaction problems as the
domain boundaries deform as well as translate and rotate. Currently, most of the well‑
acceptedapproachesofmeshmovementare categorised into threegroups: (i) the spring
approach, (ii) the elastic mesh approach, and (iii) re‑meshing [25].

The spring analogy technique involves modelling the mesh as a structural system
that is represented by some combination of linear and/or torsional springs. This may
be done in a number of different ways. In order to find a solution to the Euler equa‑
tions describing a stiff pitching aerofoil, Batina used a method called the linear spring
method [22]. The linear spring approach treats the element or control volume edges as
springs with a stiffness that is inversely proportional to the edge length. This ensures
that themethod produces accurate results. Whenever there is a requirement to relocate
the mesh, the equation for static equilibrium provides a solution for the grid point dis‑
placements. Figure 2.5 illustrates the cantilevered, rectangular, flexible hydrofoil that
was modelled in the research carried out by Caverly et al [37]. They assumed that the
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hydrofoil would have a chordwise stiff behaviour while allowing for spanwise bending
and torsional flexibilities. The linear spring analogy stops the edges from collapsing,
but it doesn’t stop the collapse of elements or the crossing of grid lines. In order to ad‑
dress this condition, Farhat et al. [10] inserted torsional springs (in addition to the lin‑
ear springs) to the grid nodes. This demonstrated enhanced resilience in comparison to
the linear spring approach on numerous different two‑dimensional model problems. In
order to improve the computing efficiency of their work, Murayama et al. widened the
applicationof the torsional spring technique toall threedimensionsandupdated the im‑
plementation. Murayamaand colleagues [130] incorporated heuristic near‑surface func‑
tions that boost the spring stiffness to infinity near a solid surface. This was done so that
the robustness of the model could be preserved. Bartels [21] offered a modification to
the linear spring analogy in order to avoid the scenario in which the grid would collapse
over convex surfaces. Hedemonstrated theenhanced techniqueby runninga simulation
of the actuation of a spoiler in twodimensions. As the first phase in the process of initial‑
ising the algebraicmesh, it employs a transfinite interpolation, and then proceeds to the
spring‑based smoothing operation. However, it is unable to utilise structured meshes
in any of its designs. The spring analogy was made more accurate by Lohner and Yang
[120], thanks to the utilisation of Laplacian smoothing, which included varying diffusiv‑
ity dependent on the distance from the surface.

Figure 2.6: An example of the flow‑induced vibrationmodelling using tension (blue) and
torsion (red) springs.

A more developed version of the spring approach is represented by the elastic mesh
analogy, which is believed that the grid is contained within a single continuous elasto‑
static body [19]. In order to define the grid deformation scheme, the compressive and
shear moduli of the element, as well as the numerical approach that was used to solve
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the elastostatic equilibrium equations, are required. In order to solve the linear elas‑
tic equilibrium equations, Johnson and Tezduyar [89] utilised a method known as the
finite element approach. By scaling the permitted mesh deformation based on the el‑
ement volume, the deformation of tiny mesh elements that are close to the body may
be maintained to a minimum. This strategy is frequently utilised in a number of differ‑
ent examples of stiff, two‑dimensional aerofoil oscillation. In aeroelastic simulations,
a Reynolds number of 1000 for the chord is considered to be rather low. When dealing
with issues involving significant mesh movements and the grid quality is insufficient to
allow further calculation, it is unavoidable to resort to remeshing, which reduces the
effectiveness of the application of this comparison. The majority of the dynamic mesh
procedure has been applied to much more complicated cases of fluid‑structure inter‑
action, such as the simulation of flow past an NREL 34m HAWT and the simulation of a
large number of spheres falling through a viscous medium. Both of these examples are
examples of problems that have been solved by applying the dynamic mesh procedure.
In order to prevent the need for additional re‑meshing, it is vital to first produce a mesh
that is at least somewhat adequate for the complicated challenges at hand.

Esfahanian and colleagues [54] come to the conclusion thatwhen dealingwith linear
elastic static equilibriumequations, a linear boundary element approachmay be able to
provideasolution that ismore timeandeffortefficient. Theboundaryelementapproach
not only allows for themovement of themesh for global grid types, but it also offers the
interpolationmatrix for the interface between the fluid and the structure. An NREL wing
that has been deformed serves as a demonstration platform for the mesh movement
capabilities.

In the area of aerodynamic form optimization, Nielsen and Anderson [132] used the
linear elastic analogue in their analysis. Their research shows that the stiffness of the
meshmaterial is dependent on the cell aspect ratio; however, the near‑bodymesh does
not alter nearly asmuch as the cells that are further away from theobject of interest. The
numerical approach for solving the pseudo‑structural grid system is not, however, one
of the provided components. The quality of the mesh has been enhanced for a number
of situations involving two‑dimensional aerofoils. The deformation of a wing is given as
aproblem in three dimensions; themeshmotionneeded tobe accomplished in this case
required 10 separate stages of incremental progress.

When the mesh deformations are too big, the linear elastic pseudo‑structural anal‑
ogy is unable to give satisfiable meshes since it is based on linear elasticity. The re‑
searchers Bar‑Yoseph and colleagues [17] present a solution to this problem by taking
into consideration the nonlinearities of the material characteristics and making use of
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a nonlinear stress‑strain relation. The local element quality is a scalar quantity that
gives a measure of the mesh distortion, and the attributes of the grid are dependent
on this quality in order to function properly. A finite element approach is used to solve
the pseudo‑structural equations that were generated as a consequence. There are sev‑
eral examples showing the movement of the mesh, but the grids look too coarse, and
the presentation isn’t very convincing. Gao et al. In addition, Gao [65] applies a nonlin‑
ear structural media analogy, but shethe author uses a nonlinear boundary element ap‑
proach to solve the equations that are generated as a consequence. Byworking through
an optimization issue, one may discover the nonlinear stress‑strain relation’s parame‑
ters and how they work. Robustness and grid quality are proven for an aerofoil pitch
issue that was solved progressively in five‑degree intervals. The problem has a pitch an‑
gle of twenty degrees. The authors’ remarks and the lack of measures of the computing
cost both hint that the approach may be costly for dynamic mesh applications. The so‑
lution to the linear BEM issue looks to be substantially simpler than the solution to the
nonlinear BEM problem, which appears to be significantly more difficult [43].

To remesh the volumemesh is an option that may be used in place of the spring ap‑
proach. Instead of relying on any kind of structural analogy, it updates the mesh when‑
ever the boundary moves depending on the required boundary motion and the geom‑
etry of the issue, as illustrated in Figure 2.7. This is done in order to ensure that the
mesh is accurate. An algebraic re‑meshing approachwas used byMorton et al. for struc‑
tured, overset meshes [129]. This scheme preserves grid line orthogonality near a sur‑
face and also maintains the grid point position in the grid overlap areas. One example
that demonstrates this method is an issue with a circular cylinder that is elastically at‑
tachedand freely vibrates. Melville [127] createdamethod formoving themesh thatwas
dependenton the closenessof a gridpoint toother surfaces in the immediate area. With‑
outmaking any reference to the underlying grid structure or connection, themovement
of the surface point has an immediate and direct impact on the inner grid point. The ap‑
proachmakes use of a few different heuristics in order to determine the impact that the
surface motions have on the movement of the internal mesh points. On Euler [127]and
Navier‑Stokes [126] aeroelasticFlui‑Structure Interaction simulations of a fighter plane,
itwas effectively shown. Baker [15]moved themeshwith the use of a linear elastic struc‑
tural analogy, and then he employed a technique that involved coarsening and enrich‑
ing themesh in order to keep the grid quality stable. Martineau and Georgala [123] have
devised a two‑step approach for moving mesh that first initialises the mesh based on a
rigid‑bodymotion procedure and then conducts a smoothing operation. This algorithm
was created by Martineau and Georgala. This process appears to be laborious since it
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requires keeping tabs on the distance between each mesh point and element and the
two surfaces that are physically closest to them. Complex geometries and substantial
deformations frequently necessitate at least periodic remeshing.

Figure 2.7: Illustration of the proposed two methods to represent a computational do‑
main. (left) The computational domain using a static mesh with updated grid cells;
(right) the computational domain using the deforming mesh approach.

There have been some published studies of the resilience of different mesh move‑
ment techniques, but these comparisons are in no way complete [57]. It is commonly
accepted that the linear spring analogy cannot be used to any issue type other than in‑
viscid situations with very tiny mesh motions. Even while the torsion spring enhance‑
ment results in increased resilience, it will still only produce meshes of a low quality for
deflections that are sufficiently significant. When compared to linear spring analogies,
the linear elastic mesh technique often demonstrates a significant improvement. When
compared to the torsional/linear spring method, however, this methodology demon‑
strates a less apparent but still detectable gain. The resilience for large rigid bodymove‑
ments is further improved by the incorporation of varied linear elastic material charac‑
teristics. Nonlinear modelling of the grid pseudo‑structure has the potential to enable
bigger mesh deflections; however, the increase in computing cost that results from this
potential benefit is not indicated.

The majority of the many ways for moving the mesh can be used on either struc‑
tured or unstructured element types. Two approaches that were suggested by Bartels
[21] and Morton [129] are an exception to this rule since they can only be used to struc‑
tured grids. It is challenging to evaluate how easy it would be to parallelize the proce‑
dures. The spring techniques call for the solution of a big matrix system; parallel strate‑
gies are easily accessible for such a system. In order to solve elastostatic equilibrium
equations or equations very comparable to them, one requires either a parallel finite el‑
ement algorithm or something very similar to it. In principle, the BEM approaches may
be simply parallelized by several users. The fact that grid displacements are dependent
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onnothingmore than a surface integral assessment is the primary reasonwhy grid point
connection information is not required. Extremely difficult algorithmic issues are pre‑
sented by global parallel re‑meshing, which focuses mostly on techniques that call for
the monitoring of one’s proximity to surrounding surfaces.

2.2.2 Time advancement schemes

Both one‑way and two‑way coupling are examples of coupling methods that are used
for FSI modelling. These coupling approaches can be loosely divided into two distinct
classes, one‑way and two‑way couplingmethods. The aerodynamic loads are translated
to the structural model as boundary conditions in a model with one‑way coupling, and
these conditions are employed to determine the model structural solutions. These de‑
flectionsaren’t consistentwith theaerodynamicmodel at all. The loaddataaregathered
independently by the aerodynamicmodel when a two‑way coupling technique is taken.
In the same manner that one‑way coupling is mapped to the structural model’s deflec‑
tion, these loads are also mapped to it. After then, the deflection is transferred back to
the aerodynamic model, and the coupling iteration is carried out one again and again
until the desired result convergence is reached. The two‑way couplingmodel generated
themost accurate findings thanks togoodmodel synchronisation, in contrast to theone‑
way coupling model, which produced only approximate results. The two‑way coupling
strategy was chosen as the coupling method of FSI modelling for this project because it
provides the highest level of both computational accuracy and stability.

The two‑way coupling FSI codes may be further categorised roughly based on the
manner inwhich the data is exchanged between the disciplines that are involved aswell
as the frequency of the transfers. Themonolithic approach, the fully coupled approach,
and the loosely coupled approach are the three categories of methodologies that may
be used to advance an accurate fluid‑structure simulation ahead in time [136].

The fluid and structural equations of motion are treated as a single equation set and
solved using a unified solver in the monolithic technique for aeroelasticity problems
[26, 129, 128, 16], as depicted in Figure 2.8. The only thing that differentiates a structural
element from a fluid element or control volume is the difference in the variables and the
spatial representation scheme for each type of element when it comes to coding. This is
how the structural element is distinguished from the other two types of elements. When
carrying out a computation using a monolithic technique, the system maintains totally
consistent coupling. This means that the fluid and the structure are properly synchro‑
nised even if only one time step is being taken. In most cases, this results in increased
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resilience and stability as well as more considerable time steps [66].

Figure 2.8: Schematic demonstration of the monolithic FSI approach.

The fully coupled strategy synchronises the fluid and structural systems at each time
step like the partially coupled approach does, but it utilises a partitioned scheme. The
fluidandstructurecodemodulesarekeptdistinct inapartitionedcoupledmethod. How‑
ever, fluid loads and structural displacements are exchanged back and forth inside the
same time step. Both the fluid and the structural systems have their ownunique solvers,
which means that each solution may be optimised for its particular application. Sub‑
iterations continue to iterate within the framework of the fully linked method until the
entire FSI systemhas fully converged. The fully connected technique keeps the synchro‑
nisation quality of the monolithic scheme while also providing the benefits of a parti‑
tioned scheme, which include being simple to code and adaptable to a variety of system
configurations.

Due to the fact that it is a partitionedmethod, the loosely coupled approach is some‑
what comparable to the fully coupled approach. On the other hand, the fluid‑structure
system is not iterated to full convergence at each and every time step that is taken. In‑
stead, the fluid system and the structural system only communicate their data once, or
maybe twice, throughout a time step. The updates to the fluid and structural solutions
are delayed, also known as staggered, which results in a lower computing cost per time
step in comparison to amethod that is fully linked. Because the two systems never fully
converge, there is an extra error that is introduced on top of the truncation error that is
caused by the fluid and structure integration procedures. When building a system that
is loosely connected, accuracy and stability are both important factors that need to be
addressed [19].

ThestudycarriedoutbyYuandKwon[186], inwhich theycoupleda three‑dimensional
Navier‑Stokes codeFSI simulation with a flap‑lag‑torsion beammodel of a wind turbine
blade, is an illustration of a complete coupled technique. The approach was applied to
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the rotor of the NREL 5MW reference wind turbine while it was operating in steady axial
flow circumstances. The findings of this comparison included the mean rotor loads as
well as the static blade deformation. After that, the effects of the gravitational pull as
well as the unstable aerodynamic loads and dynamic responses of the blades brought
on by rotor shaft tilt and interference with the tower are looked at. The Navier‑Stokes
equations were solved using an implicit temporal approach of the second order with
multigrid acceleration. A separate solver was utilised in order to advance the equations.
At the conclusionof each cycle of pseudo‑time, informationwas transferredbetween the
two domains, and at each step of physical time, the system as a whole reached a point
of full convergence. Weeratunga and Pramono [176] utilised an approach that was quite
similar to it, but they employed the 3D Euler equations and a beam/shell finite element
model to represent the structure. Instead of mandating complete convergence, several
sub‑iterationswereused for eachphysical timestep thatwas taken. Itwasdemonstrated
that using a fully coupled approach can result in savings in computational cost that are
more than three times greater than those seen when using a standard loosely coupled
approach. This is primarily due to the fact that the fully coupled approach allows for
a larger allowable time step. Cebral and Lohner [38] examined an under relaxed pre‑
dictor/corrector system that iterates on fluid‑structure solutions, passing under relaxed
fluid loads and structure displacements and velocities between the solvers.

Farhat et al. have analysed the accuracy of loosely coupled approaches [141, 110,
104, 58, 140, 10]. As can be seen in Figure 2.92.9, the first step of the Conventional Serial
Staggered (CSS) scheme is a structural predictor step. This is then followed by a fluid
meshmovement and fluid solve, and finally by a structural update.

Figure 2.9: Schematic demonstration of the conventional serial staggered (CSS) scheme.

The Conventional Parallel Staggered (CPS) technique does not include any stages
that act as predictors or correctors, whichmeans that the fluid and structural solvers are
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executed simultaneously, as seen in Figure 2.10. The CPS method offers the benefit of
making coupling onparallel computers easier, but this comes at the sacrifice of accuracy
andnumerical stability. It is alsonotedbyPipernoandcoworkers [141] that the timestep
required for accurate resolution of fluid phenomena is often lower thanwhat is required
for the structure in circumstances involving aeroelasticity. The study authors highlight
this fact. This isbecause thestructural frequencyof flutterandotherdynamicaeroelastic
modes is often low. It’s feasible that a cheaper answer can be found by sub‑cycling the
fluid solver inside a single structural time step. It is crucial to ensure that the average
fluid loads are appropriately computed when transferring the loads from the sub‑cycle
solutions to the structure in a way that maintains numerical stability.

Figure 2.10: Schematic of the conventional Parallel staggered (CPS) scheme.

Figures 2.11 [110] and 2.12 [58] exhibit two updated versions of the loose coupling
process: the Improved Serial Staggered (ISS) approach and the Improved Parallel Stag‑
gered (IPS) approach. The ISS method includes the addition of a non‑trivial structural
displacement predictor step. This step is built in such a way that the fluid state and the
structure state are one‑half time step out of phase with each other.

Figure 2.11: Schematic demonstration of the conventional Improved Serial Staggered
(ISS) scheme.
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Following the transmission of the fluid loads to the structural solver at the one‑half
time step, the IPS method makes use of the revised structural displacements to pass to
the fluid solver to the next full‑time step (this is done in parallel with a new structural up‑
date). For the purpose of a wing flutter prediction validation scenario, the performance
of the upgraded techniques is evaluated and compared to that of the CSS and CPS ap‑
proaches [58]. Because of the new processes, it is now possible to couple data at a time
step that is 20–46 times bigger than the time steps that were previously employed with‑
out experiencing any loss of accuracy. For some issues, the ISS algorithm is able tomake
use of a longer time step that is many times greater than what is possible with the IPS
approach.

Figure 2.12: Schematic demonstration of the conventional Improved Parallel Staggered
(IPS) scheme.

Koobus [104] reviewed on how important it is to respect the discrete form of the ge‑
ometric conservation rule in order to keep temporal precision and stability. In order to
demonstrate compliance with the discrete geometric conservation law, an evaluation
of the fluxes at certain intermediate mesh configurations must be performed between
time level n and time level n+1. In general, a scheme that complies with the geometric
conservation law is superior than one that does not in terms of its accuracy and stability.
Piperno [140] carried out an energy analysis on the fully coupled fluid‑structure/moving
mesh transient issue. The results of this research revealed the correctness of several
staggered partitioned schemes in terms of the order of the inaccuracy in the energy con‑
servation. While it is feasible to create CSS with a second and third order, the basic
CSS scheme already achieves energy conservation at the first order. It has been demon‑
strated that the ISS method is third order energy saving. Because phenomena like flut‑
ter depend on their being a perfect balance in the energy transfer between the fluid and
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the structure, energy conservation is an important aspect to consider when conducting
aeroelastic stability assessments.

The harmonic balancing method is an entirely distinct strategy for computer mod‑
elling of dynamic aeroelastic events [166]. Using temporal Fourier transforms in con‑
junction with a steady state CFD solver, the fluid dynamic equations that control the
system are solved by the harmonic balancing approach. A finite number of temporal
frequencies, typically consisting of a fundamental frequency and multiple harmonics,
are taken into consideration. When the driving frequency is unknown before beginning
a flutter study, there aremethods available for solving for the relevant frequency in order
todetermine it. Each frequency that is taken into consideration virtually necessitates the
solution to a steady‑state CFD problem, and the solutionmodes are connected in a non‑
linear way so that the entire solution may be constructed. To this point, the harmonic
balancing fluid solver has only been connected to a basic pitch/plunge structural model
of a two‑dimensional aerofoil that consists of rigid bodies. It is difficult to imagine how
this method could be extended to transient aeroelastic phenomena because the modal
signature of the fluid response is broadband in nature. However, the method could be
extended to three‑dimensional problems if more detailed descriptions of the structural
modes were used. The reaction of the control surface upon being actuated would be an
illustration of this type of difficulty. However, the harmonic balance approach has the
distinctadvantageofnot requiring the resolutionofa transient solutionbeforeaperiodic
or quasi‑periodic state is reached. This is in contrast to the time domain simulations,
which require the resolution of a transient solution before a periodic or quasi‑periodic
state can be reached. This has the potential to result in huge savings when computing.
Converting a CFD code that operates in the time domain into a solution that operates in
the frequency domain will result in hefty code development expenditures.

2.2.3 Fluid‑Structure Interface strategies

The most difficult aspect of the code‑coupling problem for fluid and structural analysis
programmes is the proper management of the interface region. The interface boundary
conditions state that the surface stressmust be in equilibriumbetween the fluid and the
structure, and that the local displacement of the surface will result in a corresponding
local displacement of the fluid. In addition, the interface boundary conditions require
that the surface stress be in equilibrium between the fluid and the structure. In order to
satisfy further continuity constraints, the fluid surface grid needs to adhere to the fluid‑
structure interface, and the velocity of the fluidmesh at a location on the interface needs
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to be equivalent to the velocity of the interface itself. Before attempting to execute a
structural solution, the fluid stresses need to be transferred to the structural grid nodes
in order to satisfy the requirements of the stress boundary condition. In order to satisfy
the displacement boundary requirement, the ensuing structural displacementsmust be
accompanied by a movement of the fluid mesh boundary at the interface.

There is a lack of cohesion in the literature about fluid‑structure interface methods.
On the one hand, there is a body of work that focuses on efficient and generic interpo‑
lation algorithms for the transfer of data between two surfaces that have different de‑
grees of discretization. The focus of this discussion is on the resilience, precision, and
efficiency of the interpolations in the presence of complex geometry andwidely varying
grids for fluids and structures. Then there is a more focused body of work that focuses
on correctly and conservativelymanaging the interface between finite volume/finite ele‑
ment fluid codes and finite element structural codes. The third category of study focuses
on the specifics of incorporating the methodologies into a computer program’s source
code. Since there is very little cross‑referencing in this area of study, even in review pa‑
pers, it is challenging to evaluate the relative merits of the various approaches. This is
due in part to the fact that the application and the level of realismof the structuralmodel
are likely two factors that influence the interface technique that is most chosen. When
compared to a comprehensive FE model with shell parts, a wing‑box model could call
for a quite different approach to the interface treatment. This review’s objectives are to
first identify some of the interface techniques that have been shown on issues in com‑
putational aeroelasticity to date and then to highlight some of the driving variables that
go into the selection of an interface approach.

Almost all of the approaches used to analyse the interaction between fluid and struc‑
ture employ interpolation. The fluid grid is then distorted to account for the displace‑
ments after the displacements are interpolated from the information of the structural
grid to the fluid grid. From the fluid grid points to the structural grid points, fluid loads
are interpolated. The performance of such a systemwill depend on a number of factors,
including the interpolation technique’s accuracy and durability as well as the grid den‑
sities close to the interface. There is a wide variety of potential interpolation methods,
some of which are examined and evaluated in Smith et al. [155]. Using the underlying fi‑
nite element representationof thedisplacements as abasis for interpolation is amethod
that is both straightforward and reliable, as demonstrated by research published by Ce‑
bral [39] and Farhat [57] and Farhat1998. In a similar manner, the representation of the
fluid loads known as finite volume (or fluid discretisation) is utilised in order to interpo‑
late the forces.
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The necessity of energy andmomentum conservation in the simulation has been re‑
viewed by various researchers, for instance [11, 31]. The displacement of mesh points
within fluid and structural solver can be calculated yields the following way,

uf = Tus (2.1)

where T is the displacement transformationmatrix obtained from the flexibility ma‑
trix of the structure and its interpolation onto the fluid mesh, uf and us are fluid and
structuremesh displacement, respectively. Let ff and fs be the loads from the structural
and fluid solver respectively. The load transfer strategy that provides a conservative en‑
ergy transferbetween the twosystems fromthe fluidmesh to the structuralmeshesmust
therefore take the following shape.:

fs = TT ff (2.2)

A comprehensive derivation of comparable expressions is provided by Farhat et al.
[57], which also contains a general discussion of the interpolation functions that are
utilised. To achieve an accurate and conservative interpolation of loads and displace‑
ments, Guruswamy and Byun [73] make use of a technique known as virtual surface
interpolation. Chen and Hill [43] provide an original method for defining conservative
interpolation matrices using boundary element method. In their paper, the boundary
element problem indicates the mesh misalignment of grid points in the CFD domain.
The displacement of the grid points inside the CFD domain are recalculated by using the
derived transformation matrix between the interface grid and inner grids.

The problem that has to be solved will determine how important it is to save energy
at the interface between the fluid and the structure. For the best possible outcomes, a
cautious approach is almost always necessary when dealing with issues that include a
coarse fluid and/or structural grid. Additionally, the prediction of complicated dynamic
aeroelastic phenomena like as flutter and limit cycle oscillations (LCO) could be sensi‑
tive to the conservation features of the numerical framework. It is important to prevent
this situation because it might potentially generate false instabilities caused by an im‑
balance in the energy transfer that occurs between the fluid and the structure. Note,
however, that effective solutions to issues in aeroelasticity have been found using non‑
conservative interpolation techniques [72] and systems aimed to conservemomentum,
but not necessarily energy [39, 186].

The level of complexity in the structuralmodel is connected to the selectionof theap‑
propriate mechanism for data transfer at the interface. Data transmission strategies for
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aeroelastic issues are categorisedbyGuruswamy’s reviewarticle according to the typeof
structuralmodel that is used. These includebeamelements,multi‑bodydynamics, plate
andshell elements, andcomprehensive finite elementmodelsof the complete structure.
The fluid grid at the near‑interface will still be fine enough to capture the intricacies of
the flow field in that location, even if the structure is represented with a coarse enough
resolution to cause issues. It is necessary to provide a method that is reliable for trans‑
ferring displacements from the structural representation to the fluid grid. An illustration
of thiswould be themodelling of a three‑dimensionalwing using two‑dimensional plate
parts aligned along the mean chord line. This problem is investigated in Brown’s study
[31], and examples of how interpolation methods perform in real‑world scenarios are
provided in Smith’s alarticle [155].

The implementation of data transfer mechanisms in a practical setting for broad ge‑
ometric configurations is not an easy task. In Maman and Farhat, the authors provide
information on the specifics of a parallel pre‑processing software that anchors the fluid
grid to the finite element structural grid [122]. Some algorithmic details for a similar
methodology are given in Cebral and Lohner [39].

2.3 Reduced Order Modelling

Reduced order modelling are widespread and are of interest in a variety of contexts,
such as the design of integrated circuits, electro‑mechanical systems, chemical engi‑
neering, fluid dynamics, and aerodynamics, to name a few. Numerous investigations,
both theoretical and practical in nature, have been carried out. It is possible to argue
that the projection‑based model reduction approach is the most current debate in the
realm of theoretical research. It includes, the proper orthogonal decomposition (POD)
method [27], reduced basis method [139, 86, 74], emprical emthods suchas Gramian
method [23, 81], approximate balancingmethod [45], Volterra series [172], Hamonic bal‑
ancemethod [14], and the balanced truncationmethod [71, 125]. In this review, Volterra
Series and Harmonic Balance approaches is selected and compared to the proper or‑
thogonal decomposition method, which is the point of interest of this project.

The basic premise of Volterra series is that a large class of nonlinear systems can be
modelled as a sum of multidimensional convolution integrals of increasing order [172].
The Volterra theory was first proposed and applied in electrical engineering and was
thenutilised tomodelnon‑Gaussian fluid loadingsandmechanical nonlinearities aswell
as fluid‑structure interactions [148]. Wu and Kareem [179] have studied the prospect of
Volterra approach in modelling the Vortex‑Induced Vibration problem. Recently, Liu, Li
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andXiang [115] have studies the unsteady aerodynamic behaviour of a flappingwing ap‑
plying the Volterra theory. The Volterra‑based ROM provides the possibility to catch the
inherent nature of the nonlinearities andmemory effects in fluid‑structure interactions.

The introduction of the Harmonic Balance (HB) method into CFD was spurred on by
the need to do design analysis for nonlinear, internal flow issues. In the most conven‑
tional sense, HB does not qualify as a reduced‑order modelling approach. For nonlin‑
ear, time‑periodic, and unstable situations, the computational savings, while not always
large, can be significant. In addition, the reliability of the outcomes contributes to the
method’s allure as a very desirable choice. For a good number of years, the Harmonic
Balance approach has been utilised as a technique for analysing the performance of har‑
monicODEs. Themethod involves assuminga solution in the formof a truncatedFourier
series with a preset number of harmonics, substituting the assumed solution into the
ODE, and algebraically manipulating the results in order to gather terms with a similar
frequency. Any terms that were generated and had a frequency that did not appear in
the Fourier series were removed. After that, each harmonic is brought into harmony by
imposing the condition that the frequency terms on both sides of the equation must in‑
dependently meet the equality condition. After balancing, you will have a set of linked
algebraic equations that need to be solved so that you may determine the Fourier coef‑
ficients of the assumed solution.

This approach created has been employed by Baker et al. [14] to create reduced‑
order aerodynamic models. Rule et al. [146] have also looked into this approach. The
core idea is that for a certain family of inputs or structural movements and the relevant
aerodynamic outputs, balanced modes are in some ways an ideal descriptor within the
context of PODmodes.

2.3.1 Proper Orthogonal Decomposition

Given the difficulty of extracting eigenmodes for very high‑dimensional systems, it is of
great interest to note that a simpler modal approach is available, as developed by Ro‑
manowski [145]. Ballarin and Rozza [16] proposed a POD‑Galerkin monolithic ROM for
parametrisedFSI problems. This approachadopts amethodology from the fields of non‑
linear dynamics and signal processing.

In terms of their dependence on the governing equations, the reduced ordermodels
may be split into two categories: intrusive Reduced Order Modelling and non‑intrusive
Reduced Order Modelling. [62]. The non‑intrusive ROM is independent to the original
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physicial system, Xiao, et al.[182] proposed a non‑intrusive ROM for fluid‑structure in‑
teractions by combining the ROM to the interpolation method, namely the radial basis
function method. Because of its high level of computational precision and the direc‑
tion provided by governing equations, the Intrusive ROM serves as the primary subject
of this thesis. POD and Galerkin projection are two methods that are often used to pro‑
duce intrusive ROM. Intrusive ROM is reliant on governing equations and source code.
As a result of its invasive nature, it manages to preserve many of the physical qualities
that were present in the original system. Two key issues in POD‑Galerkin based ROM are
stability [189, 149] and non‑linearity efficiency [131].

2.3.1.1 Stability

One of the drawback of the Reduced Order Modelling, for instance, the POD‑Galerkin
ROM, is Stability. The ROM methods cannot predict stable and accurate solutions in
casesof flowswithhighReynoldsnumbers [61]. TheapplicationofaconventionalBubnov‑
Galerkin projection of equations onto the reduced order space is the root cause of the
instabilities that are frequently seen when using the POD technique. These oscillations
arewhat cause the solutions to become unstable. This phenomenon is very comparable
to the Gibbs oscillations that emerge in FEM solutions when the conventional Bubnov‑
Galerkin approach is used. These oscillations are what cause the simulations to be un‑
stable since they feed into the non‑linear factors.

A number of other strategies have been discussed as potential solutions to the POD‑
GalerkinROMmethod’s inherent stability. APetrov‑Galerkin techniquewasgivenbyXiao
and colleagues for the purpose of lower order modelling of the Navier‑Stokes equations
[181]. The proposed ROM approach enhanced the stability of ROM findings without re‑
quiring the tweakingof anyparameters. The ideaof theproposedmodel is adpoted from
the relationship between advection directionand the partial derivative of the solution,
which is cosine rule in this case. A Petrov‑Galerkin techniquewas given by Fang et al. for
the solution of nonlinear hyperbolic issues as well as discontinuous Galerkin (DG) ROMs
[56].

In order to remedy the instability that was present in the POD‑Galerkin ROM mod‑
elling of strongly stiff systems, Feriedoun and Alireza [147] came up with a method of
regularisation. Carlberg et al. [35] and Chu et al. [47] stabilised the solutions of the POD
model by introducing a diffusion term into ROMs. This did not need any tuning or op‑
timising on the part of the researchers. By making use of numerical dissipation, Aubry
et al. [13] were able to achieve their goal of stabilising the POD‑Galerkin ROM approx‑
imation to the Navier‑Stokes equations. In a later study, Sirisup and Karniadakis [152]
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developed a spectral viscosity diffusion convolution operator‑based dissipative model
in order tomanage the stability of the POD solutions’ behaviour over the long run. In or‑
der to stabilise the reduced ordermodel for unstable fluid flows, Sirisup andKarniadakis
[153] offered a POD‑penalty technique as a potential solution. An technique known as
shift‑mode correction was presented by Noack et al [133].

The selection of the inner product that will be utilised to define the Galerkin projec‑
tion is also connected to the numerical stability of the problem. Iollo and Kalashinkova
[85, 96] came up with the idea of a stable, symmetrical inner product that provides spe‑
cific stability constraints for the linearized compressible Euler equations. Theyproposed
two methods for stabilising POD ROM: the first method relies on the explicit addition
of an added dissipation term adopted from the Lax‑Wendroff scheme, and the second
method consists of constructing the POD for both the function values and the gradient
values. Both of thesemethods are described in further detail below. Both of thesemeth‑
ods have been shown to be effective (POD in H1). In order to increase the stability of
the POD‑Galerkin ROMmodels of strongly‑stiff systems, Feriedoun and Alireza [147] dis‑
covered an additional sort of regularisation approach. In this technique, the Helmholtz
filtered equivalents of the POD eigenmodes of the non‑linear components are used in
place of the POD eigenmodes. In order to ensure that the ROM would remain stable,
Bond and Daniel [29] made use of a number of linear restrictions for the projection ma‑
trix.

2.3.1.2 Non‑linearity

When using reduced order modelling, another problem that occurs is the inefficiency
of the non‑linearity reduction. The POD approach and the Galerkin method are typi‑
cally utilised in order to determine the ROM. Due to the fact that the original Galerkin
approach is restricted to linear variables, it cannotbeused to solve issues involving fluid‑
structure interaction. The nonlinear term still depends on the entire system in its origi‑
nal form after projection onto the smaller region. In this case, the large dimensionality
of the whole physical systems governed by partial differential equations continues to
determine the processing complexity of the simplified model (PDEs). This is due to the
large dimensionality of the complete physical system regulated by PDEs. To address this
issue, a variety of non‑linear reduction techniques have been suggested [131, 182].

The discrete empirical interpolation technique (DEIM) is one of the strategies that
may be used to address the reduction of the nonlinear components and to decrease the
computational complexity of the POD method. Another approach that can be utilised
is the discrete empirical interpolation technique (DEIT). This may be accomplished in
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a variety of different ways. The empirical interpolation technique (EIM), which was in‑
troduced by Barrault et al., has a discrete offshoot known as the discrete empirical in‑
terpolation method (DEIM)[20]. in the context of reduced‑basis model order reduction
discretisation of nonlinear partial differential equations. DEIM is an example of reduced‑
basis model order reduction discretisation of nonlinear partial differential equations. It
has been established that DEIM approaches may achieve a factor increase in CPU time
that isbetween10and100 times faster than the time requiredby theoriginalnon‑reduced
model. The amount of time thatmay be saved by using a reduced ordermodel is related
to the size of the model, and as a result, the number of DEIM points [190].

Barrault et al. [19] developed a technique for finding the ideal collection of sample
points at the discrete level in relation to the employment of DEIM kinds of approaches.
The initial stage in the approach is to choose the sampling components that minimise
the difference between the reconstructed ROM coefficients and the corresponding co‑
efficients (which are obtained by projecting the snapshots onto the reduced order sub‑
space). The primary benefit of this method is that all the necessary information are di‑
rectely obtained from mesh grids of the Finite Element solver. This results in a method
that is highlyuseful for reconstructingnon‑smooth functions, suchas the right‑handside
of the system of equations that results from the formulation used in this article for the
reduced order method for the incompressible Navier‑Stokes equations.

Regarding the use of DEIM‑stylemethods, Barrault et al. offered amethod for select‑
ing the most appropriate group of discrete‑level sample sites to employ in their study.
The algorithm consists of selecting the sampling components that provide the small‑
est gap between the recovered reduced basis coefficients and the optimum coefficients
(which are obtained by projecting the snapshots onto the reduced order subspace). The
fact that just the values at the nodes of the finite elementmesh are needed for the DEIM
method is the primary benefit of using it. This leads to a strategy that is very conve‑
nient for the reconstruction of non‑smooth functions, such as the right‑hand side of the
system of equations that arises from the reduced order strategy for the incompressible
Navier‑Stokes equations with the formulation that is used in this article. The result of
this is that the reduced order strategy for the incompressible Navier‑Stokes equations is
reduced to a form that is used herein.

The residual DEIM technique was published by Xiao et al. [180], and it is a hybrid
approach that brings together the quadratic expansionmethod and the DEIM. It accom‑
plishes this by first applying the quadratic expansion method on the non‑linear terms
and then using the DEIM methodology to resolve the residual that exists between the
reduced order model and the complete model. This is how it works. That is to say, the
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DEIM is what is utilised to absorb any faults that are still there after the quadratic ex‑
pansion method has been used. Because of this approach, the technique can still ac‑
curately describe discrete quadratic non‑linearities, in contrast to the DEIM, but it can
also be used for extremely non‑linear discrete systems, in contrast to the quadratic ex‑
pansion approach. Moreover, the DEIM cannot do either of these things. When deal‑
ing with potentially extremely non‑linearities that come from a ROM that uses a non‑
linear Petrov‑Galerkin discretization, the residual DEIM approach is an excellent choice
because of howwell it fits the bill [55, 181].

Du et al. [52] suggested using quadratic expansion as a method for treating non‑
linear terms in PDEs. Due to the fact that this technique represents the non‑linear term
by expansions of precomputed matrices, it is well suited for the handling of discretized
quadratic nonlinear operators. Importantly, given that thesematriceshavealreadybeen
computed, it is possible to quickly translate them into sets of simplified equations.

The determination of POD modes is computationally very inexpensive, particularly
in comparison to the determination of the eigenmodes of the original fluid dynamics
model. This is due to the fact that the number of time steps and, consequently, the or‑
der of matrix required to compute a reasonable and useful set of PODmodes is typically
quite large. In the next part, it will be demonstrated that the outcomes achieved using
PODmodes are in very good agreementwith the outcomes obtained using the full‑order
model aswell as theROMthat is foundedoneigenmodes. It is also important tonote that
in order to lower the order of the initial model, one can make use of the POD decompo‑
sition and then proceed to do an additional eigenmode analysis of the ROM. This is a
method that may be helpful for specific applications and should be considered.

It is crucial to note that a comparable computation may be done in the frequency
simulation. The methods assume simple harmonic solutions and calculate data at fre‑
quencies spanning the frequency range of interest for data at different time steps. Kim
[101] has used the POD frequency domain method for a vortex lattice fluid model, and
Hall et al. [76] and Thomas et al. Thomas, et al. [167] have done so for a Euler fluid
model, including shockwaves at transonic conditions. Recently, Halawa et al., [75] have
applied this method to the surface pressure distribution of a wind turbine aerofoil with
emphasis using three POD modes. However, the application in geometric compliable
aeroelastic problems is still lacking further investigation.

Handling the non‑linearities of the model’s governing equations is one of the most
challenging aspects of developing effective POD‑based ROMs since it is one of the most
important factors involved. Calculations of the non‑linear components and an estima‑
tion of the Jacobian are necessary in iterative algorithms like theNewtonmethod,which
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are often utilised in the process of solving non‑linear systems of equations. In order to
do this, it is often necessary to project the estimated solution back to the initial domain
and compute the nonlinear functional in the full‑scale domain for each iteration of the
algorithm. This is done to ensure that the solution is accurate. The expense of such
full‑scale non‑linear functional computation as well as the forward‑and‑backward pro‑
jections may significantly counterbalance the advantage that was realised as a result of
the model reduction.

Several approaches have been suggested in order to treat non‑linearities in an effi‑
cient way. Chaturantabut and Sorensen [41] introduced the Discrete Empirical Interpo‑
lation Method in order to treat non‑linearities in POD‑based ROMs governed by systems
of time‑dependentpartial differential equations (PDE). Carlberget al. [35]developed the
Gauss‑Newton with the Approximated Tensors (GNAT) method which also uses the POD
in order to reduce the vector of unknowns. However, it operates in a fully discrete do‑
main compared to the previous approach. Jiang and Durlofsky successfully applied the
GNAT approach to complex simulations [88]. Rewienski and White developed amethod
called trajectory piecewise linearization (TPWL) [143] In this method, a number of the
system’s states and Jacobians are first calculated and saved, then new simulations are
obtained as a result of linear expansions around previously saved states. This approach
can also be applied in a reduced subspace such as the one obtained through POD. A
combination of POD and TPWL (POD‑TPWL) is now widely used in order to model sub‑
surface flows [100]. Trehan and Durlofsky [169] developed an extension of TPWL called
trajectory piece‑wise quadratic extension procedure (TPWQ) and combined it with POD
(POD‑TPWQ). For the detailed methodology, please refer to Chapters 3 and 4.

2.4 CurrentApplicationsofROM forWindTurbineAeroe‑
lasticity Modelling

In this section, the ROM for the fluid‑solid interaction problem is summarised and re‑
viewed. Fluid‑structure interaction is an interaction phenomenon between deformable
or movable solid structures with a surrounding or internal fluid flow [34]. The FSI prob‑
lem is significant inmany fields of science and engineering., such as aerospace wing de‑
sign [99], biology [28], turbomachinery [36],medicine [183] andespecially,wind turbine.
However, the computational cost for simulating FSI problems is intensive.

Reduced‑ordermodels, also known as ROMs, are primarily intended to do one thing:
capture in a straightforward, dependable, andpracticalmanner the in‑depth knowledge
of thephysical behaviour of the flow field. Becauseof the characteristics of aerodynamic
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flows, non‑linear unstable partial differential equations are produced. In order to com‑
pute these equations, numerical techniques must be constructed on massively parallel
supercomputers, which is a highly challenging endeavour. Therefore, there is a critical
need for alternativeuseful tools that can compress the complex systemof equations that
was originally used into a simplemodel with fewer dimensions that can characterise the
physical process and capture its behaviour with a reduced amount of computing effort.
The calculation of a ROM might be accomplished via the use of either numerical simu‑
lations or experimental data that has been measured. These models have been utilised
well in a variety of contexts, including the stable analysis and design of inviscid aerofoils,
thermal chemical processing, and dynamical modelling, to name a few. Unsteady aero‑
dynamics is now receiving the majority of attention in reduced‑order modeling’s most
important contributions.

In 1967, Lumley [119] was the one who came up with the idea of using the Proper
Orthogonal Decomposition (POD) method for aerodynamics. This method is used for
the investigation of coherent structures seen in turbulent flows. The POD technique is
appealing due to the fact that it is a linear approach that is effective in the construction
of strong feedback controllers, which ultimately results in airflow that is better regulated
over aerofoils. This is the primary reason for the method’s popularity. Following then, a
significant amount of computational and experimental work has been done by utilising
this approach in order to prove its efficacy. [64, 8, 75].
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Figure 2.13: Comparison of the pressure coefficient on DU96‑W180wind turbine aerofoil
between CFD solution and POD solution using different number of POD modes, repro‑
duced from [75].

Problems involving fluid‑structure interactionhavebeen solvedbyemploying the re‑
duced order modelling approach. With the use of POD and Galerkin projection, Barone
et al. [18] developed a ROM that can solve coupled fluid and structural issues. When the
ROM is applied to issues involving flows that are supersonic and inviscid, aswell as flows
through square, elastic, and thin rectangular plates, the ROM is verified. Tchieu [165] de‑
rivedaROMfor three fluidandstructure interactionproblems: a thinaerofoil undergoing
small scale unsteadymotionswith a freestream flow; vortex‑induced vibrations of an ar‑
bitrary bluff body with vortices; and two bodies in an inviscous fluid. The first problem
involves a thin aerofoil undertaking small scale unsteadymotionswith a freestream flow
[182]. PODandpolynomial chaos expansionwere utilised by Acar andNikbay in the con‑
struction of computationally efficient ROMs for use in aeroelastic simulations [3]. They
devised a stable ROM for a linear fluid and structure interaction issue, which involves a
linearized inviscid compressible flow across a flat linear von‑Krmn plate. This problem
was tackled by Kalashnikova et al [97]. POD‑based ROMwas utilised by Lieu et al for the
purpose of aeroelastic modelling of a whole F‑16 jet fighter aircraft configuration [114].
A ROM addressing issues of fluids interacting with stiff bodies was developed by Liberge
et al [112]. Forti and Rozza [60] conducted an examination of the shape parametrisa‑
tion for the using the POD approach as well as the radial basis function method. On the
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other hand, the procedures are invasive. POD and radial basis function interpolation ap‑
proacheswereusedbyXiaoet al. tooffer anon‑intrusiveway for constructingaROMthat
can be used to solve issues involving fluid and solid interaction [182]. This approach is
confirmed by employing three different fluid‑solid coupling test cases. These test cases
are as follows: a one‑way coupling case (flow past a cylinder), a two‑way coupling case
(a free‑falling cylinder in water), and a vortex‑induced vibrations of an elastic beam test
case.

In general, themore advanced CFD algorithms generate answers in the time domain.
Many excitation periods are needed in order to obtain a harmonic response, and many
harmonic responses are needed in order to obtain results in a frequency range that is
sufficient for generating a frequency domain aerodynamic forces response using an in‑
verse Fourier transform. Both of these requirements must be met in order to obtain a
harmonic response. In addition, impulsive responses or step responses generate a lot
of information across a wide range of frequency spectrums. After that, it is feasible to
generate the system’s reaction by employing Reduced Order Models (ROM) such as, for
example, a shortened Volterra series, correct orthogonal decomposition, and the har‑
monic balancing approach. These are just some examples. Because the response of
the system is determined in the time‑domain, in order to calculate the flutter speed, it
is necessary to first determine a speed at which the oscillations are stable, as well as a
speed at which the oscillations are unstable, and then either interpolate or extrapolate
the damping with speed. This is because the response of the system is determined in
the time‑domain.

It is still difficult to describe the aeroelastic behaviour of the construction of a wind
turbine. Both the difficulty of the computationalmodelling and the lack of facilities with
which to carry out full‑scale testing aremajor impediments to progress in this field. Con‑
sequently, nothing has been accomplished in this domain. Performing full‑scale static
testingonwind turbineblades is a task that canonlybeaccomplished in a select few labs
[116]. At this time, testing on a large scale is only possible in a few number of nations. In
addition, Zhou et al. [188] argued that full‑scale testing is the primary way available for
determining howwell wind turbine blades fulfil their function. Simply put, this is due to
the fact that smaller turbine blades (those measuring 10 metres or less) have far bigger
fatigue margins than the larger flexible blades that are often employed in the field. The
only purpose of the aforementioned tests is to characterise the actual blade (structural
integrity, fatigue life and vibration characteristics). These studies don’t look at the ef‑
fects of the tower shadow or centrifugal stiffening (when a blade spins at a high angular
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velocity, the effects of inertia, centrifugal forces, and Coriolis forces become more pro‑
nounced). It’s possible that the centrifugal forceswillmake thebending stiffness greater.

Unfortunately, a large number of Fluid‑Structure Interaction (FSI) investigations are
solely numerical, and only a small number of themodel findings are compared to the ac‑
tual data. One example of this would be the NRELwind turbines [50, 109, 54]. This is ow‑
ing to the high costs connectedwith doing full‑scale laboratory testing, aswell as the dif‑
ficulty in gaining access to field data. To this day, there has been no research conducted
inwhich an aeroelasticmodel has been validated by comparison to data collected in the
field. In the studies of Fluid‑Structure Interaction on wind turbine blade and tower, the
majority of themmerely simulate the displacement of the blade and how it affects pro‑
ductivity. Very few people bother to explore the vibrational response of the blade, and
out of the few who do, the results are typically oversimplified. In addition, no research
has been conducted to evaluate the effect that the tower shadow has on the pitch of a
turbine blade or the effect that a vibrating blade has on the structure of the near wake.
According to Veers et al. [170], when the pitch changes on the blades are quick enough,
it can impact not only the aerodynamic loads that are placedon theblade, but it can also
further stimulate vibratory loads, which can have a detrimental effect on the fatigue life
of the system.

The structural model of the wind turbine blades is another another obstacle to over‑
come. Due to the fact that thematerial characteristics of full‑scale turbine blades are not
revealed, it is often necessary to calibrate a large number of FEmodels. For themodel to
produce correct predictions of the deformation, deflection, and stresses, the calibration
of themodel needs to be extremely precise. Different features, such as the box spar cor‑
ners and adhesive joints, eachhave their ownunique set of qualities (themanufacturer’s
standards for these physical attributes could be somewhat different) [87]. In addition,
geometric defects might cause the blade to behave in an unanticipated manner. It is
imperative that the calibration procedure that is applied to each and every FE model
bemade public in order for the validity of themodel to be assessed. By carrying out the
aforementioned steps, it will be possible to develop an exhaustive calibration procedure
for FE models of wind turbine blades.

In addition, theaerodynamicsandaeroelastic problems that arepresentedbyVAWTs
are distinct from those that are presented by HAWTs as a result of the changes in the
structural and aerodynamic design. Wind turbine blades undergo a quick shift in the
angle of attack as a direct consequence of the rotating axis being perpendicular to the
direction in which the wind is blowing. This causes the airflow to transition from being
completely connected to being completely detached. Because of this, the aerodynamic
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torque that is operating on the rotor will vary at high frequencies and large amplitudes.
In order to get a realistic simulation, the mesh resolution will need to be enhanced, and
the time step size will need to be reduced [105]. When the FSI analysis of VAWTs is car‑
ried out, the level of complexity of the simulation rises to a new high. The flexibility of
VAWTs comes not only from the blades but also from the tower and theway inwhich it is
connected to the rotor and the ground. As a direct consequence of this, the investigation
into the fluid‑structure interaction of VAWT is still far behind schedule.

2.4.1 Aeroelastic ROMs for wind turbines

Cost and complexity are still the main obstacles when conducting numerical wind tur‑
bine fluid‑structure interaction research. One alternative to reduce the computational
cost is to construct a reduced ordermodel (ROM) of the aeroelastic system. Contributing
even more to the computational time required is the fact that, to solve the complicated
aerodynamic equations andperformacalculationby solving the eigenproblem, it is nec‑
essary to produce aerodynamic solutions for harmonic solicitations

For the determination of the structural modes, one normally neglects dissipation or
damping and thus only modelling kinetic energy (or inertia) and potential strain energy
(or stiffness) of the structure. The eigenvalues are real (the natural frequencies squared)
as are the corresponding eigenmodes. Physically, if one excites the structurewith a sim‑
ple harmonic oscillation at a frequency near that of an eigenvalue, the structurewill per‑
form a simple harmonic oscillation at that same frequency, whose spatial distribution is
given by the corresponding eigenvector.

The physical interpretation of the aerodynamic modes (as well as the aeroelastic
modes), as well as the mathematical derivation of the eigenvalues and eigenvectors or
eigenmodes, is nuanced and more challenging, but it is still satisfying. To begin, the
eigenvalues are complex quantities; the real and imaginary components of the eigen‑
value determine the eigenmode’s oscillation frequency as well as its rate of increase or
decay (damping). In the case of a structural model, if one is astute enough to stimu‑
late only a single aerodynamic eigenmode, then an oscillation will take place, and the
spatial distribution of this oscillation will be represented by the eigenvector that cor‑
responds to it. On the other hand, the eigenvalues of an aerodynamic flow are often
considerably closer together than the eigenvalues of structural modes because of the
close proximity of these two types of flows. If the computational domain of aerodynam‑
icswere extended to infinity, then the eigenvalues for themajority of aerodynamic flows
would not be discrete but rather would form a continuous distribution. This would be
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the case since infinity is not a finite number. Therefore, experimentally excitation of just
one aerodynamicmode at a time is a challenging task. It is conceivable for some flows in
turbomachinery to have discrete well‑spaced eigenvalues that have a resonant quality
[76]. These flows involve limited flows that occur between blades in a cascade. This is
also the case for certain of the aerodynamic eigenmodes thatmay be detected in awind
tunnel, and these can be confirmed by experimentation.

When the structural modes and the aerodynamicmodes are fully coupled, a new set
of modes known as the aeroelastic modes emerges. This indicates that oscillations of a
fluid mode stimulate all of the structural modes, and that the stimulation works in the
other direction as well. In general, the eigenvalues and eigenvectors associated with
these aeroelastic modes have a character that may be described as being complex. Be‑
cause the structural and aerodynamic interaction is weak at low speeds (far below the
flutter speed, for example), it is typically possible to determine the structural and aero‑
dynamic eigenvalues individually. The reason for this is that the flutter speed. How‑
ever, if the speed of flutter is approached, there is a possibility that the eigenvalues and
eigenvectors may undergo significant changes, and the fluid and structural modes will
become more tightly connected. Although it is more common for one or more of the
structural modes to become unstable when the flow of velocity gets closer to the flutter
speed, it is conceivable for amode that is aerodynamic in origin at low speeds tobecome
the crucial flutter mode at higher speeds.

In order to cut down on the overall number of modes that need to be employed in a
simulation of the overall motion of the aircraft, Winther et al [178] . have proposedmak‑
ing use of aeroelastic modes. Although the aeroelastic modes change with the flow cir‑
cumstances, that is, the dynamic pressure andMach number, and as a result, the aeroe‑
lastic modes at one condition will not be the same as the aeroelastic modes at another
condition, the aeroelastic modes are still referred to as ”aeroelastic modes.” If a signifi‑
cant number of aeroelastic modes are used, one will be able to adequately characterise
the dynamics of the system under every flying situation. However, doing so tends to
negate the aim of decreasing the number of modes in the representation. It is also im‑
portant to point out that the implementation of aeroelasticmodes described inWinther
et al. [178] does not take into account aerodynamic states or modes in and of them‑
selves. This is a limitation of that particular approach in situations in which the aerody‑
namicmodes themselves are active and strongly couple with the structuralmodes. This
is perhaps the most extreme example possible, but it is still a possibility.

Most aeroelasticity studies on wind turbine blades focus on blade deformation and
vibration responses. Bothare essential andchallenging for thedevelopmentofwind tur‑
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bines. Classical beam theory is the foundation for the majority of structural modelling
software used for wind turbine blades, particularly for HAWTs. However, increased tur‑
bine size has further complicated both the structural and aerodynamic features of the
turbine blades, and this has led to the requirement for transient as well as thorough
FSI models [121]. In the classic beam theory, the blade deflections are assumed to be
small, and this is not more reliable as the increased blade size has resulted in the tur‑
bine blades becomingmore flexible. As the blade sizes increase, large deformations are
possible. Nevertheless, beam‑based FSI models are useful for fundamental information
over a blade but are not sufficient to provide the distribution of 3D aerodynamic loads
on large wind turbines.

When the scale of current vertical axis wind turbine installations is taken into consid‑
eration, models consisting of a single blade or those that depict an incomplete turbine
construction are no longer adequate. This is due to the fact that big composite turbine
blades display a great amount of flexibility when subjected to loading conditions. Since
the loading situation varies over the course of a single rotation, it is unreasonable to
assume that any two of the blades would behave in the same way when they are in op‑
eration. Because there is no tower structure present, it is possible to disregard the tran‑
sient effects thatwouldnormally occur between the tower and the turbineblades. When
blades go in front of the tower, there is a reduction in the amount of pressure that is dis‑
tributed across each blade. This, in conjunction with the rotation of the blade, has the
potential to bring about a cyclical drop in pressure as well as bring about vibrations in
the blade. As a consequence of this, the requirement for FSI modelling of the complete
wind turbine structure is becoming increasingly obvious as wind turbines continue their
evolution toward massive flexible structures. Rasmussen et al. [142] and Hansen et al.
[77] provide a detailed evaluation of the present state of aeroelastic modelling in their
respective works.

Several studies have been carried out using Reduced Order Models (ROM) [145, 18,
184]. One such example is the research done by Rezaei and his colleagues. Within the
scope of this investigation, a Reduced Order Model (ROM) for the nonlinear dynamics of
an operationally loaded wind turbine blade was developed and presented [144]. ROM
models are frequently favoured over typical commercial FE models due to the fact that
they need significantly less effort to compute. An investigation of the static aswell as the
dynamic reactions of the 5MW NREL wind turbines was carried out in order to validate
themodel’s correctness. In order to assess the ROMmodel’s dependability, the findings
of the ROM model are also compared to those of complete FE simulations (which are
modelled with the ANSYS programme utilising 50 elements of type Beam 188 for each
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blade). As noted by Rezaei et al. [144], many previous beam formulations often neglect
the torsional degrees of freedom (DOF) associated with large blades. In addition, most
current beam formulations have not been assessed regarding accuracy and reliability,
which consider a turbine blade under large deflections.

(a) Pitch angle

(b) Plunge

Figure2.14: Comparisonbetween thepitchandplungesolutionofbeammodelobtained
from the Reduced Order Modelling and the CFD solution.

As a result of the research that was done on the FSI modelling, it is now abundantly
evident that further work has to be done on this subject in order for there to be any ad‑
vancemade in the field ofwind turbine technology. In addition, thewide variety ofmod‑
elling methodologies and distinct shell pieces that were utilised is evidence that a sub‑
stantial amount of effort is still required to establish an all‑encompassing FSI modelling
strategy. The FSI modelling of the whole turbine facility has to be the primary focus of
work thatwill bedone in the futurebecauseof theongoingdevelopmentofHPC technol‑
ogy. It is only through doing this that it will be possible to get a greater knowledge of the
dynamic phenomena connected with wind turbine designs and how these phenomena
affect the structural properties of a wind turbine.
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2.5 Summary

This section presents a review on thewind turbine fluid‑structure interactionmodelling,
covering the aerodynamic and structural models, FSI strategies andmodel order reduc‑
tion. The advantages and disadvantages are analysed, and the state‑of‑the‑art imple‑
mentations are presented. Research in the area ofwind turbine aeroelasticity have been
ongoing for decades, however, advanced 3Dnumerical solutionwork is still in its infancy
with many simulations simplified by both the complexity and cost.

2.5.1 Knowledge Gaps

To begin, the beammodels such as blade elementmomentum (BEM)method have been
utilised in themajority of the wind turbine fluid‑structure interactionmodels due to the
fact that they have a reasonably high efficiency and tolerable accuracy in the calcula‑
tions. This was noted before. However, this model is not able to provide a complete
solution for the aerodynamics and the structure of the problem. In spite of the fact
that computational fluid dynamics (CFD) and fullymodelled three‑dimensional finite el‑
ement models are far more precise than these basic models, the amount of computing
time required to run them is significantly more. One of the trends for fluid‑structure in‑
teraction of wind turbines is to couple CFD and 3D FEM in order to produce more pre‑
cise findings and detailed structural solutions, however research on this approach is still
scarce. In addition to this, the majority of the research do not focus on the structure of
the blade and instead only analyse a single blade (due to the computational time and
expense). Last but not least, in contrast to a HAWT, a VAWT has a waking state that is
more complex. This is not the only difference, though. As large, flexible wind turbine
blades go through a variety of deformations at various phases of the rotation cycle, it
is becoming more and more apparent that an entire rotor of a VAWT needs to be mod‑
elled. This is because of the complex interactions that occur between the various phases
of the rotation cycle. The FSI modelling of the whole structure of the vertical axis wind
turbine would offer a more comprehensive understanding of the losses that are trans‑
ported from the rotor to the tower. This material may give information that is helpful
regarding the specifications for the foundation and the structural damping.

In addition, the vast majority of the currently available aeroelastic models for wind
turbines are linear models that are predicated on the idea that tiny blade deflections
would occur. However, because the blades of the wind turbine frequently experience
enormousdeflections,whichcreate considerablegeometricnonlinearities, this assump‑
tioncanno longerbeconsidered trueas thesizeof thewind turbine rises. Inaddition, the
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aerodynamics and aeroelastic problems that are presented by VAWTs are distinct from
those that are presented by HAWTs as a result of the changes in the structural and aero‑
dynamic design. Wind turbineblades encounter frequent and substantial fluctuations in
the angle of attack as a result of the rotating axis being orthogonal to the direction that
the wind is blowing. This results in an airflow that is continually alternating between
being entirely connected and being fully detached. This, in turn, causes high‑frequency
and high‑amplitude changes in the aerodynamic torque operating on the rotor, which,
for correct modelling, requires a finer mesh resolution and a lower time‑step size [105].
When the FSI analysis of VAWTs is carried out, the level of complexity of the simulation
rises to a new high. The flexibility of VAWTs comes not only from the blades but also
from the tower and the way in which it is connected to the rotor and the ground. As a
direct consequence of this, research into fluid‑structure interactions on VAWTs are still
far behind schedule.

Finally, the cost and complexity are still noted as being themain obstacleswhen con‑
ducting numerical investigations into wind turbine fluid‑structure interaction research.
Computational analysis of nonlinear aeroelastic systems is still an expensive proposi‑
tion. One example of performing fluid‑structure problem is reported by Bazilevs et al.
[24] for the aeroelastic analysis of a 5MWWind Turbine Rotor. The computation was car‑
ried out on a 240 core Sun Constellation Linux Cluster with 62,976 processing cores. Be‑
cause wind turbines are subjected to significant unsteady pressure pressures whenever
they are in the flow field, particular caution is required while designing the components
that make up these turbines to ensure that they are strong enough to handle loads of
this size. Even when executed in parallel on themost cutting‑edge supercomputers, the
simulations can take a significant amount of time to finish (on the scale of weeks). One
way to cut down on the amount of time and effort spent computing is to build a reduced
order model (ROM) of the aeroelastic system. This model will attempt to simplify the
issue at hand by singling out significant modes of the fluid system and/or the coupled
system. The analysis will then be based on the contribution made by these significant
modes. The number of degrees of freedom that must be kept has been drastically cut,
which has resulted in a decrease in the computational burden. The harmonic balanc‑
ing technique, the Volterra approach, and the POD approach are three of themanyways
that CFDmay be used to apply ROMs in various configurations.

Lastly, the POD‑Galerkin ROM approach is highly sensitive to small changes in the
state of its base modes and this is due to its inherent limitations [61]. The oscillations
that emerge in the solutions as a result of applying a conventional POD‑Galerkin projec‑
tion of equations onto the reduced order space are the root cause of the instabilities that
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are frequently seen when using the POD technique. This phenomenon is very compara‑
ble to the Gibbs oscillations that emerge in the FEM solutions when the conventional
Bubnov‑Galerkin approach is used. These oscillations arewhat cause the simulations to
be unstable since they feed into the non‑linear factors.

In addition, the implementation of the original POD‑Galerkin approach is limited,
another issue arises in the reduced order modelling is the non‑linearity reduction in the
efficiency. The original Galerkin method is limited to the linear terms and therefore it is
not capable for solving Fluid‑Structure Interaction problems. After projecting onto the
reduced space, the nonlinear term still depends on the original full system. The error
can be quantified and minimised, and this can be done by including the transient por‑
tion of the simulation in the ensemble used to construct the POD basis, as well as the
use of high‑order numerical integration techniques and using carefully chosen time step
convergence studies. Therefore, a stability‑preserving method for coupling the nonlin‑
ear fluid ROM with structural dynamics model for the elastic body is needed to be con‑
structed and tested.

2.5.2 Novelty

This PhDproject develops anewandnovel local refinement strategyon theROMmethod
in order to balance the increase in time cost and accuracy, refer to Chapter 3 andChapter
4. In addition, a new ROM approach to the FSI problem applicable to solve moving (re‑
fer to Chapter 4) and/or deforming (refer to Chapter 6) solid boundary is proposed and
coupled with the locally refined strategy. This strategy includes the elastic behaviour
of solid domains, thus increasing the capability of the approach to solve FSI problems
with largemoving interfaces between the rigid body and the fluid. The proposedmodel
is then applied and investigated on various testing cases, especially on HAWTs (refer to
Chapter 7) and VAWTs (refer to Chapter 8).
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Chapter 3

Methodology

3.1 Introduction

Themost pressing issues in the field of fluidmechanics include huge dynamical systems
that represent a variety of effects on awide range of sizes. Studies of computational fluid
dynamics frequently make use of models that require solving the Navier–Stokes equa‑
tions with a number of degrees of freedom that are on the order of magnitude of 106

or more. In the work that Lumley did in 1967 [119], model order reduction techniques
were first used for the purpose of gaining a greater insight into the mechanisms and in‑
tensity of turbulence as well as large coherent structures that were present in fluid flow
problems. This was the first time that these techniques had been used. Simulate or‑
der reduction is also used in current aeronautics to model the flow over the body of an
aircraft. This use is one of the modern applications of model order reduction [173]. A
good illustration of this may be seen in the work of Lieu [114], in which the complete
order model of an F16 fighter aircraft, which originally had over 2.1 million degrees of
freedom, was simplified down to a model with only 90 degrees of freedom.

Various reviews on Proper Orthogonal Decomposition (POD) have already been pub‑
lished and offer amore in‑depth, theoretical description of themethod [27, 82]. POD is a
modal decomposition technique which extracts modes by optimising the mean square
of the variables of interest [163]. The basic approach consists of two steps: the first steps
is the calculation of a reduced basis using the POD of an ensemble of flow‑field realisa‑
tions either from numerical simulations or experiments. The governing PDEs are then
projected onto the basis of the PODmodes in some appropriate inner product using the
Galerkin projectionmethod. The kinematic informationof the flowfield of interest, often
calculated fromhigh‑fidelity calculations, is firstly rewritten as a set of PODmodes. Then
the dynamic information is rewritten in terms of these PODmodes. On implementation
of the Galerkinmethod, the governing partial differential equations can be described as
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a set of ordinary differential equations (ODEs) in terms of amplitudes of the PODmodes.
A detailed overview of the traditional uniform POD‑Galerkin ROMmethod is introduced
in this chapter, further modifications based on this basic idea, namely the modification
to balance accuracy and efficiency (Chapter 4) and to solvemoving and/or deforming in‑
terface problems (refer to Chapter 5 and 6) will be introduced in the following chapters.

3.2 Governing Equations

In this chapter, two and/or three dimensional non‑hydrostatic Navier‑Stokes equations
describing the conservation of mass and momentum of a fluid are considered. For in‑
stance, the three‑dimensional Navier‑Stokes equations are given as follows:

∇ · u = 0

ρ

(
∂u
∂t

+ u · ∇u
)

= ∇p+∇ · τ
(3.1)

where the term u ≡ (ux, uy, uz)
T and p denote the velocity vector and the perturba‑

tion pressure term respectively. The term τ denotes the stress tensor defined in terms
of rate‑of‑strain tensor εwhich is given by,

τ = 2µε

εij =
1

2

(
∇u+∇uT

)
=

1

2

(
∂ui

∂xj
+
∂uj

∂xi

)
− 1

3

3∑
i=1

∂ui

∂xi
δij i, j = {x, y, z}

(3.2)

where δij denotes the Kronecker delta, µ denotes the kinematic viscosity and it is
assumed that there is no summation over repeated indices.

3.3 Modelling Reduction via Proper Orthogonal Decom‑
position

3.3.1 Proper Orthogonal Decomposition

The Proper Orthogonal Decomposition (POD) approach is firstly proposed by Berkooz,
Holmes and Lumley in 1993 [27]. To start, some definitions are introduced. The inner
product is a generalisation of the dot product and follows the same basic rules as the
dot product. In fluid dynamics, the inner product is defined in the following way: in the
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space R, for two vector field f and g defined in Ω ∈ R, the definition of inner product is
given by:

⟨f, g⟩ =
∫
Ω

f (x) xg (x)dx (3.3)

For instance, the inner product of two vectors in the real n‑spaceRn is given by:

⟨x, y⟩ =

〈x1...
xn

 ,
y1...
yn

〉 = xTy =
n∑

i=1

xiyi (3.4)

where xT is the transpose matrix of x.
In this chapter, vectors x and y are represented by the velocity flow fields u1 and u2,

refer to Chapter 3.4. For instance, the inner product of the two velocity flow fieldsu1 and
u2 defined in a two‑dimensional domain yield the following:

⟨u1,u2⟩Ω :=

∫
Ω

u1 · u2dx =

∫
Ω

(u1xu2x + u1yu2y) dx (3.5)

where u1x and u1y are the velocity components of u1 of in the x‑direction and y‑
direction, respectively, namely, in a two‑dimensional analysis. The induced norm of a
vector u is then defined as:

∥u∥Ω :=
√

⟨u,u⟩Ω (3.6)

3.3.1.1 Singular Value Decomposition

In practice of the Proper Orthogonal Decomposition (POD), the Singular Value Decom‑
position (SVD) is used to solve the subspace. Detailed review of the SVDmethod can be
found in [157], only a brief review is presented in this project. The SVD is a factorisation
of a real or complex matrix that generalizes the eigen decomposition of a square nor‑
mal matrix with an orthonormal eigenbasis to any matrix via an extension of the polar
decomposition. Specially, a m×n real MatrixM can be decomposed as the follow form:

M = UΣVT (3.7)

whereU is anm×m orthonormalmatrix,Σ is anm×n rectangular diagonalmatrix
with non‑negative real numbers on the diagonal, and VT is the transpose matrix of an
n× n orthonormal matrix V. Given the SVD ofM, the following two relations hold:

MTMV = V
(
ΣTΣ

)
(3.8)
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MMTU = U
(
ΣΣT

)
(3.9)

The right‑hand sides of these relations describe the eigenvalue decompositions of
the left‑hand sides. The columns of V are eigenvectors ofMTM and the columns ofU are
eigenvectors of MMT . The SVD approach has been transformed to the eigenvalue and
the eigenvector problem, which is more common in numerical studies and much easier
to solve.

3.3.1.2 The Proper Orthogonal Decompositon

The main use of the POD method is to decompose a physical field, for instance, the ve‑
locity field in this thesis, seeking themost important variables that influence its physical
behaviour. The reduced order model is based on the velocity flow field u (x, t) on the
time interval [0, T ], the time averaged of the velocity flow field u (x, t) is defined as:

u0 (x) =
1

T

∫ T

0

u (x, t) dt (3.10)

The fluctuating velocity flow field u′ (x, t) is defined as follows:

u′ (x, t) = u (x, t)− u0 (x) (3.11)

The goal of this process is to decompose the fluctuating velocity flow field u′ (x, t) by
the POD approach:

u′ (x, t) =
∞∑
i=1

ai (t)ui (x) (3.12)

where ui (x) is the POD orthogonal basis and the temporal dependency is described
by the amplitudes of ai (t). This can be proved by the POD theoremof probability, where
a random function can be expanded as a series of deterministic functions with random
coefficients, so that it is possible to separate the deterministic part from the randomone
[117, 12].

Recapping that the termMMT is required to solve eigenproblems using the SVD ap‑
proach, the two‑point autocorrelation tensor R for the flow field is defined as:

Rij =
1

T

∫ T

0

u′ (xi, t) · u′ (xj, t) dt (3.13)

On implementing the SVD approach on the following equation:∫
Ω

RUdx = ΛU (3.14)
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whereΛ is a diagonal matrix, thus the Proper Orthogonal Decompostion of a given
vector, namely u′ (xi, t) is found. The POD modes ui with corresponding eigenvalues λi
are obtained by solving the above equation, where ui is the i‑th column of the matrix U,
and λi is the square root of the i‑th component of the diagonal of the matrixΛ, ordered
with respect to the decreasing positive eigenvalues, i.e., λ1 >= λ2 >= ... > 0. It should
be noted that the autocorrelation tensor R is self‑adjoint, which ensures that all the POD
modes ui are orthogonal, i.e.,

⟨ui,uj⟩Ω = δij (3.15)

where δij is the Kronecker delta. Using the orthonormality of the PODmodes, a tem‑
poral amplitude satisfies the equation 3.12 is given as follows:

ai (t) = ⟨u′,ui⟩Ω (3.16)

Thus, the fluctuating velocity flow field is decomposed as a combination of a series
of temporal independent terms times its corresponding temporal amplitude.

Thus, the velocity profile is composed between The spatial modes ui and tempo‑
ral coefficients ai, however the equation 3.12 can be read as an expansion with ai and
the spatial coefficients, ui, as well. In other words, this symmetry implies that time and
space canbe interchanged, this leads to the temporal decomposition of the velocity pro‑
file. IntegrationoverdomainΩ is replacedby the integrationover the timedomain [0, T ].
Similarly, the spatial correlation 3.13 is exchanged for the temporal correlation function
as follows:

C (s, t) = ⟨u′(x, s),u′(x, t)⟩Ω (3.17)

The eigenproblem for the eigenfunction ai with eigenvalue µi becomes:

1

T

∫ T

0

C (s, t) ai (s) ds = µiai(t) (3.18)

Similarly, the modes are ordered with respect to the decreasing real positive eigen‑
values µ1 >= µ2 >= µ3 >= ... > 0. It should be noted that these eigenvalues are iden‑
tical to the ones obtained from the decomposition in the spatial domain, i.e. µi = λi.
The PODmodes are computed as:

ui (x) =
1

Tλi

∫ T

0

ai (t)u′ (x, t) dt (3.19)
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3.3.1.3 Temporal discretisation of the PODmethod (Method of Snapshots)

In this thesis, the rebuilt solution is obtained from the ensemble of analytical or numeri‑
cal solutions. To further reduce the computational cost, themethod of snapshots, a dis‑
cretisationapproachof thePODprocedure in the temporal domainproposedbySirovich
in 1987 [154], is implemented. Let an ensemble ofM snapshots be given at the discrete
times as follows:

u(i) (x) = u
(
x, t(i)

)
, i = 1, ...,M (3.20)

Similar to Equation 3.10, the time averaged of the velocity flow field u (x, t) and the
fluctuational velocity flow field u′ (x, t) are defined as:

u0 (x) =
1

M

M∑
i=1

u(i) (x) (3.21)

u′ (x, t(i)) = u(i) (x)− u0 (x) , i = 1, ...,M (3.22)

The discrete form of the matrix R, which is aM ×M matrix yields following:

Rij =
1

M
⟨u′ (x, t(i)) ,u′ (x, t(j))⟩, i, j = 1, ...,M (3.23)

Similar to the continuous case, the method of snapshots solves the following eigen‑
value problem:

Ra(i) = λia(i), i = 1, ...,M (3.24)

wherea(i) =
(
a
(i)
1 , ..., a

(i)
M

)
andλi are theeigenvectors andeigenvalues, respectively.

Thus, the PODmodes ui and the coefficients are computed as:

ui (x, t) =
1

Mλi

M∑
j=1

a
(i)
j (t)u′ (x, t(j)) (3.25)

ai =
a(i)√
Mλi

(3.26)

The method of snapshot yields a M × M correlation matrix, while the same dis‑
cretisation in the spatial domain yields a matrix with size NgNd × NgNd, where Ng is
the number of grid points andNd is the dimension of the problem of interest. Normally
NgNd ismuchgreater thanM ,making themethodof snapshotmore suited for CFDdata,
whereas the POD in the spatial domain is more suitable for long time samples of few ex‑
perimental measurements.
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3.3.2 Galerkinmethod

The Galerkin approach involves projecting the functions that define the initial equation
onto a finite‑dimensional subspace of the whole phase space [13]. This is done in or‑
der to simplify the analysis. It is necessary for the phase space to be an inner product
space that is covered by an appropriate group of basis functions in order to carry out
the Galerkin technique. The appropriate option for the basis function can range from
mathematical models like the Fourier modes and the Chebyshev polynomials to empir‑
ical models like the PODmodes. Both types of models can be included in this category.
However, in this thesis, only the PODapproach is included. Considering a dynamic prob‑
lem described by:

du
dt

= f (u) (3.27)

where f is a general operator on the velocity profile u, namely the Navier‑Stokes
equation and u can be decomposed in terms of suitable orthogonal basis functions via
the PODmethod as follows:

u (x, t) =
∞∑
i=0

ai (t)ui (x) (3.28)

By projecting the equation onto the set of the basis functions, the dynamics of the
temporal coefficients can be described as:

dai
dt

= ⟨f (u,ui (x))⟩, i = 0, ...,∞ (3.29)

whereu0 (|x)denotes the average velocity profile defined in equation 3.21. The trun‑
cation in both the POD and the Galerkin method yields a model of equation as:

u (x, t) =
N∑
i=0

ai (t)ui (x) (3.30)

dai
dt

= ⟨f (u) ,ui (x)⟩, i = 0, ..., N (3.31)

3.4 ImplementationofaPOD‑GalerkinbasedROMfor fluid
mechanics

Considering an incompressible fluid in a rigid domainΩ, with the density ρF and viscos‑
ity µF , the coupled approach can be applied to the governing Navier‑Stokes equation
[82] is given as follows:
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ρF

[
∂u
∂t

+ (u · ∇)u
]
= −∇p+ µ∆u (3.32)

where u is the velocity vector, p is the pressure. Using the PODmethod, the velocity
flow field can be decomposed on the truncated PODmodes ϕi atN modes as follows:

u (x, t) = u0 (x) +
N∑
i=1

ai (t)ui (x) =
N∑
i=0

ai (t)ui (x) (3.33)

where a0 ≡ 1, u0 (x) is themean velocity flow field; when i>1, ai (t) are the temporal
coefficients, andui (x) are the correspondingPODmodes. Anordinary equation govern‑
ing the temporal coefficients ai (t) is obtained by substituting the velocity flow field de‑
composition (Equation 3.33) into the governing Navier‑Stokes equation (Equation 3.32)
and projecting onto the subspace spanned by the PODmodes ui (x):

⟨ρF
[
∂u
∂t

+ (u · ∇)u
]
+∇p− µ∆u,ui (x)⟩Ω = 0, i = 1, ..., N (3.34)

where ⟨u, v⟩Ω :=
∫
Ω
u · vdx denotes the inner product defined on the subspace. Due

to the orthogonality and the free divergence of the PODmodes ui (x), Equation 3.34 be‑
comes:

ρF
d

dt
ai = µF

N∑
j=0

dijaj + µF

N∑
j,k=0

cijkajak + f p
i , i = 1, ..., N (3.35)

where

dij = ⟨ui,∆uj⟩Ω (3.36)

cijk = −⟨ui, (uj · ∇)uk⟩Ω (3.37)

It should be noted that the incompressibility of the POD modes can be used to ex‑
press f p

i in a boundary integral form as follows (Aubry et al., 1988):

f p
i = −⟨ui,∇p⟩Ω = −

∫
∂Ω

pui · ndx (3.38)

where n is the outward norm to the domainΩ considered for the boundary ∂Ω. The
coefficient f p

i which contains the pressure term p can be avoided. Indeed, for more
cases (for example the driven cavity) the velocity field is equal to zero on the bound‑
ary, and, as the POD vector complies with the homogeneous boundary conditions, f p

i is
zero. In other cases, some particular methods haven been developed. Refer to Rempfer
(Rempfer, 1996), who uses a vorticity formulation and Aubry et al. (Aubry et al., 1988)
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whomodelled this term for the study of the viscous sublayer in a channel flow and Allery
(Allery, 2002) uses a penalisation method.

3.5 Evaluation of POD‑Galerkin Applications

In this section several aspects of particular POD‑Galerkinmethods are presented to eval‑
uate the performance in terms of accuracy and efficiency. A discussion related to the
POD basis computation is presented.

3.5.1 Error Estimation

For the temporally discretised PODmodel, the difference between the POD solution and
the referenced numerical solution using i PODmodes can be computed as:

errp (i) =

√√√√ N∑
k=0

tk |ũ (t, P )− uref (t, P )|2Ω (3.39)

where N is the number of snapshots, tk is the time‑stamp difference between the k‑th
and k+1‑th snapshots. ũ (t, P ) describes the approximated solution of the displacement
at the node P and uref (t, P ) is the corresponding reference solution, obtained either
from the analytical solution or the baseline numerical solution. The theoretical approx‑
imation errors of the i‑th PODmode is defined as:

errt (i) =

√√√√NPOD∑
j=i+1

ai (3.40)

where {ai} are the POD modes, NPOD is the targeted number of POD modes. Note
that the theoretical error can also be obtained computed using the trace for the matrix
of Equation 3.23, i.e.,

errt (i) =

√√√√trace (R̄)−
i∑

j=1

ai (3.41)

The experimental solution and numerical simulation without reduction are used as
the reference. The relative error at a certain time t is given by

εP (t) =
|ũ (t, P )− uref (t, P )|

|uref (t, P )|
(3.42)
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Two errors are defined in order to compare the different POD‑Galerkin methods. On
theonehand, themaximumerror of the velocity component at all pointswithin the grids
Ω is defined as follows:

εΩ (t) = max
P∈Ω

εP (t) (3.43)

and the weighted difference is given by

εΩ =
∑
P∈Ω

εP (t) dxdy (3.44)

where dx and dy are the dimensions of the corresponding grids of the point P in the
x‑ and y‑ direction. For a comparison of the computational effort of the different ROM
methods, the time ratio is employed. This is defined by the computational time of the
simulation with the reduction with respect to the computational time of the unreduced
simulation at the same scale of time, e.g. the time ratio of the numerical solution is one.

The stability and error estimates, as addition to the corresponding inner products for
the Galerkin ROMs, have only been published thus far in continuous form. This has been
the case up to this point. They are only true if the relevant integrals are assessed ex‑
actly, which is a circumstance that also arises during the numerical analysis of spectrum
approaches. When using spectrum approaches, this issue is typically solved by employ‑
ing a high‑precision numerical quadrature that is in a position to integrate the spectral
projections precisely.

3.5.2 Computation of the POD basis

A discretised POD model is selected as the numerical application. The details of this
problem can be found in Chapter 4.3.1, as the problem settings are not the points of the
interest in this chapter.

The decay of the eigenvalues {λyi }
dy
i=1 is essential to obtain a good POD approxima‑

tion. If the eigenvalues decay too slow, either the resulting reduced order model is of
large dimension or one obtains large approximation errors. Figure 3.1 shows the com‑
parison between SVD and POD both implementing on the same testing case with same
computation settings. For both cases, only the first 50modes are investigated. It should
be noted that for singular values then should be squared to compareWHATwith the cor‑
responding eigenvalues. It is clear that the initial values are identical to one another.
Both approaches produce results that are accurate to the same degree, therefore the
disparity that appears after around 20 values may be attributed to a problem with the
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numbers. The only reason for the disparity to exist is because the singular values were
squared before being compared. Due to the fact that we are only concerned with the
greatest eigenvalues, this problem does not have any bearing on the POD technique.
Therefore, the gain in accuracy brought about by employing the singular value decom‑
position does not constitute a substantial step forward.

Figure 3.1: A comparison of the decay of the singular values and eigenvalues.

Figure 3.2 presents a comparison of the approximation errors that occur on the ap‑
plications when the SVD technique and the POD approach are utilised. It has been dis‑
covered that the outcomes of using either strategy are comparable. The increased com‑
puting precision brought about by the singular value decomposition has no effect on
the inaccuracies brought about by the approximation. The twomethods that have been
discussed produce results that are virtually identical in nature when it is necessary to
use only a small number of basis functions. When the projected result is compared to
the theoretical outcome, i.e. errt, refer to (3.41), it is possible to notice that they can be
identical up until the point when the accuracy of the eigenvalue solver is exceeded. As
a result of the fact that we compute the error by first subtracting the eigenvalues from
the trace, we find that the results eventually plateau. This is due to the fact that the total
of the eigenvalues is not equal to the trace of matrix R; rather, there is a difference of
around 10−10. This is the root cause of the problem. In the computation of the error, this
results in a value of 10−5 due to the use of a square root. In addition, it is important to
highlight that the degree of precision in the projection error is comparable to the degree
of accuracy in the projection error produced by the finite element approach.
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Figure 3.2: A comparison of the decay of the approximation errors.

When we consider the cost of the calculation, it is important to point out that the
computation of the PODbasis using the SVD ismore expensive than the computation us‑
ing the eigenvalue decomposition. The reason for this is that the equations (3.9) and (3.8
need thematricesMandMT to refer tooneother. In actual practice, only the first compo‑
nents of the eigenvalue or singular value decomposition need to be calculated; it is not
necessary to calculate the whole eigenvalue or singular value decomposition. Iterative
techniques, such as the Lanczos algorithm [175], can thus be used to solve the problem.
These techniques provide extremely accurate approximations andhave a lower process‑
ing overhead than other approaches.

Improving the time discretization is oneway that the PODbasemay be strengthened
evenmore. An ideal snapshot placement strategy can be utilised to accomplish this goal
[106]. To produce fresh snapshots without incurring additional computing burden, a
linear combination of the existing snapshots was opted upon. This method may also
be expanded to an adaptive strategy, inwhich the PODbasis is improved by the addition
of information on the behaviour of the system when the parameter is altered (for more
information, see Chapter 4).

3.6 Numerical examples of the POD‑Galerkin ROM

In this section, the performance of the POD‑Galerkin method is evaluated via a simple
two‑dimensional flow example. In fluid dynamics, vortex shedding is an oscillating flow
that takes placewhen a fluid, such as air or water, flows past a cylindrical body at certain
velocities, depending on the size and shape of the body.
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The test case is carriedouton theconfigurationdescribed inFigure3.3,wherea cylin‑
drical rigid body is attached to a spring that has been immersed in a fluid flow at a rela‑
tively low Reynolds number,Re = 1690. In addition, a relatively high Reynolds number,
namelyRe = 5000, is simulated to challenge the capability and stability in cases of un‑
steady flow problems.

Figure 3.3: Schematic description of the flow induced vibration of an oscillating circular
cylinder.

The cylinder oscillates due to the fluid forces along the y‑axis, and the body is mod‑
elled as a cylindrical rigid solid body, that is attached to a linear spring‑damping system.
The motion of the fluid and solid domains are solved using the ANSYS Fluent and Me‑
chanical solvers, respectively, and coupled by a semi‑implicit coupled algorithm. The
full details of the problem can be found in [112], and the main parameters are summa‑
rized in Table 3.1.

Table 3.1: Basic parameters of the structural dynamics and aerodynamics for flow
around an oscillating circular cylinder, reproduced from [112].

Parameters Values
Diameter,D [m] 0.05
Mass,m [kg] 1.178
Stiffness, k [N/m] 0.559
Damping coefficient, c [kg/s] 2.7825

where DiameterD is used to determine the geometry of the solid domain, the mo‑
tionprofile of the cylinder is obtained fromparamteersmassm, stiffnessk, anddamping
coefficient c,

mẍ+ cẋ+ kx = 0 (3.45)
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where x is the location of the cylinder. The problem domain is [−0.6m× 0.6m] ×
[−0.4m× 0.4m], and the cylinder is located at (0, 0) at time t = 0 second. The fluid
flows past the oscillating cylinder and exit the domain through the right hand side of the
boundary. No slip and zero outward flow conditions are applied to the upper and lower
edges of the rectangle, whilst FSI boundary conditions are applied to the cylinder’s wall
ensuring that the velocity at the surface equals the motion of the solid domain.Velocity
inlet boundary condiiton is applied to the left hand side of the domain, where velocity
profile is set to 0.0422m/s forRe = 1690 and 0.130m/s forRe = 5000. Outlet boundary
condition is applied to the right hand side. From the full model simulation, 100 snap‑
shots were obtained at regularly spaced time intervals ∆t = 0.01s for each of the u, v
and p solution variables.

The full ordermodel is established using ANSYS FLUENT and the Transient Structure
modules. In the caseof theReynoldsnumberbeing1690, theupstream inlet velocitywas
set to0.0338m/s inorder toproduce theReynoldsnumberof 1690, as employed in [112].
Since the fluid is incompressible, the density and viscosity of the fluid are considered to
be constant at 1000 kg/m3, and 0.001 kgm s, respectively.

The turbulencemodel used is the k‑ω SSTmodel and the transport equations for the
SST model used to calculate the turbulent kinetic energy k and the specific dissipation
rate ω are those used in ANSYS FLUENT. This two‑equation model is suitable for mod‑
elling the boundary layers as well as the far field flows, and therefore it has been used
extensively in studies involving wind turbine blades and aeroelastic problems with rea‑
sonable results [80, 75].

On considering the computational time and accuracy, themesh size of 1mmand the
time size of 1× 10−4 seconds are deemed as the appropriatemesh size and time size for
themodelling in this study, for a detailedmesh and time step convergence study please
refer to Section 5.3.1.1. The fluidmodel consists of 158,610 nodes and 579,632 elements
while the structural part consists of 2595 nodes and 2422 elements. The time‑step size
is 1× 10−4 seconds and the number of nonlinear iterations per time step is 500. A loose
coupling strategy was applied in order to couple both the fluid and structural domains.

ThePOD snapshot solution has been computedusing the ANSYSMechanical and AN‑
SYS Fluent with a RANS k‑ω turbulence model using the overset method to adapt the
mesh around the oscillating cylindrical body. A loosely coupled algorithm couples both
the structural and fluid domains. During one oscillation period, one hundred snapshots
are taken, and these are interpolated on a rectangular grid to build a POD basis using
Equation 3.34. By implementing the POD‑Galerkin ROM approach, Equation (3.33), the
velocity field is decomposed as follows:
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u (x, t) =
M∑
i=0

ai (t)ui (x) (3.46)

whereui (x) and ai (t), i = 1,…,M are the PODeigenmode functions and the ampli‑
tude of eachmode, respectively. u0 (x) is the average velocity profile over the computa‑
tional time and a0 (t) = 1. Detailed discussion of the PODmodes and the corresponding
please refer to Section 5.3.1, as shown in Figures 5.7. Here, only the brief discussion of
the traditional uniform POD‑Galerkin ROM is presented.

The solutions for the flow past the cylinder at time instances 5.0 and 10.0 seconds
are depicted in Figure 3.4. These solutions were computed using the two ROM models
(uniform ROM and the new proposed model) as well as the full high‑fidelity model em‑
ploying 12 POD basis functions. The solutions are shown in the figure as a bar graph. In
this particular instance, the Reynolds number was 100. The uniform POD‑Galerkin tech‑
nique demonstrates a satisfactory level of congruencewith the CFD solution. Because of
the truncation of the POD modes that occurred during the computation, the difference
is most pronounced in the region that surrounds the oscillating cylinder. Increasing the
number of PODmodes is one way to reduce the impact of this.

(a) CFD Solution, t = 5 seconds (b) ROM Solution, t = 5 seconds

(c) CFD Solution, t = 10 seconds (d) ROM Solution, t = 10 seconds

Figure 3.4: Comparison between the CFD solution and the proposed ROM solutionusing
12 POD modes for the flow past a oscillating cylinder at Re = 1690 and time instances
5.0s and 10.0s.

In thisanalysis, thevelocity flowfield is computedby theuniformPOD‑Galerkinmethod

66



using various PODmodes, namely 12 and 24 PODmodes. These solutions show that the
POD model have performed particularly well at resolving the flow field at both time in‑
stances. Although the standard POD models via 12 POD modes are able to capture the
wave pattern, the solution via the 12 POD modes has a large error near the peak of the
waves during the spin‑upperiod ofmodelling, as shown in Figure 3.5. Although the error
between the POD and the CFD solution is inevitable, this error can beminimise to an ac‑
ceptable value by increasing the number of the PODmodes and changing the grid used,
please refer to Chapter 4.

(a) ROM solution using 12 PODmodes (b) ROM solution using 24 PODmodes

Figure 3.5: Errors in the flowpast an oscillating cylinder problematRe = 1690predicted
by the proposed ROM using 12 and 24 PODmodes.

The uniform POD‑Galerkin method presented in this chapter can be applied on vari‑
ous flow conditions. To challenge further the capability of the ROM, the Reynolds num‑
ber was then increased toRe = 5000 and the number of POD bases are guided from the
decrease of eigenvalues, shown in Figure 3.6. The larger number of POD bases that are
chosen, the more energy is captured. In this case, 12, 24 and 36 POD bases are used to
evaluate the performance of the ROM.
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Figure 3.6: Singular eigenvalues in order of decreasing magnitude of the ROM for the
Flow past a cylinder atRe = 5000

The comparison of results between the full and POD models (the standard uniform
approach via different number of PODmodes)was carried out. Figure 3.7 shows the sim‑
ulated flow patterns at time instances 5.0 and 10.0 (where 12 POD bases are used). As
shown in the figures, the proposed model performs well for this Reynolds number. Fig‑
ure 3.4 shows the difference between the full model and proposed refined PODmethod
and the standard POD of the flow past a cylinder problem at time instances 10.0 and
20.0 using 12 POD basis functions. The ROMmodel still shows a good agreement to the
full order modelling solution, however the model fails to compute the wake contour in
several timesteps at higher Reynolds number cases.

68



Figure 3.7: Comparison of the solutions of the flow past an oscillating cylinder problem
atRe = 35000 and time instances 10.0 and 20.0 betweenCFD solution and the proposed
ROM using 12 basis functions.

In addition, by increasing the total number of PODbases, the accuracy of the findings
obtained from the POD ROM may be increased even more. The entire solution and the
suggested improved reducedordermodel are comparedhead‑to‑head in Figure 3.8. The
figure shows the results for 12, 24, and 36 POD basis functions, respectively. When com‑
paring the answers produced by the conventional POD ROM to the predictions made by
the ROM, there is a discernible improvement in the predictions made by the ROM when
fewer basis functions are utilised in both situations.
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Figure 3.8: Comparison of the solutions of the flow past a oscillating cylinder problem
atRe = 35000 and time instances 10.0 (1) and 20.0 (2) between CFD solution (a) and the
proposed ROM using 12 (b), 24 (c) and 36 (d) basis functions.

Figure 3.9 illustrates the difference in velocity that results from rebuilding the flow‑
field using either 12 or 36 POD bases, as compared to utilising the full order solution.
Once more, it is demonstrated that bringing the total number of POD bases up to 36 re‑
sults in an improvement in the accuracy of the velocity solution. The root mean square
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error (RMSE) of the velocitymeasurements produced from the revised grid ROM thatwas
proposedgets less as thenumberofPODbasesgetshigher. While there is no suddenshift
in the solutions, the suggested ROM can work effectively when employing only 12 POD
bases. However, when there is an abrupt change in time, it is possible to capture it by
increasing the number of POD bases.

(a) ROM via 12 modes

(b) ROM via 36 modes

Figure 3.9: The error for the flow past a oscillating cylinder problem atRe = 35000 pre‑
dicted by the proposed ROM using 12 (a) and 36 (b) basis.

Another way to increase the accuracy of the ROMmethod is to refine the grid density
in the projection process. Figure 3.11 compares the full model and the refined grid ROM
using different sparse grid refinement levels iwith i ∈ {1, 2, 3} and using 12 POD bases.
Each grid has the number of nodes nl = 2(i−1) + 1 in which l denotes the number of
levels, as shown in Figure 3.10. As can be seen from Figure 3.11, even level one (3 points
at each dimension) performs well, while level zero (one point at each dimension, mean
value of each dimension) failed to capture the energy in the flows.
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Figure 3.10: Schematic presentation of the grid dimension used in different levels of uni‑
formly refined ROMs.

(a) Grid dimension ‑ Level 1

(b) Grid dimension ‑ Level 2

(c) Grid dimension ‑ Level 3

Figure 3.11: Comparison of the solutions of the flowpast an oscillating cylinder problem
atRe = 35000 between the CFD solution and the proposedROMobtained fromdifferent
refinement levels at t=10s.
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Although the performance of the ROM method can be improved spatially and tem‑
porally, these refinements result in an increase in the computational cost which under‑
mines the advantage of the ROM methods to the full order solution. Figure 3.12 shows
the online and offline CPU time required to compute up to 200 timesteps with varying
mesh size. It shows that the cost of theROMmodels remains staticwith an increased res‑
olution of mesh, and that significant CPU speed‑ups are obtained when using the mesh
with the largest number of nodes. For the largest mesh, the CPU costs were reduced
by a factor of 100 compared to the cost of the high‑fidelity model. The offline CPU time
listed here includes the time for assembling and solving the matrix for the full model
and projecting the POD solution onto the full space, as shown in Figure 3.13. It can be
seen that although the ROM is efficient, the increase in terms of mesh density still slows
the computational speed of the ROMs, since it involves assembling and solving different
dimensional matrices.

Figure 3.12: Comparison of the online CPU time history on the flow past an oscillating
cylinder problem at Re= 5000 between the full‑order CFD solution and ROMs.
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Figure 3.13: Offline CPU time history for the ROM on the flow past an oscillating cylinder
at Re= 5000 (up to 200 snapshots).

3.7 Conclusion

In this chapter, an a‑priori comparison of the approximation errors using different POD
basis generation approaches is made. In addition, some important outlines for an im‑
provedPODbasis computationarepresented. Finally, theempirical interpolationmethod
is introduced in order to overcome the numerical complexity when evaluating the non‑
linear term in the reduced ordermodel. A detailed evaluation of the ROMmethod is pre‑
sented in a simple case, although the ROM methods can be improved by adding snap‑
shots and/or grids. However, this hinders the performance of the ROM method. There‑
fore, it is necessary to propose a new multiple and adaptive snapshot method to bal‑
ance the accuracy and efficiency of ROMs. For multiple and adaptive snapshot details,
please refer to Chapter 4. In addition, the ROM has shows a relatively good behaviour in
lower Reynolds number cases, however it is not capable of predicting accurate results in
high Reynolds number flows, which is common in VAWTapplications, or in cases ofmov‑
ing/deforming FSI problems. By introducing the strain tensor, the ROMmethod shows a
good potential to solve FSI problems, and for a detailed discussion please refer to Chap‑
ters 5 and 6.
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Chapter 4

Locally Refined POD‑Galerkin Based
ROM

4.1 Introduction

In this chapter, a novel POD‑Galerkin based ROM method is presented and discussed
as well as some general results obtained in the last decade in the field of reduced or‑
der modelling in fluid mechanics. The idea of the original Galerkin method is to project
the governing equations onto a finite‑dimensional subspace of the full phase space by
Holmes [82]. To perform the Galerkin method, the phase space must be an inner prod‑
uct space spannedby a suitable set of basis functions. The novel ROMmethod is realised
by coupling the original POD‑Galerkin based ROM with a locally refined algorithm thus
improve the computational accuracy without sacrificing the efficiency.

4.2 Methodology

In Chapter 3, a detailed methodology of the traditional unform POD‑Galerkin ROM has
beenpresented and investigated. In this section, amodification based on the traditional
uniform ROMmethod, the adaptive POD‑Galerkin ROM is proposed.

4.2.1 Adaptive Snapshot Subspaces

In situations when there is a significant shift in velocity or where there are thin solid en‑
tities, the conventional uniform POD‑Galerkin ROM does not accurately reflect the flow‑
field [167]. Therefore, it is necessary to perform a local “refinement” strategy to improve
its accuracy. The idea of the adaptive grid refinement process applied in this study is
presented in Figure 4.1.
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Figure 4.1: Flowchart of the proposed self‑adaptive POD‑Galerkin ROM

In order to calculate a collection of snapshots, it is necessary to discretise the issue
of interest using adaptive finite elements in space. Let V1, ..., VN ⊂ V be adapted finite
element spaces, so that u1 ∈ V1, ..., uN ∈ VN . LetM1, ...,MN be the dimensions of the
respective spaces. In this section, an H‑adaptive Cartesian Lagrangian finite elements
algorithm with a fixed polynomial degree will be built [182]. As a result, the level of re‑
finement that each snapshot finite element space is defined by will be changed.

For discretisation on a fixed domain, linear combinations of snapshots can be repre‑
sented by linear combinations of finite element coefficient vectors. However, the origi‑
nal snapshots is no longer capable in cases of adaptive spatial discretisation. One pos‑
sible solution is to replace the original snapshots in terms of a suitable common finite
element basis. an additional space V+ ⊂ V with finite dimension M+ is introduced,
which satisfies:

1. V+ is a finite element space of the same type as V1, ..., VN

2. V1 + ...+ VN ⊂ V+ in terms of a vector sum
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The first property ensures that all snapshots, once interpolated onto V+, function in
the samemanner as if they were all calculated on a fixed discretization. This is because
the first property assures that all discretizations are fixed. Because of the second char‑
acteristic, the difference in accuracy between any snapshot and its representation in V+
is now zero.

In general, setting V+ = V1 + ... + VN would be too restrictive in the sense that it
does not necessarily fulfil the first property. When the snapshots are modified using the
quad‑tree approach, beginning with a standard starting grid, the resulting scenario is
one that is more convenient to deal with. It is well known that the overlay of two such
meshes is the smallest common refinement that they share, whichmeans that V1+ ...+
VN = V+. A sketch is given in Figure 4.2, where refining different regions of common
gridV0 results inV1 andV2, the finite element spaceV+ equals the overlay of both refined
meshes, and thereforeV+ = V1+V2. Moreover, themeshofV+ canbe foundby repeated
local refinements of any snapshot mesh.

77



Figure 4.2: Illustration ofmeshes resulting from refinement by newest vertex refinement
based on a common initial grid corresponding to a finite element space V0

A typical example of the employed adaptive discretisation process is illustrated in
Figure 4.1. At the beginning of the adaptive refinement process, the initial POD grid is
applied on the entire domain, i.e., the subspace is computed by means of the snapshot
data basis. At the beginning of the simulation, this subspace is used to reduce the size
of the nonlinear governingmatrix, as illustrated in Figure 4.3 (a). From then on, in a loop
over all the grids, the differences are detected. If the accumulated difference is larger
than a user defined tolerance value, the grid subspace affiliation is changed from the
initial to a local‑refined sub‑domain, as illustrated in Figure 4.3 (b) and (c). It should be
noted that, at each time step after the same number of iteration loops, the number and
size distribution of the subspace grid are determined by the baseline flow field. In addi‑
tion, the process can be suppressed manually by adding a local refinement to the area
of interest, for example, the area near the aerofoils and tower in the VAWT simulations.
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Figure 4.3: A typical example of an adaptive discretisation at different time steps

4.2.1.1 Preparation for the PODmethod

Recalling that the first step in the computation of a POD with the method of snapshots
is the creation of the snapshot, see Section 3.3. For the case of space adapted snap‑
shots, two different ways can be achieved: The first option is to represent all snapshots
as members of a common finite element space of all snapshots. The second option is
to represent pairs of snapshots as members of common finite element spaces of these
pairs.

The implementation for adaptive finite element snapshots is provided in terms of
a common finite element space of all snapshots, where u1, · · · , uN ∈ V+. The finite
element coefficients of the snapshots are represented with respect to a basis of V+ in
a set of snapshot coefficient vectors u1, · · · , uN ∈ V+ and define a snapshot matrix
U1, · · · , UN ∈ RM+×N . LetM+ be thematrix associatedwith theV‑innerproduct of func‑
tions in V+, so that for ui, uj ∈ V+ (ui, uj)V = UT

i M+Uj . Then the snapshot Gramian
matrix is given byG = UTM+U .

Another way to compute the Gramian matrix used in the POD is to create common
finite element spaces of pairs of snapshots. For instance, the computation of a single
entry of the snapshot Gramian matrix for a pair consisting of ui ∈ Vi and uj ∈ Vj . Let
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U i
i j and U

ij
j be the finite element coefficient vectors of ui and uj with respect to a ba‑

sis of their common finite element space Vij and letMij be the matrix associated with
the V‑inner product of functions in Vij , so that (ui, uj)V =

(
U ij
i

)T
MijU

ij
j . This means

that the Gramian matrix can be filled by creating finite element spaces Vij of all pairs of
snapshots.

Either approachmay be used to successfully get the Gramianmatrix matrix required
for the eigenvalue decomposition that is linked with the method of snapshots. In any
event, because of the characteristics of the typical finite element spaces, the only Grami‑
ans that need to be determined are the precise ones. The first technique has the benefit
of requiring the creation of only a single common finite element space, which is a signif‑
icant time saver. However, the dimensions of this region are not known, and it is pos‑
sible that they are exceptionally high. In addition, the second method necessitates the
generation of a somewhat higher quantity of lower‑dimensional finite element spaces.
However, both approaches are adequate in terms of the precision and efficiency with
which they compute results.

4.2.1.2 POD basis functions and approximation

The PODbasis functions are determined as linear combinations of snapshots by Chapter
3. If the snapshots are represented asmembers of V+, the POD basis functions are auto‑
maticallymembers ofV+ and canbe computedby linearly combining the snapshot finite
element coefficient vectors corresponding to a basis of V+. The POD basis functions are
able to be implicitly specified as linear combinations of snapshots if the snapshots are
represented asmembers of the original adapted finite element spaces V1,…, VN . By do‑
ing things in this manner, it is possible to prevent the formation of a basis for V+; but,
applying a linear operator on a single POD basis function means applying this operator
to all snapshots. A PODapproximation canbe represented in anumber of differentways,
including in terms of V+, in terms of a linear combination of POD basis functions, or in
terms of snapshots. All of these approaches are related to the preceding notion. It is
possible to develop POD Galerkin models based on adaptive snapshots without having
to first establish the common discretisation space if one expresses the POD approxima‑
tion and the POD basis in terms of the snapshots.

In the very final paragraphofChapter 3, the theoretical conclusions concerning theV‑
orthogonal POD projection have been provided in the context of functions in V. Because
of this, the outcomes do not change depending on whether the snapshots were gener‑
ated using a static or an adaptive discretisation. On the other hand, the V‑orthogonal
projection calls for prior knowledge of the function that is going to be projected; for this
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reason, it is only useful as a reference. However, the accuracy of the POD approximation
is affected by the snapshot discretisation, which is done during the computation of POD
coefficients using a reduced‑order model that was produced using Galerkin projection.

Whenperforming theanalysis, anadaptivegriddiscretisationbasedona two‑dimensional
refinement strategy inwhichan internal nodehasexactly four children isdeveloped. The
strategy is implemented using a quad‑tree data structure which was first introduced by
Finkel and Bentley [59], and it can be implemented automatically and/or manually. The
adaptive discretisation approach employed is initiated on a fixed grid, and at each itera‑
tion an inner node is introduced which has four child grids when the velocity difference
exceeds the threshold as given by the user.

The self‑adaptive iteration computation of the new subspace can be achieved in dif‑
ferentways. The first approachuses the snapshotdatabasesof thewholen‑dimensional
precomputedmodel. At each time step, the refined sub‑domain is selected bymeans of
the governing matrix. The eigenvalue problem of the corresponding matrix leads to the
refined subspace. Although this method presents the most accurate results, it is neces‑
sary to compute the eigenvalue problem for each update, and this is much more com‑
putationally inefficient in cases of a smaller tolerance value or when predicting the flow
field with dramatic changes. To minimise this additional drawback, a second grid up‑
date strategy isproposed. In eachupdate, thenewsubspace in constructedbyusingonly
the relevant grids of the initial subspace or the subspace at the previous iteration loop.
However, to keep the extracted are orthonormalized, and therefore the Gram‑Schmidt
algorithm is added to the adaptive solver.

For the error assessment of uR, the main results for the uniform discretisation is
firstly recalled, then the adaptive case is studied and compared to the uniform discreti‑
sation case. In this chapter, it is assumed that µ ∈ SN . This indicates that the snapshot
set is precise enough for practical applications, to the point where the error introduced
by the discretization process is minimal.

4.2.1.3 Uniform discretisation

Assume V R ⊂ Vn for n = 1,…, N . This assumption holds if the snapshots have been
computed with static finite elements. From V R ⊂ Vn, a Galerkin orthogonality between
this error and the POD space yields, for all ∀v ∈ V R

a
〈
ui − uR (µi) ;µi

〉
= 0, i = 1, ..., N (4.1)
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Following from coercivity and continuity, the Céa’s lemma states the error between
the snapshots and the reduced‑order solution evaluated at the corresponding values for
the training parameters, also known as the POD approximation error. This error is cal‑
culated by comparing the reduced‑order solution to the snapshots.

∥∥ui − uR (µi)
∥∥ ≤ γ (µi)

α (µi)

∥∥ui − PRui

∥∥ , i = 1, .., N (4.2)

Moreover, Equation 4.2 implies uD (µi) = un for i = 1,…, N . The fact that the snap‑
shots are recovered for large enoughR is called asymptotic snapshot reproducibility. For
the error with respect to the numerical solution,

∥∥u (µi)− uR (µi)
∥∥
V
≤ ∥u (µi)− ui∥V +

∥∥ui − uR (µi)
∥∥
V

≤ γ (µi)

α (µn)
∥u (µi)− Pnu (µi)∥V

+
γ (µi)

α (µi)

∥∥ui − PRui

∥∥
V
, i = 1, ..., N

(4.3)

It is important to note, however, that the first term derives from the offline discreti‑
sation, which is only relevant for the setup of the reduced‑ordermodel, whereas the sec‑
ond termderives from the online discretisation, which is also relevant for the evaluation
time of the reduced‑order model. Both of these points should be taken into considera‑
tion. In order to achieve the highest possible level of computing efficacy, it is necessary
to strike a compromise between themistakes causedby the finite element discretisation
and the POD truncation.

4.2.1.4 Adaptive discretisation

For more general cases, where the snapshots are members of different finite element
spaces, the inequalities are no longer true. The assumption V R ⊂ Vi for i = 1,…, N

is usually not satisfied in the adaptive case, instead, V R ⊂ V+and Vi ⊂ V+ for i =

1,…, N . As a consequence, the Galerkin orthogonality between the reduced‑order error
ui−uR (µi) and the reduced space V R for i = 1,…, N cannot be implemented diriectly.
Starting with the error between the solution of the reduced‑order model and the base‑
line solution. Due to V R ⊂ V , for any µ ∈ S Galerkin orthogonality and the correspond‑
ing Céa’s lemma can still be derived as follows, for all ∀v ∈ V R

a
〈
ui − uR (µi) , v;µi

〉
= 0 (4.4)
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∥∥ui − uR (µi)
∥∥
V
≤ γ (µi)

α (µi)

∥∥u (µ)− PRu (µ)
∥∥ , i = 1, .., N (4.5)

Contributions from the snapshot computation and the POD truncation are able to
be separated out on the right‑hand side of Céa’s lemma 4.5. Only µ ∈ SN is taken into
consideration so that themistake that is relatedwith the discretization of the adaptively
refineddomainmaybe eliminated. TheCéa lemma for the reduced‑ordermodel and the
characteristics of orthogonal projections are derived after the first step of adding a zero
to the right‑hand side of the lemma, for i = 1, ..., N ,

∥∥u (µi)− uR (µi)
∥∥
V

≤ γ (µi)

α (µi)

∥∥ui − PRui

∥∥
V
+
γ (µi)

α (µi)
∥u (µi)− ui∥V , i = 1, ..., N

(4.6)

and this yields, for i = 1, ..., N ,

∥∥u (µi)− uR (µi)
∥∥
V

≤
∥∥ui − PRui

∥∥
V
+
γ (µi)

2

α (µi)
2 ∥u (µi)− Piu (µi)∥V , i = 1, ..., N

(4.7)

This means that for parameter values in SN , the error between the numerical and
the reduced‑order solution can be split into contributions from the projection of the re‑
spective snapshot onto the POD space and from the projection of the true solution onto
the respective snapshot finite element space. Additionally, this means that the error
can be broken down further into contributions from the projection of the true solution
onto the respective snapshot finite element space. The POD projection error disappears
when there is no POD truncation, whichmeans that for R=D, and this is a variation of the
conclusions that are already known from the greedy reduced basis theory [32].

However, in general V R * Vi for i = 1,…, N , and the Céa’s lemma for ui − uR (µi) is
no longer be true. A straightforward approach is using the results from above to obtain

∥∥u (µi)− uR (µi)
∥∥
V

≤ ∥ui − u (µi)∥V +
∥∥u (µi)− uR (µi)

∥∥
V

≤ γ (µi)

α (µi)

(
1 +

γ (µi)

α (µi)

)
∥u (µi)− Piu (µi)∥V

+
γ (µi)

α (µi)

∥∥ui − PRui

∥∥
V

(4.8)
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In any situation, the error that occurs between a snapshot and the solution of the
reduced‑ordermodel at the corresponding parameter value includes a component from
the finite element calculation. This component was absent when the snapshots were
taken in a static state.

4.3 Applications

The proposed method is firstly applied to model a special flow field for which there is
an analytical solution, and then to a two‑dimensional flow past an oscillatory cylinder.
The reconstructed ROM solutions are compared to the numerical results as well as ana‑
lytical solution when it is approachable. In addition, for each case, the error estimation
and time analysis results are compared to the corresponding uniformgrid ROM solution.
It should be noted that this method is not particularly applied for solving wind turbine
problems. In contrast, it shows a good capability on solving general FSI simulation. It
shows a good compatibility with FSI problemswithmoving and/or deforming problems,
please refer to Chapters 5 and 6. In this chapter, only two simple cases are chosen to val‑
idate its accuracy, and for more complicated implementations in 3D, especially in VAWT
problems, see Chapters 7 and 8.

4.3.1 Adaptive ROM simulation for Stuart Vortices

To stress the necessity and importance of the adaptive grid refinement, the Stuart vor‑
tices, a special flow field with an analytical solution is selected as another application
of the approaches proposed in this chapter. In 1967, Stuart [158] introduced an exact
solution of the steady two‑dimensional Euler equations which has since become well‑
known in the fluid dynamics community as the ”Stuart vortices”. The vorticity equation
for two‑dimensional motion of an inviscid incompressible fluid flow is given as follows:

∂

∂t
∆ψ +

∂ψ

∂y

∂

∂x
∆ψ − ∂ψ

∂x

∂

∂y
∆ψ = 0 (4.9)

whereψ is the stream function, t is the time, x is the coordinate in the direction of the
mean flow and y is the coordinate normal to that direction. Stuart’s solution to Equation
(4.9) consists of an infinite periodic array of vortices described by the stream function:

ψ (x, y) = ln
(√

A2 − 1 cosh (y) + A cos (x)
)

(4.10)
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SinceA ≥ 1, the flow ranges from the laminar shear layer to the flow due to a set of
point vortices on the x axis. For a non‑trivial demonstration of the local refined POD‑
Galerkin based ROM, the time‑dependent solution is required. Applying the Galilean
transformation to the steady state solution, the time‑varying solution yields the follow‑
ing:

ux =
A sinh (y)√

A2 − 1 cosh (y) + A cos (x− ct)
+ c (4.11)

uy =

√
A2 − 1 sinh (x− ct)√

A2 − 1 cosh (y) + A cos (x− ct)
(4.12)

where c is the convection velocity. It should be noted that the solution is periodic
in the x‑direction, in the y‑direction the velocity flow field extends to ±∞, and for all
practical calculations the domain is bounded in the range y = ±3. Hence the spatial
domain is defined by the rectangular domainΩ = [−2π, 2π]× [−3, 3]. For the numerical
examples, the convection velocity c is set to be c = 1 and a characteristic snapshot of
the Stuart vortices is shown in Figure 4.4.

Figure 4.4: Velocity field snapshot of the Stuart vortices at t = 10π second.

The ensemble of snapshots for the ROM consists of 100 uniformly distributed snap‑
shots over the period T = 2π second. The domain is then uniformly discretised in
30× 15, 60× 30, 120× 60, 240× 120 and 480× 120 grids in the x‑ and y‑ directions, re‑
spectively. In each case, the Galerkinmethod is applied to predict the velocity flow field
at T = 10π second, and the rebuilt ROM solution is compared to the analytical solution
obtained from Equations 4.11 and 4.12. The first six dominant PODmodes, which cover
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more than 99.9% of the overall kinematic energy, are selected to perform the following
calculation. The Galerkin integration is performed by substituting equation (3.33) onto
the first six POD modes. The rebuilt velocity flow fields and the differences to the ana‑
lytical solution of 5 cases are shown in Figure 4.5. For each case, the overall time cost,
error and theweighted velocity difference (Equation (4.15)) between the rebuilt velocity
flow field and the analytical solution are presented in Table 4.1.

Table 4.1: Time costs and velocity differences for the uniform discretisation.

Grids Time (s) Error (%) Weighted Difference
30× 15 0.593 45.5 1.88
60× 30 0.688 25.0 0.0817
120× 60 0.884 10.0 0.00303
240× 120 3.09 2.78 0.000298
480× 240 9.31 1.02 0.0000257
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Figure 4.5: Rebuilt velocity flow field and the velocity difference at t = 10π second to the
analytical solution obtained from different uniform grids. (1). 30× 15 grids, (2). 60× 30
grids, (3). 120 × 60 grids, (4). 240 × 120 grids and (5). 480 × 240 grids; (a). the rebuilt
velocity flow field and (b). the velocity difference to the analytical solution.
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In the cases of the adaptive refinement POD‑Galerkin ROM, the ensemble of snap‑
shots is the same as the ones for the uniform discretisation. A typical example of the
adaptive local refinement strategy is shown in Figure 4.6, where the region I and III are
the original mesh discretisation and the region II is the refined discretisation with one
levelmesh refinement. As explained inChapter 3, this grid is quadrupledwhen thegradi‑
ent of the velocity components of the snapshots at the vortices exceeds the user‑defined
criteria. An illustrative example is shown in Figure 4.7.

Figure 4.6: Adaptive discretisation for the Stuart vortices reduced order modelling.

Figure 4.7: Illustrative example of the adaptive mesh refinement for the Stuart vortices
solution.

Similar to the uniform discretisation, the first six dominant PODmodes are selected
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to perform the following calculation. The rebuilt velocity flow fields at time 10π second,
using the adaptively refined mesh and the differences to the corresponding analytical
solution of 4 cases, namely 30× 15 – adaptive, 60× 30 – adaptive, 120× 60 – adaptive,
240× 120 – adaptive, are shown in Figure 4.8. For each case, the overall time cost, maxi‑
mumvelocity difference, weighted difference between the rebuilt velocity flow field and
the analytical solution are summarised in Table 4.2.

Figure 4.8: Rebuilt velocity flow field and the velocity difference at t = 10π second to
the analytical solution obtained from different adaptively refined grids. (1). 30 × 15 –
adaptive grids, (2). 60×30 – adaptive grids, (3). 120×60 – adaptive grids, and (4). 240×
120 – adaptive grids; (a). the rebuilt velocity flow field and (b). the velocity difference to
the analytical solution.
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Table 4.2: Time costs and velocity differences for the adaptively refined discretisation.

Grids Time [s] Maximum Differ‑
ence

Weighted Differ‑
ence

30× 15 ‑ adaptive 0.628 (+5.84%) 0.362 (‑57.10%) 0.805 (‑20.50%)
60× 30 ‑ adaptive 0.866 (+25.77%) 0.138 (‑42.74%) 0.0468 (‑44.8%)
120× 60 ‑ adaptive 2.07 (+133.90%) 0.0376 (‑19.19%) 0.00245 (‑62.46%)
240× 120 ‑ adaptive 6.23 (+101.54%) 0.0125 (‑47.11%) 0.000158 (‑55.14%)

As shown in Table 4.2 and Figure 4.9, the new adaptive POD‑Galerkin ROM approach
shows a much better accuracy compared to the base uniform discretisation. Although
the overall time cost of the adaptive discretisation strategy is longer than the uniform
strategy, and it is much quicker than the refined strategy. For instance, the maximum
difference of the 120 × 60 – adaptive, the locally refined grid discretisation based on
the uniform grid 120 × 60, is 62.46% less than the uniform grid discretisation 120 × 60.
However, the time cost is increased by 133.90% compared to the uniform grid discreti‑
sation 120 × 60, but this is still much shorter than for the overall refined discretisation
240 × 120 takes. Although the increase in the time cost may overshadow the merit of
thismethod, compared to the benefits of improving the accuracy and the computational
cost between the ROM approach and the numerical method, this sacrifice in the compu‑
tational cost due to the self‑adaptive spatial discretisation is therefore beneficial.

Figure 4.9: Velocity differences for different numerical discretisations at t = 10π second.
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4.3.2 Adaptive ROM simulation for flow around an oscillating aero‑
foil

Theproposednewmethod isapplied tomodelanoscillatingaerofoil. A two‑dimensional
pitching and plunging aerofoil is studied as the application of the self‑adaptive POD‑
Galerkin model, but other motions can also be applied using a similar approach. The
numerical solution is based on the aerofoil oscillation experiments performed by Sidlof,
Vicek and Stepan [191] and CFD snapshots are pre‑calculated in order to build the ROM.

The CFD snapshots are modelled according to [191]. For more details of the simula‑
tion, please refer to Section 5.3.2. Here, only the results related to the locally refinement
approach is listed.

The self‑adaptive POD‑Galerkin ROM procedure was executed by implementing a
MATLAB subroutine and the results obtained are discussed. The ROM is built using a
pre‑calculated numerical solution.

The self‑adaptive ROM modes are computed from 400 snapshots of the simulation
data that covers four whole periods of oscillation. The domain is uniformly discretised
in 160 × 40, 320 × 80, 640 × 160, and 1280 × 320 grids in x− and y− direction, re‑
spectively. Then, three different self‑adaptive ROM models based on the firstly created
uniform ones, namely 160 × 40, 320 × 80, 640 × 160, are built. For each case, the
overall computational cost, maximum velocity difference, weighted difference between
the rebuilt velocity flow field and the analytical solution are summarised. An exam‑
ple of the POD results is shown in Figure 4.11. For each case, the energy percentage
that the POD mode covers decreases monotonically. As shown in Figure 4.10, the POD
modes decrease monotonically. 99.5% of the overall engergy is covered by at least first
10 POD modes, which are selected to perform the following calculation. The flow field
patterns of the limit cycle oscillation (LCO) at Re = 173, 000 are chosen in order to
demonstrate the vorticity contours of each of the POD modes, and the mean flow of
the LCO, as shown in Figure 4.11. The selected POD modes associated with the veloc‑
ity are qualitatively presented. These modes do not present the flow structures but can
provide valuable information about the sparce correlations, see for example [30]. The
symmetric/antisymmetric patterns about the wake line have been previously reported
[133]. Compared to the flow pattern of the PODmodes when using the uniform ROM ap‑
proach, the self‑adaptive ROM presents more details in the region where there is a large
velocity deviance, such as in the vicinity of the aerofoil, and this provides the capability
to predict more accurate results.
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Figure 4.10: The energy spectrum of the POD modes in the case of the limit cycle oscil‑
lation at the Reynolds number Re = 173, 000.
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Figure 4.11: Vorticity contours of the first 6 POD modes and the mean flow for a two‑
dimensional pitching and plunging aerofoil in the case of the limit cycle oscillation
(Re=173,000) (a) – (f): first six PODmodes, (g): Vorticity contours of the mean flow.

Threedifferent kinds of flow structures at the same time stephavebeen investigated:
the velocity flow field computed by the CFD approach, the rebuilt flow field from the uni‑
form ROM with the same quality of discretisation, and the self‑adaptive POD‑Galerkin
reduced order models (after five iterations). For the uniform POD‑Galerkin ROM, with
the dissipation of the temporal coefficients, the vortex structures have disappeared after
several periods, and it degenerates to a flow that is similar to its mean flow. In addition,
the results showa similar trend compared to the those obtained in the applicationwith a
stationary flow field. Compared to the numerical CFD solution, all the rebuilt flow fields
are not perfectly accurate due to the large motion of the aerofoil. However, compared
to the uniform POD‑Galerkin approach, the self‑adaptive POD‑Galerkin reduced order
models are more accurate close to the aerofoil due to the adaptive grid discretisation
but with an acceptable sacrifice in the computational cost. In other words, the adaptive
ROM is more computationally efficient than the uniform ROM when the acquired accu‑
racy level is given.
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To further show the capacity of the model more clearly, three different kinds of flow
structure at the same time steps have been investigated: the velocity flow field com‑
putedby thenumerical approach, the rebuilt flow field fromtheROMwithauniformgrid,
and the self‑adaptive POD‑Galerkin ROM models. Five different time step snapshots of
the limit cycle oscillation at Reynolds number Re = 173, 000 are selected as an example.
With this decomposed solid domain, the dynamics for this prescribed large solidmotion
problem and the corresponding adapted discretisation which have been shown in Fig‑
ure 4.12, where different grayscales indicate five different adapted grid iterations. The
local refinement concentrates in the vicinity of the aerofoil as well as the wake region
to minimise the velocity variance within reduced order modelling process, and it varies
at different time step. The accuracy of the adaptive reduced order model is preserved
to be almost the same in comparison to the numerical solution after five iteration. On
the contract, the reconstruct flow fields using the uniform ROM are not perfectly accu‑
rate due to the large motion of the aerofoil. It fails to accurately predict the flow field
at several time steps, and the vortex structure disappeared after several periods, and it
degenerates to a flow that is similar to its mean flow.

Figure 4.12: Self‑adaptive solution for a two‑dimensional pitching and plunging aerofoil
in the case of the limit cycle oscillation (Re=173,000) at different snapshots. Left: nu‑
merical solution; Middle: reconstructed flow field using self‑adaptive ROM; Right: grid
refinements.

Toquantify theperformanceof theself‑adaptivePOD‑GalerkinROM, the reconstructed
dynamic systemof themost dominantmodes, i.e. the first tenmodes, and these are ob‑
tained by determining the adaptive projection onto these modes, and this is compared
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to the ROM using the same quality of the uniform grids. The phase portrait for the case
of the limit cycle oscillation at Re = 173, 000 is shown in Figure 4.13, where the differ‑
ent lines and symbols indicate the results obtained from the experimental data, which is
considered as the benchmark case, the self‑adaptive Galerkin‑based ROM and the POD‑
Galerkin projectionusing auniformmesh. Thepresentationof theplungeprofile against
the pitch angle is plotted after the convergence to the limit cycle. The phase trajectory
rotates counter clockwise, which increases the plunge amplitude, decreases the pitch
amplitude and decreases the phase difference. This approach shows the very good ca‑
pability in the capturing of the basic dynamics and the sustaining of the system energy
by using the first ten POD modes, whereas, in contrast, the traditional Galerkin‑based
ROM fails to accurately capture the flow field.

Figure 4.13: A comparison of the POD‑Galerkin results using the adaptive and uniform
grid discretisation for the flow passing a pitching and plunging aerofoil in the case of a
limit damping oscillation at a Reynolds numbers Re = 173, 000.

Compared to the uniform ROM approach, the proposed novel ROMmore accurately
predicts results for both limit cycle oscillation cases, as summarised in Table 4.3. Al‑
though this new method is slightly more time‑consuming than the uniform ROM ap‑
proachwith the same level of mimimum grid size, the shape, frequency and amplitudes
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are closer to the experimental data and numerical solution, the maximum difference to
the experimental data ismuch smaller than the uniformROM solution. Compared to the
substantial benefits of improving the accuracy and the computational cost between the
ROMapproachand thenumericalmethod, this sacrifice in the computational cost due to
employing the self‑adaptive spatial discretisation is therefore very beneficial. The pro‑
posed ROMmethod is still more computationally accurate and efficient compared to the
same level uniform ROM solution.

Table 4.3: Time costs and velocity differences for the uniformadaptively refined discreti‑
sation.

Grids Time [s] Maximum Difference Weighted Difference
160× 40 20.14 4.23 1.23
320× 80 20.37 2.34 0.102
640× 160 32.25 1.38 0.0931
1280× 320 163.35 0.56 0.0198

4.4 Conclusion

In this chapter, amuchmore accurate andefficient strategy for solving the reducedorder
problems is presented. The underlying system of governing equations is motivated by
implementing adaptive snapshot subspaces. The new proposedmethod is first applied
tomodel a two‑dimensional flow passing an oscillating circular cylinder with adaptively
refinement, and then for a special flow field forwhich there is an analytical solutionwith
a custom region refinement strategy. The reconstructed ROM solutions are compared to
the numerical results as well as the analytical solution when it is approachable. In addi‑
tion, for each case, error estimation and time analysis are compared to the correspond‑
ing uniform grid ROM solution. Both the ROM results show a relatively good agreement
with the CFD and analytical solution regarding the velocity and displacement fluctua‑
tions. Overall, the new adaptive ROM approach is much more computationally efficient
than the uniform ROMwhen the required accuracy level is given.
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Chapter 5

Locally Refined POD‑Galerkin Based
ROMwith Moving Fluid‑Solid Interface

5.1 Introduction

In this chapter, a POD‑Galerkin based reduced‑order model with moving fluid‑solid in‑
terface has been proposed by projecting the governing Navier‑Stokes equation onto the
POD modes. Some general results obtained in the last decade in the field of reduced
order modelling in fluid mechanics are presented. The idea of the Galerkin method is
to project the governing equations onto a finite‑dimensional subspace of the full phase
space [82]. To perform the Galerkin method, the phase space must be an inner product
space spannedbya suitable set of basis functions. ThePOD is employed to capturemore
energy with a small number of basis functions.

In this chapter, only rigid domains are taken into consideration. The methodology
of the proposed approach is firstly introduced, and then, the method applied to the
flow past an oscillatory cylinder, and additional cases where flow past a large ampli‑
tude pitching and plunging aerofoil at higher Reynolds numbers. For FSI problems with
flexible solid bodies, please refer to Chapter 6.

5.2 Methodology

In this part, a novel POD‑Galerkin based ROM is suggested for the purpose of solving sce‑
narios inwhich the interface between the solid domain and the fluid domain flowswhile
the solid itself is assumed to be stiff. Please refer to Chapter 6 for examples whose inter‑
faces have been known to distort. The purpose of this method is to solve the problem of
amoving solid body by first considering a fixed grid that contains the entire time‑variant
grid (both fluid and solid), and then interpolating the fluid and the solid velocity field
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from the time variant grid to the locally refined grid. This method was proposed in or‑
der to solve the problem. Following this step, the POD basis is computed for the global
velocity field (both fluid and solid) on the fixed uniform grid. After this, a characteristic
function is inserted in order to monitor the various domains.

Considering an incompressible fluid in a rigid domainΩ, with the density ρF and vis‑
cosity µF . coupled approach can be applied to the governing Navier‑Stokes equation
[82]:

ρF

[
∂u
∂t

+ (u · ∇)

]
= −∇p+ µ∆u (5.1)

where u is the velocity vector, and p is the pressure. Using the POD method, the
velocity flow field can be decomposed onto the truncated PODmodes ϕi at Nmodes:

u (x, t) = u0 (x) +
N∑
i=1

ai (t)ui (x) =
N∑
i=0

ai (t)ui (x) (5.2)

where a0 ≡ 1, u0 (x) is the mean velocity flow field; when i > 1, ai (t) are the tem‑
poral coefficients, and ui (x) are the corresponding POD modes. An ordinary equation
governing the temporal coefficients ai (t) is obtained by substituting the velocity flow
field decomposition (Equation (3.33)) into the governing Navier‑Stokes equation (Equa‑
tion (5.1)) and projecting this onto the subspace spanned by the PODmodes ui (x):

⟨ρF
[
∂u
∂t

+∇p− µ∆u,ui (x)

]
⟩Ω = 0, i− 1, ..., N (5.3)

where ⟨u, v⟩ :=
∫
Ω
u · vdx denotes the inner product defined on the subspace. Due

to the orthogonality and the free divergence of the POD modes ui (x), Equation (3.34)
becomes:

ρF
d

dt
ai = µF

N∑
j=0

bijaj + µF

N∑
j,k=0

cijkajak + f p
i , i = 1, ..., N (5.4)

where

bij = ⟨ui,∆uj⟩Ω (5.5)

cijk = −⟨ui, (uj · ∇)uk⟩Ω (5.6)

It should be noted that the incompressibility of the POD modes can be used to ex‑
press f p

i in a boundary integral form as follows:
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f p
i = −⟨ui,∇p⟩Ω = −

∫
∂Ω

pui · ndx (5.7)

wheren is theoutwardnormof thedomainΩand theboundary is∂Ω. Thecoefficient
f p
i which contains the pressure term p ‑ can be avoided.

5.2.1 POD‑Galerkin based ROM for fluid‑structure interactions
5.2.1.1 The governing equations

Consider a rigid body with two dimensions that is submerged in a fluid that cannot be
compressed. In Figure 5.1, a simplified diagram of the problem domain of interest is
presented. No slip velocity boundary conditions are applied at the four lateral bound‑
aries. In this diagram,ΩS (t) represents the domain occupied by the moving rigid body,
the centre of mass of which is denoted byM ; ΩF (t) represents the moving spatial do‑
main upon which the fluid motion is described; and ΓI (t) represents the interface be‑
tweenΩS (t) andΩF (t). The interfaceΓI (t) shifts suitably in response to any positional
changes made by the stiff bodyΩS (t).

Figure 5.1: Schematic description of problem domain and the notation of FSI problems

The governing equations for fluid motion are given by:
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ρF

(
∂u
∂t

+ (u · ∇)u
)

= ∇ · σ, ∀x ∈ ΩF (t) (5.8)

∇ · u = 0, ∀x ∈ ΩF (t) (5.9)

uF = uS = uΓI
(t) , ∀x ∈ ΓI (t) (5.10)

σf · n = σs · n, ∀x ∈ ΓI (t) (5.11)

uF = uF (x, t) |t=0, ∀x ∈ ΩF |t=0 (5.12)

whereσ is the viscous stress tensor defined as:

σ = −pI+ 2µE (u) (5.13)

where I is the second‑order identity tensor and E (u) is the strain rate tensor:

E (u) =
1

2

[
∇u+ (∇u)T

]
=

 ∂ux
∂x

1
2

(
∂ux
∂y

+ ∂uy
∂x

)
1
2

(
∂ux
∂y

+ ∂uy
∂x

)
∂ux
∂x

 (5.14)

Equations (5.8) and (5.9) are the governing equations of incompressible fluid. Equa‑
tions (5.10) and (5.11) assume that the interface ΓI (t) between the solid domainΩS (t)

and fluid domainΩF (t) is perfect contact. Equation (5.12) is the initial condition where
the initial velocity flow field uF (x, t) has to satisfy Equation (5.9). Specifically, in the
VAWT simulations, the rotational speed of the blades is given and, moreover, in this
chapter, it is assumed to be constant. The translational speed of the solid domain is
zero and thus uΓI

(t) is expressed as:

uΓI
(t) = ω × r, (5.15)

whereω is the angular velocity of the solid domain, namely, a VAWT, r is the distance
vector between the point of interest and the centre of the tower.

The fictitiousdomainmethodwasdevelopedbyPatankaret al [137]. It involves treat‑
ing the entire fluid‑solid rigid domain, also known as the fictitious domain, as if it were
a fluid. This is accomplished by extending the Navier‑Stokes equations to the solid rigid
domain and setting the rigidity constraint on the solid domain to ΩS (t), the governing
equations for solid domain are given by:
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ρS

(
∂u
∂t

+ (u · ∇)u
)

= ∇ · σ, ∀x ∈ ΩS (t) (5.16)

∇ · u = 0, ∀x ∈ ΩS (t) (5.17)

∇ · E (u) = 0, ∀x ∈ ΩS (t) (5.18)

uF = uS = uΓI
(t) , ∀x ∈ ΓI (t) (5.19)

σf · n = σs · n, ∀x ∈ ΓI (t) (5.20)

n : E (u) = 0, ∀x ∈ ΓI (t) (5.21)

uS = uS (x, t) |t=0, ∀x ∈ ΩS|t=0 (5.22)

(5.23)

Combining governing equations of fluid domain and solid domain, the governing
equation of the whole domain yields the following:

∫
Ω

ρ

(
∂u
∂t

+ (u · ∇)u
)
· dx−

∫
ΩS

p (∇ · v) dx

−
∫
ΩF

(σ · n) · vdx+
∫
ΩF

q (∇ · u) dx = 0

(5.24)

where Ω = ΩF (t) ∪ ΩS (t). It should be noted that on selecting the appropriate
boundary conditions, the pressure terms are cancelled. The Equation (5.24) becomes:

∫
Ω

ρ

(
∂u
∂t

+ (u · ∇)u
)
· vdx+2µ

∫
Ω

E (u) : E (v) dx+
∫
ΩS

E (λ) : E (v) dx = 0 (5.25)

Indicator function IΩF
is introduced to determine the location of the solid domain,

IΩF
(x, t) =

{
1, x ∈ ΩF (t)
0, x ∈ ΩS (t)

(5.26)

Similar to Equation (3.33), thePODmethod canbe applied to the Lagrangemultiplier
λ and the indicator function IΩF

as well. The decompositions of the indicator function
and the Lagrangemultiplier yields the following:

IΩF
(x, t) =

NI∑
i=0

bi (t) vi (x) (5.27)

λ (x, t) =
Nλ∑
i=0

ci (t)wi (x) (5.28)
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whereNI andNλ denote the number of PODmodes truncated for the indicator func‑
tion IΩF

and the Lagrangemultiplier λ, respectively. It should be noted that in Equation
(5.28), wi (x) ≡ ui (x), i = 1, ..., N . On substituting the decomposition of the velocity
flow field and Equations (5.27) and (5.28) into the modified governing equations (5.26)
and projecting onto the corresponding subspace spanned by the POD modes, the gov‑
erning equation (5.24) for the Galerkin method for FSI problems yield:

ρF
dai
dt

+ (ρS − ρF )

NI∑
j=1

Nu∑
k=0

bjbijk
dai
dt

+ (ρS − ρF )

NI∑
j=1

Nu∑
k,l=0

c′ijklakalbj

+2µF

Nu∑
k=0

dikak + 2 (µS − µF )

NI∑
j=1

Nu∑
k=0

d′ijkakbj

=

NI∑
j=1

Nλ∑
k=0

eijkbjck, i = 1, ..., N ; j = 1, ..., NI (5.29)

dbj
dt

+
Nu∑
k=0

NI∑
l=1

fjklakbl = 0 (5.30)

NI∑
j=1

Nu∑
k=0

gijkakbj = 0 (5.31)

where

bijk = ⟨vi, ⟨uj,uk⟩⟩Ω
cikl = ⟨ui, (uk,∇)ul⟩Ω (5.32)

c′ijkl = ⟨vi · ⟨ui, (uj · ∇)uk⟩⟩Ω (5.33)

dik = ⟨ui ·∆uk⟩Ω (5.34)

d′
ijk = ⟨vj · ⟨ui ·∆uk⟩⟩Ω (5.35)

eijk = ⟨vj · ⟨ui ·∆uk⟩⟩Ω (5.36)

fjkl = ⟨vj · (uk · ∇) vl⟩Ω (5.37)

gijk = ⟨vj · ⟨ui ·∆uk⟩⟩Ω ≡ d′ijk (5.38)

It should be noted that whenNλ is chosen to be the same asNu, the number of POD
modes truncated for the velocity flow field, thematrix eijk becomes identical to thema‑
trix d′

ijk.
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5.2.1.2 Meshmotion description

The mesh velocity vector wmay be arbitrarily specified though it has to satisfy the fol‑
lowing conditions on boundaries,{

w = vS on ΓI (t)
w = 0 on ∂ΩF (t) \ ΓI (t)

(5.39)

where vS is the velocity vector of the rigid body nodes on the interface.
In this study, the mesh velocity in the fluid domain is determined by solving the fol‑

lowing equation 
∇ · (λ (x)∇w) = 0on ∂ΩF (t)

w = vS on ΓI (t)
w = 0 on ∂Ω (t) \ ΓI (t)

(5.40)

whereλ (x) is judiciously chosen to control themesh deformation. In this case, λ (x)
is taken equal to 1 for all x ∈ ΩF (t).

5.2.1.3 Fluid‑rigid body interaction algorithm

The solid Equation (5.32) can be solved by coupling the finite difference and themethod
of successive displacement. It can be rewritten as follows{

Ẏ = AF+ b+
(
dM
dt

− C
)

MΨ̇ = Y (5.41)

Then, from initial conditions onΨ and Ψ̇, the solution is obtained through iterations
until a fixed error of accuracy is reached. To solve the coupling equations, following ex‑
plicit scheme is used [2]. Suppose that time t = tn, the fluid velocity and pressure fields,
the rigid body displacement and position are known. The time step (∆t) of the Navier‑
Stokes equations solver is same the rigid body equation.

5.3 Applications of theproposedmodel onFSI ofmoving
interface

The proposed method is first applied to model the two‑dimensional flow past an oscil‑
latory circular cylinder, and then a flow‑induced vibration simulation on a NACA 0015
aerofoil at various Reynolds numbers. Finally, a forced vibration case of a NACA 0015
aerofoil at Reynolds number 500,000 is introduced to simulate the working condition of
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VAWTs. For each case, the reconstructed ROM solutions from the proposed methodol‑
ogy are compared to the numerical results as well as experimental solution when it is
possible in order to validate the accuracy and performance of the model. In addition,
in order to test the compatibility of the proposed method, refinement strategies intro‑
duced inChapter 4 are applied toboth these simulations, anderror estimations and time
analyses are compared to the corresponding uniform grid ROM solution.

5.3.1 ROM simulation for flow around an oscillating circular cylin‑
der

5.3.1.1 Simulationmodelling

The first test case is carried out on the configuration described in Figure 5.2 , where a
cylindrical rigid body is attached to a spring that has been immersed in a fluid flow at a
relatively low Reynolds number,Re = 1690, as described in Section 3.

Mesh and time size sensitivity studies are carried out to determine the appropriate
cell face and time step. In the case of themesh sensitivity study, the Reynolds number is
1690. Five different mesh sizes are investigated, i.e., 8 mm, 4mm, 2 mm, 1 mm, and 0.5
mm, and the associated total number of elements and calculated oscillation amplitudes
are presented in Figure 5.2. The amplitude converges at a mesh size of 1 mm and on
further refining the mesh size then a 5.4% relative difference is obtained.

Figure 5.2: Mesh convergence study of the flow‑induced vibration of an oscillating circu‑
lar cylinder.
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In the time size sensitivity study, five time steps are investigated, i.e. 1×—10−5 sec‑
onds, 1×—10−4 seconds, 2×—10−4 seconds,5×—10−4) seconds, and1×—10−3 seconds.
The associated total number of elements and oscillation frequencies are presented in
Figure 5.4 and the amplitude converges at a time size of 1×—10−4 seconds.

Figure 5.3: Time step convergence study of the flow‑induced vibration of an oscillating
circular cylinder.

On considering the computational time and accuracy, themesh size of 1mmand the
time size of 1× 10−4 seconds are deemed as the appropriatemesh size and time size for
the modelling in this study.

As can be seen in Figure 5.5, the simulation’s meshes are made up of two separate
domains, eachwith their own set of structuralmeshes, which are then combinedwith an
overset mesh. When the flow is initially generated, the necessary connection between
the background mesh and the overset mesh is immediately established automatically.
The process of converting additional solve cells into receptor cells and turning unneces‑
sary receptors intodeadcells, suchas the cylinder region in thebackgroundmesh, is part
of the overlap minimisation technique. This technique is used to reduce the amount of
overlap that exists between the various component meshes and the background mesh.
In the course of this procedure, a solution cell will transform into a receptor cell if it is
able to locate an appropriate donor cell with a higher donor priority. By default, higher
donor preference is given to cells with smaller sizes. Therefore, the solver will attempt
to derive the solution on the finest local mesh without requiring any more input from
the user in locations where there is mesh overlap. The fluidic model consists of 158,610
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nodes and 579,632 elements while the structural part consists of 2595 nodes and 2422
elements, as shown in Figure 5.4. The time‑step size is 1 × 10−4 seconds and the num‑
ber of nonlinear iterations per time step is 500. A loose coupling strategy was applied in
order to couple both the fluidic and structural domains.

Figure 5.4: Schematic diagram of themeshes of interest of the flow‑induced vibration of
an oscillating circular cylinder.

Figure 5.5: Overset mesh combination of domain of interest of the flow‑induced vibra‑
tion of an oscillating circular cylinder.

5.3.1.2 POD construction

The POD snapshot solution has been computed using the ANSYS Mechanical and AN‑
SYS Fluent with a RANS k‑ω turbulence model using the ALE method to adapt the mesh
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around the oscillating cylindrical body. A loosely coupled algorithm couples both the
structural and fluid domains. During one oscillation period, one hundred snapshots are
taken, and these are interpolated on a rectangular grid to build a POD basis using Equa‑
tion (3.5). Recapping that the computational results of (5.30) define the velocity profile
on the time‑dependent grid, thus the location of the solid cylinder cannot be computed
via the traditional POD‑Galerkin based ROM method. An indicator function IΩF

(x, t) is
introduced to indicate the membership of a point x in the fluid domainΩF (t):

IΩF
(x, t) =

{
1 if x ∈ ΩF (t)

0 if x ∈ Ω \ ΩF (t)
(5.42)

With the indicator function IΩF
(x, t), the parameters defined on the computational

domain Ω, such as the velocity, density and viscosity, denoted by u(x, t), ρ(x, t) and
µ(x, t) respectively, are decomposed as follows:

∀x ∈ Ω

u (x, t) = IΩF
(x, t)uF (x, t) + (1− IΩF

(x, t))uS (x, t) (5.43)

ρ (x, t) = IΩF
(x, t) ρF + (1− IΩF

(x, t)) ρS (5.44)

µ (x, t) = IΩF
(x, t)µF + (1− IΩF

(x, t))µS (5.45)

where ρF and ρS are the density of the fluid and solid domains, respectively, µF is
the fluid viscosity, and µS is a penalisation factor in the rigidity constraint.

Taking this technique is the same as taking the solid domain to be Eulerian, and sev‑
eral other ways have been offered in the research that has been done on this topic. The
ImmersedBoundaryMethod,which canbe found inPeskin [138], is themostwell‑known
and has inspired a fewmore similar approaches. This technique involves simulating the
solid with a membrane that is moving through a fluid flow so that it may be modelled.
In order to take into consideration this membrane, a force component is first included
into the fluid equation. Following this step, the fluid constraint is then interpolated on
themembrane. The non‑physical representation of the fluid‑solid interface is one of the
primary problems with the traditional method. Because of this, the author proposes a
newalternatemethod, the so‑called fictitious domainmethod,whichwasdeveloped for
fluid‑solid‑rigid interaction problems by Glowinski et al. [69] and Patankar et al [137].

By implementing the POD‑Galerkin ROMapproach, Equation (5.30), the velocity pro‑
file of all domains in the simulation is decomposed as the following form:

V (x, t) =
∑
k

ak (t)uk (x) (5.46)
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where uk (x) and ak (t), k = 1, ...,M are the POD eigenmode functions and the am‑
plitude of each mode, respectively. Figures 5.6 shows the first four POD modes of the
velocity field and the mean flow of the POD snapshots, respectively.

Figure 5.6: Schematic diagram of the normalised POD modes and the mean flow of the
velocity field of the cylinder oscillating at Re = 1690.

The first POD mode is the temporal average velocity field and the other modes cap‑
ture the additional velocity fluctuations as giving by equation (5.47). Figure 5.7 illus‑
trates the energy accuracy with different POD modes used and it can be observed that
10 POD modes are sufficient to construct the velocity field within an error in the kinetic
energy captured less than 1%.
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Figure 5.7: ROM accuracy regarding the energy coverage with different number of POD
modes.

5.3.1.3 ROM simulation results

A pivotal parapermeter of the fluid‑induced vibration, namely the displacement of the
centreofgravityof thecircular cylinder is selected tovalidate theperformanceof thepro‑
posed ROM using different number of PODmodes, as illustrated in Figure 5.8. Although,
3 PODmodes is good enough to capture at least 95% of the kinetic energy using the en‑
ergy criterion, six PODmodes are necessary to present a relatively precise displacement
field at the centre of gravity of the rigid body.
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Figure 5.8: The reconstructed displacement of the centre of gravity of the circular cylin‑
der in the first six seconds of one oscillation period using PODmodes of different size.

The ROM shown in Figures 5.9 and 5.10 is built using 6 POD modes. Figures 5.9 and
5.10 showacomparisonbetween theCFD results and the results obtainedat a timesnap‑
shot during one oscillating period in terms of the x−axis and y−axis velocity contours,
respectively.

Figure 5.9: Comparison between the computational x−axis velocity field (left, repro‑
duced from [112, 151]) and the result obtained using the snapshot ROMmethod (right).

Figure 5.10: Comparison between the computational y‑axis velocity field (left, repro‑
duced from [112, 151]) and the result obtained using the snapshot ROMmethod (right).
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Figure5.11 shows thesolutions for the flowpast thecylinderat time instances5.0and
10.0, as calculatedusing the twoROMmodels (traditional reducedordermodellingusing
uniform grids and the proposed model using adaptive grid), and the full high fidelity
model using 12 POD basis functions. In this particular instance, the Reynolds number
was 100. These results demonstrate that the POD model has done exceptionally well
when it comes to resolving the flow field at both of the different times considered. As
shown in Figure 3.4, the standardPODmodels are able to capture thewavepattern using
all 6 PODmodes, but they have a significant error near the peak of the waves during the
spin‑up period of modelling.

Figure 5.11: Comparison of the solutions of the flow past a oscillating cylinder problem
at Re = 1690 and time instances 10.0 and 30.0 between full order solution and the pro‑
posed ROM using 12 basis functions.

The comparison between the computational results and the result obtained using
the proposed adaptive ROM results for the centre of the gravity of the cylinder in the first
six seconds of the oscillation is illustrated in Figure 5.13.
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Figure 5.12: Displacement of the position of the centre of gravity of the circular cylinder
within the first seven seconds of one oscillation period.

Recapping that in section 3.5, several aspects of the particular POD‑Galerkin meth‑
ods are presented to evaluate the performance in terms of accuracy and efficiency. The
error function of this particular problem is defined as follows,

err (N) =
∥V − VN∥(0,T )

∥V ∥(0,T )

(5.47)

where V and VN are the referenced solution and the solution truncated at theN−th
POD mode, ∥·∥ indicates the induced norm of the vector of interest, refer to Equation
(3.6).

Asdiscussed inprevious figures, theproposedPOD‑GalerkinROMshowsagoodagree‑
ment between the results obtained using the ROM and the published results [112]. It is
observed that the error of the proposed method in the prediction of the displacement
and velocity fluctuations is about 0.05%. TheproposedROMmethod shows abetter per‑
formance compared to the traditional uniform ROM method, as shown in Figure 5.13.
This is due to the errors being compounded when truncating the POD eigenfunctions,
when constructing the POD basis, having insufficient sampling and the errors in the in‑
ner product and the numerical integration of the ROM.
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Figure 5.13: The error of velocity profile obtained via different numbers of PODmodes in
the case of the flow induced vibration of a cylinder oscillating at Re = 1690.

5.3.2 ROM simulation for flow around an oscillating aerofoil

A two‑dimensional pitching and plunging aerofoil with more complicated flowing con‑
dition at various Reynolds number is studied to further challenge the proposed POD‑
Galerkin model in this section, but other motions can also be easily applied by the use
of a similar approach. The numerical solutions are based on the aerofoil oscillation ex‑
periments performed by Sidlof, et al. [191].

The CFD snapshots aremodelled as per the literature then used to build the reduced
order models. The flow‑induced vibration of a NACA 0015 aerofoil freely moves normal
to thedirectionof inlet, as shown inFigure5.14. No‑slipboundary conditionsareapplied
to the top and bottom side of the domain. Inlet boundary condition is applied to the left
side, inlet velocity is set to 44.7m/s for Re = 173000 and 125.8m/s for Re = 570000 and
outlet boundary condition is applied to the right hand side of the domain. FSI bound‑
ary condition is applied to the aerofoil where the velocity at the boundary equals to the
solid domain motion. For more detailed information, please refer to Sidlof, et al. [191].
The NACA 0015 aerofoil, with a chord length c = 59.5mm and a span 76.6 mm, is fixed
in an 80 × 210 mm test section of a wind tunnel. The aerofoil rotates around a minia‑
ture ball bearings located at 1/3 of the chord, with the restoring moment is realised by
a spiral torsion spring built inside the aerofoil profile. The parameters employed in the
model are summarised in Table 5.1, and these are the same values as those used in the
experimental investigation.
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Table 5.1: Properties employed in the aerofoil model for the flow‑induced vibration of
the NACA 0015 aerofoil.

Parameters Values
Chord [mm] 59.5
Mass [kg] 0.148
Linear Stiffness [N/m] 16.383
Linear Damping [kg/s] 5.6
Torsion Stiffness [Nm/deg] 0.00753
Torsion Damping [kgm2/s] 0.00078

Figure 5.14: Schematic of the domain of the flow‑induced vibration of the NACA 0015
aerofoil.

Figure 5.15 illustrates the computational domain used in the CFD modelling. The
fluid model consists of 854,625 nodes and 879,632 elements. The mesh is split into two
parts: background fluid domain and the refinedoverset domain near to the aerofoil. The
time‑step size is 5× 10−5 second and the number of nonlinear iterations per time step is
1500. A loose coupling strategy was applied to couple both the fluid and structural do‑
mains at each time step. The aerofoil is assumed as a rigid body, and the corresponding
rigidity is modelled in the structural solver.
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Figure 5.15: Schematic of themesh used in the case of the flow‑induced vibration of the
NACA 0015 aerofoil.

The structural model of the aerofoil is illustrated in Figure 5.16. The aerofoil of inter‑
est is modelled as a 2D rigid body, and the vertical guide is modelled as a point mass at
the rotational centre of the aerofoil. The aerofoil is attached to a linear spring‑damping
systemwhich fits the linear stiffnessanddamping ratio employed in theexperiment. The
pointmass and the aerofoil are then connectedusing a torsional spring‑damping system
which fits the experimental torsion stiffness anddamping ratio. The stiffnessparameters
used in this validation simulation are summarised in Table 5.1.

Figure 5.16: Structural model of the flow‑induced vibration of the NACA 0015 aerofoil.

The governing motion equation of the solid domain is determined by the structural
model introduced in Section 5.2.2. A simple, linear, 2‑D spring model coupled to the
fluid dynamics model is employed, as shown in Figure 5.17. The aerofoil modelled is
free to translate along the y‑axis, fluid dynamics model generates the lift and moment
coefficients that are introduced into the structural model that in turn determines the
incremental motion of the aerofoil. This process is then executed in a stepwise fashion
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for each time increment. The previous time increment fluid dynamics model is used to
compute the next time increment aerofoil position and then the aerodynamics of that
position are calculated.

Figure 5.17: Schematic illustration of a 2‑D pitching and plunging aerofoil.

TheproposedPOD‑Galerkin approach is applied tomodel the two‑dimensional flow‑
induced pitching and plunging aerofoil in the cases of limit cycle oscillating at different
Reynolds numbers. The amplitudes stabilize at the limit cycle oscillations due to the
structural and/or aerodynamic nonlinearities. The accuracy and computational cost of
the model in the case of a limit cycle oscillation is investigated. Accuracy and order re‑
duction are discussedwith respect to the full‑order numericalmodel and the traditional
POD strategy with uniform grids.

The model is established using ANSYS FLUENT coupled with the Transient Structure
modules using the k‑ω SST turbulence model. This two‑equation model is suitable for
modelling the boundary layers as well as the far field flows, and therefore it has been
used extensively in studies involvingwind turbine blades and aeroelastic problemswith
reasonable results [80, 75].

5.3.2.1 Flow‑induced vibration of a NACA 0015 aerofoil at Reynolds numberRe =
173, 000

As shown in Figure 5.18, the first case of limit cycle oscillations is chosen at the Reynolds
number 173,000, defined by the incoming velocity of 44.7 m/s, the chord length of the
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NACA 0015 aerofoil is c = 59.5mm. The aerofoil starts to oscillate at the initial displace‑
ment of y0 = 3.3mm, and the initial pitch angle of θ0 = 0◦. The two‑way fluid‑structure
interaction strategy is selected to simulate the motion of the aerofoil.

Figure 5.18: Schematic of the domain settings of the flow‑induced vibration of the NACA
0015 aerofoil at Reynolds number Re = 173, 000.

The accuracy of the numericalmodel has been validated by comparing the full order
CFD results to the experimental data. The presentation of the pitch angle against the
plunge at Re = 173, 000 is presented in Figure 5.19. The phase trajectory rotates coun‑
terclockwise, which increases the plunge amplitude, decreases the pitch amplitude and
decreases the phase difference. In addition, the time history of the plunge and pitch an‑
gle for the limit cycle oscillation is shown in Figure 5.20. The time history is plotted after
convergence to the limit cycle. It hasbeen shown that theaccuracyof thenumerical case
is preserved to be almost the same as the experimental data, where the average error in
both the pitch and plunge solutions are underestimated by about 5% in comparison to
the experimental data. However, the frequency and phase are almost identical to the
experimental data for both cases. The error in the amplitude is due to only two dimen‑
sions being considered in the numerical solution, and although the third dimension is
negligible, it still has an effect on some of the results. Therefore, both limit cycle cases
are considered to be sufficiently accurate to construct the reduced order models.
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Figure 5.19: Comparison of the phase between the pitch angle and plunge of the NACA
0015 aerofoil limit cycle oscillation at Re = 173, 000.
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Figure 5.20: Time history of the pitch and plunge of the NACA 0015 aerofoil limit cycle
oscillation over normalised periods at Re = 173, 000.

The proposed POD‑Galerkin ROM procedure was executed by implementing a MAT‑
LAB subroutine as per the methodology listed in Section 5.2, and the results obtained
are discussed and compared to the expermental data.

TheROMisbuilt usingapre‑calculatednumerical solution. TheproposedROMmodes
are computed from400 uniformly distributed snapshots of the simulation data over four
complete periods of oscillation. In addition, as a validation case of the proposed locally
refined stragety, the domain is uniformly discretised in 160×40, 320×80, 640×160, and
1280×320 grids in thex− and y−direction, respectively. Thus, three different proposed
ROMmodels based on the created uniform grids, namely 160× 40 ‑ uniform, 320× 80 ‑
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uniform, 640×160 ‑ uniform, arebuilt. For eachcase, overall computational cost, error of
the ROM solution against the baseline CFD solution, maximum velocity difference, error
weighted difference between the rebuilt velocity flow field and the analytical solution
are summarised.

For every cases, the energy percentage of the POD mode decreases monotonically,
as shown in Figure 5.21. The first 20dominantPODmodes,which covermore than99.5%
of the overall kinematic energy, are selected to perform the following calculation. Vari‑
ous ROM solutions via three different iteration levels of the adaptive refinement, namely
160×40 ‑ adaptive, 320×80 ‑ adaptive, 640×160 ‑ adaptive, are compared to the corre‑
sponding ROMmodels using uniformgrids. In the first case, the flow field patterns of the
limit cycle oscillation at Re = 173, 000, an additional case at higher Reynolds number
will be conducted to challenge the performance and robustness of the proposed adap‑
tive ROM.

Figure 5.21: The energy spectrum of the POD modes in the case of the limit cycle oscil‑
lation at Re = 173, 000.

Figure 5.22 demonstrates the vorticity contours of first six PODmodes, and themean
flow of the limit cycle oscillation (LCO). Seleted PODmodes associated with the velocity
are qualitatively presented. These modes do not present the flow structures but can be
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informative assistances providing additional good information about the sparse corre‑
lations [30]. The symmetric/antisymmetic patterns about the wake line have been pre‑
viously reported [133]. Compared to the flow pattern obtained from the POD modes of
the uniform ROM approach, the proposed ROM presents muchmore detail in the region
with large velocity deviance, such as in the vicinity of the aerofoil, which provides the
capability of predicting muchmore accurate results.

(a) POD Mode 1 (b) POD Mode 2

(c) POD Mode 3 (d) POD Mode 4

(e) POD Mode 5 (f) POD Mode 6

(g) Mean flow

Figure 5.22: Vorticity contours of the first 6 POD modes and the mean flow for a two‑
dimensional pitching andplunging aerofoil in the caseof the limit cycle oscillation (Re =
173, 000) (a) ‑ (f): first six PODmodes, (g): vorticity contours of the mean flow.

To further showthecapacityof themodelmoreclearly, the flowstructureat the same
time stepshavebeen investigated: the velocity flow field computedby thenumerical ap‑
proach and the proposed POD‑Galerkin ROMmodels. Five different time step snapshot
of the limit cycle oscillation at Re = 173, 000 are selected as an example. With this de‑
composed solid domain, the dynamics for this prescribed large solid motion problem
and the corresponding adapted discretisation are shown in Figure 5.23. The accuracy of
the adaptive ROM is preserved to be almost the same in comparison to the numerical
solution after five iterations.
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Figure 5.23: Proposed solution for a two‑dimensional pitching and plunging aerofoil in
the case of the LCO at Re = 173, 000 at different snapshots. Left: numerical solution;
Right: reconstructed flowfield using the new proposed ROM.

The reconstructed dynamic system of the most dominant modes, i.e. the first ten
modes, are achieved by the adaptive projection onto these modes, and it is compared
to the ROM using the same quality of uniform grids to quantify the performance of the
proposedPOD‑GalerkinROM.Thephaseportrait of thecaseof atRe = 173, 000 is plotted
in Figure 5.24, where a comparision is made between the numerical solution and the
Galerkin‑based ROM with and without the proposed method. The presentation of the
plunge profile against the pitch angle is plotted after convergence onto the limit cycle.
The phase trajectory rotates counterclockwise, which increases the plunge amplitude,
decreases the pitch amplitude and decreases the phase difference.
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Figure 5.24: A comparison of the POD‑Galerkin results using the adaptive and uniform
grid discretisation for the flow passing a pitching and plunging aerofoil in the case of a
limit damping oscillation at Re = 173, 000.

Compared to the uniform ROM approach, the proposed ROM more accurately pre‑
dicts results for both limit cycle oscillation cases. Figure 5.25 shows the normalised er‑
ror between the benchmarked numerical solution and the ROMmethod via the uniform
approach and the proposed method. The shape, frequency and amplitudes are much
closer to the experimental and numerical solution [191]. The proposed adaptive dis‑
cretisation concentrates on the vicinity of the aerofoil, as well as in the wake region to
minimise the velocity variancewithin the reduced ordermodelling process, and it varies
atdifferent timesteps. Theaccuraciesof theadaptive reducedordermodel areobserved
to be almost the same in comparison to the numerical solution after five iterations. In
contrast, the reconstructed flow fields using the uniform ROM are not perfectly accurate
due to the large motion of the aerofoil.
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Figure 5.25: Decay of the normalized error for the POD basis using the adaptive and
uniform grid discretisation for the flow passing a pitching and plunging aerofoil at the
Reynolds number Re=173,000.

Similar to the first case, the computational cost up to 200 timesteps is investigated.
Figure5.26 shows theonlineandofflineCPUtimerequired tocomputeup to200 timesteps
with varying mesh size. The computational cost of the full order CFD simulation is com‑
pared against those of a uniform discretisation and the proposed ROMs. It shows that
the cost of the ROM models remains static with an increasing resolution of the mesh,
and that significant CPU speed‑ups are obtained when using the mesh with the largest
number of nodes. The CPU costs were reduced by a factor of about 100 compared to the
cost of the high‑fidelity model. The offline CPU time listed here includes the time for as‑
sembling and solving thematrix for the full model and projecting the POD solution onto
the full space, as shown in Figure 5.27. It can be seen that the proposed ROM is much
more computationally efficient than the traditional uniform ROM, and this is because
the decrease in terms of mesh density speeds the computational speed of the ROMs,
since it involves assembling and solving different dimensional matrices.
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Figure 5.26: Comparison of the online CPU time history on the the two‑dimensional
pitching and plunging aerofoil in the case of the limit cycle oscillation at the Reynolds
number Re=173,000 between the full‑order CFD solution and the ROMs.

Figure 5.27: CPU time history for the ROMs on a two‑dimensional pitching and plunging
aerofoil in the case of the limit cycle oscillation at the Reynolds number Re=173,000.

The proposed ROM more accurately predicts the results for the limit cycle oscilla‑
tion cases compared to the uniform ROMwith the same level of grid. The reconstructed
ROM solutions are compared to the existing numerical results as well as the experimen‑
tal data. The results show a relatively good agreement with the CFD solution regarding
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the velocity and displacement fluctuations. Compared to the accuracy and the compu‑
tational cost between the ROM approach and the numerical method, the proposed ROM
shows a very good potential for use in fluid‑structure interaction simulations (FSI) prob‑
lems.

5.3.2.2 Flow‑induced vibration of a NACA 0015 aerofoil at Re = 570000

In order to challenge the performance of the proposed methodology at higher Reynold
numbers, in the second case, the Reynolds number is increased to 570,000, defined by
the incoming velocity of 125.8m/s, as shown in Figure 5.28 The chord length of theNACA
0015 aerofoil is c = 59.5mm, the same as the first case. The aerofoil starts to oscillate at
the initial displacementof y0 = 0mm, and the initial pitch angle of θ0 = 0◦. The two‑way
fluid‑structure interaction strategy is selected to simulate the motion of the aerofoil.

Figure 5.28: Schematic of the domain settings of the flow‑induced vibration of the NACA
0015 aerofoil at Re = 570000.

Similar to the first case, the accuracy of the numerical model has been validated by
comparing the new predicted results to the experimental data. The presentation of the
pitch angle against the plunge at a Reynolds number 570,000. The time history of the
plunge and pitch angle for the limit cycle oscillation is shown in Figure 5.29. The time
history is plotted after convergence to the limit cycle.
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Figure 5.29: Time history of the pitch (a) and plunge (b) of the NACA 0015 aerofoil limit
cycle oscillation over normalised periods Re = 570000

The proposed POD‑Galerkin ROMprocedurewas executed by implementing the pro‑
posed methodology via MATLAB subroutines and the results obtained are discussed.
The reduced order model is built using a pre‑calculated numerical solution.

The proposed ROMmodes are computed from 400 snapshots of the simulation data
that covers four complete periods of oscillation. The domain is uniformly discretised in
160× 40, 320× 80, 640× 160, and 1280× 320 grids, respectively. Then, three different
proposed ROM models based on firstly on the created uniform grids, namely 160 × 40
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‑ adaptive, 320 × 80 ‑ adaptive, 640 × 160 ‑ adaptive, are built as per the methodology
shown in Chapter 4. For each case, overall computational cost, maximum velocity dif‑
ference, weighted difference between the rebuilt velocity flow field and the analytical
solution are summarised.

Similar to the first case, the energy percentage of the POD mode decreases mono‑
tonically, as shown in Figure 5.30. The first ten dominant PODmodes, which covermore
than 99.5% of the overall kinematic energy, are selected to perform the following calcu‑
lation. The maximum difference of the velocity profile within each grid no larger than
the 1/100 of the inlet velocity is selected as the threshold of the adaptive discretisation.
The flow field patterns of the limit cycle oscillation at a Reynolds number 570,000 are
chosen to demonstrate the vorticity contours of each POD modes, and the mean flow
of the LCO, as shown in Figure 5.31. Selected POD modes associated with the velocity
are qualitatively presented. These modes do not present the flow structures but can
provide good information about the sparce correlations for example [30]. The symmet‑
ric/antisymmetic patterns about the wake line have been previously reported in [133].
Compared to the flow pattern obtained from the POD modes of the uniform ROM ap‑
proach, the proposed ROM presents much more detail in the region with large velocity
deviance, such as in the vicinity of the aerofoil, which provides the capability of predict‑
ing muchmore accurate results.

Figure 5.30: The normalised PODmodes of the PODmodes in the case of the limit cycle
oscillation of the NACA 0015 aerofoil at Re = 570000.
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(a) POD Mode 1 (b) POD Mode 2

(c) POD Mode 3 (d) POD Mode 4

(e) POD Mode 5 (f) POD Mode 6

(g) Mean flow

Figure 5.31: Vorticity contours of the first 6 POD modes and the mean flow for a two‑
dimensional pitching and plunging aerofoil in the case of the limit cycle oscillation at
Re = 570000 (a) ‑ (f): first six PODmodes, (g): Voriticy contours of the mean flow.

To further showthecapacityof themodelmoreclearly, the flowstructureat the same
time stepshavebeen investigated: the velocity flow field computedby thenumerical ap‑
proach and the proposed POD‑Galerkin ROMmodels. Five different time step snapshot
of the limit cycle oscillation at Re = 570000 are selected as an example. With this de‑
composed solid domain, the dynamics for this prescribed large solid motion problem
and the corresponding adapted discretisation are shown in Figure 5.32. The accuracy of
the adaptive reduced order model is preserved to be almost the same in comparison to
the numerical solution after five iterations.
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Figure 5.32: Proposed solution for a two‑dimensional pitching and plunging aerofoil in
the case of the limit cycle oscillation at Re = 570000 at different snapshots. Left: numer‑
ical solution; Right: reconstructed flowfield using the new proposed ROM.

The reconstructed dynamic system of the most dominant modes, i.e. the first ten
modes, are achieved by the adaptive projection onto these modes, and it is compared
to the ROM using the same quality of uniform grids to quantify the performance of the
proposed POD‑Galerkin ROM. The phase portrait of the case of the limit cycle oscillation
at the Reynolds number 570,000 is plotted in Figure 5.33, where a comparison is made
between the numerical solution and the Galerkin‑based ROMwith and without the pro‑
posed method. The presentation of the plunge profile against the pitch angle is plotted
after convergence onto the limit cycle. The phase trajectory rotates counter clockwise,
which increases the plunge amplitude, decreases the pitch amplitude anddecreases the
phase difference.
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Figure 5.33: A comparison of the POD‑Galerkin results using the adaptive and uniform
grid discretisation for the flow passing a pitching and plunging aerofoil in the case of a
limit damping oscillation at the Reynolds number Re=570,000.

Compared to the uniform ROM approach, the proposed ROM more accurately pre‑
dicts results for both limit cycle oscillation cases. Figure 5.34 shows the normalised er‑
ror between the benchmarked numerical solution and the ROMmethod via the uniform
approach and the proposed method. The shape, frequency and amplitudes are much
closer to the experimental and numerical solution [191]. The proposed adaptive dis‑
cretisation concentrates on the vicinity of the aerofoil, as well as in the wake region to
minimise the velocity variancewithin the reduced ordermodelling process, and it varies
atdifferent timesteps. Theaccuraciesof theadaptive reducedordermodel areobserved
to be almost the same in comparison to the numerical solution after five iterations. In
contrast, the reconstructed flow fields using the uniform ROM are not perfectly accurate
due to the large motion of the aerofoil.
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Figure 5.34: Decay of the normalized error for the POD basis using the adaptive and
uniform grid discretisation for the flow passing a pitching and plunging aerofoil at the
Reynolds number Re=5700,000.

Figure 5.35 and5.36 shows theonline andofflineCPU time required to computeup to
200 timesteps with varyingmesh size. The computational cost of the full order CFD sim‑
ulation is compared against those of a uniform discretisation and the proposed ROMs.
It shows that the cost of the ROMmodels remains static with an increasing resolution of
the mesh, and that significant CPU speed‑ups are obtained when using the mesh with
the largest number of nodes. The CPU costs were reduced by a factor of about 100 com‑
pared to the cost of the high‑fidelity model. The offline CPU time listed here includes
the time for assembling and solving thematrix for the full model and projecting the POD
solution onto the full space, as shown in Figure 5.36. It can be seen that the proposed
ROM ismuchmore computationally efficient than the traditional uniform ROM, and this
is because the decrease in terms ofmesh density speeds the computational speed of the
ROMs, since it involves assembling and solving different dimensional matrices.
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Figure 5.35: Comparison of the online CPU time history on the the two‑dimensional
pitching and plunging aerofoil in the case of the limit cycle oscillation at the Reynolds
number Re=570,000 between the full‑order CFD solution and the ROMs.

Figure 5.36: CPU time history for the ROMs on a two‑dimensional pitching and plunging
aerofoil in the case of the limit cycle oscillation at the Reynolds number Re=570,000 be‑
tween the proposed ROM and the uniform ROMs solution.

The proposed ROM more accurately predicts the results for the limit cycle oscilla‑
tion cases compared to the uniform ROMwith the same level of grid. The reconstructed
ROM solutions are compared to the existing numerical results as well as the experimen‑
tal data. The results show a relatively good agreement with the CFD solution regarding
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the velocity and displacement fluctuations. Compared to the accuracy and the compu‑
tational cost between the ROM approach and the numerical method, the proposed ROM
shows a very good potential for use in fluid‑structure interaction simulations (FSI) prob‑
lems.

5.3.2.3 Forced Vibration of an Oscillating Aerofoil

In this part, the aerofoil is subject to kinematic limitations that have been imposed (i.e.,
the oscillating motion is prescribed). The following statement describes the combined
motion of pitching and heaving when it is limited to an axis of pitching that is set on the
chord line at point xp from the leading edge:

θ (t) = θ0 sin (γt), h (t) = H0 sin (γt+ ϕ) (5.48)

where θ0 and H0 are initial pitch angle and plunge, respectively. γ is the angular
frequency (which is 2πf ), and ϕ is the phase difference with respect to the pitching mo‑
tion (taken as ϕ = 90◦ in this investigation), as shown in Figure 5.37. The oscillation
frequency f is characterized by a reduced frequency f ∗ defined as

f ∗ =
fc
U∞

(5.49)

where U∞ is the inlet velocity.

Figure 5.37: Normalised pitch and plunge profiles of the NACA 0015 aerofoil.
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Themotion profiles of the fluid and solid domains are solved using the ANSYS Fluent
andMechanical solvers, respectively, and coupled by a semi‑implicit coupled algorithm.
Themodel is establishedusingANSYSFLUENTand theTransient Structuremodules. The
upstream inlet velocitywas set to122.75m/s inorder toproduce theReynoldsnumberof
570,000 as employed in [103], as shown in Figure 5.38. Since the fluid is incompressible,
the density and viscosity of the fluid are considered to be constant at 1.225 kg/m3, and
1.7894×—10−5 kg/(m.s), respectively.

Figure 5.38: Schematic diagramof the domain of theNACA 0015 aerofoil forced vibrating
at Re = 570000.

The turbulencemodel used is the k‑ω SSTmodel and the transport equations for the
SST model used to calculate the turbulent kinetic energy k and the specific dissipation
rate ω are those used in ANSYS FLUENT. This two‑equation model is suitable for mod‑
elling the boundary layers as well as the far field flows, and therefore it has been used
extensively in studies involving wind turbine blades and aeroelastic problems with rea‑
sonable results [80, 75].

On considering the computational time and accuracy, the mesh size of 1 mm and
the time size of 1 × 10−5 seconds are deemed as the appropriate mesh size and time
size for the modelling in this study. The meshes of the simulation consists of two in‑
dividual domains with structural meshes togethering with the overset mesh, the fluid
model consists of 158,610 nodes and 579,632 elementswhile the structural part consists
of 2595 nodes and 2422 elements, identical to previous cases, as shown in Figure 5.15.
The time‑step size is 1 × 10−5 seconds and the number of nonlinear iterations per time
step is 500. A loose coupling strategy was applied in order to couple both the fluid and
structural domains.

ThePOD snapshot solution has been computedusing the ANSYSMechanical and AN‑
SYS Fluent with a RANS k‑ω SST turbulence model using the ALE method to adapt the
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mesh around the oscillating cylindrical body. A loosely coupled algorithm couples both
the structural and fluid domains. During one oscillation period, one hundred snapshots
are taken, and these are interpolated on a rectangular grid to build a POD basis using
Equation (3.5).

The first PODmode is the temporal average velocity field, and the other modes cap‑
ture the additional velocity fluctuations as given by equation (5.47). As shown in Figure
5.39, the POD modes decreases monotonically. Figure 5.40 illustrates the energy accu‑
racy with different PODmodes used and it can be observed that 18 PODmodes are suf‑
ficient to construct the velocity field within an error in the kinetic energy captured less
than 1%. Therefore, the first 18 PODmodes are selected in this analysis.

Figure 5.39: The normalised POD modes in the case of the forced oscillation at the
Reynolds number Re = 570,000.
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Figure 5.40: ROM accuracy regarding the energy with different number of PODmodes in
the case of the forced oscillation at Re = 570000.

In this section, the rebuild ROM solutions from the proposed adaptivemethodology,
namely the solution 80× 40‑adaptive, are compared against the corresponding uniform
ROM solutions, namely 80 × 40‑uniform and the proposed adaptive methodology via
different refinement levels, namely 40×20‑adaptive. For all the cases, the reducedorder
models are built using 18 PODmodes which covers more than 99% of energy.

Two typical timesteps, i.e., t/T=0.25 and 0.45 are selected for ROM solutions to be
computed at as per (Kinsey and Dumas, 2014). ROM solutions are evaluated and com‑
pared in terms of accuracy and computational efficiency.

In order to make the comparison clearer, the rebuilt ROM solution via the proposed
adaptive ROMmethodology is compared against the ROM solution via the uniform ROM
model whose grid size is same as theminimumgrid size of the adaptive ROMmodel. For
instance, as an illustrative example shown in Figure 5.41, the ”adaptive ROM solution ‑
Level 2” is compared against the ”uniform ROM solution ‑ Level 2”.
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Figure5.41: Comparisonbetween theadaptiveROMsolutionand the correspondinguni‑
form ROM solution in the case of the forced oscillation at Re = 570000.

Figure 5.42 shows the solutions for the flowpast the cylinder at time instances t/T =

0.25 and0.45, as calculatedusing theproposedROMmodels (80×40 ‑ adaptive), the cor‑
responding ROM solutions via uniform grids (80× 40 ‑ uniform) using 18 POD basis func‑
tions, and the referenced full order CFD solution at Reynolds number Re=500,000. The
proposed POD‑Galerkin ROM model with/without adaptively refinement strategy have
performed particularly well at resolving the flow field at both time instances. The pro‑
posed uniform ROMmodels are able to capture the wave pattern but have a large error
near the peak of the waves during the spin‑up period of the modelling.
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Figure 5.42: Comparison between the proposed adaptive solution and the uniform ROM
for a two‑dimensional forced vibration aerofoil at Re = 570000 at timesteps t/T=0.25 (1)
and 0.45 (2).

The err (N)of theproposedmethod in thepredictionof thedisplacement andveloc‑
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ity fluctuations is around 0.2% close to those of the uniformROMmodel which is around
0.3%, as shown in Figure 5.43.

Figure 5.43: Error err (N) of velocity profile obtained via different numbers of POD
modes in the case of the flow induced vibration of the oscillating aerofoil NACA 0015
at Re = 570000.

Figure 5.45 summarises the computational costs of both the uniform and adaptive
ROMmodels. The adaptive ROMmodel ismuchmore computationally efficient than the
uniformmodel as the proposed adaptively refinement reduces the size ofmatrices used
in the ROM calculation while maintaining same level of accuracy.
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Figure 5.44: Comparison of CPU time history between the proposed ROM and the uni‑
form ROM on the prescribed of the NACA 0015 aerofoil at Re = 570000.

As shown in the previous figures, both proposed POD‑Galerkin ROMs show a good
agreementwith theCFDsolution. It isobserved thaterrorerr (N)of theproposedmethod
in the prediction of the displacement and velocity fluctuations is around 0.2%. The pro‑
posedROMmethodshowsabetterperformancecompared to theproposedROMmethod
via uniform grid, as shown in Figure 5.14. This is due to the errors being compounded
when truncating the POD eigenfunctions, when constructing the POD basis, having in‑
sufficient sampling and the errors in the inner product and the numerical integration of
the ROM.

In addition, the rebuilt ROM solution via the proposed adaptive ROM is compared
against the proposed ROM solution via different refinement levels. For instance, as an
illustrative example shown in Figure 5.45, the ”adaptive ROM solution ‑ Level 1” is com‑
pared against the ”adaptive ROM solution ‑ Level 2” in this section, as theminimum grid
size of these twomodels is identical.
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Figure 5.45: Illustrative demonstration of the adaptive ROM solution and the corre‑
sponding uniform ROM solutions.

Figure 5.46 shows the solutions for the flowpast the cylinder at time instances t/T =

0.25 and 0.45, as calculated using the proposed ROMmodels (80×40‑adaptive), the cor‑
responding ROM solutions via uniform grids (80× 40‑uniform) using 18 POD basis func‑
tions, and the referenced full order CFD solution at Re = 570000. The POD‑Galerkin
ROM model that was developed with and without an adaptively refined technique has
done exceptionally well when it comes to resolving the flow field at both time occur‑
rences. The wave pattern can be captured by the suggested uniform ROMmodels, how‑
ever these models have a significant amount of inaccuracy at the peaks of the waves
during the spin‑up phase of the modelling process.
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Figure 5.46: Comparison of the proposed adaptive solutions for a two‑dimensional
forced vibration aerofoil at Re = 570000 at timesteps t/T = 0.25 (1) and 0.45 (2).
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The relative error between the proposed ROM solution via two different levels and
the referenced CFD solution is illustrated in Figure 5.47. As a result of the increased size
of matrices used in the POD‑Galerkin projection, one additional level of adaptive refine‑
ment successfully reduces the error profile of the velocity fluctuations from around 1%
(Adaptive ROMModel ‑ Level 1) close to around 0.3% (Adaptive ROMModel ‑ Level 2).

Figure 5.47: Error err(N) of velocity profile obtained via different numbers of PODmodes
using adaptive ROM models in the case of the flow induced vibration of an oscillating
aerofoil NACA at Re = 570000.

However, this improvement in terms of accuracy sacrifices the computational effi‑
ciency as summarised in Figure 5.48. It shows the computational costs of both adaptive
ROM models via different refinement level. The so called ”Adaptive ROM model ‑ level
2” is less computationally efficient than the ”Adaptive ROMmodel ‑ level 1” as the addi‑
tional adaptively refinement reduces the size of grids therefore increases the sizematri‑
ces used in the ROMcalculation. It should be noted that the additional refinement levels
sometime not necessary when the loss of computational efficiency is considered. In ad‑
dition, compared to theproposeduniformROMmodelwith samegrid size, theproposed
adaptive ROMmethod still shows a performance in terms of computational efficiency.
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Figure 5.48: CPU time history for the proposed adaptive ROMs on the prescribed of the
NACA 0015 aerofoil at Re = 570000.

5.4 Conclusion

In this chapter a new ROM model that deals with moving fluid‑solid interfaces is pro‑
posed. This new method that has been proposed solves the problem of a moving solid
body by first considering a fixed grid that contains the entire time‑variant grid (both fluid
and solid), and then interpolating the fluid and the solid velocity field from the time vari‑
ant grid to the locally refined grid. In otherwords, the problem is solvedby considering a
fixed grid that contains the entire time‑variant grid (both fluid and solid). After that, the
POD basis for the global velocity field (both fluid and solid) is generated using the fixed
uniform one as the starting point. After then, a distinctive function that follows each of
thedifferent domains is brought intoplay. In addition, the compatibility to theproposed
adaptively refinement strategy (Chapter 4) is investigated. The proposedmethod is first
applied to model a two‑dimensional flow passing an oscillating circular cylinder at rel‑
atively low Reynolds number, then under a more complicated flow condition, namely
flow‑induced vibration of a pitching and plugin aerofoil. The reconstructed ROM solu‑
tions are compared to the existing numerical results as well as the experimental data
when it is possible. Additional cases are added to investigate the performance of the
proposed model in the case of higher Reynolds number, namely at 500,000. The pro‑
posed model is applied to the flow‑induced vibration and the prescribed oscillation of
the aerofoil NACA0015 at Re = 570000. For each case, error estimations and time analy‑
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ses are compared to the corresponding uniformgrid ROMsolution. Both theROM results
show a relatively good agreement with the CFD solution regarding the velocity and dis‑
placement fluctuations. In addition, the proposed method presents a better capability
and accuracy to deal with FSI problems compared to the traditional uniform reduced
order model at various Reynolds numbers. The adaptive refinement strategy shows a
good compatibility with the proposed ROMmodel for FSI problems. The adaptive ROM
model is computationally more efficient than the proposed uniform one, and the size of
grid employed is same as the minimum grid size of the adaptive ROM.
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Chapter 6

Locally Refined POD‑Galerkin Based
ROMwith Deforming Fluid‑Solid
Interface

6.1 Introduction

In this chapter, a POD‑Galerkin based reduced‑order model with deforming fluid‑solid
interface has been proposed by projecting the governing Navier‑Stokes equation onto
the PODmodes. Some general results obtained in the last decade in the field of reduced
order modelling in fluid mechanics are presented. The idea of the Galerkin method is
to project the governing equations onto a finite‑dimensional subspace of the full phase
space (Holmes, et al., 1996). To perform the Galerkin method, the phase space must be
an inner product space spanned by a suitable set of basis functions. The Proper Orthog‑
onal Decomposition (POD) approach is employed to capture more energy with a small
number of basis functions.

Differ from the previous chapter, this chapter focuses on the fluid‑structure inter‑
action problems with deforming fluid‑solid interface, where rigid domain is no longer
considered as flexible other than rigid in the Chapter 5. Computer simulations of the dy‑
namics of complicated structural systems using first‑principles models may sometimes
be prohibitively costly. This is similar to the situation with fluid mechanical systems. In
order to analyse and optimise the design of complex structures, methods are required
thatmay decrease the number of degrees of freedompossessed by themodelswhile yet
maintaining all of the pertinent physics. One strategy for achieving model flexibility for
structures is to first create a full finite element model, and then use a component ap‑
proach that is borrowed from the finite segment method. This allows for a significant
reduction in the number of degrees of freedom, while still incorporating the essential
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physics and nonlinearities of the system.
Validation entails making a comparison between the results achieved through the

use of the model presented and the findings acquired through the use of various sim‑
ulation models or those gained through the use of experimental measurements. The
proposed method is first applied to model a two‑dimensional flow around a flexible
plate, and then a three‑dimensional flow‑induced and forced vibration simulation on
both NACA 0015 aerofoil and teardrop shape aerofoil at various Reynolds numbers. For
each case, the reconstructed ROM solutions from the proposed methodology are com‑
pared to the numerical results as well as experimental solution when it is possible in or‑
der to validate the accuracy and performance of the model. In addition, in order to test
the compatibility of the proposed refinement strategies introduced in Chapter 4 are ap‑
plied to both these simulations, and error estimations and time analyses are compared
to the corresponding uniform grid ROM solution.

6.2 Modelling of a slender body using the finite segment
method

The discretisation of a flexible link into stiff parts (segments) that represent the link’s in‑
ertial properties is the fundamental concept behind the finite segment technique. This
method is also known as the finite element method. Joints made out of massless and
non‑dimensional spring‑damping devices that reflect the stiffness properties of the con‑
nection are used to connect the segments together, as shown in Figure 6.1, where a flex‑
ible body P0Pn is modelled as a chain of rigid segments Pi−1Pn, i = 1, · · ·n.
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Figure 6.1: Flexible link before and after solid body deformation and its discretisation.

6.2.1 Coordinates

When the longitudinal flexibility is omitted, the following relation is valid:

L = P̂0Pn =
n∑

i=1

Li (6.1)

This indicates that the length of the deformed link along its curvature remains un‑
changed, and this makes it possible to take into consideration the amount∆ depicted
in Figure 6.1, which is the result of significant deformations in the flexible link. The no‑
tation that is shown in Figure 6.3 is added because it is necessary to be able to specify
the location of any point on the neutral axis of the connection that is located in the ith
segment [4].
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The Euler angles presented in Figure 6.2 are introduced in order to described the ori‑
entation of a rigid segment, namely Pi−1P

0
i . These angles define absolute rotations, in

which the Euler angles ZYX define the orientation of the system {i} with respect to the
preceding segment {i− 1}.

(a) Initial location (b) Location after first rotation

(c) Location after second rotation (d) Location after third rotation

Figure 6.2: Illustrative demonstration of the Euler angles used for solid body rotation.

Initially the i‑th segment Pi−1P
0
i lies parallel to the z axis of the inertial frame, as

shown in Figure 6.2a. The order of rotations which leads to the end of the i‑th segment
from point P 0

i to the point Pi is as follows:

1. The first rotation around the X axis by an angle αi to form X ′Y ′Z ′, as shown in
Figure 6.2b.
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2. The second rotation around the Y ′ axis by an angle βi to formX ′′Y ′′Z ′′, as shown
in Figure 6.2c.

3. The third rotation around the Z ′′′ axis by an angle γi to formX ′′′Y ′′′Z ′′′, as shown
in Figure 6.2d.

The rotation matrix of each rotation yields the following

Rx =

1 0 0
0 cosαi − sinαi

0 sinαi cosαi

 ,
Ry =

 cos βi 0 sin βi
0 1 0

− sin βi 0 cos βi

 ,
Rz =

cos γi − sin γi 0
sin γi cos γi 0
0 0 1

 ,
(6.2)

The combined rotation matrix Ri yields

Ri = RxRyRz

=

 cos βi cos γi − cos βi sin γi sin βi
cosαi sin γi + sinαi sin βi cos γi cosαi cos γi − sinαi sin βi sin γi − sinαi sin βi
sinαi sin γi − cosαi sin βi cos γi sinαi cos γi + cosαi sin βi sin γi cosαi cos βi


=

 ↑ ↑ ↑
Ai Bi Ci

↓ ↓ ↓


(6.3)
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Figure 6.3: Illustrative demonstration of the notation used for the i‑th segment

Figure 6.3 shows the notation used in the i‑th segmentPi−1Pi whose length isLi. For
anypointPc in theneutral axis of the i‑th segment lying at adistancexLi, 0 ≤ x ≤ 1 from
the point Pi−1 with respect to axes of the inertial frame of reference, the coordinate of
Pi−1 takes the following form:

rPi−1
=

−−→
OP0 +

i−1∑
j=1

−−−−→
Pj−1Pj

= r0 +
i−1∑
j=1

Rj

 0
0
Lj


= r0 +

i−1∑
j=1

LjCj

(6.4)

where r0 is the coordinate of the pointP0, andCi is the third column of thematrixRi.
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Figure6.4: Illustrativedemonstrationof theadditional notationused for the i‑th segment

Several additional parameters are introduced todescribe the coordinate of anypoint
in the i‑th segment Pi−1Pi. For any point P located at the interface of the segment , let
rfi (θ), 0 ≤ r ≤ 1 be the radial distance from theZi‑axis to the point P, θ be the azimuth
angle between the Xi‑axis and PcP , the coordinate of the point P with respect to the
coordinate systemXiYiZi becomes

(
rfi (θ) cos θ, rfi (θ) cos θ, xLi

)
Thus, for any point P on the i‑th segmentPi−1Pi, the coordinate is defined as follows:

rP =
−−→
OP0 +

i−1∑
j=1

−−−−→
Pj−1Pj +

−−−→
Pi−1P

= r0 +
i−1∑
j=1

Rj

 0
0
Lj

+ Ri

rfi (θ) cos θrfi (θ) sin θ
xLi


= r0 +

i−1∑
j=1

LjCj + rfi (θ) cos θAi + rfi (θ) sin θBi + xLiCi

(6.5)

whereA,B, andCare the first, secondand thirdcolumnof thematrixRi, respectively.
Whena solid domain ismodelled as a combinationofN segmentsPi−1Pi, i = 1, ..., n,

and thewhole system isdefinedby thecomponentsofavectorofN = 3 + 3 (n+ 1) = 3n+ 6

elements:

q =
[
r0 q0 · · · qi · · · qn

]
(6.6)

where qi =
[
αi βi γi

]
is the vector of coordinates describing relative of motion of

the i‑th segments.
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6.2.2 Equations of motion

The governing equations of motion are derived from the general form of the Euler‑La‑
grange equations:

d
dt
∂T

∂q̇i

− ∂T

∂qi

+
∂V

∂qi

+
∂D

∂q̇i

= Qi, i = 1, ..., N (6.7)

where T andVare the kinetic energy andpotential energy of the system, respectively,
D is the dissipation function. qi is the i‑th row of the vector q, and it can be either the co‑
ordinates or angles. N is the number of the coordinates used in the system, in this case,
3n+ 6.

6.2.2.1 Kinetic energy

For a rigid segment, namely the i‑th segmentPi−1Pi, the kinetic energy takes the follow‑
ing equation:

Ti =
1

2
ρ

∫
V

ṙP · ṙPdV

=
1

2
ρ

∫ 1

x=0

∫ 1

r=0

∫ 2π

θ=0

ṙP · ṙP · Li · rdr · dx · [fi (θ)]2 dθ
(6.8)

On substituting Equation 6.5 into Equation 6.8 yields
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Ti =
1

2
ρ

∫
V

[
v0 +

i−1∑
j=1

LjC′
j + rfi (θ) cos θA′

i + rfi (θ) sin θB′
i + xLiC′

i

]T

·

[
v0 +

i−1∑
j=1

LjC′
j + rfi (θ) cos θA′

i + rfi (θ) sin θB′
i + xLiC′

i

]
dV

=
1

2
ρLi

[(
1

2
v0 · v0 +

i−1∑
j=1

Ljv0 · C′
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[fi (θ)]
4 sin θ cos θdθ

]

(6.9)

It should be noted that

∫ 2π

0

[fi (θ)]
2 dθ = 2Ai (6.10)∫ 2π

0

[fi (θ)]
3 sin θdθ = 3Si,x (6.11)∫ 2π

0

[fi (θ)]
3 cos θdθ = 3Si,y (6.12)∫ 2π

0

[fi (θ)]
4 sin2 θdθ = 4Ii,x (6.13)∫ 2π

0

[fi (θ)]
4 cos2 θdθ = 4Ii,y (6.14)∫ 2π

0

[fi (θ)]
4 sin θ cos θdθ = 4Ii,xy (6.15)

where Ai is the cross‑section area of the i‑th segment, Si,x and Si,y are the first mo‑
ments of the area about the x and y directions respectively, Ii,x and Ii,y are the second
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moments of the area around the x and y directions respectively, and Ii,xy is the product
of area of the i‑th segment.

On substituting Equations 6.10 ‑ 6.15 onto Equation 6.9, the kinetic energy of the i‑th
segment Pi−1Pi yields the following:

Ti =
1

2
ρAiLiv0 · v0 + ρAiLi

i∑
j=1

L
(i,1)
j v0 · C′

j +
1

2
ρAiLi

i∑
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i∑
k=1

L
(i,2)
j,k C′

j · C′
k

+ ρSi,xLi

i∑
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L
(i,1)
j B′

i · C′
j + ρSi,xLiv0 · B′

i + ρSi,yLi

i∑
j=1

L
(i,1)
j A′

i · C′
j

+ ρSi,yLiv0 · A′
i +

1

2
ρIi,xLiB′

i · B′
i +

1

2
ρIi,yLiA′

i · A′
i + ρIi,xyLiA′

i · B′
i (6.16)

where

L(i,1) =
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...
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Thus the kinetic energy of the whole system is given by

T =
n∑

i=1

Ti (6.17)

A(1)
i =


∂Ai

∂αi
∂Ai

∂βi
∂Ai

∂γi

 (6.18)

A(2)
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∂2Ai

∂α2
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∂2Ai

∂αi∂βi

∂2Ai
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∂2Ai
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∂2Ai

∂β2
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∂2Ai

∂βi∂γi
∂2Ai

∂αi∂γi

∂2Ai

∂βi∂γi
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∂γ2
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 (6.19)
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d
dt
∂T
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]
(6.20)

6.2.2.2 Potential energy

In this thesis, the potential energy of the gravitational forces is neglected, therefore only
the energy of the spring deformation is considered.

(a) Twisting spring

(b) Bending Spring

Figure 6.5: Illustrative demonstration of the twisting and bending spring modelling

For the twisting spring, as shown in Figure 6.5a, the stiffness coefficients of themod‑
elled spring at the left and right hand side are defined as follows:
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k1 =
G (J1 − Jc)

η1,t (ln J1 − ln JC)
(6.21)

k2 =
G (J2 − Jc)

η2,t (ln J2 − ln JC)
(6.22)

where J1 and J2 are the polar moments of inertia of the segment at the left and right
hand ends, Jc is the polar moment of inertia of the segment at the centre of mass of the
segment, A1 and A2 are the cross‑sectional areas of the segment at the left and right
hand ends, and η1,t, η2,t and Jc are defined as follows:

η1,t =
L (2J1 + J2)

3 (J1 + J2)
(6.23)

η2,t =
L (J1 + 2J2)

3 (J1 + J2)
(6.24)

JC =
2 (J2

1 + J1J2 + J2
2 )

3 (J1 + J2)
(6.25)

For the bending spring, as shown in Figure 6.5b, the stiffness coefficients of themod‑
elled spring at the left and right hand sides are defined as follows:

k1 =
E (I1 − Ic)

η1,b (ln I1 − ln IC)
(6.26)

k2 =
E (I2 − Ic)

η2,b (ln I2 − ln IC)
(6.27)

where I1 and I2 are the second order moment of inertia of the segment at the left
and right hand ends, respectively, Ic is the polarmoment of inertia of the segment at the
centre of mass of the segment, A1 and A2 are the cross‑section area of the segment at
left and right hand ends, respectively and, η1,b, η2,b and Ic are defined as follows:

η1,b =
L (2I1 + I2)

3 (I1 + I2)
(6.28)

η2,b =
L (I1 + 2I2)

3 (I1 + I2)
(6.29)

IC =
2 (I21 + I1I2 + I22 )

3 (I1 + I2)
(6.30)

When the segment is straight, i.e., J1 = J2 and I1 = I1,the stiffness coefficients k1
and k2 yield

k1,b = k2,b =
2EI

L
(6.31)
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k1,t = k2,t =
2GJ

L
(6.32)

(a) Twisting spring

(b) Bending Spring

Figure 6.6: Stiffness coefficients of the combined spring

The combined stiffness coefficient between the two straight segments is defined as
follows

kij =
2GiGjJiJj

GiJiLj +GjJjLi

(6.33)

kij =
2EiEjIiIj

EiIiLj + EjIjLi

(6.34)

As shown in Figure 6.2d, the elastic deformation energy of the spring is defined by
the following expression:

Vi =
1

2
ki,bxα

2
i +

1

2
ki,byβ

2
i +

1

2
ki,tγ

2
i (6.35)

where the coefficients ki,bx, ki,by and ki,t are determined from,

ki,bx =
ki−1,bxki,bx
ki−1,bxki,bx

=
2Ei−1EiIi−1,xIi,x

EiIi,xLi−1 + Ei−1Ii−1,xLi

(6.36)

ki,by =
ki−1,byki,by
ki−1,byki,by

=
2Ei−1EiIi−1,yIi,y

EiIi,yLi−1 + Ei−1Ii−1,yLi

(6.37)

ki,t =
ki−1,tki,t
ki−1,tki,t

=
2Gi−1GiJi−1Ji

GiJiLi−1 +Gi−1Ji−1Li

(6.38)
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where Ei is the Young’s modulus of the material used in the i‑th segment, Ii,x and
Ii,y are themoment of inertia of cross section around X‑ and Y‑ axis, Ji = Ii,x + Ii,y is the
polar moment of inertia, Li is the length of the i‑th segment.

Since gravity force is neglected in this case, the potential energy is given by

V =
n∑

i=1

Vi

=
n∑

i=1

(
1

2
ki,bxα

2
i +

1

2
ki,byβ

2
i +

1

2
ki,tγ

2
i

) (6.39)

Thus

∂V

∂qi

=

ki,bxαi

ki,byβi
ki.tγi

 (6.40)

6.2.2.3 Dissipation of energy

The visco‑elastic characteristics of the rigid segments can be defined by introducing the
damping coefficients. Similar to the stiffness coefficients, the damping coefficients can
be defined as follows

Cα = 2ξ
√
kiIi,x (6.41)

Cβ = 2ξ
√
kiIi,y (6.42)

Cγ = 2ξ
√
kiJi (6.43)

The dissipation of energy is therefore given by

Vα =
1

2
Cαα̇

2 (6.44)

Vβ =
1

2
Cββ̇

2 (6.45)

Vγ =
1

2
Cγ γ̇

2 (6.46)
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The sum of dissipation of energy and its derivative yield

V =
n∑

i=1

Vi

=
n∑

i=1

(Vα + Vβ + Vgamma)

=
n∑

i=1

(
1

2
Cαα̇

2 +
1

2
Cββ̇

2 +
1

2
Cγ γ̇

2

) (6.47)

∂V

∂q̇i

=

Cαα̇i

Cββ̇i
Cγ γ̇i

 (6.48)

6.2.3 The fluid‑structure interface

For there to be a successful coupling between the fluid and the multibody system, it is
necessary to ensure both the continuity of velocity and the equilibrium of forces at the
interface between the fluid and the structure for each component of the multibody sys‑
tem. Let Γfs

i (0) = ∂Ωf (0) ∩ ∂Ωi (0) be the fluid‑structure interface at t = 0 for the
multibody i and Γfs

i (t) = φs
(
Γfs
i , t
)
be the evolved interface at time t. The kinematic

and dynamic equilibrium conditions can be written as,

∀Xs ∈ Γfs
i (0)

ūf (φs (Xs, t) , t) = us (Xs, t) (6.49)

∀γ ∈ Γfs
i (0)∫

φs(γ,t)

σ̄f
(
xf , t

)
· ndΓ +

∫
γ

tsdΓ = 0 (6.50)

whereφs is the position vector thatmapps the initial positionXs of the flexiblemulti‑
body component i to its position at time t and ts is the traction on the structure along the
interface γ. Here, n is the outward normal to the fluid‑structure interface, γ is any part
of the interface Γfs

i (0) in the reference configuration and φs (γ, t) is the corresponding
fluid part at time t. The requirements outlined above for the interface are enforced in
such a way that the velocity of the fluid is made to perfectly match the velocity of the
deformable solid body. The fluid forces, which comprise the integration of the pressure
and shear stress effects on the body surface, arewhat determine themotion of the struc‑
ture. This motion is called the structural motion.
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6.3 Applications of the ProposedModel on the FSI Simu‑
lation of the Fluid Solid interface

Validation entails making a comparison between the results achieved through the use
of themodel presented and the findings acquired through the use of various simulation
models or those gained through the use of experimental measurements. The proposed
method is first applied tomodel a three‑dimensional flow‑induced and forced vibration
simulationona flexible flat plate attached to a rigid aerofoilwhich oscillates as per a pre‑
calculated motion. For each case, the reconstructed ROM solutions from the proposed
methodology are compared to the numerical results as well as experimental solution
when it is possible in order to validate the accuracy and performance of the model. In
addition, in order to test the compatibility of the proposed refinement strategies intro‑
duced in Chapter 4 are applied to both simulations, error estimations and time analyses
are compared to the corresponding uniform grid ROM solution.

6.3.1 Adaptive ROM simulation for teardrop/flat design oscillation
6.3.1.1 Simulation Modelling

The test case is carried out on the configuration illustrated in Figure 6.7, where a flexible
flat is attached to a rigid aerofoil NACA0033 moving according to a pre‑defined motion
profile.

Figure 6.7: Schematic demonstration of the flexible aerofoil heaving periodically.
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The flexible flat plate deforms due to the fluid forces; it is modelled as a chain of var‑
ious number of rigid segments. The motions of the fluid and solid domains are solved
using the ANSYS Fluent and Mechanical solvers, respectively, and coupled by a semi‑
implicit coupled algorithm. A schematic description of this problem is illustrated in Fig‑
ure 6.8.

Figure 6.8: Schematic demonstration of the domain of the vibration of the Teardrop/flat
design FSI simulation.

Experiments were carried out on 7 plates for a study of chordwise flexibility by vary‑
ing the thickness of the carbon‑manganese steel plate, the full details of the problem
can be found in (Heathcote and Gursul, 2007). Identical, apart from their thickness, as
summarised inTable 6.1, hereonly thebending stiffnessof theplates relative to themost
flexible aerofoil b/c=0.56× 10−3 is selected which refers to the thickness of 0.05 mm.

Table 6.1: Properties employed in the numerical model for the vibration investigation of
the teardrop/flat design.

Parameters Values
Teardrop
Chord [mm] 30
Flexible flat plate
Chord [mm] 60
Thickness [mm] 0.05
Bending stiffness [GPa] 205
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Experiments were carried out using tunnel speeds of 0.1 and 0.3 metres per sec‑
ond, which corresponded to Reynolds numbers of 9,000 and 27,000, respectively, when
based on the chord length of the 90 millimetre aerofoil. At a constant amplitude of a =

17.5mm, the effects of chordwise flexibility were investigated through a series of exper‑
iments, the displacement of the leading‑edge was therefore given by sLE = a cos (ωt).
The parameters employed in the model are summarised in Table 6.1, and these are the
same values as those used in the experimental investigation.

The Fluid‑Structure Interaction simulations aremodelled as per the experiment then
used tobuild the reducedordermodelsusing theproposedmethodology. The teardrop/flat
design are flexible in the chordwise direction only, as shown in Figure 6.8, a schematic of
the flexible teardrop/flat design used in this simulation. For more detailed information,
please refer to (Heathcote and Gursul, 2007).

Figure 6.9 illustrates the computational domain used in the CFDmodelling. The fluid
model consists of 2,329,942 nodes and 1,146,915 elements. The mesh is split into four
parts: background fluid domain and the refined overset domains near to the solid aero‑
foil (”Overset domain ‑ 1”), and the flexible flat plate (”Overset domain ‑ 2”) and two
additional overset domains which link two separate overset domains, as shown in Fig‑
ure 6.9. The time‑step size is 5 × 10−5 second and the number of nonlinear iterations
per time step is 1500. A loose coupling strategy was applied to couple both the fluidic
and structural domains at each time step. The aerofoil is assumed to be a rigid body,
while the flat plate is flexible, the corresponding rigidities aremodelled in the structural
solver.
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Figure 6.9: Schematic demonstration of the domain of the vibration investigation of the
teardrop/flat design FSI simulation.

The governingmotion equation of the rigid aerofoil is determined by the predefined
equation sLE = a cos (ωt). The flexible flat plate modelled is free to deform along the
y‑o‑z plane, fluid dynamics model generates the lift and moment coefficients that are
introduced into the structural model that in turn determines the incremental motion of
the structural model. This process is then executed in a stepwise fashion for each time
increment. The previous time increment fluid dynamics model is used to compute the
next time increment aerofoil position and then the aerodynamics of that position are
calculated. For more detailed information please refer to Chapter 3.3.1.3.

The model is established using ANSYS FLUENT coupled with the Transient Structure
modules using the k‑ω SST turbulence model. This two‑equation model is suitable for
modelling the boundary layers as well as the far field flows, and therefore it has been
used extensively in studies involvingwind turbine blades and aeroelastic problemswith
reasonable results (Heinz, et al., 2016; Halawa, et al., 2017).

Mesh and time size sensitivity studies are carried out to determine the appropriate
cell face and time step. In the case of themesh sensitivity study, the Reynolds number is
9,000. Five different mesh sizes are investigated, i.e., 8 mm, 4 mm, 2 mm, 1 mm, and 0.5
mm, and the associated total number of elements and calculated oscillation amplitudes
are presented in Figure 6.10. The amplitude converges at a mesh size of 1 mm and on
further refining the mesh size then a 5.4% relative difference is obtained.
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Figure 6.10: Mesh convergence study of the vibration investigation of the teardrop/flat
design FSI simulation at Reynolds number Re=9,000.

In the time size sensitivity study, five time steps are investigated, i.e. 1 × 10−5 sec‑
onds, 1× 10−4 seconds, 2× 10−4 seconds, 5× 10−4 seconds, and 1× 10−3 seconds. The
associated total number of elements and oscillation frequencies are presented in Figure
6.11 and the amplitude converges at a time size of 1× 10−4 seconds.

Figure 6.11: Time step convergence study of the teardrop/flat design FSI simulation at
Reynolds number Re=9,000.

On considering the computational time and accuracy, themesh size of 1mmand the
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time size of 1× 10−4 seconds are deemed as the appropriatemesh size and time size for
the modelling in this study.

6.3.1.2 Reduced Order Modelling

The proposed POD‑Galerkin approach is applied to model the three‑dimensional flow‑
induced vibrating teardrop/flat design at various Reynolds numbers. The motion of the
rigid aerofoil is given by sLE = a cos (ωt) while the following flexible flat plate is deter‑
mined by flow‑induced vibration. For each case, accuracy and computational cost of the
model are investigated. Accuracy and order reduction are discussed with respect to the
full‑order numerical model and the traditional POD strategy with uniform grids.

The proposed locally refined POD‑Galerkin ReducedOrder Modelling procedure was
executed by implementing a MATLAB subroutine as per the modified ROM methodol‑
ogy for deforming fluid‑solid interface listed in Section 6.2 and the refinement approach
listed in the Chapter 4, and the results obtained are discussed and compared to the cor‑
responding experimental data.

The computational domain for the proposed reduced order models is lx × ly × lz =

(−200mm, 500mm)× (−200mm, 200mm)× (−10mm, 10mm)with initial uniform
mesh at Nx × Ny × Nz = 35 × 20 × 2, as shown in Figure 6.12. The flexible teardrop
aerofoil was placed on the x‑o‑z plane along the x‑axis, where the leading edge is initially
at (x0, y0, z0) = (0, 0, 0). The plate is forced to flap along the y‑axis with constant ampli‑
tude, a=17.5mm. Various simulationswerecalculatedasper theexperiments conducted
in (Heathcote and Gursul, 2007).
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Figure 6.12: Computational domain of flexible flapping teardrop/plate shape oscillation
simulation.

The reduced order model is built using a set of pre‑calculated numerical solutions.
The proposed ROM modes are computed from 400 uniformly distributed snapshots of
the simulation data over four complete periods of oscillation. In addition, as a validation
case of the proposed locally refined strategy, the domain is uniformly discretised in 35×
20, 70 × 40, 140 × 80, and 280 × 160 grids in the x‑ and y‑ direction, respectively. Thus,
three different adaptived ROMmodels based on the created uniform grids, namely 70×
40‑adaptive, 140×80‑adaptive, and280×160‑adaptiveand fourROMmodels viauniform
grids, namely 35×20‑uniform, 70×40‑uniform, 140×80‑uniform, and 280×160‑uniform
arebuilt. For eachcase, theoverall computational cost, errorof theROMsolutionagainst
the baseline CFD solution, maximum velocity difference, and norm of the error between
the rebuilt velocity flow field and the numerical solution are summarised.

The energy percentage of the POD modes decreases monotonically in every cases
of the POD simulation. On considering the energy percentage of the most dominant
POD modes cover, the first 20 dominant POD modes, which cover more than 99.9% of
the overall kinematic energy, are selected to perform the following calculation. for each
adaptive ROM cases, the solution is compared against those via two different levels of
uniform grids, for instance, the proposed ROM solution with 70 × 40‑adaptive is com‑
pared against the uniform ROM solutions 35 × 20‑uniform, 70 × 40‑uniform, in terms
computational efficiency and accuracy. In this case, the flow field patterns of the os‑
cillation at a Reynolds number 9,000, additional application cases on Vertical Axis Wind
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Turbine and Horizontal Axis Wind turbine at higher Reynolds number will be conducted
in Chapter 7 and 8 to challenge the performance and robustness of the proposed adap‑
tive ROMmethodology.

The global POD results have been plotted in Figure 6.13 as the energy distribution,
the POD modes decrease monotonically, denoting the decreasing energy coverage of
each POD modes. In this analysis first 12 POD modes are selected to build the reduced
order model.

Figure 6.13: NormalisedPODmodes of the proposed adaptive POD‑Galerkin ROMmodel
for the teardrop/plate oscillation simulation.

6.3.1.3 ROM simulation results

Comparison between the proposed and the uniformPODmethodology In this sec‑
tion, the ROM solutions via the proposed adaptive POD‑Galerkin ROM using various set‑
tings are compared to the CFD solutions and experimental in terms of aerodynamic pa‑
rameters. In addition, the number of finite element segment is analysed.

Toshowthecapacityof themodelmoreclearly, the flowstructureat thesametimesteps
have been investigated: the velocity flow field computed by the full‑order CFD solution
and the proposed POD‑Galerkin ROM models. The vertical displacement of the trail‑
ing edge of the teardrop/plate shape at various time step snapshot of the oscillation at
Reynolds number Re=9,000 are selected as an example. With this decomposed solid do‑
main, the dynamics for this prescribed large solid motion problem and the correspond‑
ing adapted discretisation are shown in Figure 6.14. The accuracy of the adaptive re‑
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duced order model is preserved to be almost the same in comparison to the numerical
solution after six iterations, with the maximum error of 5%.

Figure6.14: Proposedsolution for the three‑dimensional teardrop/flatdesignoscillation
at Reynolds number Re=9000.

The reconstructed dynamic system of the most dominant modes, i.e., the first ten
modes, are achieved by the adaptive projection onto thesemodes, and it is compared to
the ROMusing the same quality of uniform grids to quantify the performance of the pro‑
posed POD‑Galerkin ROM. In this discussion the solution via the adaptive ROM 70× 40‑
adaptive is compared to the reduced order model with the same size of the grid, i.e.,
70 × 40. The corresponding mesh grid is shown in Figure 6.15. The vertical displace‑
ment of the teardrop/flat design oscillation at the Reynolds number Re=9,000 is plotted
in Figure 6.15, where a comparison is made between the full‑order CFD solution and the
POD‑Galerkin based ROM with and without the proposed methodology. The presenta‑
tion of the displacement is plotted after convergence.
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Figure 6.15: A comparisonof thePOD‑Galerkin results using the adaptive (b) and the uni‑
form (a) grid discretisation for the teardrop/flat design oscillation at the Reynolds num‑
ber Re=9,000.

Theproposedmethodologypreforms similarly in the caseof theFSI simulationat the
Reynolds number Re=27,000. Figure 6.16 summarises the comparison of the proposed
solution to theuniformPODsolution. Both the vertical displacementof the teardrop/flat
design oscillation and flow pattern are illustrated in the figure. The proposed adaptive
POD methodology stills accurately predicts the flow condition despite of a higher per‑
centage error compared to the FSI simulation at the Reynolds number Re=9,000. The
proposed adaptive PODmethod overperforms to the uniform POD solution in terms ac‑
curacy, and this will be investigated in detail in the following sections.

Figure6.16: Proposedsolution for the three‑dimensional teardrop/flatdesignoscillation
at Reynolds number Re=27000.
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Investigation on number of segments In this section, the number of finite segments
is investigated. Recapping that the teardrop part is considered to be rigid, and there‑
fore modelled as a rigid segment, while the flexible flat plate is modelled as a chain of
different numbers of rigid finite segments, as shown in Figure 6.17. The number of rigid
segments varies from 3 to 13, i.e., 2 up to 12 segments used to model the flexible flat
plate, is considered in the case of the oscillation at the Reynolds number Re=9,000.

Figure6.17: Differentnumberof finite element segmentsused in the teardrop/flat design
vibration simulation.

Figure 6.18 plots the vertical displacement profiles of the teardrop/flat plate design
oscillation at the Reynolds number, Re=9,000. The ROM solutions of the proposed ROM
methodology using different number of finite segments are compared to the full‑order
CFD solution. As shown in the figure, the increase in the number of finite segments re‑
duces the error profile between the full order CFD solution and the corresponding ROM
solution.
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Figure 6.18: Displacement of trailing edge of teardrop/flat aerofoil vibration simulation
at Reynolds number 9,000.

Computational efficiency and accuracy In this section the computational cost up to
200 timesteps is investigated. Compared to the uniform POD‑Galerkin ROM approach,
theproposedadaptiveROMmethodologymoreaccuratelypredicts the results for teardrop/flat
design oscillation at the Reynolds number Re=9,000. Figure 6.19 shows the normalised
error between the benchmarked full order CFD solution and the ROMmethods via both
the uniform approach and the proposed methods. The shape, frequency and ampli‑
tudes are much closer to the experimental and numerical solution (Heathcote and Gur‑
sul, 2007). The proposed adaptive discretisation concentrates on the vicinity of the de‑
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sign, as well as in the wake region to minimise the velocity variance within the reduced
ordermodellingprocess, and it varies at different time steps. Theaccuracies of the adap‑
tive reducedmodel are observed to be almost the same in comparison to the numerical
solution after five iterations. In contrast, the reconstructed flow fields using the uniform
ROM are not perfectly accurate due to the large motion the flexible flat plate.

Figure 6.19: Decay of the normalised error for the POD basis using the adaptive and uni‑
form grid discretisation for the teardrop/flat design oscillation at the Reynolds number
Re=9,000.

Figure 6.20 shows the online and offline CPU time required to compute up to 200
timesteps with varying mesh size. The computational cost of the full order CFD simu‑
lation is compared against those of a uniform discretisation and the proposed ROMs. It
shows that the costof theROMmodels remains staticwithan increasing resolutionof the
mesh, and that significant CPU speed‑ups are obtained when using the mesh with the
largest number of nodes. TheCPUcostswere reducedby a factor of about 100 compared
to the cost of the high‑fidelity model.
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Figure 6.20: Comparison of the CPU time history on the three‑dimensional teardrop/flat
design oscillation at the Reynolds number Re=9,000 between the full‑order CFD solution
and the ROMs.

Figure 6.21 represents a zoomed figure of the Figure 6.20, which is a comparison of
the offline CPU time history of the different Reduced Order Models. The offline CPU
time listed here includes the time for assembling and solving the matrix for the full or‑
der model and projecting the POD solution onto the uniform/adaptive space. As shown
in the figure, the proposed ROM is much more computationally efficient than the uni‑
formPOD‑GalerkinROMmethodology, and this is because thedecrease in termsofmesh
density speeds the computational speed of the ROMs, since it involves assembling and
solving different dimensional matrices.
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Figure 6.21: Comparison of the offline CPU time history on the three‑dimensional
teardrop/flat design oscillation at the Reynolds number Re=9,000 of different ROMs.

From all the above investigations, the proposed locally refined POD‑Galerkin based
ROM more accurately predicts the results for the teardrop/flat plate design oscillation
compared to the proposed uniform ROMwith the same level of grid. The reconstructed
ROM solutions are compared to the existing numerical results as well as the experimen‑
tal data. The results show a relatively good agreement with the full‑order CFD solution
regarding the velocity and displacement fluctuations. Compared to the accuracy and
the computational cost between the ROMapproach and the numericalmethod, the pro‑
posedROMshows a very goodpotential for use in fluid‑structure interaction simulations
(FSI) problems. It is demonstrated that the locally refinedPOD‑GalerkinbasedROM is ca‑
pable and robust for deforming boundary problems, the locally refined prediction has
been improved significantly from the traditional ROMmethod.

6.4 Conclusions

In this chapter a novel ROMmodel that dealswith deforming fluid‑solid interfaces is pro‑
posed. In contrast to Chapter 5, this chapter focuses on the fluid‑structure interaction
problemswith a deforming fluid‑solid interface, where rigid domain is no longer consid‑
ered as being flexible rather than being rigid. In the proposed methodology, the flex‑
ibility of the solid domain is modelled as a combination of rigid solid segments. The
approach that will be taken for the model flexibility for the structure is to first develop a
full finite element model, and then use a component approach that has been borrowed
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from the finite segment method in order to significantly reduce the number of degrees
of freedom while still incorporating the essential physics of the system, including the
nonlinearities. This will be done in order to accommodate the model flexibility for the
structure.

In order to validate the model, it is necessary to compare the findings that were
achieved through theuseof themodelpresented to the results thatwereacquired through
the use of various simulation models or those that were gained via experimental mea‑
surements. Theproposedmethod is first applied tomodela two‑dimensional flowaround
a flexible plate, and then a three‑dimensional flow‑induced and forced vibration simula‑
tion on both the NACA 0015 aerofoil and the teardrop shape aerofoil at various Reynolds
numbers. For each case, the reconstructed ROM solutions from the proposedmethodol‑
ogy are compared to thenumerical results aswell as the experimental solutionwhen it is
possible in order to validate the accuracy and performance of the model. In addition, in
order to test the compatibility of theproposed refinement strategies introduced inChap‑
ter 4 are applied to both these simulations, and error estimations and time analyses are
compared to the corresponding uniform grid ROM solution.

For each case, error estimations and time analyses are compared to the correspond‑
ing uniform grid ROM solution. Both the ROM results show a relatively good agreement
with the CFD solution regarding the velocity and displacement fluctuations. In addi‑
tion, the proposed method presents a better capability and accuracy to deal with FSI
problems compared to the traditional uniform reduced ordermodel at various Reynolds
numbers. The adaptive refinement strategy shows a good compatibility with the pro‑
posed ROMmodel for FSI problems. The adaptive ROMmodel is computationally more
efficient than the proposed uniform one, and the size of grid is same as the minimum
grid size of the adaptive ROM.

6.5 Nomenclature
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Nomenclature

α, β, γ Rotational angle around X‑, Y‑, Z‑ axis respectively

Ai First column of the combined rotational matrix Ri

Bi Second column of the combined rotational matrix Ri

Ci Third column of the combined rotational matrix Ri

Ri Combined rotational matrix of the i‑th segment

Rα,Rβ,Rγ Rotatioanl matrix of α, β and γ respectively

ρi material density used in the i‑th segment

Ai Cross‑section area of the i‑th segment

Cα,Cβ ,Cγ Damping coefficients

Ei Young’s modulus of the material used in the i‑th segment

Ii,xy Product moment of area of the i‑th segment

Ii,x, Ii,y Second moment of area of the i‑th segment around the X‑, Y‑ axis respec‑
tively

Ji Polar moment of inertia of the i‑th segment

ki,bx, ki,by Stiffness coefficients of the bending spring of the i‑th segment alongX and
Y axis, respectively

ki,t Stiffness coefficients of the torsion spring of the i‑th segment

Li Length of the i‑th segment

Si,x, Si,y First moment of area of the i‑th segment around the X‑, Y‑ axis respectively
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Ti Kinetic energy of the i‑th segment

Vi Dissipation of energy of the i‑th segment
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Chapter 7

ROM FSI Simulation of the NREL 5‑MW
HAWT

7.1 Introduction

In previous chapters, the locally refined POD‑Galerkin based ROM approach to solve FSI
problems with deforming and/or moving interface is presented and the validity of the
resulting deformation and dynamics were confirmed in the cases of both rigid and flexi‑
ble bodies. In this chapter, the proposed novel ROMmethod is implemented on a NREL
5MWoffshoreHorizontal AxisWindTurbine (HAWT), theNREL5MWoffshoreHAWT is sim‑
ulated and the resulting deflection of the blades with different numbers of segmenta‑
tion is analysed and compared. Similar simulations have been performed [135], where
multiple analysis parameters, including the number of ROM grid of the reduced order
modelling, and the number rigid segmentations on each turbine blade are investigated
during to the simulation.

7.2 Full Order Modelling on FSI of HAWT

7.2.1 Simulation of the HAWT

The conceptual NREL 5‑MW reference offshorewind turbine [90] is used as the geometry
for the simulations, as shown in Figure 7.1.
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Figure 7.1: Illustrative modelling of the NREL 5‑MW offshore wind turbine.

The geometry and fundamental features of the turbine, which comprises of the float‑
ing support platform structure, aswell as the tower, nacelle, andbaseline rotor, are sum‑
marised in Table 7.1. TheNRELwind turbine is a standard three‑bladedupwind variable‑
speed variable‑pitch controlled horizontal axis wind turbine. It has a capacity of 5 MW,
which is considered utility‑scale. The turbine has a design rated tip speed of 80 metres
per second, which results in a Mach number that is lower than 0.3, which justifies the
utilisation of an incompressible code as the flow solver. It has seen extensive use as the
reference turbine by a variety of different researchers and companies within the wind
turbine sector, including theOffshore CodeComparisonCollaborationproject (OC3) and
its continuance (OC4) [93, 91, 92, 94].
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Table 7.1: Basic properties of the NREL 5‑MW offshore wind turbine. Baseline turbine
properties

Baseline turbine properties
Rating 5MW Rotor orientation, con‑
figuration

Upwind, 3 blades

Rotor diameter, hub diameter 126m, 3m
Hub height 90m
Cut‑in, rated, cut‑out wind speed 3m/s, 11.4 m/s, 25m/s
Cut‑in, rated rotor speed 6.9 RPM, 12.1 RPM
Rated tip speed 80m/s
Control Variable speed, collective pitch
Drivetrain High speed, multiple‑stage gearbox
Overhang, shaft tilt, pre‑cone angle 5 m, 5◦, 2.5◦

Tower properties
Elevation to tower base above SWL 10m
Elevation to tower top 87.6 m
Platform properties
Depth to platform base below SWL 120m
Elevation to platform top above SWL 10m
Depth to top of taper below SWL 4m
Depth to bottom of taper below SWL 12m
Platform diameter above taper 6.5 m
Platform diameter below taper 9.4 m

7.2.2 Computation Settings

Figure 7.2 shows the computational domain for the 3D CFD simulations. The computa‑
tional domain consists of the grids defining the turbine, including an accurate geometri‑
cal representation of the three blades, tips and tower as documented in [90, 93, 91], and
anapproximatenacelle andhubdue to insufficient geometric information for thesecom‑
ponents. In addition to the moving overset turbine meshes, a stationary background
grid is used to set for the boundary conditions. The background grid extends−100 <=

x <= 500,−150 <= y <= 150, and 0 <= z <= 300 with the centre of the turbine lo‑
cated at x=0 in order tominimise boundary effects. With this configuration, the presence
of the turbine does not significantly disturb the inlet flow. Three refinement regions are
used at the vicinity of the blade to accurately capture the flow around the blades, and
one constructed to resolve thewake flow close to and behind the rotor. There are spaces
between the blade roots and the hub, as well as between the hub and the nacelle, to al‑
low for pitching of the blades and rotation of the rotor shaft. The turbulencemodel calls
for the boundary conditions for solid surfaces to be specified as ”no‑slip,” and the grid
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spacing must be adjusted accordingly. This is to ensure that the condition y+ <= 1

is met. Before beginning the transient simulation, stable simulations are calculated for
each of the different situations. It is important to note that the fixed tower and support
platform are taken into consideration in this chapter, which results in a boundary that
cannot be crossed on the open surface of the backdrop grid. This makes advantage of
the implementation that is detailed inHuang’swork [83] to impose the free surface as an
immersed boundary. There is no roughness or wall functions involved in this process.

Figure 7.2: Computational domain of NREL 5‑MW reference wind turbine for 3D FSI sim‑
ulation.

The computational domain consists of 14 regions, organised in a parent/child hier‑
archy, as shown in Figure 7.3, and takes around 6 million meshes. Together, the blades,
tips, hub, and blade refinements make up the body rotor overset mesh, which revolves
around the shaft. The tower platform, air refinement, and body rotor come together to
create the body rotor nacelle. During the simulations, the overset regionmeshes are the
only ones that move; as a result, the total computational cost is reduced as a result of
this. At the time of execution, the dynamic overset approach is utilised to do a recalcu‑
lation of the overset meshing. The revolving rotor, blade, pitch, and yaw control, as well
as the deformation of the turbine blades, may all be manipulated using this strategy,
allowing for full control or prediction of the turbine. In each and every simulation that
was carried out for the purposes of this chapter, a second‑order implicit Euler scheme
was utilised for the calculation of the temporal terms. When it comes to the spatial dis‑
cretization, the convective terms are handled with a scheme that has a fourth‑order up‑
wind bias, while the viscous terms are handled with a scheme that has a second‑order
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centred. Becauseof theway the time stepwas set up, each time step results in theblades
rotating by 0.5 degrees. For each simulation scenario, a total of twenty spins of the rotor
were accounted for.

Figure 7.3: Mesh hierarchy of NREL 5‑MW reference wind turbine for 3D FSI simulation.

The turbulencemodel used is the k‑ω SSTmodel and the transport equations for the
SST model used to calculate the turbulent kinetic energy k and the specific dissipation
rate ω are those used in ANSYS FLUENT. This two‑equation model is suitable for mod‑
elling the boundary layers as well as the far field flows, and therefore it has been used
extensively in studies involving wind turbine blades and aeroelastic problems with rea‑
sonable results (Heinz, et al., 2016; Halawa, et al., 2017).

Table 7.1 provides a summary of the structural properties of each component, in‑
cluding the mass and centre of gravity, flap‑wise, edge‑wise, torsional and extensional
section stiffness, aswell as flap‑wise and edge‑wise section inertia. These properties are
organised according to the direction of the flaps and edges of the component. The con‑
structionof themodeladheres to thestructural information that isdescribed inJonkman’s
papers [90, 93]. The structural model of the turbine is comprised of a total of six compo‑
nents, including three blades, a nacelle, a hub, and a tower. In the flexible turbine sim‑
ulations, beam force elements are employed as connectors, which results in each body
having six degrees of freedom (DOF). It is believed that the tower, nacelle, and hub have
a stiff structure. In order to provide a kinematic description of the relationship between
the various components of the turbine, the following kinetic joints or constraints are ap‑
plied: A bracket joint is used at each interface of the blade and hub, thereby restraining
relativemotions between the components; a revolute joint is used between the hub and
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nacelle along the rotational axis of the rotor to allow rotor rotation and constrain other
degrees of freedom; similarly, another revolute joint is used at the interface of nacelle
and tower for the yawmotion; and finally, a bracket joint is used at each interface of the
blade and hub, thereby It is assumed that the entire blade has the same configuration
for the sake of simplicity.

Table 7.2: Structural properties of the NREL 5‑MW reference wind turbine.

Blade
Length [m] 61.5
Overall Mass (each) [kg] 17,740
Moment of inertia [kg ·m2] 11,776,047
Centre of mass location (along pre‑
coned axis) [m]

20.475

Flap‑wise stiffness (equivalent) [GPa] 92.1
Edge‑wise stiffness (equivalent)
[GPa]

3.96

Torsional stiffness (equivalent) [MPa] 556.36
Extensional stiffness (equivalent)
[GPa]

2.08

Nacelle and Hub
Overall Mass [kg] 296,780
Tower
Overall Mass [kg] 347,460

The NREL 5‑MW wind turbine is a three‑bladed horizontal axis wind turbine. Each
turbine blade is 61.5 metre long, as shown in Figure 7.4. The cross‑section profile of
the blade used in the turbine is illustrated in Figure 7.5. The distributed blade structural
properties of each NREL 5‑MW wind turbine blade, including torsional and extensional
stiffnesses, are illustrated in Figure 7.6. The turbine blade is modelled as a flexible body
using equivalent structural properties as per the definition of [90, 93].

185



Figure 7.4: Illustrative demonstration of the NREL 5‑MW offshore wind turbine blade.

Figure 7.5: Cross sectional aerofoil profile of the NREL 5‑MWwind turbine blade.

The test cases were selected from the OC3 findings that weremade accessible to the
public [93]. The OC3 project is a good benchmark for the utility‑scale offshore wind tur‑
bine because it involved several revisions for each simulation case, all ofwhichwere per‑
formed independently by a groupof international participantswith expertise inwinden‑
ergy. These participants came fromuniversities, research institutions, and industries. In
this chapter, two separate test cases are carried out, and both of themmaintain a steady
rotating speed. In theOC3project, the simulation case that has a constant rotor speedof
9 RPMwill be used as the basic and simplest validation scenario and the wind speed is 8
metres per second. Forwind speeds less than the ratedwind speed of 11.4m/s, the rotor
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speed of 12.1 RPM was applied to simulate the case which is maintained at a constant
rated power and regulates the generator speed [90]. In addition, this chapter also sim‑
ulates when the wind turbine operates at the rated rotational speed as the wind speed
increases from the cut‑in speed to cut‑out speed.

Figure 7.6: Distributed blade structural properties of the NREL 5‑MWwind turbine blade.

The baseline full‑order CFD simulations results are compared to the OC3 reference
simulation that both use the BEM‑based aerodynamic code AeroDyn [107] as aerody‑
namic solver and MBD‑based structural solvers [95] prior to reduced order modelling.

Table 7.3 summarised a comparison snapshot between the baseline CFD simulation
and the results from OC3 project. On considering the maximum difference between the
current FSI simulation and the OC3 project is no larger that 6.5%, the difference is rea‑
sonable. The proposed POD‑Galerkin will be implemented on the current CFD solution
and compared to both the CFD solution and the OC3 project.

Table 7.3

Current Simulation OC3
Averaged Thrust [kN] 384.97 (+3.40%) 372.32
Averaged Shaft torque [kNm] 2096.40 (+6.12%) 1975.54
Averaged Power [kW] 1975.81 (+6.12%) 1861.90
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7.3 Reduced Order Modelling

The refined ROMmethodology (please refer to Chapter 6) has been applied to solve both
FSI simulations and stability analyses. The computational domain for the ROM is identi‑
cal to the those for the FSI simulation with the uniform ROMmesh atNx × Ny × Nz =

300 × 150 × 150, as shown in Figure 7.7. Mesh and time size sensitivity studies are car‑
ried out to determine appropriate cell face and time steps. 200 snapshots over 4 periods
are used to build ROM, nacelle, hub and tower are assumed to be rigid, and therefore
only the deformation of the blades is considered here. Each NREL 5‑MW wind turbine
blade is modelled as a combination of up to 30 rigid segments. A detailed analysis of
the number of segments is presented in Chapter 7.4.1. Four iterations of the ROMmesh
refinement are implemented in this application, refer to Chapter 4, as shown in Figure
7.8. The threshold is set as the difference within each sub‑grid is no larger than 0.05% of
the maximum velocity difference of the overall domain.

Figure 7.7: Initial uniform ROMmesh of 3D computational domain for NREL 5‑MW refer‑
ence wind turbine FSI simulation. Each grid represents a 5 × 5 × 5mesh grids in ROM
calculation.
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Figure 7.8: Illustrative demonstration of the ROM refinedmesh of 3D computational do‑
main for the NREL 5‑MW reference wind turbine FSI simulation after one iteration.

During the simulations, the nacelle, hub, and tower are assumed to be rigid. Each
HAWT blade is modelled as a chain of rigid segments, please refer Chapter 6. Various
numbers of segmentation are investigated, as an example ofwhich uses consists 16 rigid
bodies to model one blade is represented in Figure 7.9, which in total the turbine multi‑
body system has 50 bodies.

Figure 7.9: An illustration of segment representation of HAWT blade, 16 segments are
used in this example.

Figure 7.10 shows the energy spectrum of the POD modes used for the simulation
at a wind speed 8m/s. Visual inspection shows that there is a decrease in the eigenval‑
ues satisfies exponential Kolmogorov n‑width. This helps us to choose the number of
POD bases. The greater the number of POD bases that are chosen, the more energy is
captured. The first twelve dominant POD modes, which covers more than 99.9% of the
overall kinematic energy, are selected toperform the following calculation. TheGalerkin
integration is obtained by substituting Equation (3.33) into the first six PODmodes.
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Figure 7.10: Energy spectrum of the PODmodes for the NREL 5MWHAWT.

7.4 Results

The application of the proposed ROM methodology in this study is based on numerical
simulations and experiments of the NREL 5MW wind turbine. The NREL 5‑MW wind tur‑
bine is a utility‑scale, conventional three‑bladed upwind variable‑speed variable‑pitch
controlled horizontal axis wind turbine, and it has been widely used as the reference
turbine by other researchers and wind turbine industries, including the Offshore Code
Comparison Collaboration project (OC3) and its continuation (OC4). The wind turbine
fits in the range of wind velocity from 3 m/s to 25 m/s. The designated rated tip speed
of the turbine is 80 m/s, with Mach number less than 0.3, thus justifying the use of an
incompressible code as flow solver.

As proposed in the previous chapters, the rigidity of the flexible solid domains is
modelled as a combination of several rigid segments. The constraints between the rigid
segments are always in 6 DOFs to satisfy structural continuity. In this practical simula‑
tion, the NREL 5‑MWwind turbine consists of four individual parts: tower, nacelle, three
hubs and three blades; tower, nacelle and hubs are considered rigid, and thereforemod‑
elled as only one rigid segment for each part. The wind turbine blades are modelled by
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multiple rigid segments, varying from 1 to 30 segments for each blade, to capture large
deflections inmultiple scenarios. A constant time step of 0.01 s was used for all the con‑
sidered cases. Details on the convergence analysis will be summarised in Section 7.4.1.
For all FSI simulations, at the initial time stepblade1wasplaceddownward immediately
in front of the tower, as shown in Figure 7.11. At every complete rotation, the blade 1 is
passing the tower while half a rotation later it is at the uppermost position. In addition,
the rotor clockwise rotates when seen facing upwind direction.

Figure 7.11: Initial wind turbine setting for the HAWT FSI simulation.

7.4.1 Convergence analysis

Before performing the reduced order modelling, a convergence analysis was performed
with the steadywind load cases todetermine thenumber ofmodes tobeused in thepro‑
posed reduced ordermodelmethodology and to observe the effects of large deflections
on projection residual. Figure 7.12 shows how the L2 norm of the NREL 5MW reference
wind turbine blade projection residual varies with number of finite element segments
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of each blade. The linear and nonlinear blademodels in the solver are used to calculate
the deflections of the blades under a steady wind load of 8 metres per second. These
deflections are then projected onto the basis with mode shapes at the starting (unde‑
formed)bladeposition. Therefore, the inaccuracy that existsbetween full‑orderCFDand
the suggested ROM blade model deflections may be used to evaluate the influence that
geometric nonlinearities have on the segments. As shown in Figure 7.12, the geometric
nonlinear effects that arise as a result of substantial blade displacements result in nine
times greater projection residual than the linear blade model. When substantial blade
displacements are taken into consideration, this suggests that geometric nonlinearities
are the primary cause of the projection residuals. Nonlinear effects, such as inertia and
force, are examples of nonlinear effects that aredistinct fromgeometric nonlinearity and
can be a source of linear model residuals. The fidelity mismatch between the numerical
model, which has 156 degrees of freedom for theNREL 5MWwind turbine blade, and the
projection space, which has 20 modes, is another source of the linear model residuals.
On theotherhand,whencompared to theentiredeflectionof the linearblademodel, the
total residual of all the nodes in the network is rather insignificant. The first two modes
are, in order, the first flapwise mode, followed by the first edgewise mode. The eighth
mode is the firstmode that involves torsion,whilemode16 is the firstmode that involves
axial rotation.

Figure 7.12: The error of the NREL 5MW wind turbine blade projection residuals with
respect to the number of modes. The blade deflections are compared to the full‑order
CFD at 12 m/s steady wind speed and the projection basis is composed of undeflected
blade mode shapes.
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7.4.2 Stability analysis

To provide a detailed overview of the overall system behaviour of the equivalent land‑
basedversionof theNREL5‑MWbaselinewind turbinebetween theproposedROMmodel
using various number of segments along the wind turbine blade and the full order CFD
simulation, the natural frequencies are calculated in the blade and the whole system
stability analysis. During all the stability analyses, the active control, dynamic stall, or
hydrodynamic radiation damping are ignored, therefore not included in the analyses.

The blade‑only stability analysis is performed prior to the whole turbine simulation.
The 61.5 metre NREL 5MW wind turbine blade is fixed at the base. The blade is 61.5m
long, the geometric design parameters, such as the mass, flexural rigidity, flapwise and
edgewise stiffness with other properties are given in Table 7.2. The wind turbine blade
is treated as a cantilever beam, at the fixed end, both the deflection and slope are zero;
at the tip end, the bending moment and shear force are zero.

The blade‑only stability analysis is performed by the proposed ROM methodology
usingboth6and30 rigid segments for eachblade. Thenatural frequencies are compared
to the full‑order baseline stability analysis done in the ANSYS. Natural frequencies are
named by the governing normalised deformation along either the flap‑wise, edgewise
and torsion directions. Figure 7.13 shows the first six natural frequency mode shapes of
the NREL 5MWwind turbine blade.
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Figure 7.13: First 6 mode shapes of the NREL 5‑MWwind turbine blade.194



The first six natural frequencies are summarised in Table 7.4. Both ROM solutions
predicts the first natural frequencies of the wind turbine blade of the blade in terms of
the natural frequency and the mode shape. As the number of segments increases, the
proposed ROM methodology rebuild the flexible turbine blade model more accurately.
This is acceptable as the rigidity is represented by a combination of the rigid segments,
fewer segments provide less information and therefore couldn’t produce acceptably ac‑
curate results.

Table 7.4: First 6 mode shapes of the NREL 5‑MWwind turbine blade.

ROM solution
[Hz]

ANSYS [Hz]

1st flap‑wise 0.991(+53.17%) 0.767(+18.55%) 0.647
1st edge‑wise 1.381(+30.16%) 0.977(‑7.92%) 1.061
2nd flap‑wise 2.355(+23.56%) 1.831(‑3.93%) 1.906
2nd edge‑wise 4.633(+14.99%) 3.991(‑0.94%) 4.029
3rd flap‑wise 4.992(+13.30%) 4.155(‑5.70%) 4..406
1st torsion 7.992(+8.38%) 7.724(‑4.75%) 7.374

During of the full‑system stability analyses, the nacelle, hub, and tower are assumed
to be rigid. Each HAWT blade is modelled as a chain of finite rigid segments, as shown
in Figure 7.14, black and red segments indicate that they are cosidered rigid and flexible
segments respectively.

Figure 7.14: Finite element segment modelling of the NREL 5‑MWwind turbine. red and
black bodies represent they are modelled as flexible and rigid body respectively.
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The number of finite element segments that were utilised in eachmodel of the VAWT
is summarised in Table 7.5. The number of stiff segments in themodel affects the size of
the issue because it changes the number of generalised coordinates and constraints in
the governing equations. In every instance, the blades are the most important factor in
determining the size of the problem., please refer to Chapter 5. In this simulation, each
HAWT blade is modelled up to 30 rigid segments. The 30‑segment blade model is the
most exact and has themaximumnumber of restrictions, whereas the scenario in which
there is only one segment is known as the linear blade case. In spite of the fact that
the magnitude of the issue in the equations shifts depending on the number of entities
that are described in the model, the total number of independent constraints remains
unaltered for this specific turbine model.

Table 7.5: Number of rigid segments used in the wind turbine model.

Number of rigid seg‑
ments of each blade

Sum of rigid segments
of the NREL 5‑MW wind
turbine

Number of equation of
constraints

1 6 36
2 9 54
3 12 72
6 21 126
9 30 180
12 39 234
15 48 288
18 57 342
21 66 396
24 75 450
27 84 504
30 93 558

Whole‑system stability analysis consists of two parts: firstly, the natural frequency
of this wind turbine model is computed, i.e., both the rotational speed and wind speed
are set to be zero. Secondly, the stability analysis simulates the cases where the wind
speed varies from the cut‑in speed to cut‑off speed, i.e., from 3m/s to 25m/s. At a given
wind speed, the rotor speed is depicted in Figure 7.15. These values ensure optimum
performance and power regulation as per the definition from the NREL [90].
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Figure 7.15: Rated rotational speed with respect to the wind speed of the NREL 5‑MW
wind turbine.

Table 7.6 lists the results of the first 10 natural frequencies of the NREL 5‑MW wind
turbine model. Natural frequencies are named by their most governing motion direc‑
tion of the wind turbine model, as shown in Figure 7.5. For example, 1st tower X means
during this frequency the tower oscillates forward and backward. The proposed ROM
methodology provides a considerably accurate results except for several rigid‑body in‑
volvedmode shapes, e.g, 1st Tower X. This is due to the tower being modelled as a rigid
body, the rigidity information is lost during the simulation. This error can be minimised
by increasing the number of rigid segments used in the tower part.

Table 7.6: First 10 natural frequencies of the NREL 5‑MWwind turbine model.

Mode Description 30‑segment ROM Jonkman et al.,
1 1st Tower X 0.2141(‑32.98%) 0.3164
2 1st Tower Y 0.3306(+3.47%) 0.3195
3 1st Nacelle torsion 0.5039(‑17.31%) 0.6094
4 1st Blade flapwise 0.6276(+0.32%) 0.6296
5 2nd Blade flapwise 0.6398(‑4.31%) 0.6686
6 3rd Blade flapwise 0.7347(+4.67%) 0.7019
7 1st Blade edgewise 0.9689(‑9.79%) 1.0740
8 2nd Blade edgewise 1.2075(+11.01%) 1.0877
9 3rd Blade edgewise 1.4083(‑14.68%) 1.6507
10 4th Blade edgewise 1.8079(‑2.58%) 1.8558

In addition, in several cases, multiple coupled motions are noticed from the natu‑
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ral frequency analysis, and these give nearly identical results. Recalling the 4th and 5th
natural frequencies, the motion of the blades are coupled by the torsion of the nacelle,
and this increases the difficulty of the proposed ROM to capture accurate results. Apart
from these issues, the proposed ROMmethodology shows a good agreement in the ref‑
erenced stability analysis, which is performed by FAST [90, 91]).

7.4.3 Deformation analysis

Similar to the stability analysis, thewind speed varies from the cut‑in speed and the cut‑
out speed, i.e., from 3 m/s to 25 m/s. The NREL 5MW baseline wind turbine operates at
the corresponding rotational speed and pitch angle illustrated in Figure 7.15. For each
givenwind speed, the deformation of the turbine blade is computed after the simulation
reaches convergence. Figure 7.16 and 7.17 show the deformation of the HAWT working
at wind speed 8 m/s and rotor speed 9 RPM. Deformation shows the same trend in each
HAWT blade, the maximum deformation occurs at the tip of the each blade.

Figure 7.16: Total deformation of theNREL 5MWwind turbine blade atwind speed 8m/s
and rotor speed 9 RPM.
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Figure 7.17: Illustrative representation of the HAWT deformation working at wind speed
8m/s and rotor speed 9 RPM.

Table 7.7 quantitatively compares the time history of the thrust and torque once the
periodic behaviour has been reached for one time step of thewind speed, namely 8m/s.
Two typical rebuilt POD‑ROM solutions, which models 6 and 15 segments for each tur‑
bine blade are considered and compared to the baseline OC3 codes. Being a 3‑bladed
turbine, a decrease in thrust and torque occurs every 1/3 rotation due to the presence of
the tower. Using results obtained from theOC3 code as a baseline, quantitative compar‑
isons inTable7.7 showthat theROMapproachhasclosepredictions indifferentnumbers
of blade segments. For the thrust, the rebuilt ROM using 6 segments for each turbine
blade predicts an average value of 394.74 kN, 6.02% larger than the baseline solution,
while the rebuilt ROM using 30 segments predicts an average thrust of 385 kNwith stan‑
dard deviation of 2.6 kN, 3.4% larger than the GHBladed. For the torque, the former one
shows an average magnitude of 2096.40 kNm, while the latter case predicts an average
of 2033.76 kNm with standard deviation of 27.4 kNm, 6.12% and 2.95% higher than the
baseline, respectively. The proposed ROM solution predictsmore accurate results as the
number of segment increases. In addition, the good agreement for the averagedmagni‑
tudes, all the results exhibit similar statistics for this case, includingmaximum,minimum
and standard deviation of the thrust and torque [111]. It should be noted that both ROM
results share the same FSI simulation, and both successfully predict these aerodynami‑
cal parameterswith different levels of accuracy. Since the only difference between these
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rebuilt ROM cases is the number of segments on each turbine blade, even for the case
with a lower number of segments of 6, it still somehow represents the flexibility of the
blades. When the number decreases further, this method loses its capability of repre‑
senting flexible bodies and it is unable to achieve a converged result in some running
cases.

Table 7.7: Comparison between rebuilt ROM simulation with different numbers of seg‑
ments on the HAWT aerodynamic parameters and OC3 codes at wind speed 8 m/s and
rotor speed 9 RPM.

Standard
ROM

AdaptiveROM OC3

Numbers of
Segments

/ 6 16 /

Averaged
Thrust [kN]

410.2
(+9.87%)

394.74
(+6.02%)

384.97
(+3.40%)

372.32

Averaged
Shaft torque
[kNm]

2140.50
(+8.35%)

2096.40
(+6.12%)

2033.76
(+2.95%)

1975.54

Averaged
Power [kW]

1996.88
(+7.25%)

1987.95
(+6.77%)

1975.81
(+6.12%)

1861.90

Computational
Cost

432.8s 261.6s 3621.5s /

The difference between different number of segments becomes clearer in the com‑
parison in the deflection. Figure 7.18, 7.19 and Table 7.8 compare the predicted blade
1 tip deflections from two rebuilt ROM methods and by the OC3 code. Regarding the
coned coordinate system that moves in tandem with the stiff rotor, the deflections are
given. Positive out‑of‑plane deflection points are located downwind in the coned coor‑
dinate system. Positive in‑plane deflection points are located from the leading edge to
the trailing edge and are perpendicular to the rotating direction of the blade. Each and
every blade’s deflection will display cyclic oscillations because of the rotational and tilt
effects.
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Table 7.8: Comparison between rebuilt ROM simulation with different numbers of seg‑
ments on the Blade 1 tip deflections at wind speed 8m/s and rotor speed 9 RPM.

Participant Standard
ROM

Adaptive
ROM

OC3

Numbers of
Segments

/ 6 16 /

Out‑of‑plane
deflection
[m]

3.802 3.592
(+10.73%)

3.359
(+3.55%)

3.244

In‑plane
deflection
[m]

‑0.402 ‑0.345 (‑
8.49%)

‑0.340 (‑
6.92%)

‑0.318

Theout‑of‑planedeflection is significant since it is connected to thestructural strength
and fatigueof the blade in addition to theproblemsassociatedwith the tower clearance.
As a result of the fact that thrust is the primary factor in out‑of‑plane tip deflection, the
anticipated deflection follows trends that are analogous to those thatwere seen and de‑
scribed in Chapter 7.2.2 for the blade thrust. It is important to notice that the force of
gravity is accounted for in every simulation that has been done. The most noticeable
decreases in the curve occur approximately when the blade is at the top with the least
influence fromgravity, and the secondary decrease is induced by the tower shadowwith
a meanmagnitude of about 3.5 m, as shown in Figure 7.18. The magnitude of these de‑
creases can be seen in the figure. If the tower were not there, the deflection would keep
growing until it reached its maximum value with the blade on the bottom, which is the
location where the gravity effect is at its greatest because of the tilt. As a direct result of
this, the tower shadow helps to enhance the blade’s clearance around the tower. The
rebuilt ROM using 6 segments on the turbine blade is shown to be out‑of‑plane by 3.592
m, those using 16 segments predicts averaged deflections of 3.359m, 10.73%and 3.55%
higher than thebaselineOC3 code, respectively, as seen in Table 7.8. The rebuilt ROMus‑
ing 16 segments shows a less fluctuational trend than the other rebuilt ROM results, and
it is more similar to the baseline OC3 code. The maximum deflection is 3.692 m for the
Rebuilt ROM using 6 segments, 3.409 m for the Rebuilt ROM using 16 segments, 9.55%
and 1.16% higher than the baseline result.
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Figure 7.18: Comparison of out‑of‑plane deflections for blade 1 tip between rebuilt ROM
solution and the baseline OC3 code for wind speed 8m/s.

For the In‑Plane deflections (shown in Figure 7.19), all of the findings of rebuilding
theROMpoint to roughly sinusoidal patterns. Thesepatterns aremostly governedby the
centripetal force, blade rotation, and tilt effects, although gravity is the dominant factor.
Asa result of the twist angleand theoffset to thebladepitchaxis, centripetal forces cause
a negative deflection towards the leading edge, and aerodynamic forces from the wind
push the curve to negative deflections. This results in asymmetric oscillations, with a
smaller deflection towards the trailing edge and a larger deflection towards the leading
edge. Thenumber of segments shows less impact on the in‑planedeflection. Figure 7.19
shows an average ‑0.345 m for the Rebuilt ROM using 6 segments, and the Rebuilt ROM
using 30 segments shows an average value of ‑0.304 m, respectively. This is also due to
themodelling strategy presented in Chapter 6, as the in‑plane stiffness is not completely
represented in the equivalent stiffness matrix.
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Figure 7.19: Comparison of in‑plane deflections for blade 1 tip between rebuilt ROM so‑
lution and the baseline OC3 code for wind speed 8m/s.

Extensive simulationswere conductedwith the conceptualNREL5‑MWoffshorewind
turbine in an increasing level of complexity in order to validate and analyse the aerody‑
namic predictions, elasticity, wind shear, and atmospheric wind turbulence. These sim‑
ulations were based on the proposed coupled approach, and they were carried out with
increasing levels of complexity. The ROM that had a deforming FSI interface was con‑
firmed by comparing the predicted statistics from the rebuilt ROM results using a varied
numberof segmentsagainst theOC3code thatwasusedasabaseline. When the findings
were comparedwith the publicly accessible simulated results from theOC3participants,
it was found that there was a good agreement for the aerodynamic loads and blade tip
deflections in both the time and frequency domains.

The lift coefficient Cl and the AOA are depicted in Figure 7.20 for the 6‑segment and
16‑segment rebuilt ROM results, respectively, throughout the course of two rotations of
the rotor. Note that in Figure 7.20, an azimuthal angle of zero corresponds to the blade
being in the position where it is pointing downwards (tower passage), whereas an az‑
imuthal angle of 180 corresponds to the blade being in the position where it is pointing
upwards. Both sets of data show that there is a slight lag between Cl and AOA. As was
previously said, tilt angle effects are responsible for time changes in the AOA and aero‑
dynamic loads. As a consequence, changes in the AOA occur with an amplitude that is
dictated by the tilt angle and a frequency that is determined by the rotation frequency.
In addition, theexistenceof the tower is representedbybothof theROMsolutions,which
results in an extra transient in AOAand loads. An experimentwas carriedout by Fuglsang
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et al. (Fuglsang et al., 1998) in which the dynamic AOA was controlled by a pitching
motionmechanismwith imposed amplitude and frequency, achieving similar effects as
those caused by tilt. In this experiment, similar dynamic effects exhibiting time lag and
hysteresis were observed. The drag coefficient Cd, which was not presented, exhibits
trends that are comparable to those of the lift coefficient, with the exception that Cd in
the section r/R=0.16 is approximately ten times higher than at other sections. This is
because the aerofoil has a much thicker geometry in the root/aerofoil transition region.
Additionally, the drag coefficient Cd exhibits significant fluctuations.

Figure 7.20: Comparison of AOA for NREL 5‑MW wind turbine working at wind speed 8
m/s, r/R=0.93.

To furtherdemonstrate thecapabilityof thisnovelROMmethod, the ratedwindspeed
and rotor speed are increased to 11.4 m/s and 12.1 m/s, respectively. The result shows
a similar trend compared to the previous case, as summarised in Table 7.9 and 7.10.
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Table 7.9: Comparison between rebuilt ROM simulation with different numbers of seg‑
ments on the turbine blade and OC3 codes regarding torque and computational effi‑
ciency at wind speed 11.4 m/s and rotor speed 12.1 RPM.

Participant Standard
ROM

Adaptive
ROM

OC3

Number of
segments

/ 6 30 /

Averaged
Shaft torque
[kNm]

1600.5(+14.32%)1589.4(+13.52%)1503.5(+7.39%)1400

Computational
Cost [s]

4032 121.3 1325.2

Table 7.10: Comparison between rebuilt ROM simulation with different numbers of seg‑
ments on the turbine blade and OC3 codes regarding blade 1 tip deflections at wind
speed 11.4 m/s and rotor speed 12.1 RPM.

Participant Standard
ROM

Adaptive
ROM

OC3

Number of
segments

/ 6 30 /

Out‑of‑plane
deflection
[m]

3.72(‑
13.53%)

3.82(‑5.67%)
4.058(+5.67%)

4.302

In‑plane
deflection
[m]

‑0.35(‑
30.83%)

‑0.435(‑
14.03%)

‑0.460(‑
9.09%)

‑0.506

The accuracy of thePODROM results canbe further improvedby increasing the num‑
ber of rigid body segments. Table 7.7 – 7.10 compare the full solution and the novel re‑
duced order model when using 6 and 16 rigid bodies (for each blade) respectively. In
both cases there is a visual improvement in the ROM’s predictions in comparison to the
solutions provided by the standard POD ROMwhen the same number of basis functions
are used.

7.4.4 Computational time

The resultsof the simulationsof theblademodelswithvaryingnumbersof stiff segments
are compared to the results of the simulation of the blademodel with 30 rigid segments,
which has the maximum fidelity. The amount of time spent computing is standardised
in relation to the model with the lowest level of realism, specifically the one body linear
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scenario. Figure 7.21 illustrates the normalised calculation time required by the NREL
5MW reference wind turbine for the adaptive and uniform ROMs that have been sug‑
gested. Using theuniformROMapproach, thenormalisedcalculation time isdetermined
in comparison to the linear (one segment) scenario. The results of the CPU time calcu‑
lations are presented for the 1, 2, 3, 6, 9, 12, 15, 18, 21, 24, 27, and 30 segment situations
respectively. The amount of time needed to complete the computation is proportional
to the number of stiff segments included in the model. As a result, it is conceivable to
witness a reduction in the amount of time required for computing as the number of de‑
grees of freedom (DOFs) and constraint equations grows. The number of time segments
required reduces up to the 5‑segment scenario, which also has an effect on the amount
of CPU time required; after that point, the amount of CPU time required grows as the
number of bodies does.

Both the proposed and uniformed ROM show a huge computationally efficiency im‑
provement fromthe full‑orderCFDsimulation. Themaximumnormalised solver compu‑
tation time is observed for the 30‑sub‑body case. Uniform and adaptive ROM solvers are
approximately 70% and 40% (see Figure 7.21) slower compared to the 1‑segment only
case. As a result of the reduction in the dimension of the matrices given by the projec‑
tiongrids, the adaptive reducedordermodel demonstrates greater computing efficiency
than the uniform solution. This is due to the fact that the adaptive reduced ordermodel
uses fewer matrices. Even though there is an increase in the overall complexity of the
model, the amount of time needed to complete the calculation is reduced because to a
significant drop in the number of iterations that is required in the three‑sub‑body situa‑
tion. Hence, the adaptive ROM solver computational cost owing to the growth in model
complexity growsmore slowly compared to the uniform ROM solution.
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Figure 7.21: The total normalised CPU time cost of the proposed uniform and adaptive
ROM.

7.5 Conclusion

In this chapter the novel ROMmethod is applied to the case of the 3D FSI simulation for
a HAWT. The conceptual NREL 5‑MW reference offshore wind turbine [90] is used as the
geometry for the simulations. Theproposedmethod solves the caseof adeforming solid
body by considering the deformation as a cumulation of a series of rigid segments. Dur‑
ing the simulation, the tower, nacelle and hub are considered as rigid bodies, while the
turbine blades are assumed flexible. Convergence studies are performed prior to the
Reduced Order Modelling process. Multiple input parameters, including the time step
and number of meshes of the full order baseline FSI simulation, and the number rigid
segmentations on each turbine blade are investigated prior to the simulation. During
the simulations, multiple instances are selected in the range of wind speed between 3
m/s and 25 m/s, while the NREL 5MW wind turbine is operating at the corresponding
operational velocity. In this chapter, the turbine blade is modelled from one segment
up to 30 uniformly distributed rigid segments. Two representable cases, 6 and 30 seg‑
ments, are represented in order here to show the impact of the number of segments
on the overall calculation accuracy and efficiency. Corresponding stiffness matrix and
kinematics are then calculated for the ROM. The proposed method is applied on two
working conditions selected between the cut‑in speed and the cut‑out speed, both at
constant rotational speed. The simulation case with constant rotor speed of 9 RPM at
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wind speed of 8 m/s to serve as the basic and simplest validation case in OC3 project.
For wind speeds less than the rated wind speed of 11.4 m/s, rotor speed is selected as
of 12.1 RPM. Reconstructed ROM solutions, including blade deformation and power out‑
put, via the proposed methodology are compared to the corresponding full order CFD
results as well as experimental datawhen it is approachable. In addition, the author has
performed a stability analysis of the HAWT of the topic via the proposed ROM method‑
ology for deformable FSI interfaces. For each case, error estimations and time analyses
are compared to the corresponding full‑order CFD solution. Both the ROM results show
a relatively good agreement with the CFD solution regarding the velocity and blade tip
deformations. The 30‑segment ROM solution shows an overall better computational ac‑
curacy than the 6‑segment ROMsolutionwhile the computational deficiency slightly un‑
dermines the efficiency due to the increase in the governing matrices. In terms of the
locally refined ROM methodology, both solutions present a better capability and accu‑
racy compared to the traditional uniform ROMmethod. Although this method is slightly
computationally inefficient due to its algorithm, this sacrifice in the computational cost
due to the self‑adaptive spatial discretisation is acceptable compared to the scale of the
full ordermodels. In addition, the capability of the local refinedmethod, refer toChapter
5, has been validated on a 3D complicated and time consuming simulation of a HAWT.
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Chapter 8

3D ROM FSI Simulation of the 1.2kW
Windspire VAWT

8.1 Introduction

In Chapters 4 ‑ 6, the locally refined ROM approach to solve FSI problems is presented,
and the validity of the resulting deformation and dynamics are reasonably confirmed
in the cases of rigid and flexible bodies. In addition, the multiple locally refined ROM
approaches to solve FSI problems were presented, and the validity of the resulting de‑
formation and dynamics were confirmed in the cases of both rigid and flexible bodies.
In this chapter an application of the above outlined methods is performed with a Ver‑
tical Axis Wind Turbine in various 3D simulation settings focusing on aerodynamic and
aeroelastic behaviours.

8.2 Fluid‑Structure Interaction of the VAWT

8.2.1 The Vertical Axis Wind Turbine employed

The computations in this section are performed for a 1.2kW Windspire design [187], as
shown in Figure 8.1 and the total height of the VAWT tower is 9.0 metre and the rotor
height is 6.0 metre. The rotor uses the DU06W200 aerofoil profile with the chord length
of 0.127metre (shown inFigure8.7) and isof theDarrieus typewith straight vertical blade
sections attached to the main shaft with six horizontal struts.
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Figure 8.1: Geometry description of the 1.2 kWWindspire VAWT.

The blades and struts aremade of aluminium, and the tower ismade of steel. Pivotal
structural properties, thickness t, radius r, Young’smodulusE, Poisson’s ratio ν, density
ρ and mass m, are summarised in Table 8.1. In this chapter, the tower is assumed to be
rigid, and the deformation of the other parts of the turbine is investigated during the FSI
simulations.

Table 8.1: Geometric andmaterial properties of the 1.2kWWindspire VAWT

Part t[mm] r[mm] E [GPa] ν ρ
[kg/m3]

m [kg]

Blades 2 / 70 0.35 2700 26.3
Strut 12.7 / 70 0.35 2700 14.1
Tower / 44.5 210 0.33 78 243.4
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8.2.2 Computational Settings

Figure 8.2 shows the computational domain for the 3D CFD simulations. The compu‑
tational domain consists of the grids defining the Windspire VAWT, including the geo‑
metrical representation of the blades, struts and tower as documented in [177, 49]. A
50m × 20m × 30m box grid is used for the present flow around the Windspire VAWT.
Similar to Bazilevs’ work [24], 15 metres separate the VAWT centre from the inlet and 35
m from the outlet boundaries. The rotor is contained within an inner cylindrical domain
with dimensions of 1.6 metres on its radius and 7 metres on its height. At the inflow, a
wind velocity profile that is uniform over its entirety is specified. No penetration bound‑
ary constraints are imposed on the top, bottom, and side surfaces of the outer domain,
while zero traction boundary conditions are established at the outflow. These boundary
conditions are in place. Studies ofmesh and time size sensitivity are carried out in order
to ascertain the suitable cell face and time step. The time‑step is set at 1.0 × 10−5 s for
the aerodynamics computation and 2.0× 10−5 s for the FSI analysis.

Figure 8.2: Computational domain of the Windspire 1.2kW VAWT for the 3D FSI simula‑
tions.

Apart from the moving overset meshes representing the VAWT, a stationary back‑
groundgrid isused toset forboundaryconditions. Thebackgroundgridextends−15m <=

x <= 35m, −10m <= y <= 10m, and 0 <= z <= 30m with the centre of the tur‑
bine located at the origin (0, 0, 0) in order to minimise the boundary effects. With this
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configuration, the presence of the turbine does not significantly disturb the inlet flow.
Three refinement regions are used in the vicinity of the blade to accurately capture the
flow around the blades as illustrated in Figure 8.3, and one region is constructed to re‑
solve the wake flow close to and behind the rotor. The boundary conditions on the solid
surfaces are set as no‑slip, with the grid spacing set so that the condition y+ <= 1 is
satisfied as required by the turbulence model. Before moving on to the transient sim‑
ulation, stable simulations of each instance are first calculated. It is important to note
that the fixed tower and support platform are taken into consideration in this thesis. As
a consequence, there is a non‑slip boundary at the free surface of the backdrop grid. In
this chapter, we impose the free surface as an immersed boundary using the technique
that is given in [83]. There will be no roughness or wall functions applied.

Figure 8.3: 2D cross section of the blade profile and boundary layer overset mesh.

The computational domain consists of 13 regions, organised in a parent/child hierar‑
chy, as shown in Figure 8.4 and 8.5, has around 6millionmeshes. The blades, struts and
the blade refinements together form the body rotor overset mesh that rotates around
the tower. Only the overset regionmeshes aremoving during the simulations, therefore
this reduces the overall computational cost. The dynamic overset technique is applied
to recompute the overset meshing at the run times. With this approach, the full control
or prediction of the turbine can be realised with the varying rotational speed, pitch con‑
trol, and deformation of the turbine blades. A second‑order implicit Euler method was
utilised for all of the simulations that are discussed in this chapter in order to calculate
the temporal terms. When it comes to the spatial discretization, the convective termsare
handled with a scheme that has a fourth‑order upwind bias, while the viscous terms are
handled with a scheme that has a second‑order centred base. Each simulation instance
includes a total of 20 rotor spins and the time step was selected in such a way that the
blades rotate 0.5 degrees every time step.

212



Figure 8.4: Mesh region hierarchy of the Windspire 1.2kW VAWT for the 3D FSI simula‑
tions.

Figure 8.5: 2D cross section of the computationalmesh along the rotor axis and 4 overset
mesh regions have been applied on the backgroundmesh.

Beammodels are used to depict the VAWT struts and main shaft, whereas shells are
used to model the VAWT blades and the portion of the tower that rotates with the rotor.
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The blades, tower shell, andmain shaft are all connected to the struts, which results in a
reasonably straightforward structuralmodel for the VAWT. Thismodel is able to simulate
the three‑dimensionalmechanics of a spinning flexible rotor that is installedona flexible
tower. The density of the tower shell is purposefully reduced to a relatively low value in
order to ensure that the vast majority of the tower’s mass is dispersed uniformly along
the beam. The beam and shell discretisations are both accomplished with the use of
quadratic NURBS.

The field‑test tests that were carried out by the National Renewable Energy Labora‑
tory and the Caltech Field Laboratory for Optimized Wind Energy revealed realistic op‑
erating conditions, which are used in the aerodynamics and FSI simulations [84]. For all
the cases investigated, the air density and viscosity are set to 1.23 kg/m3 and 17.8×10−5

kg/ms, respectively.
The k‑omega SSTmodel is utilised as the turbulencemodel, and the transport equa‑

tions for the SST model that are utilised to compute the turbulent kinetic energy k and
the specific dissipation rate omega are those that are utilised in ANSYSFLUENT. This two‑
equation model is excellent for modelling the boundary layers as well as the far field
flows, and as a consequence, it has been utilised widely in research involving wind tur‑
bine blades and aeroelastic issues with satisfactory results [80, 75]. The aerodynamics
and FSI simulations compared to [24] are carried out at realistic operating conditions re‑
ported in the field‑test experiments conductedby theNRELandCaltechField Laboratory
for Optimized Wind Energy [177, 49].

The structural properties of each component including mass, density, Poisson’s ra‑
tio, and stiffness, are summarised in Table 8.2. The constructionof themodel follows the
structural information specified in the literature [24], the structuralmodel of the turbine
consists of 6 components: 3 blades, struts, and tower. Detailed structural modelling of
Windspire VAWT is represented in Figure 8.6. Because the struts are assumed to be rigid,
beam force elements are used in the simulations of flexible turbines in place of links. Be‑
cause of this, there are six degrees of freedomavailable for both the body and the tower.
The following kinetic joints or restrictions are imposed so that a kinematic description
of the interaction between the various components of the turbine may be provided: A
bracket joint is used at each interface of the blade and strut, which limits the relative
motions between the components; a revolute joint is used between the hub and nacelle
along the rotational axis of the rotor to allow the rotor rotation, and this constrains the
other degrees of freedom; similarly, another revolute joint is used at the interface of the
nacelle and tower for the yawmotion; and finally, a bracket joint is used at each interface
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of the blade We are going to make the assumption that the lay‑up of the entire blade is
the same for the purpose of convenience.

Figure 8.6: Structural modelling of the 1.2 kWWindspire VAWT.

Table 8.2: Structural properties of the 1.2kWWindspire VAWT.

Part E [GPa] ν ρ [kg/m3] m [kg]
Blades 70 0.35 2700 26.3
Strut 70 0.35 2700 14.1
Tower 70 0.33 78 243.4

The Windspire 1.2kWwind turbine is a three‑bladed vertical axis wind turbine. Each
turbine blade is 6metre long, the cross‑section profile of the blade used in the turbine is
illustrated in Figure 8.7. The distributed blade structural properties of each NREL 5‑MW
wind turbine blade, including the torsional and extensional stiffnesses, are illustrated
in Table 8.1 and 8.2. The turbine blade is modelled as a flexible body using equivalent
structural properties as per the definition of [67].
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Figure8.7: Cross sectional aerofoil profile of the1.2kWWindspire VAWTDU06W200blade
profile.

Mesh and time size sensitivity studies are carried out to determine the appropriate
cell face and time steps. Five different mesh sizes are investigated, i.e., 8 mm, 4mm, 2
mm, 1 mm, and 0.5 mm, and the associated total number of elements and calculated
oscillation amplitudes are presented in Figure 8.8. It is found that the amplitudemay be
considered to be accurate at amesh size of 1mmand a further refiningmesh size obtain
only a 5.4% relative difference.

Figure 8.8: Mesh convergence study of the flow‑induced vibration of an oscillating cylin‑
der.

In the case of the time size sensitivity study, five time steps are investigated, i.e.,
1× 10−5 seconds, 1× 10−4 seconds, 2× 10−4 seconds, 5× 10−4 seconds, and 1× 10−3)
seconds. The associated total number of elements and oscillation frequencies are pre‑
sented in Figure 8.9 and the amplitude converges at a time size of 1× 10−4 seconds.
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Figure 8.9: Time step convergence study of the flow‑induced vibration of an oscillating
cylinder.

Considering the computational time and accuracy, the mesh size of 1 mm and the
time size of 1 × 10−4 seconds are deemed as the appropriate mesh size and time size
for the modelling in this study. The fluidic model consists of 158,610 nodes and 579,632
elements while the structural part consists of 2595 nodes and 2422 elements. The time‑
step size is 1×10−4 seconds and the number of nonlinear iterations per time step is 500.
A loose coupling strategy was applied to couple both the fluidic and structural domains.
The test cases were chosen from the publicly available results. Two different test cases
are performed in this chapter, both at constant rotational speed, one of constant rotor
speed of 8 m/s and another at a constant rotor speed 6m/s. The baseline full‑order CFD
simulations results are compared to the reference simulation prior to the reduced order
modelling.

Table 8.3 summarised a comparison snapshot between the baseline CFD simulation
and the results from the OC3 project. Here one typical aerodynamic parameters, aver‑
aged torque, is compared between the proposed CFD solution and the OC3 report. The
difference in two case is all no larger than 6%, therefore in this project, the CFD solution
is considered accurate.
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Table 8.3: Comparison between the Windspire VAWT FSI simulation and the referenced
codes at various speeds.

Current Simulation Referenced
Averaged torque [kNm]
@ 6m/s

69 (+4.54%) 66

Averaged torque [kNm]
@ 8m/s

95 (+5.55%) 90

8.3 Reduced Order Modelling

The refined ROM methodology (see Chapter 6) has been implemented into the simula‑
tion. The computational domain for the ROM is identical to the those for the FSI simu‑
lation with an initial uniform ROM mesh at Nx × Ny × Nz = 50 × 20 × 30, as shown
in Figure 8.10. Mesh and time size sensitivity studies are carried out to determine the
appropriate cell face and time step. 200 snapshots over 4 periods are used to build the
ROM, nacelle, hub and tower that are are assumed to be rigid, and therefore only the
deformation of the blades is considered in this chapter. Each Windspire VAWT blade is
modelled as a combination of up to 12 rigid segments. Two iterations of the ROMmesh
refinement are implemented in this application, please refer to Chapter 4, as shown in
Figure 8.11. The threshold is set as the difference within each sub‑grid is no larger than
0.05% of the maximum velocity difference of the overall domain.

Figure 8.10: Initial uniform ROM mesh of the 3D computational domain for Windspire
VAWT FSI simulation. Each grid represents a 5× 5× 5mesh grids in ROM calculation.
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Figure 8.11: Illustrative demonstration of the ROM refinedmesh of the 3D computational
domain for the VAWT FSI simulation.

Recalling that the Largrangian multipliers are introduced in the proposed reduced
ordermodelling approach to treat themoving and/or deforming solid domain as a fluid.
In addition, the introducedmultiplier is compatible with the locally refinement strategy.
Figure 8.12 and Figure 8.13 show the Lagrangian multiplier of two refined mesh itera‑
tions, where the blue dots represents the solid parts in the FSI simulation, please refer
to Chapter 6. The POD‑Galerkin ROM approach is capable to predict the moving of solid
domain more accurately with 2 refinement iterations.

Figure 8.12: ROM grids of the initial reduced order modelling grid.
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Figure 8.13: Lagrangian multiplier of two refined ROM mesh iterations on XY‑plane
around the rotor: (a) initial meshes, (b) refined after 1 iteration, (c) refined after 2 it‑
erations.

In the course of the full‑system stability assessments, it is assumed that the nacelle,
hub, and tower all have a stiff structure. As can be seen in Figure 8.14, each HAWT blade
ismodelled as a series of discrete stiff segments linked together. The number of finite el‑
ement segments thatwere utilised in the constructionof the VAWTmodel is presented in
Table 8.4. The number of rigid segments in themodel affects the problem size because it
changes the number of generalised coordinates and constraints in the governing equa‑
tions; for more information, please refer to Chapter 5. In every instance that was looked
into, the blades were the primary factor in determining the size of the problem. owing
to the fact that the number of bodies included in any blade type ranges anywhere from1
to 30. The 30‑segment blade model is the most exact and has the maximum number of
restrictions, whereas the scenario inwhich there is only one segment is knownas the lin‑
ear blade case. In spite of the fact that themagnitude of the issue in the equations shifts
depending on the number of entities that are described in the model, the total number
of independent constraints remains unaltered for this specific turbine model.
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Figure 8.14: Finite element segment modelling of the WindSpire VAWT. blue and black
bodies represent that they are modelled as flexible and rigid bodies, respectively.

Table 8.4: Number of rigid segments used in the wind turbine model.

Number of rigid seg‑
ments of each blade

Sum of rigid segments
of the NREL 5‑MW wind
turbine

Number of equation of
constraints

1 7 42
2 10 60
3 13 78
6 22 132
9 31 186
12 40 240

Figure 8.15 shows the energy spectrum of the POD modes used for the simulation
at a wind speed 8m/s. 200 snapshots over 4 periods are used to build the ROM, and the
VAWT is modelled as a system of 30 rigid bodies. Figure 8.16 summarises the first six
PODmodes of the VAWTworking at 6.0m/s. These six dominantmodes covermore than
99.9% of the total kinematic energy, and are selected to perform the following calcula‑
tion. The Galerkin integration is obtained by substituting equation (3.33) onto the first
six PODmodes.
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Figure 8.15: Energy spectrum of the POD modes for the Windspire VAWT working at a
speed 8m/s.

400 snapshots over 4 periods are used to build the ROM, and the VAWT is modelled
as a system of 40 rigid bodies, each blade consists of 12 rigid segments, and the struts
and tower are assumed to be rigid, as shown in Figure 8.6. Two different aerodynamic
simulations of the Windspire VAWT are performed, one using the wind speed of 8.0 m/s
and rotor speed of 32.7 rad/s, and another using the wind speed of 6.0 m/s and rotor
speedof 20.6 rad/s. For both cases, the timehistory of the torque aswell as the averaged
value computed from the ROM are compared to the corresponding experimental data
[49] and numerical [24] results.
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Figure 8.16: First six POD modes of the Windspire VAWT FSI Simulation at 6.0 m/s and
rotor speed of 20.6 rad/s (X‑Y view).

8.4 Results

8.4.1 Convergence analysis

A convergence analysis was performed with the steady wind load cases to determine
the number of modes to be used in the proposed reduced order model methodology
and to observe the effects of the large deflections on the projection residual. Figure 8.17
shows how the error of the Windspire VAWT blade projection residual varies with the
number of finite element segments of each blade. The linear and nonlinear blade mod‑
els in the solver are used to calculate the blade deflections, and then those deflections
are projected onto the basis with the mode shapes at the starting (undeformed) blade
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position. The steady wind load is less than 8 metres per second. Therefore, the inaccu‑
racy in the full‑order CFD and the suggested ROM blade model deflections may be used
to evaluate the influence of the geometric nonlinearities on the segments. The linear
blademodel generates nine times higher projection residual than the geometric nonlin‑
ear effects that are caused bymassive blade displacements, as seen in figure 8.17. When
substantial bladedisplacementsare taken into consideration, this suggests that geomet‑
ric nonlinearities are the primary cause of the projection residuals. The linear model’s
origin comes from a two‑fold place. In addition to the geometric nonlinearity that may
be caused by things like inertia and force, the nonlinear effects can also be a source of
the linear model’s residuals. The fidelity mismatch between the numerical model and
the reduced order model is still another source of the linear model residuals. The re‑
duced order model has 156 degrees of freedom (DOF) for the NREL 5MW wind turbine
blade and projection space with 20 modes. On the other hand, when compared to the
entire deflection of the linear blademodel, the total residual of all of the nodes is rather
insignificant. The first two modes are, in order, the first flapwise mode, followed by the
first edgewisemode. Theeighthmode is the firstmode that involves torsion,whilemode
16 is the first mode that involves axial rotation.

Figure 8.17: The error of the Windsprie VAWT blade projection residuals with respect
to the number of modes. The blade deflections are compared to the full‑order CFD at 8
m/s steadywind speed and the projection basis is composed of undeflected blademode
shapes.
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8.4.2 Deformations

Figure 8.18 shows the bending displacement contour under constant inlet velocity 8.0
m/s and 6.0 m/s conditions at four evenly distributed snapshots during one cycle. It is
apparent that a large deflection occurs in the vicinity of the free ends of the blade. How‑
ever, the bending displacement in themiddle region of the blade is around zero as there
are several additional struts in this particular VAWT model. For both cases, the central
part of the blade has theminimumdeformation as this part of the blade is supported by
struts, and this trend has been validated at all instantaneous time snapshots during one
cycle. In addition, an increase in the tip speed ratio leads to an increased deformation as
shown in Figure 8.18 and the ROM codes overestimate the deformation compared to the
full‑ordernumerical results. This is due to theassumptionof themodellingof the flexible
blades as a chain of a small number of rigid bodies. This has been validated by a further
investigation on the impact of the number of rigid bodies, as the number increases, the
rigidity behaviour is closer to that of the actual flexible body.

Figure 8.18: Time history of the blade bending displacement on one VAWT blade at dif‑
ferent time snapshots during one operating period, inlet velocity 8.0 m/s (blue) and 6.0
m/s (red).

8.4.3 Aerodynamic Simulations

Figure 8.19 summarises the difference between the reconstructed ROM solution and the
corresponding full‑order computational results after each refined iteration. The blue re‑
gion indicates the minimum difference. As shown in Figure 8.19, the pure aerodynamic
ROM computation produced good agreement with the field‑test data for the Windspire
VAWT, despite the ROM results slightly overestimating the averaged torque. In addition,
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the proposed refined strategy successfully improves the accuracy of the rebuild ROM so‑
lution. For the FSI ROM simulation (shown in Figure 8.24), the rotor naturally accelerates
at a lower rotational rate for both the 0 rad/s and 4 rad/s cases. For the 4 rad/s cases,
the plateau regions are accurately predicted. This is verified by the field test and the ar‑
ticles that focus on the FSI on VAWT. Compared to the experimental data, both the ROM
and CFD simulations overestimate the torque and rotational rate on the aerodynamic
and FSI simulations. In both cases, the experimental value of the aerodynamic torque is
derived from the average power produced by the turbine at the target rotor speed.

Figure 8.19: Error between the referenced CFD solution and the proposed ROM solution.

To further show the capacity of the model more clearly, the difference between the
velocity flow field computed by the numerical approach and the rebuilt flow field from
theROMwith a uniformgrid, and the adaptive POD‑Galerkin ROMmodels are presented.
With this decomposed solid domain, the dynamics for this prescribed large solidmotion
problemand the correspondingadapteddiscretisationwhichhavebeen shown inFigure
8.20. A comparison has been made between the CFD solution and the ROM solution via
the initial mesh and the refinedmesh after two iterations, please refer to Chapter 4. The
mesh is quadrupled during eachmesh refinement based on the partial differentiation of
the velocity profile. The local refinement concentrates on the vicinity of the aerofoil as
well as the wake region in order to minimise the velocity variance within reduced order
modelling process, and it varies at different time steps. Corresponding velocity differ‑
ence between the proposed reduced order model and the CFD solution is presented in
Figure 8.21. The accuracy of theROMhasbeen improvedduring the adaptive refinement
strategy. The accuracies of the adaptive reduced order models are preserved to be al‑
most the same in comparison to the numerical solution after two iterations. In contrast,
the reconstruct flow fields using the uniform ROM are not perfectly accurate due to the
large motion of the aerofoil.
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Figure 8.20: Rebuilt velocity flow field from the intitial ROMmesh (a) and themesh after
two iterations (b).

Figure 8.21: Velocity difference between the rebuilt ROM solution and FSI (a) initial ROM,
(b) ROM after refined two iterations.

The first six dominating POD modes are selected to build the ROM code. These six
dominant modes cover more than 99.9% of the total kinematic energy, and therefore
are selected to perform the following calculations. The time history of the aerodynam‑
ics for both cases are plotted in Figure 8.22. The pure aerodynamic ROM computation
shows good agreement with the CFD simulation, despite the ROM results slightly over‑
estimating the averaged torque. On the first few cycles, the ROM codes fail to show a
consistent accuracy against the full‑order solution. This may be due to it highly relying
on the baselinemodel, and therefore cannot accurately predict the resultswhen the full‑
order model is still fluctuating.

227



Figure 8.22: Timehistory of the aerodynamic torque for the aerodynamic simulations (a)
8.0 m/s; (b) 6.0 m/s.

The accuracy of the traditional ROMs can be improved by implementing the pro‑
posed locally refined strategy, please refer to Chapter 6. Figure 8.23 illustrates the time
history of the reconstructed aerodynamic torque via theuniformROMapproach, and the
adaptive ROM after two iterative refinements. The full‑order CFD results are included
as a benchmark case for comparison. The proposed methodology shows a good com‑
patibility in the cases of the FSI problems with a deforming interface. The difference in
the averaged aerodynamic torque over one cycle between the uniform ROM results and
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the full order simulation is 38.39%, while those via the adaptive ROM methodology de‑
creases to 16.48%.

Figure 8.23: Time history of the aerodynamic torque of the Windspire VAWT working at
6.0 m/s via different reduced order modelling approaches.

8.4.4 Self‑starting behaviour simulation

An FSI investigation, particularly focused on the self‑starting issues in the VAWT, is per‑
formed in this chapter. The inflowwind speed is fixed at 11.4m/s, andwe consider three
initial rotor speeds: 0 rad/s and 4 rad/s. As shown in Figure 8.5, Blade 2 is placed parallel
to the flow with the aerofoil leading edge facing the wind at the starting configuration
of the Windspire VAWT FSI simulations. Blade 1 and 3 are placed at the the angle to the
flow with the trailing edge facing the wind.

During the ROM simulation, as same as the aerodynamic modelling, the VAWT of in‑
terest is modelled as a combination of 30 rigid segments. The computational domain
for the ROM is identical to the aerodynamical ROM, with an initial uniformmesh atNx×
Ny × Nz = 50 × 20 × 30, as shown in Figure 8.11. Two iterations of the ROM mesh
refinement are implemented in this application to achieve more accurate results and to
challenge the compatibility of the proposed refinement strategy (refer to Chapter 4). In
the scenario when there is no radial acceleration, the rotor speed starts to grow, which
suggests that this arrangement is preferable for self‑starting. In the scenariowith 4 rad/s,
the rotor speed first goes through a zone of approximately linear acceleration, then it
reaches a plateau area.
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Figure 8.24: Time history of the rotor speed (a) starting from 0 rad/s; (b) starting from 4
rad/s.

Figure 8.24 shows a comparisonof the rotation rate obtained from the reduced‑order
model to that obtained from the FSI simulations. In the scenario when there is no ra‑
dial acceleration, the rotor speed starts to grow, which suggests that this arrangement
is preferable for self‑starting. In the scenario with 4 rad/s, the rotor speed first experi‑
ences an almost linear acceleration before reaching a plateau zone. The plateau zone is
referred to as the regime inwhich the turbine runs at a rotational speed that is practically
constant (i.e., similar to that of a steady state). It is clear, based on the angular position
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of the blades, that the plateau area takes place at a frequency of around 120 degrees ap‑
proximately whenever one of the blades is in a stopped state. It will continue until the
blade clears the halted zone and the lift forces are sufficiently strong for the rotational
speed to start growing again. This phase will persist till the end of the rotation. As the
rotational speed continues to grow, the plateau area of the angular velocity is displaying
signs of beginning to behave in an erratic manner locally.

Thedisplacement of the turbine bladesmaybe seen in Figure 8.25, whichdepicts the
self‑starting simulation. However, as a result of the rotor spinningmotion, there are also
observations of lateral tower displacements occurring at the same time. The majority
of the movement occurs in the direction that the wind is blowing. The amplitude of the
displacement is around 0.10–0.12 metres, which is likewise the case when the angular
velocity is 0 rad/s. For both cases, the solution via the proposed reduced order model
shows a good agreement in FSI simulations with the maximum difference of 5.24%.

Figure 8.25: Time history of the blade maximum displacement on one VAWT blade at
different time snapshots during self‑starting stage at 0m/s via FSI Simulation (blue) and
ROMmodelling (red).

8.5 Conclusion

In this chapter the novel ROM method is applied to various cases of 3D FSI simulations
of a VAWT. The conceptual Windspire VAWT is used as the geometry for the simulations.
The proposed method solves the case of a deforming solid body by considering the de‑
formationasacumulationof a seriesof rigid segments. During thevalidation simulation,
only the turbine blades are assumed to be flexible. Various numbers of segmentation on
each blade are investigated prior to the simulation. The corresponding stiffness matrix
and kinematics are then calculated for the ROM. The proposedmethod is applied to two
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working conditions, and both at constant rotational speed. Prior to the FSI simulations,
several pure aerodynamic simulations are performed to validate the accuracy of the pro‑
posedmodel. The 8.0m/s and rotor speedof 32.7 rad/s, andanother using 1)wind speed
of 8.0 m/s and rotor speed of 32.7 rad/s and 2) wind speed of 6.0 m/s and rotor speed of
20.6 rad/s, rotor speed of 12.1 RPM. The reconstructed ROM solutions are compared to
the numerical results as well as the experimental data for both cases regarding the aero‑
dynamic parameters such as torgue. Error estimations and time analyses are compared
to the corresponding full‑order numerical solution. In addition, a typical application of
the FSI simulations on a VAWT, namely the self‑starting analysis, is simulated to chal‑
lenge the capability of the proposed ROMmodel. TheWindspire VAWTwas set to start at
1) 0 rad/s and 2) 4 rad/s. Both theROM results showa relatively good agreementwith the
CFD solution. In addition, both solutions present a better capability and accuracy com‑
pared to the traditional uniform ROMmethod. Specifically, the ROM results successfully
capture the plateau region that occurs in the case of 4 rad/s.
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Chapter 9

Conclusions and Future Work

9.1 Conclusions

In this study, a new global POD‑Galerkin based ROM has been developed for the class of
problems with both a fluid flow and moving solid boundaries/bodies. The goal of this
PhD project is to develop a new ROM approach to the FSI problem that is applicable
to moving and/or deforming solid boundaries and in particular applicable to the VAWT
structure analysis. The new method can substantially improve the wind turbine fluid‑
structure interaction analysis method in terms of both the simulation efficiency and ac‑
curacy. A new and novel local refinement strategy on the ROM method is proposed in
order to balance the increase in time cost and accuracy. Moreover, this strategy includes
the elastic behaviour of solid domains, thus increasing the capability of the approach to
solve FSI problems with large moving interfaces between the rigid body and the fluid.

A critical literature review on fluid‑structure interaction methods and VAWT aeroe‑
lastic behaviour is presented. Various methods are presented and critically analysed to
identify the resulting research gaps that exist in the literature and these are investigated
in this project. In addition, a comprehensive review of the POD method, especially fo‑
cused on the adaptive snapshot methods, is included in Chapter 2.

A brief overview of the Proper Orthogonal Decomposition (POD) ‑ Galerkin method
is presented in Chapter 3. An a‑priori comparison of the approximation errors using dif‑
ferent POD basis generation approaches is made. In addition, some new important as‑
pects for an improved POD basis computation are presented. Finally, the empirical in‑
terpolation method is introduced in order to overcome the numerical complexity when
evaluating the nonlinear terms in the ROM. A detailed evaluation of the ROM method
is presented in a simple case, although the ROM methods can be improved by adding
snapshots and/or grids. However, this hinders the performance of the ROM method.
Therefore, it is necessary to propose a new multiple and adaptive snapshot method
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to balance the accuracy and efficiency of the ROMs. The traditional uniform ROM pre‑
dicts fluid flows that have a relatively good agreement with experimental data in the
lower Reynolds number cases. However, it is not capable of predicting accurate results
at high Reynolds number flows, which occur in VAWH applications, or in the cases of
moving/deforming FSI problems.

In Chapter 4, a new adaptive grid discretisation approach that is based on a two‑
dimensional refinement strategy in which an internal node has exactly four children is
presented. The strategy is implemented using a quad‑tree data structure which can be
implemented automatically and/ormanually. To stress the necessity and importance of
the adaptive grid refinement, the Stuart vortices, a special flow field with an analytical
solution is selected as the application of this approach. The adaptive POD‑Galerkin ROM
approach shows a better accuracy compared to the base case with a uniform discreti‑
sation. The overall time cost of the adaptive discretisation strategy is longer than the
uniform case but still much quicker compared to the refined case. Although the increase
in the time cost may overshadow the merit of this method compared to the ROM with
same level of the mesh, when compared to the benefits of improving the accuracy and
the computational cost between the ROMapproach and the numericalmethod, this sac‑
rifice in the computational cost due to the self‑adaptive spatial discretisation is therefore
found to be acceptable. Therefore, the proposed ROMmethod is much more computa‑
tionally efficient than the traditional uniform POD‑Galerkin ROM.

In Chapter 5, a POD‑Galerkin based ROM approach is proposed, which defines the
movingsolidboundaries/bodiesasacontinuous time‑varieddomain. It is straight‑forward
strategy, easy to apply, and can predict any kind of moving boundaries, no matter if it is
rigid or flexible, flow‑induced or prescribed, as long as the solid information is known.
A series of flows with moving boundaries have been predicted by this method, includ‑
ing both two‑dimensional and three‑dimensional, and both translational and rotational
rigid cases, e.g., oscillating aerofoil. It is found that the predictions accuratetly match
the simulation results. The new model developed in this chapter is at least as compu‑
tationally efficient and as accurate as the other models described in the literature. The
concept of flexible bodieswithin aMBS is depicted, including beamelements andmodal
bodies on the basis of the order‑reduced bodies. The interface between themechanical
and fluid solver is presented, which allows the exchange of forces and body kinematics.
In addition, the proposed approach is compatible with the refined method proposed
in the earlier chapter. However, this approach is relatively time‑consuming and is not
suitable for some extremely complex flexible motions, which undermines the benefit of
using the ROM.
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In Chapter 6, a POD‑Galerkin ROM approach for flexible cases is proposed. By defin‑
ing the moving solid boundaries/bodies as a characteristic function on the same com‑
bined fluid‑solid domain, the POD‑Galerkin projectionmethod has also been applied to
the moving solid boundaries/bodies. The concept of flexible bodies within a MBS is de‑
picted, including beam elements and modal bodies on the basis of order‑reduced bod‑
ies. The interfacebetween themechanical and fluid solver ismodelledas jointswith con‑
straints, which represent the rigidity of thematerials, thus enabling the exchange of the
forces and body kinematics. This approach has been applied to both two‑dimensional
and three‑dimensional situations with deforming boundaries, e.g., a teardrop/flat plate
design is flexible in the chordwise direction only. As described in Chapter 5, the decom‑
posed approach preserves the dynamics and keeps its capability of capturing most of
the energy in the fluid flow. The fluid structures and force results show that the forcing
terms perform powerfully to maintain the dynamics of the system for large solid mo‑
tions, especially the prescribed velocity terms, which are presented as the energy input
and make the system stable and this allows the modelling of the prescribed solid mo‑
tions.

The proposed ROM approaches have also been employed to multiple problems, es‑
pecially in wind turbine simulations. In Chapter 7, the novel ROMmethod is validated in
the case of the 3D FSI simulation for a HAWT. The conceptual NREL 5‑MW reference off‑
shore wind turbine (Jonkman et al., 2009) is used as the geometry for the simulations.
The proposed method solves the case of a deforming solid body by considering the de‑
formationasacumulationof a seriesof rigid segments. During thevalidation simulation,
the tower, nacelle and hub are considered as rigid bodies, while the turbine blades are
assumed tobe flexible. A convergence study is performedprior to theROMprocess. Mul‑
tiple input parameters, including the time step and number of meshes of the full order
baseline FSI simulation and the number rigid segmentations on each turbine blade are
investigated prior to the simulation. The proposed ROM approach shows a good capa‑
bility of the locally refinement strategy proposed in Chapter 4. Both the ROM results, i.e.,
the proposed ROM shows a relatively good agreement with the CFD solution regarding
the velocity and blade tip deformations, while the computational deficiency slightly un‑
dermines the efficiency due to the increase in the governing matrices. In terms of the
locally refined ROM methodology, both solutions present a better capability and accu‑
racy compared to the traditional uniform ROMmethod. Although this method is slightly
computationally inefficient due to its algorithmic structure, this sacrifice in the compu‑
tational cost due to the self‑adaptive spatial discretisation is acceptable compared to
the scale of the full order models.
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In order to improve the accuracy of the proposed model, the dynamic behaviour of
a VAWT was examined. The turbine was loaded with a varying inflow and the resulting
self‑starting behaviour and fluctuations in the rotational velocitywere observed anddis‑
cussed inChapter 8. The fluctuationswere in goodagreementwith the referencedexper‑
imental data. Reconstructed ROM solutions are compared to numerical results as well
as experimental solution when it is approachable. Error estimation and time analysis
are compared to the corresponding full‑order numerical solution. In addition, a typical
application of FSI simulations on VAWT, self‑starting analysis, is simulated to challenge
the capacity of the proposed ROMmodel. In order to challenge the capability of the FSI
problem, the VAWT is set to start at various speeds of rotation. The proposed ROM so‑
lutions show a good capability and accuracy compared to the traditional uniform ROM
method. In addition, the proposed method successfully capture the plateau region oc‑
curs in the case which the uniform ROM is no capable. Similar to the previous chapter,
the computational efficiency and accuracy is investigated. The proposed adaptive ROM
is more computationally efficient compared to the uniform ROM with the same level of
mesh. In addition, the proposed POD‑Galerkin ROM shows a good compatibility in other
FSI fields, e.g., multi‑phase simulation.

9.2 Future Work

The novel self‑adaptive Reduced Order Modelling and the POD‑Galerkin based Reduced
Order Modelling approaches have been proposed, implemented and demonstrated in
this work, and there are several possible further extensions.

Itwouldbe interesting to apply theproposedmethodology tomoreproblemsaswell
as optimisationwheremany cases of themodels are required. We have applied the pro‑
posed ROM to oscillating solid body problems, such as a rigid oscillating aerofoil and a
flexible teardrop/flat shape, aswell as fluid‑structure interactionproblems inChapters 5,
6, 7 and 8. In particular, the proposed ROMs have been implemented on fluid‑structure
interaction problems of wind turbines. In the future, it would be very interesting to ap‑
ply the adaptive POD‑Galerkin based ROM to evenmore complicated problems, such as
multiphase, multibody FSI problems. In the future, the optimisation of the proposed
adaptive refinement strategy can be optimised by introducing optimisationmethodolo‑
gies, such as neural network optimization and deep learning methods.

The proposed self‑adaptive Reduced Order Modelling for Fluid‑Structure Interaction
problem is based on the assumption that the flexible rigid domain is a slender body. The
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proposed methodology behaves very well in various cases, including oscillating aero‑
foils and wind turbines. In conclusion, it would be very interesting to develop a novel
method based on the propose POD‑Galerkin based ROM for slender deforming FSI prob‑
lem.
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