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Abstract

Histopathology is the diagnosis and study of diseases of the tissues which is undertaken by

pathologists. For cancer diagnosis, they would traditionally examine tissue under the micro-

scope and provide information to clinicians regarding cancer grade, type and potential response

to treatment. However, with the introduction of digital pathology, a transition has begun away

from traditional whole slide interpretation using microscopes. Instead, slides can now be viewed

digitally, allowing for greater ease of use, rapid peer review and more efficient storage. Also,

the availability of thousands of digitised histopathology slides facilitates the development of

Artificial Intelligence based tools which can provide quick and accurate patient diagnostics.

However, one drawback of these methods is, as their architectures have become more sophis-

ticated, and performance increases, our ability to explain their decisions has decreased. The

field of explainable AI attempts to remedy this by providing both models and tools for under-

standing the decision making process of AI solutions. In this thesis, methods for increasing the

interpretability of Breast Cancer diagnostics models are explored. The main contributions are

divided into three distinct chapters. In the first, a prototype based model, originally designed

for fine-grained natural image classification, is used for interpretable breast cancer sub-typing

and grading for the first time. The method achieves superior performance to less interpretable

methods. The second contribution makes use of an attention based approach which allows for

inspection of the most important image regions towards a classification. The approach is ap-

plied to a novel classification task which predicts the Nottingham Prognostic Index group. The

approach is additionally extended to utilise both a patient’s primary tumour site and lymph

node image through late slide fusion, the latter of which is often neglected in automated di-

agnostic tools. The third contribution aims to combine the prototypical approach with the

attention based approach. By making use of the prototype based approach, greater explain-

ability can be provided to the attention mechanism. The methodology is used for both breast

cancer grading and lung cancer sub-type prediction. Comparable performance is found with

other state-of-the-art methods for lung cancer sub-typing and superior performance is found

for breast cancer grading.
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Chapter 1

Introduction

1.1 Overview

Breast Cancer is the most commonly diagnosed cancer and the leading cause of cancer death

among females globally. Breast cancer in women accounted for almost 1 in 4 cancer cases

among women worldwide in 2018 [19] and is the most common cancer in the UK, accounting

for 15% of all new cancer cases (2016-2018) [21]. Early detection of cancers is crucial for patient

survival and overall outcomes as early stage, less aggressive cancers are easier to treat. There

is also more time to explore effective treatment options, including surgery, radiation therapy,

and chemotherapy.

Detection of a possible breast cancer can be done clinically via breast examination and/or

via radiological imaging modalities such as mammography, breast ultrasound or magnetic reso-

nance imaging (MRI). Confirmation of the diagnosis is made via histopathological examination

a of a tissue sample i.e. a biopsy. The latter is the gold standard for cancer diagnosis. Here

tissue specimens are extracted from the body and examined under a microscope by a trained

pathologist. The morphological appearance of the tissue is assessed by the pathologist to deter-

mine whether cancer is present within the tissue. Additionally, several scoring mechanisms have

been developed through examination of large cohorts of tumours with outcome data which allow

pathologists to assess the stage and aggressiveness of any present cancer, such as the Gleason
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score for prostate cancer, or the Nottingham prognostic index for breast cancer. Different types

and stages of cancer require specific treatments. By diagnosing the type, location, and extent

of cancer, pathologists can develop personalised treatment plans tailored to the individual’s

condition and increasing the chances of survival.

Due to the quantity of breast cancer cases each year there is a need for fast and accurate

diagnosis. Unfortunately, the diagnostic process is time-consuming. From biopsy extraction

and slide generation, to pathologist examination and treatment suggestion, there are many

steps before treatments can begin. Additionally, although the efficacy of many cancer staging

scores have been shown, there is still inter-pathologist variability [54], especially for borderline

cases. This is often due to the subjective nature of some tasks such as nuclear pleomorphism

scoring for breast cancer grading where a value for the difference in appearance between the

tumour cells present and healthy cells is given. Other tasks such as mitotic counting also results

in variability. Due to the small appearance and overall quantity of cells present this can be

time-consuming and fatiguing and is therefore more susceptible to human error.

Computer-Assisted Diagnostic (CAD) tools have been proposed as one solution to faster

and more accurate cancer diagnostics across a variety of medical imaging domains, including

histopathology. In particular, artificial intelligence (AI) model based solutions [15] have emerged

as a leading tool for complex image analysis. With the introduction of digital histopathology,

tissue slides, which were traditionally analysed under a microscope, can now be viewed digitally

after being imaged by a powerful, high magnification scanner. This has opened up many

opportunities for CAD tools to analyse histopathology slides and assist with many diagnostic

tasks such as tumour detection, cell counting and bio-marker prediction. Ultimately the goal

of CAD systems is to improve workflow efficiency by streamlining the interpretation process,

allowing for faster image analysis and report generation, ultimately leading to more timely

diagnosis and treatment planning.

However, there are several challenges which must be addressed before AI based CAD tools

can see widespread implementation into routine clinical practice. One important challenge is

Interpretable and Explainable AI (XAI). Making sure AI solutions are accurate and can provide

sufficient reasoning and explanations for predictions is extremely important, especially in a high

risk environment such as healthcare. It is imperative that pathologists and clinicians understand



1.2. RESEARCH AIM AND OBJECTIVES 3

the reasons behind a model prediction in order to better inform treatment plans and to avoid

incorrect model predictions. These challenges are discussed in more depth in section 1.2.1

1.2 Research Aim and Objectives

The main aim of this work is to develop and evaluate computational models for automated

histopathology slide analysis for Breast cancer diagnosis. This is an exciting and constantly

evolving research space due to the possible benefits such methods could provide. From faster

and more reliable diagnosis, to development of novel biomarker prediction, the inclusion of AI

solutions in digital pathology is imperative. The focus will be on the development and validation

of interpretable models in order to overcome the limitations of opaque models. Therefore, the

main contributions and objectives of this work are as follows:

1. The effectiveness of Prototypical Part Networks within histopathology is eval-

uated. These are intrinsically interpretable Convolutional-Neural Network (CNN) based

models which incorporate prototype layers for modern case based reasoning. They have

been largely unexplored within the context of digital pathology but have shown success

in other medical imaging modalities. The choice of pooling function and use of an addi-

tional, orthogonal loss term are found to be crucial for effective prediction of both breast

cancer sub-type and grade from two open source datasets.

2. A Novel Breast Cancer dataset is explored. This dataset contains both a patient’s

breast primary tumour slide and a lymph node slide. The spread of cancer to lymph

nodes is a sign of tumour growth and aggressiveness, however they are often overlooked

in automated cancer diagnosis. This dataset allows for exploration of techniques which

combine both slide types. The use of interpretable attention based multiple instance

learning (MIL) approaches are explored along with several fusion operators for prediction

of the Nottingham Prognostic Index (NPI).

3. Cross-Attention Multiple Instance Learning is proposed to provide greater in-

terpretability to the original attention based MIL approach, and additionally refine the

feature space using prototypes. This aims to incorporate some of the insights gained from
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the Prototypical Part Network into the attention based MIL approach. The proposed ap-

proach additionally outperforms other state-of-the-art (SOTA) methods on breast cancer

grading and lung sub-type prediction.

1.2.1 The Challenges of AI solutions in Histopathology

There are many challenges which must be overcome before AI solutions can be effectively

implemented into the treatment pathway and pathologists can make use of the many benefits

that they offer.

The sheer size and scale of pathology slides, also known as a whole slide image (WSI), is a

major challenge for any CAD tool, as shown in Fig 1.1. Unlike other medical image modalities,

such as MRI or computerised tomography (CT) scans, histopathology images are extremely

large, often several giga-pixels in size. Because of this, they can contain a variety of different

cellular and tissue structures, as shown in Fig 1.2. Each of these different structures can

be individually classified along with the thousands of cells present in a slide. Therefore, one

challenge is determining what information within a slide is relevant to a particular diagnostic

task. Of course, one could classify and segment all possible morphologies making use of all

the available data, however this would not only be time consuming and expensive, but the

large number of features found does not guarantee optimal model performance, as it is likely

that most are unrelated to the task at hand. Determining the level of detail required is also

an important challenge. WSI are composed of multiple resolutions or magnifications. As the

resolution increases the level of detail also increases, but so does the size of the image. At the

highest magnifications the images are too big to feed directly into any AI based tool, such as

a Deep Neural Network (DNN). Therefore, regions of interest (ROIs) must be cropped from

the image in order to make use of the fine-grained details. However, in doing this much of the

slide context can be lost. Alternatively, low magnification images can be used to increase the

spatial context at the cost of fine-grained detail. Finding a balance between both views which

is optimal for a specific medical task is a major challenge that needs to be addressed with any

CAD tool.

Annotations are also a major challenge to address in the domain. Annotations provide
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Figure 1.1: The scale of a pathology slide. Slide image is shown on the left with crops taken at
different zooms on the right to show the scale and amount of detail contained in a slide.

training and testing labels, allowing for effective development of any diagnostic model. Labels

provide a more obvious training approach and generally produce the best performance. They

also allow for easier model evaluation. Annotations can be strong, allowing for prediction of

individual cells, tissues or specific bio-markers. Alternatively, annotations can be weak where

only a few labels are available per slide, or only a single prognostic factor or biomarker is

known per patient. Dense annotated data is particular expensive to collect. This is because

one, histopathology slides are extremely large so time-consuming to annotate, and two, because

annotations require domain expertise making them very difficult to crowd-source. To overcome

this challenge streamlined and effective methods for data collection and annotation need to be

put in place [4], or effective methods for utilising as few annotations as possible need to be

explored [77].

Model generalisability is another challenge. Every medical centre has different scanners and

staining protocols which results in slightly different slide appearances. This is largely incon-

sequential for human observers, however automated analysis tools can be highly impacted by

subtle changes from the source image domain. Often AI tools are developed and validated

using data from a single institution and therefore do not translate well to other institutions
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Figure 1.2: Tissue patches extracted from WSI to showcase the variety of morphologies present.

when implemented. Therefore, developed tools need to be trained and validated using slides

from different institutions to assess their robustness [7]. Alternatively, methods for stain nor-

malisation across domains could be developed [125] or computer vision tools could be designed

to focus on the underlying biology, such are cell shapes and sizes, compared to the colour and

textures within an image.

A final challenge, and one that is of particular interest to this work, is model explainability

and interpretability.

1.2.2 The case for Explainable AI.

With the advent of deep learning, and the development of DNNs, predictive models have only

become more complex. This increased complexity has resulted in SOTA performance in many

computer vision benchmarks [75] and the adoption of DNNs into a wealth of domains. How-

ever, this increased complexity has brought with it a lack of interpretability. DNNs are often

considered to embody a “black-box” [109] after they have been trained. The millions of math-

ematical processes which occur inside a network to produce an output means there is no way

to verify the decision it makes. Of course, it can be stated through the combination of layers
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and neurons “how” a model works but “why” a model reached a certain decision is the far

more beneficial question. In a high-stakes decision environment, it is crucial that models can be

questioned and interpreted by pathologists. This will allow pathologists to: 1) Understand the

reasons behind a diagnosis and overturn any prediction they feel is based upon sparse evidence.

2) Discover bias and inaccuracies within the model. This would allow diagnostic tools to be

improved over time while being fit for clinical use. 3) Create greater trust between the patholo-

gist and automated tool, thus increasing the uptake of tools into clinical practice. Furthermore,

deep learning models developed on medical data are often trained without much inclusion of

domain knowledge. Although they show improved performance they simultaneously reduce

human involvement in knowledge distillation. Much information is hidden in arbitrarily high

dimensional spaces which is unavailable for human questioning. As a result, XAI approaches

could generate new hypotheses and provide means for human understanding [63].

1.2.3 The Explainability Issue.

The first obstacle to explainability is determining semantically meaningful interpretations of

a model’s decision boundary. DNNs are trained on large sets of complicated data and learn

abstract features as a result. However, these abstract features are not guaranteed to represent

features interpretable to humans. If you could faithfully explain a DNNs decision it might

not provide any further insight into the inner workings. Therefore, any explanation must be

presented to align with the way humans think. The second obstacle is determining what counts

as an explanation. Often this requires expertise in the domain of interest in order to identify the

form of an explanation that is satisfactory. It is of course possible that too grand an explanation

may result in an information overload and hinder the user experience of an automated system.

This is all too important in digital pathology where pathologists require efficient insights rather

than bulky explanations. To help resolve this issue, several works have attempted to create a

theoretical framework for what constitutes as an explanation [99, 101]. The final obstacle is

producing unbiased model explanations. There is of course a strong incentive to promote trust

in the AI predictions, however explanation designs could run the risk of being more persuasive

than informative, ultimately misleading the user [111].
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1.3 Thesis Structure

A brief summary of the following chapters will now be introduced to provide an overview of the

Thesis. This thesis is divided into 6 subsequent chapters. These are the background, dataset

descriptions, three research chapters each highlighting a particular contribution and finally a

conclusions chapter.

– Chapter 2: Here most of the background for the work developed is introduced. Ini-

tially, the origins of cancer are introduced along with specifics on breast cancer and its

various types. Common prognostic factors will be explained such as the grading and NPI.

Following this, methods for automated cancer diagnosis will be described, from early

hand-crafted features to new, neural network based approaches such as CNNs and trans-

formers. XAI techniques for computer vision are also presented along with their uses in

computational pathology. Finally, the various performance metrics used throughout this

work are described.

– Chapter 3: The four datasets used throughout this work are introduced. These datasets

are the BACH dataset for breast cancer sub-typing, the breast cancer Grading dataset, the

Leeds Teaching Hospital Trust (LTHT) dataset containing patient primary tumour sites

and lymph node images, and The Cancer Genome Atlas (TCGA) lung sub-typing dataset.

The curation of a novel breast cancer dataset is described in this chapter. The process of

WSI segmentation, preparation, patching and feature extraction are also discussed. The

way slides are partitioned into development and test sets is not included here, instead this

information can be found in the specific chapters where these datasets are used.

– Chapter 4: The Prototypical Part Network [26], originally designed for interpretable

fine-grained classification is introduced into the context of digital pathology. The model

is evaluated on two ROI classification tasks. These are breast cancer grading and sub-

typing. ResNet-18 and VGG-11 backbones are tested along with several options for

pooling operators, loss functions and similarity metrics.

– Chapter 5: Attention based MIL approaches are explored for NPI group prediction. This

chapter uses the LTHT data introduced in Chapter 3. Two approaches are explored. The



1.3. THESIS STRUCTURE 9

first predicts the individual components of the NPI to determine the group. The second

approach directly predicts the NPI group but using several fusion operators to fuse the

attention head outputs between patient slides. The individual prediction approach is

found to be superior, however the direct approach could be utilised for future tasks, such

as survival prediction.

– Chapter 6: Cross-Attention MIL is introduced which proposes a prototype approach

to the problem. This chapter additionally uses the data introduced in Chapter 3. The

Cross-Attention approach aims to disentangle a WSI into the core tissue components and

rank their importance towards a particular classification.

– Chapter 7: A summary of the work presented here is provided along with what future

work could be conducted as well as limitations with the discussed methods.
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Chapter 2

Background

2.1 Cancer

Cancer is the result of uncontrolled, and continual reproduction, or proliferation of cells. Can-

cerous cells do not respond appropriately to all signals within the body that control and regulate

normal cell behaviour. Instead, cancerous cells will divide uncontrollably and eventually invade

normal tissue and distant organs resulting in cancer spread throughout the body, known as

metastasis [37]. A major distinction between cancer cells and normal cells is the display of

density-dependent inhibition of cell proliferation. For normal cells, growth is limited once cells

reach a certain cell density. Cancer cells alternatively are not sensitive to the current cell den-

sity and continue growing to extreme cell densities. The initial development of cancer cells is

due to genetic mutations from environmental and lifestyle factors, as well as inherited genetics.

Within cancer pathology there exist both benign and malignant tumours. A tumour can

be thought of as a mass of abnormal cells. Benign tumours are largely non life threatening

and are confined to their location of origin. Malignant tumours, on the other hand, are much

more dangerous as they have properties allowing them to spread to distant regions within the

body. This allows them to interfere with regular bodily functions and prevent healthy cells

from conducting their normal behaviour. Therefore, effectively distinguishing between these

two tumour types is crucial.

11
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Cancers can generally belong to one of three different groups. The majority of cancers are

Carcinomas which arise from the epithelial cells of healthy tissue. Sarcomas on the other hand

are much rarer conditions and are found within the connective tissue of the body. This could

be in muscles or bones for example. Finally, Leukemias and Lymphomas arise from the blood-

forming and immune system cells. Additionally, tumours can be classified based on their site

of origin, for example, lung or breast cancers which come with their own levels of severity and

treatment pathways.

2.2 Breast Cancer

Breast cancer refers to cancer which originates from breast tissue, and most commonly from

the inner lining of milk ducts or the lobules that supply the ducts with milk. In general there

are two main types of tissue in the breast. These are the glandular tissue and stromal tissue.

The glandular tissues contain the milk-producing glands known as lobules as well as the ducts

which are the milk passages. The stromal tissue contains other tissue types such as fatty or

fibrous connective tissue.

Historically it was believed that most breast cancers begin in the cells that line the ducts,

known as ductal carcinoma and some cancers arising from the lining of the lobules, known as

lobular carcinomas. Over the last thirty years the taxonomy of breast cancer has been shown

to be far more complex. Nearly all mammary carcinomas are believed to derive from stem cells

located in the terminal duct lobular unit (TDLU) [153]. The diversity of morphology derives

from the molecular pathways along which carcinomas evolve. In some cases fairly specific

molecular events determine morphology.

Tumours with fairly distinct morphological appearances are called “special-type carcinoma”

of which lobular carcinoma is one example. Additionally, there remain a fairly large group

of tumours which do not have such an easily reproducible morphology and these are put in a

heterogeneous group called ductal carcinoma of no special type (NST). In reality, the taxonomy

of breast cancer has become increasingly more diverse and complex and the details are beyond

the scope of this work [43].
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2.2.1 Types of Breast Cancer

Non-Invasive Breast Cancer

Also referred to as in-situ carcinoma, cancer cells are confined within a ductal or lobular struc-

ture and are currently not invading surrounding connective breast tissue. Ductal carcinoma

in-situ (DCIS) is the most commom form of non-invasive breast cancer. Lobular carcinoma

in-situ (LCIS) can occur and is treated as a marker for increased cancer risk and longitudinal

studies show that the rate of progression to invasion is extremely certain. In-situ carcinomas

are an earlier stage in the development of malignancy in which the disease is confined to the

microanotomical structure from which it has arisen. All invasive breast cancers will have a

precursor in situ phase, which can be either long or short term. It should be noted that some

low grade DCIS share similar genetic features to LCIS leading to studies to determine whether

it may behave in the same manner.

Invasive Breast Cancer

This type of cancer is when cancerous cells are no longer confined and instead break through

the ductal or lobular boundary, invading the surrounding stromal tissue. Invasive ductal carci-

noma is the most common type of breast cancer and is identified in around 80% of all breast

cancer diagnostic cases [3]. Invasive breast cancer is considered more severe than non-invasive

carcinoma.

2.2.2 Sub-typing

Due to the heterogeneous nature of breast cancer there are also various sub-types which can

impact which treatments are available to patients. These sub-types are commonly grouped

into four categories based on the immunohistochemical expression of hormone receptors. Re-

ceptors are proteins embedded in the call membrane and bind to specific substances in the

blood. Breast cells can have receptors for estrogen or progesterone which are required for the

cell to grow. Immunohistochemistry (IHC) is used to detect the presence of specific protein

markers which makes use of the anti-gen anti-body interaction to identify the presence of these

proteins. These four sub-types are: estrogen receptor positive (ER+), progesterone receptor
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positive (PR+), human epidermal growth factor receptor positive (HER2+), and triple-negative

(TNBC) which is ER-negative, PR-negative, and HER2-negative. Each sub-type is determined

from the expression of the specific receptors [107]. Additionally, expression of the Ki67 antigen

is an excellent marker for providing information on cell proliferation. High expressions of Ki67

are associated with more aggressive tumour proliferation [85].

Luminal-A

Luminal-A tumours are characterised by the presence of ER and/or PR and the absence of

HER2. They are generally low grade and grow slowly. Because of this they have the best

prognosis and are associated with a higher survival rate and lower chance of relapse. Luminal-

A also have a lower expression of Ki67.

Luminal-B

Luminal-B tumours also show expression for ER and do not necessarily express PR however they

show a greater expression of Ki67. This sub-type has a worse prognosis compared to Luminal-A

and are generally of intermediate to higher grade. They benefit from hormone therapy and a

higher percentage from chemotherapy compared to the previous group.

HER2

This sub-type shows an over-expression for HER2 with no expression of ER and PR. HER2

sub-types have a worse prognosis compared to their luminal counterparts. They also require

specific HER2-targeted therapies. These treatments can be very effective, meaning that the

prognosis for HER2 has improved after their introduction.

Triple-Negative Breast Cancer (TNBC)

This is negative for all three receptors and is highly aggressive with an advanced stage and higher

histologic grade which are discussed later in sections 2.2.3 and 2.2.4. They have characteristics

such as; high mitotic count, scant stromal content, central necrosis and a stromal lymphocytic

response. TNBC is poorly differentiated, meaning the cells look and behave very differently to
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normal cells. TNBC cannot be targeted with hormone therapy as the cancer cells don’t have

hormone receptors.

2.2.3 Staging

Breast Cancer Staging provides a measure for how much the cancer has spread around the

body. Lower stages classify cancers which are still within their site of origin while much higher

stages classify cancers with distant metastases. Specifically, breast cancer staging is performed

using the TNM Staging scheme which is divided into three scores: T describes the size of the

primary tumour, N describes if cancer spread has occurred within nearby lymph nodes and to

what extent, M indicates whether cancer has metastasised to distant organs [133].

2.2.4 Grading

Breast Cancer Grading is a tool to determine how likely and fast breast cancer is to spread.

Although staging allows us to understand the current extent of a cancer, the grading can

determine the degree of potential malignancy. The Bloom-Richardson Grading scheme [17] is

the most used grading scheme for breast cancer and groups patients into Grade 1 (Low), Grade

2 (Moderate) and Grade 3 (High) grades depending on three factors: Tubule formation, Nuclear

pleomorphism and mitotic count. For each of the three factors a score of 1-3 is given. A total

score of 3-5 gives Grade 1, a score of 6-7 gives Grade 2 and a score of 8-9 gives Grade 3.

Tubule Formation

The first factor determines the extent to which cells within the duct or lobule are still forming

tubular structures, which are round shapes around a central space. A low score is given for

cases which regularly form these structures while a higher score is given to sections where cells

are arranged in a sheet like formation.

Nuclear Pleomorphism

The second factor assesses how much cancerous cells resemble healthy, normal epithelial cells

within the breast. Lower grades have uniform cells with small nuclei and are a similar size to
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healthy epithelial cells. High grades have irregularly shaped cells with enlarged nucleoli. These

pleomorphic changes are a sign of abnormal cell reproduction.

Mitotic Count

The third factor counts the number of mitotic figures across 10 consecutive high power fields

(HPF) of the most mitotically active area across a H&E stained WSI [129]. One HPF is the

area seen with the 40x objective. Mitotic figures are cells which are in the process of dividing.

Therefore, larger quantities of dividing cells indicate a more rapidly growing cancer and suggest

a higher score to contribute to the grade.

2.2.5 Nottingham Prognostic Index

The Nottingham Prognostic Index (NPI) is a prognostic marker developed for breast cancer

prognosis. NPI can help to inform the decision of whether or not to undergo adjuvant sys-

tematic treatments, such as chemotherapy following surgery. This is because the benefits of

chemotherapy are proportional to the risk of death from death cancer. Therefore cases with a

higher NPI score would benefit more from such treatments. Additionally, NPI can be used for

counselling purposes where a patient can be given the risks associated with their tumour [78].

NPI can assist in stratifying patients into 6 groups based on their 10 year survival. These

groups can be seen in Table 2.1. NPI was introduced by Galea in 1982 [53] and used to predict

10 year survival of 80%, 42% and 13% in three groups of patients. They found that, although

a number of factors were related to survival in univariate analysis on 387 patients, there were

only three factors that were also significant on multivariate analysis. These factors were the

maximum diameter of the tumour, the histologic grade and finally the lymph node stage. The

index is therefore determined using a linear combination of these three important prognostic

factors shown in equation 2.1.

NPI = (0.2× TumourSize) +Grade+ LymphNodeStage (2.1)

The tumour size is measured in centimetres and is based on the size of the greatest dimension

of invasive cancer in histological sections. In multifocal breast cancer, which is the result of a
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Table 2.1: Prognostic groups from NPI

Prognostic Group NPI 10 year survival (%)

Excellent < 2.4 96

Good 2.4 - <3.4 93

Moderate-1 3.4 - <4.4 81

Moderate-2 4.4 - <5.4 74

Poor 5.4 - <6.4 55

Very Poor ≥6.4 38

single tumour cell clone spreading and developing disease independently at various locations,

the largest tumour mass is used. Greater tumour size is associated with poorer prognosis [23].

The lymph node stage is particularly informative for breast cancer analysis as greater nodal

involvement leads to much worse prognosis [23]. This component takes on a score of 1, 2 or 3

dependent on the extent to which nodes are involved. A score of 1 is given to patients whose

nodes have no involvement at all. A score of 2 is given if either, up to 3 axillary nodes or if

the internal mammary node alone is involved. Finally, a score of 3 is given if there are at least

4 positive axillary nodes or any low axillary node and an internal mammary node are involved

together. Axillary nodes are nodes found in the human armpit, while low axillary nodes are

found in the lower armpit. Most of the lymph drained from the breast passes to the axillary

nodes making them an initial indicator for metastatic tissue. Internal mammary nodes lie along

each side of the breast bone and are also involved in the drainage of lymph from the breast.

The score for grade is the same as described in the section 2.2.4 above.

Overall, despite the in-depth molecular complexity of breast cancers, at a practical level

marker status permits division into Luminal A, B, HER2 and TNBC, which combined with

grade, NPI and stage, provides a useful road map for the day to day treatment of breast

cancers.
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2.3 Computational Pathology

With the introduction of digital pathology, new possibilities for computer-assisted analysis of

WSIs have opened up, which can be summarised in Fig 2.1. The earliest works made use

of hand-crafted features. These are hand-engineered features developed predominantly for a

particular use case and are not applicable for a broad use. Later works made use of deep learning

approaches to model the underling data distribution. Such methods are extremely powerful

but can be opaque and lack the biologically aligned features of hand-crafted approaches. More

recent methods have aimed to incorporate powerful transformer and graph-based [2] methods

into the pipeline. These methods can model the interactions between cells or tissue regions

as well as their spatial arrangements. Ultimately, a variety of computational methods can be

applied to digital images to assist pathologists in tasks such as automated cell counting, tumour

identification and quantification of biomarkers. In this section, traditional methodologies for

WSI analysis will be reviewed as well as the current SOTA.

Computational Pathology can be broken down into two broad approaches. The first en-

compasses supervised learning techniques. These techniques learn a mapping from inputs to

outputs so that predictions can be made on unseen data. This leverages large quantities of

annotated data to train the computational models. In computational pathology the annotated

data is often in the form of tissue pixel maps. These highlight the regions of important tissue

within a WSI. For example, regions of tumour and normal tissue could be annotated to train a

tumour classification model. Other annotations could include outlines of cells for cell detection

as well as labels for each cell indicating its type (e.g lymphocyte or tumour cell). Because

of these provided annotations, models trained through this approach often have the highest

performance and methods can be easily validated against the ground-truth. One downside to

supervised schemes is the requirement for large sets of annotated data. Especially in the area

of histopathology, annotations are time-consuming and expensive to produce due to both the

scale of WSI and the need for domain expertise. Unlike the situation with natural datasets,

crowd-sourcing is much harder for histopathology datasets as annotators must have medical

training to provide accurate labelled data.

The second approach uses weakly-supervised/unsupervised learning techniques. These meth-
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ods train models using limited label data or even no labelled data at all. When there are no

labels available a model aims to learn patterns from unlabelled data meaning it is not provided

with explicit input-output pairs. For weakly-supervised learning the labels provided for train-

ing are less informative or less granular than the precise labels provided in fully supervised

learning. For example, the annotated data used could be a small set of finely annotated images,

point annotations which use a single point as the label for certain tissues thus any tissue close

to that point is considered to have that label or finally just a WSI label, such as the tumour

stage or another biomarker. For unsupervised learning, clustering is a very common technique

which aims to classify different cell and tissue types by clustering their representations in the

feature space. For example, cells could be clustered together because they have similar lengths

or colours. The most common approach to weakly supervised learning is MIL [46] which often

uses just the WSI label for training. The benefit of weakly and unsupervised approaches is

that finely-annotated large scale datasets are not a requirement, allowing for easier and quicker

model development. They also allow for analysis of novel biomarkers where fine grained annota-

tions are unavailable. However, these methods on average perform worse than fully-supervised

approaches as there are no precise labels to guide training. This is particularly true for precise

tasks such as tumour and cell segmentation [13]. In some instance more WSI can be required

as the training signal is weaker because of noisier and less precise labels. These less precise

labels come about because there can be many features within a WSI that do not correspond to

the global slide label. For example, a slide containing tumour would be given a malignant label

however there is likely plenty of healthy tissue still present on the slide, which makes the label

less precise. On the other hand, the ability to learn from less densely labelled data can allow

for very large datasets to be used which in turn can increase model performance compared to

supervised methods on some tasks. MIL methodologies are used heavily in both chapter 5 and

6 of this work.

Before discussing the approaches in depth it is important to understand the standard pipeline

for WSI analysis as the majority of approaches in this work and many others make use of the

same pipeline. Firstly, a digital slide needs to be pre-processed into a more user friendly format.

Digitised histopathology slides can be several giga-pixels in size making it infeasible to process

as a whole using common image processing and neural networks approaches due to memory
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Figure 2.1: Overview of computational methodologies used for Whole-Slide Image analysis.

limitations. The most common approach for dealing with this is splitting a WSI into patches

using a sliding window approach. Patches are generally extracted from all non-background

regions and are non-overlapping, meaning that each region within the slide only appears once

among all patches. Overlapping regions can be used when aiming for more refined classification

or segmentation approaches. Alternatively, patches can be extracted from important slide

regions only, thus reducing the computational complexity. This can be done with annotations

provided by pathologists or by using an attention mechanism to crop important patches [160].

Following the extraction of patches across a slide, they can now be classified into different tissue

categories, segmented for cells and tissue regions or passed through a pre-trained CNN, such

as a ResNet to extract deep features from the image. If the final goal was to classify patches or

perform segmentation then often the process stops here. However, in cases where we would like

to predict a particular biomarker, such as the tumour-stroma ratio across a slide or perhaps

predict patient survival, the information extracted across all patch slides needs to be aggregated

together. This can be achieved in a variety of ways which will be explored in more depth later.
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2.4 Hand-crafted features

For the task of patch prediction, initial methodologies focused on the use of hand-crafted fea-

tures [73]. Hand-crafted features, or content-based features refer to manually designed image

representations which aim to capture specific semantic information which can be used to cat-

egorise or increase the understanding of a particular image. The process of designing such

features can require specific domain knowledge and expertise depending on the feature. Rele-

vant visual patterns need to be observed within an image and algorithms need to be designed

to extract those patterns from it. Within the context of histopathology image analysis there

are three main types of features: pixel, object and semantic-level features. Pixel-level features

focus on raw image information such as image pixels as well as primitive image features such

as colour and texture. Object features build upon pixel features to segment images into some

meaningful regions or objects. Semantic features place objects and regions identified in the

context of whole image scenes. Therefore, as features go from the pixel-level to the semantic-

level the amount of raw data they capture decreases in favour of carefully designed high-level

image features. These higher level image features often have greater biological interpretability

but require domain expertise to create[170].

Pixel features

Pixel level features capture properties such as colour and texture from image pixels and are

the least interpretable form of hand-crafted feature. Colour features can be are extracted from

different colour spaces such as red-green-blue (RBG), hue-saturation-value (HSV) or CIELAB.

Textural features on the other hand look for contrast, sharpness, intensity and edges using grey-

level intensity profiles, Haralick grey-level co-occurrence matrix (GLCM) features or wavelet

and multiwavelet submatrices. Despite lacking biological interpretability, they have been suc-

cessfully used for many data-driven models, for example colour texture features extracted from

GLCM were used for follicular lymphoma grading [119].
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Object features

Object level features describe properties of structures within histopathology images, such as

cells, nuclei and glands. To collect object-based features, structures first need to be segmented.

The quality of the segmentation greatly impacts the features extracted from the objects and

is therefore an important step. Contour-based features look at the properties of an object

boundary. This includes the perimeter, boundary fractal dimension or bending energy. Addi-

tionally, they include coefficients of parametric shape models such as Fourier shape descriptors

and elliptical models. Region-based features collect information such as object area or solid-

ity. Topological features are also useful as they allow for the spatial distributions of cellular

structures to be captured. Deluanay triangulations, Voronoi diagrams, and minimum spanning

trees, are powerful tools for extracting topological features. Properties of graphs which are

useful are lengths of edges, connectedness and compactness. The final types of object features

look at object density or average distance between objects in a neighbourhood. Object features

have been used for many histopathology analysis tasks, one particular use has been for analysis

of features of the basal cell nuclei to separate malignant regions [74].

Semantic features

Semantic level features boast the highest interpretability of all hand-crafted features but re-

quire the most domain expertise as well as large amounts of annotated data, making it the most

expensive approach. Semantic level features are very specific to histopathology as they extract

biological features only found within this imaging domain. Semantic features look at the par-

ticular properties of specific structures such as nuclei, necrosis, tumour cells, lymphocytes and

much more [164]. Often the presence of these structural elements is measured, as well as their

density or quantity. Alternatively, the ratio and co-occurrence of each of the elements can be

found. Classification of the objects is often required first which involves segmentation as well

as extraction of object features to perform the classification.



2.5. DEEP LEARNING METHODS 23

Limitations

Although hand-crafted features have shown promising results, they can be time-consuming and

expensive to produce. Creation of features requires extensive evaluation and they often do not

generalise well to new tasks. Additionally, domain knowledge is a barrier to entry as features

need to be designed with the underlying histology in mind. To overcome these limitations, deep

learning methods have appeared which are powerful data driven approaches to image analysis

[136]. Due to the limitation of hand-crafted features and the benefits that deep learning methods

provide the work presented in this thesis focuses on the application of deep learning methods.

2.5 Deep Learning Methods

2.5.1 Supervised Methods

Within the category of supervised methods classification and object detection/segmentation

based models exist. Classification models aim to classify whole patches within a WSI. Patches

could be classified as containing a particular tissue type or for the presence or absence of

tumour. Object detection and segmentation deal with object position prediction, such as for for

cell detection tasks, and then solve semantic segmentation or instance segmentation problems.

This work mainly focuses on understanding WSIs at the patch level and is not concerned with

cell detection and segmentation. Therefore, works related to classification tasks will be covered

in more detail, but brief information on segmentation methods is also presented.

Classification

For the task of patch detection, the first works to step away from the use of hand-crafted features

used shallow CNNs. Cruz-Roa et al. [41] used a simple 3-layer CNN for the identification of

invasive ductal carcinoma in breast cancer images. This method outperformed the handcrafted

methods by 5%. Litjens et al. [91] utilised CNNs for micro and macro metastasis detection in

sentinel lymph nodes and also for prostate cancer detection. Bejnordi et al. [51] also made use of

CNN models. Specifically three separate CNNs were used. The first model predicted for patches

of epithelium, stroma and fat regions within a slide. The second model used the stroma patches
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to identify tumour-associated stroma. Finally the last model used 8 representative patches from

the tumour-associated regions for WSI classification into invasive carcinoma or Normal/Benign

cases. The final model used for WSI classification also out-performed their previous work which

used handcrafted features extracted from the epithelium, stroma and fat slide regions. These

features were input into a random forest classifier.

One disadvantage of the proposed methods is the long computational time required to carry

out dense patch level prediction. Therefore, Cruz-Roa et al. [42] proposed High-throughput

adaptive sampling for Whole-slide histopathology image analysis (HASHI). The method adap-

tively chooses slide regions where there is a high uncertainty of the tissue patch being invasive

carcinoma or not. The idea is that regions of high uncertainty will require greater sampling,

while regions of high confidence need less sampling, thus reducing the amount of redundant

patches being processed. Attention mechanisms have also been explored to reduce the amount

of patches processed by determining the most discriminative image regions. Qaiser et al. [112]

apply an attention mechanism for the prediction of HER2 score. They use a Recurrent Neural

network (RNN) to predict the next location in an image to look at, depending on what the cur-

rent region of the image being looked at is. After T iterations the model predicts the final HER2

score. Similarly, BenTaieb et al. [14] also used a RNN methodology to predict whether a lymph

node slide contains metastatic tissue. Xu et al. [160] proposed a hybrid attention method to

classify ROIs from pathology slides. A Hard-attention mechanism first crops a patch from the

image and a second soft-attention model finds smaller patches within the larger one. A CNN

extracts features from the smaller patches and combines this with the larger patches’ location

information. A long short-term memory network (LSTM), which is a variety of RNN capable of

learning long-term dependencies, outputs the ROI classification at the time step and the next

location to consider next.

So far each method has only considered the information contained within the patch and not

the information from surrounding patches. The spatial location of a patch within a WSI can

be very informative and improve model performance. Kong et al. [72] introduced Spatio-Net

which integrates the CNN with a 2D-LSTM and updates the features of a patch depending on

the 8 neighbouring patches surrounding it. Bejnordi et al. [12] encode patch context by feeding

a much larger patch to the model at test time. A first model is trained with small patches of
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size 224 × 224 pixels and then a second CNN model is stacked on top of the first which then

accepts patches of size 768 × 768 pixels. During this second training phase the parameters

from the first model are frozen and only those from the second model are updated. Neural

conditional random fields have also been proposed to consider the spatial correlations between

neighbouring patches [88]. The work by Roy et al. [115] utilised auto-encoders trained with

images at different magnifications, producing an embedding from the fusion of the different

magnification outputs. This embedding was then used for tumour classification. The use of

auto-encoders additionally helped them to enrich the feature space.

Some works have also combined CNNs with handcrafted features in order to enrich the

feature space. He et al. [61] merge both handcrafted features and CNN features together

before passing to a support vector machine (SVM) for classification. They also make use of

transfer learning by using both an AlexNet and GoogleNet pretrained on ImageNet.

Segmentation and Cell Detection

Segmentation methods involve the classification of individual image pixels into particular classes.

Cell detection is a difficult task due to the irregular appearance of cells and the fact that cell

borders can touch and overlap making it hard to determine a boundary between objects. Early

deep learning works utilised fully-convolutional network (FCN) based regression models for de-

tecting cells [27] which use a downsampling convolutional branch followed by an upsampling

branch with deconvolutional layers. To improve detection some works modify the loss function.

Xie et al. [157] make use of a proximity patch which determines the distance between each

pixel and the nearest human annotation. Then they modify the loss function, not to use a fixed

weight for every training sample, but instead to allow the model to determine the weighting

based on the mean value of the training proximity patch. This addresses the issue where there

are more unannotated pixels in an image. Xing et al. [158] also make use of a proximity map

but additionally use an ROI extraction task. To address the problem of touching cells Naylor

et al. [105] use a distance map which records the distance between each cell pixel and each

background pixel. Therefore, pixels closer to the centre of a cell would have the largest distance

and the highest probability of belonging to a specific object. Graham et al. [56] proposed a

unified FCN for instance segmentation and classification. This method additionally encodes
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the horizontal and vertical distance information of cell pixels to their centre of mass.

2.5.2 Weakly-Supervised Methods

Weakly-supervised methods aim to reduce the annotation burden placed on pathologists by

providing methods that make use of limited information. Weakly supervised approaches make

use of a small set of finely annotated images or point annotations which use a single point as

the label for certain tissues. However, the weakly-supervised approaches covered here make use

of a single global label for a WSI or region of the image, because these approaches are the most

relevant to the work in this thesis.

Weakly-supervised approaches which make use of a global slide label are almost always

formulated as a MIL problem. In MIL, the input to a model is called a bag and the aim is to

assign each bag to a label Y. A bag is made up of multiple instances X = {x1, ..., xK} and K

can vary in size for each bag in the dataset. As only the bag label in known, in the case of

binary classification, each instance in the bag is assigned the label of the bag y ∈ {0, 1}. In the

simplest form, the label of a bag X is given by

c(X) =


0, iff

∑
yi = 0.

1, otherwise.

(2.2)

This is the standard multi-instance assumption and states that for a binary classification prob-

lem, a bag is positive if there exists at least one positive instance in the bag. MIL then uses a

transformation f and permutation-invariant transformation g to predict the bag label.

c(X) = g(f(x1), ..., f(xK)) (2.3)

This could be approached in two separate ways. One approach is to have f be an instance

classifier to predict the label of each instance, and g be a pooling function such as max pooling

that aggregates the instance scores to produce a bag label. Alternatively, f can be a feature

extractor and g can aggregate the features into a bag level feature embedding which is then

used to produce the bag label. The latter approach generally achieves superior performance
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due to the direct supervision of the bag embedding [150].

For WSI analysis the slide is considered the bag and patches extracted across non-background

slide regions are considered the multiple instances. Due to the size of a WSI, bags can become

very large and often contain noise from uninformative patches, which makes training difficult.

To overcome this, many methods attempt to determine which instances are discriminative. Hou

et al. [64] used an expectation maximisation based method which assumes that for each patch

there is a hidden variable indicating whether a patch is discriminative or not. Discriminative

patches are then classified and a class histogram of the patch-level predictions is the input to

a linear multi-class logistic regression model or an SVM with Radial Basis Function (RBF)

kernel. They argue that, because a WSI can contain hundreds of patches, the class histogram is

robust to miss-classified patches. Alternatively, Zhao et al. [174] incorporate a feature selection

method based on a histogram of each feature and then use the maximum mean discrepancy of

the feature between positive and negative bags to evaluate its significance. Courtiol et al. [38]

proposed a method known as CHOWDER which first uses a ResNet-50 pretrained on ImageNet

to extract and store features from each patch in a WSI. Then one-dimensional convolutional

layers return a single score for each feature embedding. Finally the top and bottom R embed-

ding scores are retained and passed through an MLP for slide classification. To provide a richer

aggregation of slide feature embeddings Campanella et al. [20] incorporated an RNN which

looks at the R most interesting tiles within the slide in terms of the positive class probability.

This approach achieved impressive AUC scores: 0.991 for prostate cancer detection, 0.966 for

breast metastases detection and 0.991 for basal cell carcinoma detection. Other approaches

aiming to improve the aggregation of patch embeddings often make use of an attention mecha-

nism, such as that introduced by Ilse et al. [67]. This method produces an attention coefficient

for each patch embedding by passing them through a neural network, then a weighted average

over all patch embeddings is performed is produce the final slide feature embedding. Important

instances will have greater representation in the final embedding which is then used for slide

classification. CLAM [98] added a clustering methodology to refine the latent space. High

attention patches are given the positive slide label and low attention patches are given the neg-

ative slide label. These pseudo labelled patches are also used to train linear layers which helps

to refine the feature space. CLAM achieved an average AUC across a 10-fold validation split
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of 0.940± 0.015 for the detection of lymph node metastasis. Attention based MIL approaches

have been used for a variety of histopathology tasks [140, 81, 83, 59, 97] including predicting

cancer of unknown primary origin. Zhang et al. [171] utilised an attention approach as a patch

recommendation system which finds highly important regions first, which are then used for

the final classification of ROIs from WSI. Dual-stream MIL (DS-MIL) [79] introduced a novel

MIL aggregator which models the relations between all patches and a critical instance. This

critical instance is determined by using a classifier on each patch embedding which produces a

score for how much the patch resembles the positive class. Max-pooling over these scores then

determines the critical instance. The critical instance of a slide is therefore the patch which

is the most likely to be present in a positive class. The use of a teacher student framework

has also been explored for MIL [126] where initially a teacher model is trained using a max

pooling MIL approach and patches with high confidence are used to train a student model.

The student model thus produces more informative features which are then used for the final

WSI classification. The work by Qu et al. [113] recognised that most methods only learn a

bag-level or instance-level decision boundary and therefore do not model the data distribution.

Instead, a cluster-conditioned feature distribution modelling method is proposed which first

clusters the patch features from positive slides using K-means. Using Mahalanobis distance, a

score measuring the minimum distance from all instances in positive and negative bags to the

clusters is found. Higher scores indicate a higher probability the instance is positive.

Most MIL approaches applied to WSI first pre-process the patches using a pretrained feature

extractor to reduce the memory consumption of their model. However, this prevents feature

extraction being trained as the approach is not end-to-end. To resolve this Xie et al.[156]

proposed a part learning approach where patches are mapped to one of k global centroids and

these slide specific centroids are then used to represent the k parts of the slide. Sharma et

al. [123] also introduced an end-to-end approach where patches from a slide are clustered into

groups using features from a frozen feature extractor. Equal patches are then clustered from

each group and passed through the online feature extractor and attention based MIL aggregator.

The use of KL-divergence encourages patches from the same cluster to have similar attention

values.

MIL approaches often require hundreds of WSI to produce robust results because the train-
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ing signal can be weak due to the noisy labels. To combat this, Wang et al. [149] utilised a small

sample of coarse annotations to guide an initial CNN to learn discriminative patches for each

class. Features from these discriminative patches were then combined to produce per class em-

beddings which were later used for the final slide prediction. Limited annotations alongside an

attention aggregator were also used for gastric cancer image classification [148]. Alternatively,

Zhang et al. [169] split the initial bag into a set of pseudo bags by random patch selection;

a two stage process which first produces a pseudo bag embedding and then combines these to

give a final slide label. The use of pseudo bags is a form of augmentation helping to learn from

fewer slides.

Self-Supervised Learning

In most MIL approaches, the feature extraction stage is offline, meaning that the feature extrac-

tion uses a network with frozen parameters and patch features are then stored before training.

This means, the feature extractor is not updated during training. Although, as previously men-

tioned, some works aim to allow for end-to-end training, other methods have looked at ways to

improve the feature extractor first. This often involves an initial stage before feature extrac-

tion occurs where the feature extractor is pretrained to learn histopathology specific features.

Unlike using natural image features, learning from histopathology images allows features to be

tailored to the domain and is hypothesised to increase performance. These forms of approaches

are called self-supervised methods. Models are trained initially through a specific task which

does not require labelled data. For example, input images could be rotated from their original

frame and the model must predict the degree of rotation. This form of training forces the model

to understand the semantic information contained within the images in order to complete the

task. The learned features can then be applied to downstream tasks and fine-tuned for par-

ticular classification problems using labelled data. The most common form of self-supervised

learning in histopathology is contrastive learning. This approach aims to keep similar images

close together in the latent space, while pushing apart dissimilar images. Dehaene et al. [44]

used a contrastive learning approach known as MocoV2 [33]. They compared the patch features

from ImageNet to those obtained after self-supervised pre-training and found that the Chowder

method achieved a higher test AUC with the latter approach. Ciga et al. [36] found a similar
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result, but this time using the Sim-CLR [32] method.

2.5.3 Transformers

Transformers are a type of model architecture with applications in both supervised classification

and segmentation tasks as well as weakly-supervised MIL frameworks. Transformers have

various differences to CNNs which can give them advantages in certain tasks. Transformers are

capable of capturing long-range pair dependencies between regions of an input histopathology

patch or slide region. They can attend to all positions in the input image simultaneously,

unlike CNNs which have limited receptive fields due to convolutional operations. This makes

transformers ideal for tasks were understanding relationships between distant parts of an image

are crucial. Transformers also have a crucial component called a self-attention mechanism.

This enables them to weigh the importance of different parts of the input image when making

predictions. This allows transformers to focus on relevant information.

Transformer architectures have been used for patch level supervised classification tasks sim-

ilar to those mentioned in section 2.5.1. The benefit of using transformers is that they considers

the relationship between all image regions, whereas CNNs are limited to the local context cap-

tured by their fixed-size convolutional filters. Ding et al. [48] combined a transformer with a

CNN to extract the local features and global contextual information within tissue structures.

They found superior performance over fully CNN architectures. Chen et al. [28] fine-tuned a

pre-trained vision transformer on several histopathology classification tasks and found superior

performance compared to a pre-trained ResNet-50 CNN model. Transformers can also be used

for segmentation tasks similar to those mentioned in section 2.5.1. Nguyen et al. [106] eval-

uated several transformer segmentation models against CNN segmentation models for tumour

segmentation. They found that transformers achieved better performance compared to the

CNN counterparts.

One limitation of mentioned MIL approaches in section 2.5.2 is they do not consider the

spatial relationship of patches within an image. Patches are often extracted and embedded

into the feature space before being concatenated, thus eliminating any positional information.

Transformers offer a solution by modelling the dependencies between patch embeddings using a



2.5. DEEP LEARNING METHODS 31

self-attention module. This module computes a global attention matrix between each and every

patch to determine how important one patch is to another. This works by computing a query,

key and value vector for each patch in an image. The query represents the contribution of the

current patch to the attention calculation, the key represents all other patch contributions to

current attention calculation and the value represents the content information of the current

patch. An attention score is calculated using the dot product between the current patch query

and all other patch key vectors. The current patch feature is then updated by the weighted

contribution of all patch values where the weights were determined by the attention mecha-

nism. This is done for all patches in a slide or a selection of important patches to speed up

computation. The self-attention mechanism therefore allows the features of a patch to be up-

dated and influenced by all other patches in a slide. Additionally, positional encodings allow for

learning of spatial relationships between patches which can allow for patches in closer proximity

to influence the features of one another more than patches which are further away. Although

transformers are powerful tools, they are vastly more computationally expensive compared to

traditional MIL methods due to the greater number of model parameters and the exhaustive

computations of attention values between all patches. Therefore, much of the research into

transformers for WSI analysis focus on increasing the efficiency of such methods.

Huang et al. [66] proposed SeTranSurv which adopts a self-supervised learning approach

based on Sim-CLR [32] for initial feature representation followed by a transformer encoder block

to model dependencies between patch embeddings. They only sample 600 patches per image

due to the large computational graph. Lu et al. [94] adopted a similar approach for Glioma

sub-type classification which, instead of using random patches as inputs to a transformer, they

jointly learned a instance-level classifier and the top-R instances were used instead. Deformable

Transformer MIL (DT-MIL) was introduced by Li et al. [82] which, unlike a traditional trans-

former, only attends patches to a small set of key instances instead of every other patch thus

reducing memory and compute times. This is done by introducing a linear layer with learn-

able weights which determines a small set of positional offsets from a particular query. The

query therefore only attends the the keys of the features are these offsets. TransMIL [122]

uses the Nystrom method proposed in [159] to approximate the self-attention instead. Zhao

et al. [175] proposed SETMIL which produces representations for sub regions within the WSI
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using a tokens-to-token transformer and then combines these sub regions globally. Chen et

al. [30] introduced a Hierarchical Image Pyramid Transformer (HIPT) to capture morpholog-

ical representations at different image scales. They additionally utilise the DINO framework

[22] for self-supervised pre-training of the transformer blocks. DINO is similar to the other

self-supervised techniques discussed above, however does not require negative examples which

is particularly useful for histopathology slides where it is difficult to filter images to find true

negative examples.

2.5.4 Transfer Learning

This is the technique of using a model which has already been trained using data from a

different source domain and applying it to a task within a target domain. Generally, the source

domain is related to the target domain so that any knowledge transferred to the target domain

is applicable. The aims of transfer learning are to speed up training times as a model is already

pre-trained from a different domain, increase performance by applying specialised features to

a new task and finally to improve performance in cases where the sample size of the target

domain is small. When there is plenty of training data for model development then training

from randomly initialised weights instead of using a pre-trained model can be beneficial. This

is because a model can learn task-specific features directly from the data without being biased

by features learned from a different task.

Within Digital Pathology, transfer learning is typically done using ImageNet pretrained

models such as VGGNet [128], ResNet [60] or InceptionNet [139]. Although ImageNet contains

natural images many of the features learned from natural images can be applied to histopathol-

ogy, especially from earlier convolutional layers which have been found to recognise edges, tex-

tures and shapes [177]. Often the pre-trained models are fine-tuned to a specific histopathology

task by replacing the source classifier with a classifier trained on a specific task such as tumour

prediction. However, the use of pre-trained models does not always guarantee better perfor-

mance as discovered by Liu et al. [93] who found training from random initialisation produced

better results than pre-training but at the cost of longer training times.

Transfer learning is adopted in this work for feature extraction due to availability of datasets
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and annotated data.

2.6 Explainable AI and their uses in Histopathology

With the increased use of deep learning methods such as CNNs and transformers for image

analysis, concerns surrounding their interpretability and transparency have been raised. To ad-

dress this a field of XAI methods has emerged with the goal of understanding model predictions

and their failures. This is particularly important in areas of high-stakes decision making, such

as healthcare. Here recent advances in the field of XAI for image analysis will be discussed and

how such approaches have been adapted for use in computational pathology.

2.6.1 Taxonomy of Explainability

Post-hoc vs Ante-hoc

Post-hoc approaches focus on adding interpretable power to models after the model has been

trained. The benefits of such an approach are that pretrained deep models can be investigated

without needing to be retrained. Ante-hoc approaches focus on using or generating transparent

models. These are models which are intrinsically interpretable by design. Simple models such

as linear classifiers or shallow decision trees are examples of interpretable models.

Local vs Global

Local explanations provide insights into a single model decision for one particular instance. This

could involve ranking the feature importance or relevance of pixels [118] for the classification of a

single prediction. Global explanations on the other hand provide insights into the classification

of a whole class. This helps identify the semantic features used for classifying a whole class [69]

and detect biases in the data distribution.

Model Specific or Model Agnostic

Model specific methods provide explanations only for certain models. This often requires a

specific model architecture or a component, such as a certain layer, for example a global average
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pooling layer [176]. Model agnostic methods provide explanations regardless of the architecture

choice [114] allowing for explanations, regardless of architecture to be generated, making such

methods more accessible.

2.6.2 Saliency Maps

Saliency maps were some of the first methods to attempt to dissect predictions from CNNs.

Although the saliency methods discussed here are not used in this work, they are important to

discuss as they provide a foundation for determining important visual information used by a

model when making a classification.

The basic idea behind saliency maps is to assign a saliency value to each pixel or region in

an image, indicating its relative importance. Saliency maps can be generated using different

methods, but they generally involve analysing the gradients, activations, or responses of a DNN

model that has been trained on large-scale image datasets. By examining the model’s internal

representations and understanding which input regions activate certain neurons or layers the

most, saliency maps can provide insights into the visual cues that influenced a model decision.

Gradient-Based methods were introduced in 2013 by Simonyan et al. [127] who used the

gradient of the output class score with respect to the input image pixels to determine which

pixels were the most influential. An extension was introduced in Springenberg et al. [135] with

Guided Backpropagation which prevented backward flow of negative gradients, corresponding

to neurons in a network which decrease the activation of a specific class output. This was

achieved by modifying how gradients are backpropagated through ReLU activation functions.

Sundararajan et al. [138] further proposed integrated gradients to improve the visual appear-

ance of the saliency maps. The method begins with a baseline image, such as a black image

which produces a low output score for a particular class. Then the gradients of each pixel are

computed along a straight line path between the baseline image and the input image. This

essentially computes the area under a curve which models pixel gradient as a function of the

pixel value. SmoothGrad was also proposed by Smilkov et al. [132] which is a smoothing of the

vanilla gradient method by computing the average gradients across N images with additional

Gaussian noise.
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Class Activation Maps (CAM) were first introduced by Zhou et al. [176]. The approach

makes use of the feature maps following the final convolutional layer. The feature maps are

weighted by the fully connected layer used for classification. Because of this, the feature maps

must be pooled into a single value and therefore the approach is not model-agnostic. The final

CAM for a particular class c is given by

CAMc(x) =
∑
k

wc
kfk(x) (2.4)

where wc
k are the weights for class c in the fully connect layer and fk(x) are the feature maps

produced by an input image x. To make the approach model agnostic and additionally allow for

understanding of CAMs from layers other than the final layer, Selvaraju et al. [118] introduced

Grad-CAM. This approach uses the gradient information flowing into the convolutional layer to

assign importance values to each neuron. For a feature map the gradients for each neuron are

average pooled to get the importance score. One short-coming of Grad-CAM was its ability to

localise multiple occurrences of an object in an image. To improve upon this Chattopadhay et

al. [24] designed Grad-CAM++ which uses a weighted average of the gradients flowing through

a feature map to determine the feature map importance score, as apposed to the average pooling

of the original Grad-CAM.

CAMs have been used in digital pathology to visualise patch regions that correspond to

mitosis. Then features such as cell count, colour and texture were extracted from the regions

to understand why they were important for model predictions [137]. Mi et al. [100] deployed

Grad-CAM for explaining patch predictions of an inception V3 model for breast cancer sub-

type prediction. Extension of Grad-CAM to WSI was explored by Brancati et al. [18] who

first embedded patch features using a CNN. These patches where then arranged into a grid

preserving their spatial arrangement. A 3D Convolutional Layer with two different attention

modules produces attention feature maps which can be viewed using the Grad-CAM approach.

Perturbation methods involve altering different regions of an image and seeing how such

perturbations impact the model output. The idea being that regions of the image which, when

perturbed, cause the biggest change in the model output are the most important for the given

prediction. Perturbation based approaches were introduced by Zeiler and Fergus [168] who
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occluded image regions using a grey square to understand how the model output changed.

Local interpretable model-agnostic explanations (LIME) introduced by Ribeiro et al. [114] first

segmented an image up into super-pixels which are regions of an input image which contain

similar features. The image is then perturbed by replacing the values of each super-pixel with

either a 0 or the average value of the super-pixel. The output of the model can then be

measured for different arrangements of perturbed super-pixels. Randomized input sampling for

explanation (RISE) was another perturbation technique proposed by Petsiuk et al. [110]. Such

an approach produces a set of masks which are element-wise multiplied with the input image

and the subsequent model predictions for each masked image are recorded. The saliency map

can then be computed as a weighted sum of random masks, where weights are the probability

scores that masks produce, adjusted for the distribution of the random masks.

LIME with multi-objective genetic algorithms was applied to lymph node metastases de-

tection to generate explanations by evolving a segmentation to optimise three evaluation goals

simultaneously [134]. Additionally, Graziani et al. [55] proposed Sharp-LIME which proposed

superpixels using detected nuclei contours to make sure explanations aligned with medical con-

cepts.

Decomposition based approaches identify parts of an image that directly provide evidence

for a model decision unlike gradient and perturbation approaches which determine how much

changing an image pixel alters the prediction. Layer-wise relevance propagation (LRP) [9]

computes relevance scores for each neuron starting from the output neuron all the way to the

input pixel space. The relevance score Rl
i for a neuron i in layer l is determined by

Rl
i =

∑
j

aiwi,j∑
i′ ai′wi′,j

Rl+1
j (2.5)

where ai is the activation of neuron i, wi,k is the weight connection between node i and a neuron

j in layer l + 1, ai′ are the activations for all other neuron in layer l and wi′,j are the weight

connections between all other nodes in layer l and each neuron j in layer l + 1, finally Rl+1
j is

the relevance score of each neuron j in layer l+1. The relevance scores for each pixel can then

be used to generate the saliency map.

LRP was used for prediction of three different predictions tasks: cancer patch classification,
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lymphocyte patch prediction and whole-slide protein/gene expression prediction and was shown

to be an effective strategy for cell localisation [16].

While saliency maps provide a visual explanation for what input pixels were important for a

prediction these explanations can still be difficult to interpret. Often saliency maps are unclear

and visually unappealing making them hard to understand. Additionally, once an image region

is highlighted it is still unknown what this region might represent. If the face of a dog is

highlighted in an animal classification task, was it the texture of the fur or the facial features

which caused the final model prediction? To overcome this, concept attribution methods were

introduced to provide more human-interpretable features.

2.6.3 Attention Mechanisms

Attention mechanisms help guide a network towards a decision by prioritising image regions

which should be paid the most attention to and are used in chapters 5 and 6 in this work.

Visualising the attention weights across the input image helps identify the most salient image

regions and shares many similarity with the saliency methods discussed above. The use of

attention in conjunction with MIL is regularly adopted for weakly supervised approaches in

digital pathology [67, 84, 98] as already discussed in section 2.5.2. Attention is commonly used

to weight each instance in the bag on its contribution to the label. Visualising the instances

with the greatest attention weights gives some interpretable power to the model. For a bag

H = {h1, ..., hK} containing K instance embeddings, the attention weight for the kth instance

is given by,

αk = Softmax[wT tanh(V hT
k )] (2.6)

where w ∈ RL×n and V ∈ RL×M are learnable parameters, n is the number if classes, L is the

hidden layer dimension and M is the instance embedding dimension. Other uses of attention

attempt to discern a mask to guide the network towards the salient image regions. Instead of

weighting the patches within a WSI this method highlights the salient regions within the pixel

space [161, 65]. Other approaches use attention weights across the embedding space of patches

from a WSI, using only WSI labels for training, similar to MIL [141, 18]. Some alternate
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uses for attention have also been proposed which produce a diagnostic report alongside the

classification [173, 34]. This provides insight into a model’s reasoning in an interpretable format

for pathologists. For these approaches it is required that pathologists provide descriptive texts of

sample input images in order to train a natural language model. Often these texts are required

to contain specific information such as: state of nuclear pleomorphism, cell crowding, cell

polarity, mitosis and prominence of nucleoli. This is done to keep diagnostic reports consistent

and clinically relevant. LSTM modules [62] are used to generate the descriptions from visual

features extracted by a CNN.

2.6.4 Concept Attribution

This style of explanation identifies human interpretable concepts which the model has learned

and are predictive of certain model outputs. TCAV (Testing with Concept Activation Vectors)

[69] introduced by Kim et al. is a model-agnostic explanation approach which identifies concepts

within the latent space. These concepts are represented as vectors within the latent space.

Image features which align along the direction of the concept vector are said to contain this

concept. To learn these concept vectors a set of images which have been identified to contain

this concept and a set of random images are input through a trained neural network. The

model activations at a particular layer of interest are collected and a linear classifier is trained

to determine if the concept image activations and random image activations can be separated.

If the classifier can separate the classes then the model has identified a certain concept, and

the coefficients of the linear classifier represent the concept vector.

For histopathology tasks, TCAV was extended to a regression based approach by Graziani et

al. [57] for identification of learned concepts from pathology image patches. Values of concepts

such as total nuclei area or nuclei texture are measured for images and a regression model is

fit to predict these concepts using the activations from a particular layer in a model as input.

The class sensitivity to each concept can be measured to determine the influence of the concept

towards a prediction. The identification of concepts used for survival analysis by a vision trans-

former method were found by Shen et al. [124]. Important patches for a particular prediction

were identified and nuclei were segmented from the patches. The nuclei were divided into two
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categories according to the patients’ survival time lengths. For each group, features relevant

for pathological interpretation are extracted and the probability distribution for every feature

is measured. Finally, they devised a separability score between the distributions of each group

to determine feature importance. These approaches determine pathologically relevant concepts

used by neural networks to made decisions however, the explanations are still only an estimate

of the decision making process. Instead, many approaches use the identified image concepts as

input to a classification model, ensuring that the prediction is based solely upon the provided

concepts. Although many earlier works made use of pixel and object level features for image

classification for pathology [73] these concept features are difficult to interpret for humans and

therefore do not make for convenient and practical explanations. Diao et al. [45] computed

human-interpretable features (HIFs) to predict molecular phenotypes. Various cell and tissue

types were identified and segmented across a range of WSI and features relating to the size,

shape, area and spatial occurrence of both cells and tissue were discovered. Spearman correla-

tions between HIFs and molecular phenotypes were calculated to determine relevant HIFs. For

lung cancer survival outcome prediction, Wang et al. [147] extracted 22 shape and boundary

features from identified tumour regions. They discovered that 15 of them were significantly

associated with patient survival outcomes. Novel digital scores, such as the Abundance of Tu-

mour Infiltrating Lymphocytes have also been discovered for Oral Squamous Cell Carcinoma

diagnosis. The work by Shaban et al. [121] segmented both tumour regions and lymphocytes

before quantifying the co-localisation of these components. In their more recent work, they ap-

plied a similar approach to head and neck squamous cell carcinoma [120] but this time looked

at the tumour-associated stroma infiltrating lymphocytes score (TASIL-score). Many of these

discovered features are more understandable compared to DNN features because they represent

the underlying biology.

2.6.5 Prototypes and case-base reasoning

Prototype explanation methods attempt to explain a model decision by providing similar images

from the dataset which produce a similar model response and are explanation methods used

in chapters 4 and 6of this work. This is an intuitive explanation technique which is easily
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understandable by humans. These works are closely aligned with the classical form of case-

based reasoning [71] but make use of the latent space of deep neural networks to determine

similarities between inputs and prototypes. Li et al. [86] proposed a prototype network based

on an autoencoder and prototype classification network. The autoencoder embeds the image

into a vector representation and the prototype classification network measures the L2 distance

between this and a set of learned prototype vectors. A similarity score between the image and

these prototypes is calculated using the L2 distances where a smaller distance would result

in a larger similarity score. These similarity scores are then input to a linear layer for model

prediction. This approach was improved upon by ProtoPNet [26] which learns prototypes for

objects within images rather than a prototype that summarises a whole image. This approach

was able to produce more fine grained classifications. Nauta et al. [104] incorporated a decision

tree with the ProtoPNet where each node in the tree was represented by a prototype vector and

the image similarity to this was used to decide which direction to go down the tree. Rymarczyk

et al. [116] further noticed that classes can share semantic similarities which are not modelled

in the original implementation. Therefore, they introduced a data-dependent merge-pruning

phase where prototypes from separate classes are merged together if they both are found to be

similar to the other’s class. Kim et al. [68] have additionally argued that prototypes alone are

not enough and parts of the feature space where prototypical examples do not provide good

explanations should also be found.

Prototype based methods have been used in WSI analysis, mainly to improve upon the

common MIL approaches. Rymarczyk et al. [117] used the similarity scores between each

prototype in ProtoPNet and a patch as the features for that patch. Most other methods just

used the features from a pretrained model. By using ProtoPNet the patch features were more

interpretable. However, the final model decision is based on the attention aggregation of these

similarity scores instead of using the original reasoning of this looks like that. Other methods

have looked at using prototypes for vocabulary-based MIL methods [165, 145] which function

very differently to the case-based reasoning method of ProtoPNet. Therefore, work that explores

the application of the original implementation of ProtoPNet to histopathology is still required.
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2.7 Performance Metrics

Performance metrics provide objective measures to assess how well a model is performing and

can help in comparing different models or tuning model parameters. The choice of performance

metrics is dependant on the data and the task and is therefore an important consideration that

must be made. The performance metrics used throughout this work will now be introduced,

the rationale for use and the way in which the metrics are calculated will also be explained.

To calculate each metric the True positives (TP), True Negatives (TN), False Positives (FP)

and False Negatives (FN) first need to be counted. TP refers to correct predictions of a positive

class and TN refers to the correct predictions of the negative class. In the case of a tumour vs

healthy tissue classifier, tumourous regions would be the positive class and healthy tissue would

be considered the negative class. FP and FN refer to the incorrect prediction of the positive

or negative classes respectively. In other words, if a tumour image is classified as healthy by a

model, it would be considered a FN. A FP on the other hand would be a healthy image classified

as tumour by a model. After counting the numbers for each of these, many performance metrics

can be calculated.

Accuracy (ACC)is the most basic and intuitive metric, measuring the proportion of correct

predictions over the total number of predictions.

Accuracy =
TP + TN

TP + TN + FP + FN
(2.7)

Precision is the proportion of TP over the total number of predicted positives. It focuses

on the accuracy of positive predictions and is useful when the cost of false positives is high.

Precision =
TP

TP + FP
(2.8)

Recall is the proportion of TP over the number of actual positives in the dataset. Recall

measures a model’s ability to detect for the positive class and is useful when the cost of false

negatives is high.

Recall =
TP

TP + FN
(2.9)
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F1-score is the harmonic mean of precision and recall. It provides a single metric to balance

precision and recall. The F1 score is useful when you want to find an optimal balance between

precision and recall. As false positives provide added stress on a healthcare system and false

negatives cause patients to miss critical treatments, this metric is particularly important for

medical diagnostic tasks.

F1score = 2× Recall × Precision

Recall + Precision
(2.10)

Area Under the ROC Curve (AUC) Plots the true positive rate (recall) against the

false positive rate, providing an overall measure of performance across different classification

thresholds.

Additionally, all models are trained and validated using K-fold stratified cross validation

(Fig 2.2). This is a technique for estimating the generalisation ability of a particular model. In

k-fold cross validation the dataset is split into k subsets. Then k models are trained where k-1

of these subsets are used for training and the remaining subset is used for validation. In the

stratified version the proportion of each class is kept consistent between folds which is especially

useful when working with unbalanced datasets. The main advantage of k-fold cross-validation is

that it provides a more reliable estimate of a model’s performance compared to a single train-

test split. It helps in assessing how well the model generalises to unseen data and provides

insights into stability and robustness.
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Figure 2.2: K-fold cross validation using 5 folds. The development set is split into 5 equally
sized subsets. In each fold, one subset is used for validation and the rest are used for training.
A different subset is used for validation in each fold. The whole out test set is identical across
all folds.
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Chapter 3

Whole-Slide-Images Datasets

3.1 Histopathology Slides

To produce histopathology slides, during a biopsy, tissue samples of interest are removed from

the body. Tissue fixation is then performed to prevent autolysis and putrefaction. Autolysis

is the complete destruction of tissue structures due to uncontrolled water and electrolytes

dynamics in and out of the cell, and alteration in enzyme activity, while Putrefaction is the

decay of organic matter by the action of microorganisms. Tissues are plunged into a fixation

solution to prevent this from occurring. Next, samples are trimmed in order to reveal relevant

surfaces and also to fit the cassette size. The tissue is then embedded, often using paraffin wax,

to create a more supported structure to allow for thin slicing. For embedding, the tissue is first

dehydrated and then cleaned to allow infiltration of paraffin wax. At the embedding centre the

mould is filled with liquid paraffin wax and the tissue sample is removed from the cassette and

is placed into the mould. Finally the mould is placed onto a cold plate to solidify the wax.

When solidified, the tissue can be thinly sliced. Once sliced, the tissue sections are transferred

to a warm water bath where they float to the surface and are then placed onto a slide under

the water level. The warm water allows any wrinkles or creases in the tissue section to be

smoothed out. Once the tissue is on the slide the supporting wax can be removed. The section

is then stained to create contrast amongst the tissue structures, providing greater visibility

45
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Figure 3.1: Pyramid structure of a digital pathology slide.

and ease of use. H&E is the routine staining and stains nuclei purple and proteins in pink

[131]. Traditionally H&E stained images, or slide, are viewed under a microscope by trained

pathologists for analysis and assessment of the tissue sample. However, digital pathology allows

slides to be viewed on a computer screen. By doing this, slides are easier to view by allowing

pathologists to zoom, pan, measure region sizes, annotate slides and share with one another. To

view a slide digitally it must first be scanned by an appropriate scanner. This produces high-

resolution images which can contain more than a billion pixels. Of course the whole image at

this resolution cannot be viewed. Therefore, slides are often scanned at different magnifications

and a pyramid structure is formed as shown in Fig 3.1. This allows the slide to be viewed at

the appropriate magnification for the current zoom.

3.2 Dataset Descriptions

Throughout this work four histopathological datasets are used. Three of these datasets are

open-source while the fourth was obtained through the Leeds Teaching Hospital Trust for which

ethics approval was granted through Leeds WEST LREC reference no 05/Q1205/220. A brief

description of each dataset will now be provided.
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– BACH: Is the ICIAR 2018 Grand Challenge dataset for BreAst Cancer Histology Im-

ages [6] and is publicly available under the CC BY-NC-ND license. The dataset contains

a total of 400 microscopy images with 100 images per class (4 classes). The four classes

are Normal, Benign, In-situ carcinoma and Invasive carcinoma. The annotation was per-

formed by two medical experts and images where there was disagreement were discarded.

Each image is 2048 × 1536 pixels in size and the scale of each pixel is 0.42µ m × 0.42µ m.

All images were acquired in 2014, 2015 and 2017 using a Leica DM 2000 LED microscope

and a Leica ICC50 HD camera and all patients are from the Porto and Castelo Branco

regions (Portugal).

– Grade: Is obtained from [47] and consists of 300 images from 21 patients with invasive

ductal carcinoma of the breast of which 107 are grade 1, 102 are grade 2 and 91 are

grade 3. The images are 1290 × 960 pixels in size. The image frames are from regions

afflicted by tumour growth and were captured using a Nikon digital camera attached to

a compound microscope with 40× magnification objective lens.

– LTHT: Is data obtained from Leeds Teaching Hospital Trust. The dataset contains 452

slides of primary tumours and lymph nodes from breast cancer patients. After processing

the slides, 326 slides were available for model training and evaluation with 163 individual

patients. The slides were scanned using an Aperio scanner at 0.25 micrometers-per-pixel

using a 40× objective lens and are also FFPE. Metadata accompanies the slides and

provides information on each patient’s age, invasive tumour size, type, grade, stage, NPI,

ER, PR and HER2 status to varying degrees.

– TCGA-NSCLC: Is data from The Cancer Genome Atlas (TCGA) open-access portal

which contains a total of 1053 pathology slides and is available at https://portal.gdc.cancer.gov/.

541 of the slides contain lung adenocarcinoma (LUAD) and 512 contain lung squamous

cell carcinoma (LUSC). Both of these subtypes are types of non-small cell lung cancer

(NSCLC). Adenocarcinoma is the most common NSCLC, followed by squamous cell car-

cinoma. LUSC occur in the central part of the lung or the main airways (left or right

bronchus) and develops in the flat cells that cover the surface of these airways. LUAD

starts in the mucosal glands in the lining of these airways [167]. In this dataset There

https://creativecommons.org/licenses/by-nc-nd/3.0/
https://portal.gdc.cancer.gov/
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are a total of 956 patients, 478 in with LUAD and 478 with LUSC. All the slides were

scanned using an Aperio scanner 0.25 micrometers-per-pixel using a 40× objective lens.

The slides are Formalin-Fixed Paraffin-Embedded (FFPE) and not the Flash Frozen sam-

ples. Although this dataset does not contain breast cancer pathology slides, the dataset

is very commonly used to compare performance in other works. Additionally, using this

open source dataset allows for model training on a larger number of pathology slides,

instead of only using the private LTHT dataset which has fewer slides.

3.3 LTHT Dataset Curation

For collection of the LTHT breast cancer dataset there are a range of tissue blocks available

from the primary breast site and lymph nodes. One block was then selected from the primary

site and one block of the lymph nodes was selected. This was done because it would not have

been possible to process all available blocks for a patient. The selected primary tumour block

was the most representative of the tumour as outlined by the original reporting pathologist. For

the lymph node block, this was selected based on it being the most representative of the largest

involved lymph node. In general, representative blocks contain the largest area of tumour across

all available blocks.

After selection of the representative blocks the LTHT dataset contained a total of 451 slides

from 174 patients. For each patient there were a range of slides of the primary breast site and

lymph nodes stained with H&E, and in some cases IHC stained slides were available. As only

the H&E stained slides were of interest, and not every patient had IHC stained images, the

IHC slides were removed from the dataset. This resulted in 47 slides being removed. Following

this, slides with missing metadata were also removed, this resulted in 3 slides being removed.

Missing metadata refers to a slide not having any associated information which could be used

to assign a label to the image for a particular classification task. In the case of the 3 removed

slides they missed grade, NPI and Invasive tumour size information which were crucial for

downstream analysis tasks. Next, patients who did not have both a primary site and lymph

node image were also excluded. This resulted in the removal of 13 slides and 9 individual

patients. Some of the remaining patients had more than one primary site or lymph node slide.
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Figure 3.2: Slide Images with blur and tissue fold artefacts

As multiple slides were not available for all patients, one primary site and lymph node needed

to be selected per patient. In all cases the additional slides were from the same lymph nodes or

primary site tissue, but from a different slice. To remove duplicate slides first a quality control

step was applied to remove slides containing excessive amounts of artefacts, such a pen marks

or tissue folds. This only resulted in the removal of 2 slides, one for blur and another for a

high quantity of tissue folds which can be seen in Fig 3.2. The slides belonging to one patient

were also removed as some tiles within the primary site slide were corrupted; this removed 4

slides from the dataset. Random selection was then employed to select between the remaining

duplicate slides per patient. Random selection removed a total of 58 slides. The final, full

dataset description can be seen in Table 5.1.

3.4 WSI-Preprocessing

Pre-processing of the LTHT and TCGA-NSCLC datasets includes steps for tissue segmentation,

patch creation and patch feature extraction. The steps for processing the BACH and Grade

datasets will not be covered here but can instead be found in section 4.4.1 as these datasets

are only used in that specific chapter, and because the datasets are open-source, most of the

processing has already been done.

The aim of the WSI pre-processing is to remove redundant information from the tissue slide.

Redundant information is any image region which provides little to no diagnostic value, and

is not used by the pathologist when analysing a slide. The most obvious is slide background
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Table 3.1: Patient Characteristics of all 163 patients included in the cohort.

Patient Characteristics Dataset

n 163

Invasive Tumour Type (n (%))

No Special Type 115 (71)

Pure 23 (14)

Mixed 15 (9)

Lobular 3 (2)

Other 3 (2)

Unknown 4 (2)

Tumour Grade (n (%))

Grade 1 11 (7)

Grade 2 100 (61)

Grade 3 52 (32)

Lymph Node Stage (n (%)) 0.812

Stage 1 0 (0)

Stage 2 137 (84)

Stage 3 25 (16)

Tumour Size mm

Median (Interquartile range) 23.5 (16.0, 32.0)

Nottingham Prognostic Index

Median (Interquartile range) 4.8 (4.36, 5.50)

Prognositc Group (n (%))

Good 4 (2)

Moderate-1 44 (27)

Moderate-2 56 (34)

Poor 46 (28)

Very Poor 13 (8)

Her2 Status (n (%))

Unknown 17 (10)

Negative 125 (77)

Borderline 4 (2.5)

Positive 16 (10)

ER Status (n (%))

Unknown 14 (9)

Negative 17 (10)

Positive 132 (81)

PR Status (n (%))

Unknown 22 (13)

Negative 41 (25)

Positive 100 (61)
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Figure 3.3: Tissue segmentation pipeline for WSI.

regions where there is no tissue present. Removal of these regions greatly reduces the amount

of patches extracted from a slide and helps reduce memory requirements when training. Other

less useful slide information could be large regions of fat tissue or much of the white space

inside larger glandular structures. Fig 3.3 shows the pipeline for tissue segmentation and slide

patching used for the LTHT dataset. Much of the processing was done following the steps from

[98]. The processing steps are:

1. First a slide is downsampled by a factor of 64 and then converted from the RGB (red,

green and blue) space to the HSV (Hue, Saturation and Value) space.

2. Median Blurring is applied to the saturation channel (S). This is a non-linear filtering

technique which takes a median of all the pixels under the kernel area and replaces the

central element with this median value. This is effective at reducing a certain type of

noise like salt-and-pepper noise.

3. A binary threshold is then applied to the new S channel image where pixels above a

thresholded value are set to 1 and set to 0 below this value. The optimal threshold was

determined for each slide through visual assessment.

4. Morphological closing is applied to close small holes inside the foreground objects.

5. Contours are then found from the binary segmentation map. Contours are organised into
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a two-level hierarchy. At the top level, there are external boundaries of the components

(green in fig 3.3). At the second level, there are boundaries of the holes (blue in fig 3.3).

6. Contours of holes are removed if they are below a specified area.

7. For patch extraction, first a bounding box is fitted to the foreground contour.

8. The bounding box is then divided into non-overlapping patches and any patches where at

least one patch corner is within the contour and the patch is not in a hole in the contour

are kept. To test if a patch is in a hole the CV2 point polygon test is used. This function

finds the shortest distance between a point in the patch and a contour. It returns the

distance which is negative when the point is outside the contour, positive when point is

inside and zero if point is on the contour. The point tested is the centre of the patch.

For processing the TCGA-NSCLC slides, a few additional processing steps were added to

the original pipeline. This is due to the presence of pen marks found on these slides. Although

some pen marks are present in the LTHT dataset, they are extremely rare and often small and

do not obscure important information. However, this is not the case in the TCGA-NSCLC

dataset where there are many slides with large tissue regions obscured. In order to remove pen

marks different channels needed to be thresholded depending on the pen colour. This meant

that each slide needed to be treated individually to avoid collecting patches with pen marks.

For example, red pen marks were possible to remove by thresholding along the Green colour

channel, while blue pen marks could be removed using the hue channel as shown in Fig 3.4.

Patches are extracted from the segmented tissue region in a non-overlapping manner mean-

ing that no tissue regions appear more than once in the dataset. Patches are extracted at a

size of 1024 pixels by 1024 pixels at the highest magnification of 40×. This is equivalent to 512

pixels at 20× and 256 and 10×. To extract features from the selected patches, they are fed in

batches to a ResNet-50 [60] pretrained on ImageNet. The network parameters are frozen and

the final classification head is removed. This results in a 1024 length vector being produced for

each patch following the global average pooling over all pixels of the final feature maps. The

features vectors are then concatenated together. Therefore, if a slide has n patches, the final

representation of the slide is an n× 1024 array.
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Figure 3.4: Channel thresholding approaches to removing pen marks.
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Chapter 4

Validating Prototypical Part

Networks for Interpretable

Diagnosis

4.1 Introduction

In this chapter an interpretable methodology for breast cancer histopathology image analysis

is investigated. Specifically a prototype-based neural network is utilised for classification of

breast cancer sub-type and grade using regions of interest (ROI) from histopathology slides.

The network used is a prototypical-part network (ProtoPNet) [26] and was designed as an

intrinsically interpretable fine-grained image classification model. Fine-grained classifiers aim to

distinguish between image classes that belong to the same overarching category but have subtle

differences. The network incorporates novel prototype layers which allow for easier inspection of

a classification. The methodology was inspired by the way humans explain things by comparing

them and measuring their similarities. The model is therefore able to identify several parts of

an input image this part of the image looks like that prototypical part of a particular class.

Variations of ProtoPNet have been used for various medical imaging tasks, however not in the

55
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domain of digital pathology. Here, the prototype-based framework is assessed in the context of

breast cancer digital pathology. In addition, two adjustments are made to the original approach

to increase performance. First, an additional term is added to the loss function in the form of

an orthogonality loss to encourage greater diversity amongst prototypes. This additional loss

term was chosen as it has previously been shown [146] to create a more disentangled embedding

space for natural image classification tasks. Due to the heterogeneity of histopathology images

it is crucial that the prototypes can capture a variety of morphological structures. Second, in

the original implementation Max pooling is used to determine the final similarity between a

prototype and the input image however here this is replaced with an average pooling operation.

Structures within a histopathology image can vary in shape and size between the images and

may occupy different spatial locations altogether. It is therefore crucial to determine the average

of the similarity scores rather than the maximum similarity to one spatial location.

4.2 Related work

Prototype-based neural network approaches have already been used in other medical image

analysis tasks and have seen success in increasing model interpretability while not sacrificing

any performance compared to their black-box counterparts. In X-ray image analysis a Negative-

positive prototypical part network (NP-ProtoPNet) variant was used with a dataset of frontal

chest X-ray images of Covid-19 patients, pneumonia patients and normal persons [130]. The

model can not only detect positive evidence for a class but also rejects a class whose images

do not have any part that matches with any prototype. XprotoNet was also designed for

X-ray analysis [70] which can additionally predict the area where disease is likely to appear

and compares the features in the predicted area with the prototypes. This allows the model

to provide local explanations of the form this looks like that but also global explanations by

determining critical image regions across a whole class. In digital mammography a revised

ProtoPNet was used for classification of Mass Lesions in Digital Mammography [10]. Here

domain knowledge was injected into the pipeline through domain expert annotations which

helped refine the prototype search regions. Specifically prototypes are penalised for producing

an activation map that does not correspond with these annotated regions and therefore produces
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clinically relevant prototypes.

4.3 Methodology

The model architecture of ProtoPNet will now be introduced along with several adaptations

made to the original approach. The training scheme is also discussed.

4.3.1 ProtoPNet architecture

The network architecture consists of a backbone CNN f with additional layers to compress

the output to the dimension of the prototype vectors, followed by a prototype layer gp and

a fully connected layer l with weight matrix wl and no bias. The additional layers consist

of a 1 × 1 convolutional layer with output dimension c, followed by a ReLU activation layer,

an identical convolutional layer and finally a sigmoid activation function. For an input image

x the output of the CNN are a set of features maps of shape h × w × c where h and w are

the height and width and c is the dimensionality of the features at each pixel position. These

feature maps are then input into a prototype layer which is shown in Fig 4.2. This layer learns

m prototypes P = {p}m1 . Each class is represented equally across these m prototypes. The

shape of these prototypes is hp × wp × c where the channel features is the same as the feature

maps but hp and wp are both equal to 1. The significance of the smaller prototype vectors

is that each prototype can represent some prototypical activation pattern in a patch of the

convolutional output. Hence each prototype can be thought of as some latent representation

of a prototypical part of an input image. From the feature maps f(x), the prototype layer gp

computes a similarity score between each prototype and every patch location in the feature

map. This creates a similarity map for each prototype of size h× w × 1. Each similarity map

can then be pooled (e.g max or average pooling) to reduce the map to a single similarity score

for each prototype. A large similarity score means that there is a patch in the features maps

that is very close to a particular prototype in the latent space, and thus there is a patch in

the input image that has a similar concept to the concept in that prototype vector. After the

similarity score for each prototype is calculated they are passed to a fully connected layer l

which produces the output logits which are then normalised using softmax function to return
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the predicted probabilities for a given image belonging to a certain class. The input size of the

fully connected layer is equal to the number of prototypes. The full architecture can be seen in

fig 4.1.

4.3.2 Similarity Scores

To compute the similarity between the prototype vectors P and the features maps z = f(x) sev-

eral different distance metrics were adopted to determine the optimal measure. Mathematically,

for a prototype vector pj the prototype layer computes,

gpj
(z) = log

(
(dj + 1)

(dj + ϵ)

)
(4.1)

where dj is a measure of distance between the prototype vector and each spatial location in

the feature map z. The goal of equation4.1 is to return a larger similarity score when the

distance between a prototype vector and a spatial location is small. A small distance between

the prototype vector and spatial location means that they represent similar concepts in the

latent space. Therefore, when this is the case, comparing the two should result in a larger

similarity score. Two similarity measures as explored here. The first is the squared L2 distance

which is given by,

dL
2

j = ∥z − pj∥22 (4.2)

and the second is the cosine distance given by,

dcosj = 1− z · pj
∥z∥∥pj∥

. (4.3)

The cosine distance given in equation 4.3 is 1 minus the cosine similarity. This is to make sure

the function has a similar behaviour to the L2 distance, where, as the two vectors move apart,

the distance measure increases. The output for each prototype from the prototype layer is

then pooled to produce a single similarity score for each prototype. As larger similarity scores

mean that a prototype vector is similar to some region within the input image, max pooling

is commonly used. However, average pooling is also explored here to determine the optimal

approach. Min pooling is not often used as regions of the image not similar to a prototype are
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generally not of interest.

4.3.3 Training Method

The method of training a ProtoPNet is divided into three parts: 1) stochastic gradient descent

(SGD) of layers before the last layer; 2) pushing of prototypes for visualisation; 3) optimisation

of last layer.

1) SGD of layers before the last layer

Here a semantically meaningful latent space is discovered and involves the optimisation of both

the backbone CNN and the prototype vectors, the final linear layer weights are frozen during

this step. The prototype vectors are initialised as a vector of random values. The goal is to

encourage training images to have some latent patch which is close to a prototype representing

its own class and further encourage prototypes of different classes to be separated in the latent

space. To achieve this a loss function with three terms is proposed. The first term is the cross

entropy loss which penalises incorrect model predictions for n input samples.

Lce = minP
1

n

n∑
i=1

CrsEnt(l ◦ gp ◦ f(xi), yi) (4.4)

The second is the cluster cost which encourages each training image to have some latent

patch close to a prototype of its own class.

Lcls =

n∑
i=1

minpj∈Pyj
minz∈patches(f(xi))∥z − pj∥22 (4.5)

The third term is the separation cost which forces prototype vectors of different classes to

occupy different regions of the latent space.

Lsep = −
n∑

i=1

minpj ̸∈Pyj
minz∈patches(f(xi))∥z̃ − pj∥22 (4.6)

However, training this way produced prototypes that eventually collapsed into a single proto-

type which represented the entire class. This therefore, reduced the diversity of the prototypes.

To resolve this, similar to other work [146], an orthogonality loss was included into the function
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Figure 4.1: ProtoPNet architecture.

Figure 4.2: Prototype layer.
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which creates greater diversity between prototypes. For classes C this loss is given by,

Lorth =

C∑
c=1

∥PcP
⊤
c − I∥22 (4.7)

where I is the identity matrix of size mc ×mc where mc is the number of prototypes assigned

to each class. Therefore, the orthogonality loss encourages diversity within the prototypes for

each class and helps prevent prototype collapse.

A weighted combination of these produces the final loss,

L = λ1Lce + λ2Lcls + λ3Lsep + λ4Lorth (4.8)

2) Pushing of Prototypes for Visualisation

The goal of pushing prototypes is to equate each prototype with a training image patch so

that they accurately represent image features found within the dataset. After several iterations

of optimisation by SGD the prototypes should have taken on some semantic representation

and can be visualised. To do this each prototype pj is pushed onto the nearest latent training

patch from an image of the same class as assigned to the prototype. In practice this involves

first scanning a prototype across the convolutional output of each input image from the same

class as the prototype. This means moving the prototype through each possible position in

the convolutional output and calculating the similarity score between the prototype and each

position. For a convolutional output of 7 × 7 × c, where c is the number of features in the

output feature map, 49 similarity scores would be produced, one for each of the 49 possible

position in the 7 × 7 grid. Next the image which contains the latent patch with the highest

similarity score, calculated using equation 4.1, is selected. The prototype vector is then set

equal to the values of this latent patch. This ensures that the prototype is equal to a semantic

feature within the training dataset and not just a similar to one. From the original image the

similarity scores between the prototype and each latent patch is found again which creates a

heatmap over the latent space. By upsampling this back to the input pixel space a heatmap

over the input image can be visualised. The concept captured by pj can be visualised by the

smallest rectangular patch of x that encloses the pixels whose corresponding activation value in
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the upsampled activation map from pj is at least as large as the 95th-percentile of all activation

values in that same map.

3) Optimisation of Last Layer

In the final connected layer l the weight matrix wl contains entries w
(c,j)
l corresponding to the

j -th prototype of class c. For a specific class c the value in the weight matrix is 1 for all j with

pj ∈ Pc and the value is -0.5 for all j with pj ̸∈ Pc. Intuitively, prototypes belonging to a class

c should increase the predicted probability that the image belongs to that class. Conversely,

the negative connection between a prototype not of class c and the class c logit means that

similarity to a non-class c prototype should decrease the predicted probability of class c. To

optimise the last layer the backbone CNN parameters and prototype vectors are fixed and the

loss function,

minwl

1

n

n∑
i=1

CrsEnt(l ◦ gp ◦ f(xi), yi) + λ

C∑
c

∑
pj ̸∈Pc

| w(c,j)
l | (4.9)

is optimised. The second term is the L1 norm which prevents the final layer weights getting

too large.

4.4 Experiments

The Prototypical Part Network is evaluated in the context of digital pathology on two different

classification tasks within breast cancer. The first task is prediction of cancer type between

Normal, Benign, in-situ carcinoma and Invasive carcinoma. The second task is breast cancer

grading between low (grade 1), moderate (grade 2) and high grade (grade 3).

4.4.1 Datasets

For classification of breast cancer type the BACH dataset is used [6]. The dataset contains a

total of 400 microscopy images with 100 images per class (4 classes), example images for each

class can be seen in Fig 4.3. Each image is 2048× 1536 pixels in size and the scale of each pixel

is 0.42µm× 0.42µm.
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Figure 4.3: Examples of images from the BACH dataset. One image from each class is repre-
sented.

The breast cancer grading dataset was obtained from [47] and consists of 300 images of

which 107 are grade 1, 102 are grade 2 and 91 are grade 3. The images are 1290× 960 pixels in

size and correspond to 21 different patients with invasive ductal carcinoma of the breast. The

image frames are from regions afflicted by tumour growth and were captured using a Nikon

digital camera attached to a compound microscope with 40× magnification objective lens. An

example image from each class can be seen in Fig 4.4.

4.4.2 Data augmentation

Data augmentation was adopted to increase the size of the datasets and improve model training.

To do this the Python package Augmentor [8] was utilised. For each image in a dataset the

image was flipped along the horizontal, vertical or both axis. Then the flipped images were

rotated by a maximum of 20 degrees in either direction. Additionally, the flipped images were

also sheared by a maximum of 10 degrees. This created 11 different views per image. Therefore

the BACH dataset was extended to a size of 4, 400 and the grading dataset to a size of 3, 300
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Figure 4.4: Examples of images from the grading dataset. One image from each class is repre-
sented.

images. During the prototype visualisation step (section 4.3.3) only the original images are

used to prevent prototypes being discovered from similar images.

4.4.3 Implementation details

Several different backbone architectures were tested to determine the impact of architecture on

prototype discovery and performance, these included: ResNet-18 [60] and VGG11[128]. Adam

was used for optimisation of the network parameters with a weight decay of 1 × 10−3. The

learning rate for the backbone architecture was 1×10−4 and 3×10−3 for the prototype vectors.

For the loss function coefficients λ1 = 1, λ2 = 0.8, λ3 = −0.08. These parameters were chosen

as they are the recommended parameters from [52]. A range of values {0.2, 0.4, 0.6, 0.8, 1.0} for

λ4 were evaluated and the value with the highest validation AUC was validated on the test set.

The value of ϵ in eq 4.1 was set to 1× 10−4. Prototypes were set to a size of 1× 1× 128 and 10

were assigned to each class. Therefore, 40 prototypes were used for breast cancer sub-typing and

30 prototypes were used for breast cancer grading. All images were resized to a size of 256×256

pixels. The CNN backbone features and prototype vectors were trained for a maximum of 30

epochs. Prototypes were pushed every 10 epochs which is the default frequency recommended

from the original implementation [26]. This frequency is chosen to strike a balance between

updating the prototype vector values and making sure they still represent real concepts within

the latent space. If the prototype vectors are pushed too often, the vector values are unlikely

to have changed enough for the prototype to be pushed to a new latent training patch. This

would greatly slow down training. Alternatively, if the pushing is too infrequent the prototype
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vector values could change too much. When they are eventually pushed, the prototype vectors

could be very homogeneous. The final classification layer was trained after prototypes were

pushed for 2 epochs. 5-fold cross validation was used and the model with the highest AUC on

the validation set during the final layer optimisation phase was selected for test set evaluation.

Before training a warm up phase is utilised which trains only the prototype vectors and the

additional layers used for compressing the CNN features maps to the same number of features

as the prototype vectors. The warm up phase lasts for 10 epochs and the learning rate is again

3× 10−3. Adam is used for optimisation during the warm up phase as well.

All prototypical part networks were compared against baseline models. These models used

the same backbone CNN feature extractor (ResNet-18 and VGG11) however the prototype

layers were excluded. Instead, the final features maps are passed through a global average

pooling layer following by a linear classifier. For consistency, Adam was used for optimisation

of the network parameters with a weight decay of 1×10−3 and a learning rate of 1×10−4 used.

Cross Entropy loss was also used. The baseline models were also trained for a maximum of 30

epochs.

4.5 Results and Discussion

4.5.1 BACH

Model performance on the BACH dataset can be seen in Table 4.1 and Table 4.2 for the ResNet-

18 and VGG11 backbones respectively. The results show that the use of the prototypical part

network with average pooling and either distance metric outperforms both baseline methods.

The ResNet-18 and VGG11 baselines achieved test AUCs of 0.935 ± 0.039 and 0.913 ± 0.040

respectively whereas the best performing ProtoPNet models achieved 0.948 ± 0.005 with a

ResNet-18 backbone and 0.944 ± 0.005 with a VGG11 backbone. The ResNet performed best

using the cosine similarity metric while the VGG11 performed best with the Euclidean distance

similarity metric. However, the different similarity metrics did not produce significantly different

results overall. The best performing model with the ResNet-18 backbone using Euclidean

distance achieved a test AUC of 0.943± 0.023 compared to the 0.948± 0.005 test AUC of the
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Table 4.1: Comparison between baselines and ProtoPNet with ResNet-18 backbone on the
BACH dataset. Validation and Test AUC and accuracy (ACC) ± standard deviation are
presented across 5-folds

Model pooling sim metric Val AUC Test AUC Val ACC Test ACC

Baseline N/A N/A 0.963±0.019 0.935±0.039 0.827±0.087 0.775±0.071

ProtoPnet avg Euclidean 0.969±0.012 0.943±0.023 0.873±0.015 0.825±0.029

ProtoPnet max Euclidean 0.856±0.044 0.842±0.037 0.694±0.085 0.670±0.069

ProtoPnet avg cosine 0.972±0.004 0.948±0.005 0.882±0.007 0.827±0.018

ProtoPnet max cosine 0.912±0.011 0.874±0.014 0.736±0.047 0.685±0.036

Table 4.2: Comparison between baselines and ProtoPNet with VGG11 backbone on the BACH
dataset. Validation and Test AUC and accuracy (ACC) ± standard deviation are presented
across 5-folds

Model pooling sim metric Val AUC Test AUC Val ACC Test ACC

Baseline N/A N/A 0.931±0.028 0.913±0.040 0.775±0.075 0.733±0.077

ProtoPnet avg Euclidean 0.967±0.013 0.944±0.005 0.857±0.027 0.802±0.013

ProtoPnet max eudlidean 0.888±0.019 0.850±0.019 0.714±0.035 0.625±0.032

ProtoPnet avg cosine 0.967±0.010 0.939±0.009 0.869±0.26 0.822±0.010

ProtoPnet max cosine 0.919±0.011 0.883±0.010 0.766±0.013 0.698±0.016

cosine distance counterpart. For the VGG11 backbone the cosine distance variant achieved a

test AUC of 0.939± 0.009 compared to the 0.944± 0.005 test AUC achieved by the Euclidean

distance variant.

The results do clearly show the benefit of the average pooling function over the max pooling

function as there is an ≈ 9% average increase in test AUC score between the maxpool and

average pool counterparts. The results also show that the choice of backbone does not produce

significantly different performance. The optimal values for λ4 for training models on the BACH

dataset can be seen in Table 4.3. There values were selected based on the highest average AUC

score on the validation sets across the 5 folds.

Fig 4.5 shows the confusion matrices on the test set for a model trained on each fold. The

models all had the ResNet-18 backbone with average pooling and cosine similarity metric.

Across all folds normal and in-situ classes had the highest average recall of 0.898 and 0.889
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Figure 4.5: Confusion Matrices on the BACH test set for a ProtoPNet with ResNet-18 backbone,
average pooling and cosine similarity metric trained from each fold.

Table 4.3: Orthogonality loss coefficients (λ4) for BACH dataset

config ResNet-18 VGG11

avg + Euclidean 0.6 0.8

max + Euclidean 0.4 0.8

avg + cosine 0.8 1.0

max + cosine 0.2 1.0

respectively. The benign class had the lowest with an average recall of 0.726. The invasive class

had an average recall of 0.817. Although this is lower than the recall of both normal and in-situ

classes, the majority of misclassifications are classified as in-situ. Meaning that, although the

sub-type is incorrect, the model still detects malignancy. For the benign class the majority of

misclassifications are for the normal class.

Invasive and benign classes had the highest average precision with 0.889 and 0.844 respec-

tively whereas the normal class had the lowest average precision of 0.794.

As the model is intrinsically interpretable, the similarities between the input image and

each prototype can be compared and ranked in order of similarity scores. This allows for

visualisation of the decision making process. Fig 4.6 shows the similarity between the 3 most

similar prototypes to the input image of invasive carcinoma. The class was correctly predicted

by the model and all 3 top prototypes are from the invasive class. The prototypes all capture

regions of tumour with high degrees of nuclear pleomorphism. The third prototype additionally

captures small regions of fat which are also present in the input image. The prototype similarity
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Figure 4.6: Explanation for model prediction of Invasive Carcinoma showing the three most
similar prototypes to the test image. From left to right, the first image is the input image,
the next is a heatmap showing the image region most similar to a prototype, the third is a
crop from this heatmap, the fourth is a crop which represents the prototype, the first image
is the training image the prototype was taken from, the final image is the activate map of the
prototype across the source training image. The similarity score between each prototype and
the input image is shown to the far right. The most similar prototype to the input image is at
the top of the figure and the third most similar is at the bottom.

heatmaps all activate over the invasive tumour regions and do not activate over the large area

of fat in the bottom left of the input image. Fig 4.7 shows the explanation for an in-situ case,

again the model predicts the class correctly and the top 3 most similar prototypes contain

in-situ carcinoma.

Fig 4.8 shows the 4 prototypes with the highest similarity score from each class for an input

image from the Benign tissue class. The top row shows each prototype’s activation map with

the input image. The bottom row shows each prototype’s similarity map from the source image

they came from. For each column the model suggests that the red regions in each of the two

images are semantically similar. For the benign class the prototype is sourced from a single

duct and this is similar to all ducts within the lobule present in the input image. For the normal

class the prototype with the highest similarity focuses on the interlobular stroma in both the
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Figure 4.7: Explanation for model prediction of in-situ Carcinoma showing the three most
similar prototypes to the test image. From left to right, the first image is the input image,
the next is a heatmap showing the image region most similar to a prototype, the third is a
crop from this heatmap, the fourth is a crop which represents the prototype, the first image
is the training image the prototype was taken from, the final image is the activate map of the
prototype across the source training image. The similarity score between each prototype and
the input image is shown to the far right. The most similar prototype to the input image is at
the top of the figure and the third most similar is at the bottom.

Figure 4.8: Examples of similarity heatmaps between the most similar prototype from each class
and an image from the Benign Tissue class. Top row shows similarity maps between prototypes
and the test tissue while the bottom shows shows the similarity maps between prototypes and
their respective source image.
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Table 4.4: Comparison to other methods on the BACH dataset

Paper Method Test AUC Test ACC

Araujo et al. (2017) [5] CNN + SVM - 0.778

Wang et al. (2018) [152] VGG16 + SVM - 0.830

Vo et al. (2019) [143] Model Ensemble - 0.964

Lu et al. (2019) [96] Attention Based MIL + self-
supervised feature learning

0.968± 0.022 0.950± 0.027

Li et al. (2019) [89] ResNet-50 + SVM - 0.950

Yang et al. (2020) [161] Guided Soft-Attention - 0.930

Yan et al. (2020) [162] Inception-V3 + Bidirectional LSTM - 0.913

Zhang et al. (2021) [171] Multi resolution attention sampling - 0.850

Li et al. (2021) [81] Multi-view Attention-Guided MIL 0.990 0.936

Ours ProtoPNet 0.948± 0.005 0.827± 0.018

input image and the source image. This suggests that there is likely little evidence in the input

image to support the normal classification. For the invasive class the prototype is sourced from

a region of high nuclear pleomorphism and this is found to be similar to the lobular region in

the input image. Specifically, the highest similarity is to a dense cell region in the top left of

the input image. This is somewhat similar to invasive carcinoma as cells are generally more

compact and less structured within high grade tumours. However, the similarity is visually

weak compared with the benign class prototype, hence the model correctly classifies the image

as benign tissue.

Comparisons between the best performing prototypical part network and other methods on

the BACH dataset can be seen in table 4.4. Prototypical part networks perform similarly to

other methods that make use of a CNN backbone and classifier [5, 152] while providing greater

interpretability. Li et al. [89] also use a similar structure but achieved superior performance

due to the deep model used (ResNet-50) compared to the ResNet-18 used in this work. Other

methods also achieved superior performance to prototypical part networks by utilising model

ensembles, multiple resolutions and attention mechanisms. Overall, prototypical-part networks

perform close to similar methods while providing greater interpretability.
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Table 4.5: Comparison between baselines and ProtoPNet with ResNet-18 backbone on the
grading dataset. Validation and Test AUC and accuracy (ACC) ± standard deviation are
presented across 5-folds

Model pooling sim metric Val AUC Test AUC Val ACC Test ACC

Baseline N/A N/A 0.992±0.003 0.998±0.001 0.925±0.022 0.974±0.011

ProtoPnet avg Euclidean 0.984±0.013 0.999±0.001 0.937±0.020 0.986±0.008

ProtoPnet max Euclidean 0.944±0.021 0.984±0.009 0.889±0.036 0.957±0.021

ProtoPnet avg cosine 0.992±0.005 0.999±0.001 0.936±0.022 0.986±0.005

ProtoPnet max cosine 0.961±0.024 0.985±0.003 0.857±0.055 0.906±0.039

4.5.2 Grading

Model performance on the Grading dataset can be seen in Table 4.5 and Table 4.6 for the

ResNet-18 and VGG11 backbones respectively. The results show that the use of the prototyp-

ical part network with average pooling and either distance metric outperforms both baselines

methods with only the baseline VGG11 model achieving a slightly higher test accuracy. The

best performing ResNet-18 model used average pooling and the cosine similarity metric. This

configuration achieved a validation AUC of 0.992± 0.005 and test AUC of 0.999± 0.001. The

best performing VGG11 model also used both average pooling and cosine distance metric. Here

the model achieved a validation AUC of 0.999 ± 0.001 and test AUC of 0.999 ± 0.001. Inter-

estingly, for the VGG-11 backbone, max pooling and cosine similarity metric achieved a higher

accuracy on the test set of 0.972± 0.010. However, the ResNet-18 backbone with average pool-

ing, did achieve the overall highest accuracy of 0.986 ± 0.005. The results again confirm that

the use of average pooling over max pooling is beneficial for tasks in histopathology as models

using average pooling outperformed their max pooling counterparts on average. Additionally,

the ResNet-18 backbone benefited more from the change in pooling operator than the VGG-11

backbone. This can be seen from the fact that the VGG-11 with max pooling achieved a higher

test set accuracy when compared to average pooling.

The optimal values for λ4 for breast cancer grading can be seen in Table 4.7. These values

were selected based on the highest average validation AUC across all 5 folds.

Fig 4.9 shows the confusion matrices on the test set for a model trained on each fold. The
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Table 4.6: Comparison between baselines and ProtoPNet with VGG11 backbone on the grading
dataset. Validation and Test AUC and accuracy (ACC) ± standard deviation are presented
across 5-folds

Model pooling sim metric Val AUC Test AUC Val ACC Test ACC

Baseline N/A N/A 0.988 ± 0.002 0.998 ± 0.001 0.915 ± 0.023 0.974 ± 0.009

ProtoPnet avg Euclidean 0.985±0.013 0.998±0.001 0.908±0.028 0.959±0.016

ProtoPnet max Euclidean 0.968±0.018 0.999±0.003 0.881±0.036 0.919±0.050

ProtoPnet avg cosine 0.999±0.001 0.999±0.001 0.928±0.024 0.966±0.004

ProtoPnet max cosine 0.980±0.006 0.997±0.001 0.909±0.013 0.972±0.010

Table 4.7: Orthogonality loss coefficients (λ4) for Grading dataset

config ResNet-18 VGG11

avg + Euclidean 0.2 0.2

max + Euclidean 0.6 0.4

avg + cosine 0.4 0.6

max + cosine 0.6 0.8



4.5. RESULTS AND DISCUSSION 73

Figure 4.9: Confusion Matrices on the grading test set for a ProtoPNet with ResNet-18 back-
bone, average pooling and cosine similarity metric trained from each fold.

models all had the ResNet-18 backbone with average pooling and cosine similarity metric.

Across all folds, grade 2 images had the highest average recall of 0.989, grade 3 had a recall

of 0.968 and grade 1 had a recall of 0.951. These results suggest the model misses fewer

moderate and high grade cases compared to lower grade meaning fewer serious cases are missed.

Additionally, the grade 3 class had the highest precision of 0.99 resulting in very few false

positive grade 3 cases. The grade 1 had a precision of 0.965 and the grade 2 class had a

precision of 0.955. The lower precision for the grade 2 is not surprising as it likely the most

difficult class to distinguish given that it will share features from both low and high grade

tumours. The confusion matrices do highlight however, across all folds, the few grade 3 cases

which are misclassified by the model are always predicted to be grade 1. This is an undesirable

outcome and should be addressed before application in a real world scenario.

Example model explanations can be seen in Figs 4.10 and 4.11. Fig 4.10 shows a model

explanation for a test image with a grade of 1. The three most similar regions to the test image

are all from the grade 1 class. Each prototype focuses on areas of tubule formation which is an

indicator for a lower grade. Fig 4.11 shows a model explanation for a test image with a grade of

3. The three most similar prototypes are all from regions of dense, poorly differentiated tumour

cells with high counts of mitotic figures. These prototypes are extremely similar to the input

test image, especially with the right hand side of the image where the tumour cells are the most

dense.

Performance of prototypical-part networks on the grading dataset compared to other meth-
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Figure 4.10: Explanation for model prediction of Grade 1 showing the three most similar
prototypes to the test image. From left to right, the first image is the input image, the next is
a heatmap showing the image region most similar to a prototype, the third is a crop from this
heatmap, the fourth is a crop which represents the prototype, the first image is the training
image the prototype was taken from, the final image is the activate map of the prototype across
the source training image. The similarity score between each prototype and the input image
is shown to the far right. The most similar prototype to the input image is at the top of the
figure and the third most similar is at the bottom.

Table 4.8: Comparison to other methods on the Grading dataset

Paper Method Test AUC Test ACC

Dimitropoulos et al. (2017) [47] Grassmannian VLAD encoding - 0.958

Nannia et al. (2018) [103] CNN Ensemble - 0.960

Voon et al. (2022) [144] CNN - 0.952

Ours ProtoPNet 0.999± 0.001 0.986± 0.005
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Figure 4.11: Explanation for model prediction of Grade 3 showing the three most similar
prototypes to the test image. From left to right, the first image is the input image, the next is
a heatmap showing the image region most similar to a prototype, the third is a crop from this
heatmap, the fourth is a crop which represents the prototype, the first image is the training
image the prototype was taken from, the final image is the activate map of the prototype across
the source training image. The similarity score between each prototype and the input image
is shown to the far right. The most similar prototype to the input image is at the top of the
figure and the third most similar is at the bottom.
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ods is shown in table 4.8. The results show that the prototypical-part networks outperforms

other methods on the grading dataset. On top of this, the model provided greater inter-

pretabiltiy compared to these methods making it a viable model choice for ROI grading tasks.

4.5.3 Orthogonality Loss

To investigate the benefit of the orthogonality loss on prototype discovery the prototypes from

models trained with and without the loss term can be compared. Fig A.1 in Appendix A shows

the 40 prototypes discovered with and without the orthogonality loss on the BACH dataset.

The prototypes are taken from models trained using the ResNet-18 backbone with average

pooling and cosine distance similarity metric on the first fold of the training and the validation

set which produced the highest AUC. The inclusion of the orthogonality loss clearly produces

a greater diversity of prototypical parts most notably for benign, in-situ and invasive tissue

images. Diverse ranges of prototypes were discovered for normal images with and without the

orthogonality loss. Fig A.2 in Appendix A shows the 30 prototypes discovered with and without

the orthogonality loss on the Grading dataset. Again, the prototypes are taken from models

trained using the ResNet-18 backbone with average pooling and cosine distance similarity metric

on the first fold of the training and validation set which produced the highest AUC. The figure

shows that the orthogonality loss slightly increases the prototype diversity for the grade 2 class

however the loss term has had little impact on the grade 1 and grade 3 prototypes. Overall,

the orthogonality loss did not increase prototype diversity for the breast cancer grading in

comparison to breast cancer sub-typing. This could be due to the grading dataset having less

intra-class diversity compared to the BACH dataset. As the grading set images are taken at a

higher magnification it is likely that they capture images with similar morphological appearances

compared with images taken at a lower magnification.

Fig 4.12 shows the effect of increasing the orthogonality loss coefficient λ4 on the test set

AUC and accuracy on average across all training folds. The results on the BACH dataset show

that, for ResNet-18 there is a slight increase in test AUC and test accuracy with orthogonality

loss. Increasing λ4 also appears to improve performance for the VGG11 backbone up to a value

of 0.8, after this performance decreases when using the Euclidean distance similarity metric.
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Figure 4.12: Change in average test AUC (left) and average test accuracy (right) across all
folds with increasing orthogonality loss coefficient for ResNet-18 and VGG11 backbones with
average pooling. Top: shows the results on the BACH dataset. Bottom: shows results on the
Grading dataset.

On the other hand, the VGG11 backbone with cosine distance metric performance does not

suffer to the same extent when λ4 is increased past 0.8. Model performance on the grading

dataset does decrease on average with increased λ4. The ResNet-18 backbone with Euclidean

distance metric saw the greatest decrease in test AUC with increased λ4 while the VGG-11

with Euclidean distance metric saw the greatest decrease in test accuracy with increased λ4.

Overall, the benefit of including the orthogonality loss is increased prototype diversity leading

to more sensible and appealing model explanations. The changes in model performance are

negligible for both datasets.
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4.5.4 Pooling function

The choice of pooling function appears to impact model performance with average pooling

outperforming max pooling in all model configurations. However, the choice of pooling also

affects the prototype similarity maps and thus what each prototype represents. This addi-

tionally changes the appearance of the prototypes when they are used for explanations. Fig

A.3 shows the difference in the similarity heatmaps between a ResNet-18 model trained with

average pooling on the top and max pooling on the bottom. The figure clearly shows that

the average pooling approach produces broader heatmaps which can highlight whole lobules,

necrotic tissue regions and even whole regions of tumour. On the other hand, the max pooling

approach highlights portions of lobules or even specific ducts as well as small clusters of tumour

cells. This is likely to be the defining reason behind the difference in model performance. The

original prototypical-part-network was designed and tested on natural images such as those

from the CUB-200-2011 dataset (https://data.caltech.edu/records/65de6-vp158). The dataset

contains images of birds which often have key components that appear once or twice in an

image. For example, a single beak or two wings. However, histopathology images can contain

vast regions of many tumour cells and ductal structures. In addition, tumour cells could be

found on opposing corners of a histopathology image whereas the features or a bird are often

contained in a similar regions within an image. Therefore a pooling function that takes into

account these factors is likely to achieve superior performance.

4.5.5 Number of Prototypes

To understand how the number of prototypes impacts model performance and prototype dis-

covery the separate models were trained with different numbers of prototypes per class. The

predetermined optimal value for λ4 was used depending on the CNN backbone architecture

and similarity metric employed. Fig 4.13 shows how model performance changed with differ-

ent quantities of prototypes with equal numbers in each class. The results show that, for a

ProtoPNet with ResNet-18 backbone, average pooling and cosine similarity metric the best

performance is achieved with 32 prototypes (8 per class). Using 40 prototypes (10 per class)

achieved the second best performance. Overall, the number of prototypes had little overall
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Figure 4.13: Change in test AUC and test accuracy with change in number of prototypes per
class. Graphs show both BACH and Grading dataset results.

impact on model performance with the best and worse performing models having a difference

in test AUC of 0.021 and test accuracy of 0.029.

4.5.6 Failure Cases

There are several occasions where the model under-performs and predicts the class incorrectly.

Identifying these cases is particularly important especially in a healthcare setting, where an in-

correct diagnosis can result in sub-optimal treatment for patients. Fig 4.14 shows four examples

where the prototypical part network incorrectly predicts the breast cancer sub-type.

In image a) the image contains in-situ carcinoma however the model predicts Benign in-

correctly. From the prototypes and heatmaps it can be seen that the necrotic region within

the duct has a similar appearance to the central area of a benign duct. Although the images

have different colours, both regions are highly homogeneous which might have caused the false

diagnosis. From the model explanation it is likely that a pathologist would not trust the model

prediction as it is clear the prototypes are focusing on the wrong image region.

In image b) the image contains Benign tissue however the model predicts this as carcinoma

in-situ. The most similar prototype to the input benign image is a prototype of in-situ carcinoma

representing ductal cells. The model incorrectly compares this with the necrotic tissue within
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the benign duct. The second most similar prototype is from the Normal tissue class and

focuses on the stroma surrounding the duct. Finally, the third most similar prototype is from

the invasive class and again focuses on the necrotic tissue within the duct. The fact that the

top three prototypes are all from separate classes indicates that the model is uncertain in its

prediction and should therefore be reviewed by a pathologist.

In image c) the image contains invasive carcinoma however the model predicts this as in-

situ. This is a particularly hard case as the input image does resemble a ductal structure where

the tumour cells appear contained. This is reflected in the fact that the three model similar

prototypes are all from the in-situ class and are all found similar to the ductal structure on

the right hand side of the image. In this particular case it would be hard to flag this as model

uncertainty.

In image d) this image contains in-situ carcinoma however the model predicts this normal.

This is a particularly bad misdiagnosis. The most similar prototype contains an image of a

duct within a region of adipose. This is found to be similar to the input image due to the

presence of a single duct near to fat tissue. The second most similar prototype is of a healthy

duct which is found to be similar to the central duct within the input image. Finally, the third

prototype activates highly on regions of stroma surrounding the duct. From the BACH dataset

images of normal tissue appear to contain larger regions of stroma in comparison to images

from the in-situ class. The input image could be considered an outlier for this reason and hence

is misclassified by the model. Because of this spurious reasoning a pathologist might pick up

on this misclassification for review.

For breast cancer grading, as mentioned in section 4.5.2, the biggest pitfall were the few

cases where grade 3 inputs were classified as grade 1. An example of a misclassified grade 3 case

can be seen in fig 4.15. The three most similar prototypes in order of similarity are a grade 1,

grade 3 and a grade 1 prototype. This suggests that the model does find the input image similar

to both a grade 1 and grade 3 cases which could flag for an end user that the image is difficult

for the model to predict. The prototypes for grade 1 appear to be similar to an image region in

the top right of the image. Here there are fewer tumour cells compared to the rest of the input

image. The few tumour cells that are present are compared to smaller lobule structures found

within lower grade tumours. The grade 3 prototypes appears to activate more homogeneously
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Figure 4.14: Failure cases for a prototypical part network with a ResNet-18 backbone, average
pooling and cosine distance similarity metric. Each column from left to right represents the
test image, prototype similarity heatmap with test image, extracted image region from heat
map, the prototype similar to the region within the input image, the prototype similarity map
with it’s source image. Each row (1-3) represents the prototypes with the greatest similarity
to the test image. The top row is the most similar prototype while the bottom row is the least
similar. a) Failure case for in-situ carcinoma. b) Failure case for Benign tissue. c) Failure case
for invasive carcinoma. d) Failure case for in-situ carcinoma
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Figure 4.15: Failure cases for prediciton of grade-3 using a prototypical part network with a
ResNet-18 backbone, average pooling and cosine distance similarity metric. Each column from
left to right represents the test image, prototype similarity heatmap with test image, extracted
image region from heat map, the prototype similar to the region within the input image, the
prototype similarity map with it’s source image.

across the rest of the image with particular focus on one left central region. In these regions

there are more densely packed tumour cells indicating a higher grade cancer. This result shows

that grade 3 images with small regions of low density tumour cells can be misclassified for grade

1. However, there are very few cases where grade 3 inputs are misclassified, suggesting that

this scenario is an outlier case.

4.6 Conclusion

In conclusion, the Prototypical Part Network has been evaluated in the context of digital

pathology slide analysis and has been found to outperform the black-box counterparts. This

performance increase could be because the Prototypical Part Networks use more parameters

than the baseline methods, due to the inclusion of the prototype layers. However, the baseline

models achieved superior performance when the Prototypical Part Network used max pooling

of the similarity scores. Therefore, the greater performance is likely a combination of the

increased number of parameters and the appropriate selection of pooling operator. Making use

of average pooling allows the similarity of the prototypes to be considered across all regions

of the image, increased model performance. This is likely important for histopathology slide

analysis as tumour regions can extend across different regions of an input image.
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The methods were evaluated on two open source ROI classification tasks. The first was

breast cancer sub-typing while the second was breast cancer grading. Several architectural

changes were made and evaluated and were found to improve performance. As mentioned, one

change made was the inclusion of average pooling over max pooling, this achieved the greatest

performance increase. Another change was the use of an orthogonal loss term to force the

prototype vectors to be orthogonal to one another and aimed to increase prototype diversity.

the final change was to use a cosine similarity loss over Euclidean distance which did perform

slightly better than the Euclidean distance metric. Two baseline CNN models were also tested,

these were the ResNet-18 and VGG-11.

There are several limitations of the prototypical part network for histopathology slide anal-

ysis. The first is that histopathology slides contain very varied morphologies and the method

found it difficult to find prototypes that generalise well to all morphologies which can produce

undesirable explanations. To create better explanations, the use of even more prototypes could

be explored but this could result in over fitting and longer training times. Alternatively, each

prototype could be represented by a small ensemble of prototypes or a small cluster of proto-

types which collectively represent the same prototypical part but each capture a slight variation

in morphology. Another limitation is the scale of the datasets. ROIs provide less diagnostic

information than WSI and therefore make the method less valuable than those that can anal-

yse WSI. Future work could look to incorporate the idea of prototypes into methods for WSI

analysis.
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Chapter 5

Weakly-Supervised Learning for

NPI prediction

5.1 Introduction

Prognostic factors in breast cancer analysis play an important role in determining the optimal

treatment pathways for patients and allow for identification of groups who would or would

not benefit from additional treatment. Effective prognostic factors allow for wide separation

of outcomes between different groups with adequate numbers in each group. As introduced in

2.2.5, the NPI is one such prognostic factor used in breast cancer analysis. It is determined

using three other prognostic factors each found to be independently associated with survival on

multivariate analysis [53]. These three factors are: 1) The size of the greatest dimension of the

invasive tumour, 2) The cancer grade, 3) The axillary lymph node stage. The NPI is calculated

using the formula NPI = Grade (1 to 3) + Node (1 to 3) + (size of invasive carcinoma in cm ×

0.2) and patients have been stratified using the NPI into six groups with good numbers in each

group and very divergent outcomes [78], which can be seen in Table 2.1 in chapter 2. The NPI

is important for determining the most appropriate treatment for a patient, including whether or

not chemotherapy or radiation therapy is necessary. The NPI is also a useful tool for predicting

the likelihood of recurrence and survival, which can help doctors and patients make informed

85
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decisions about ongoing care and follow-up. Additionally, the NPI is widely used in clinical

trials and research studies, as it provides a standardised method for stratifying patients based

on their prognosis. Overall, the NPI is an important tool for guiding clinical decision-making,

improving patient outcomes, and advancing our understanding of breast cancer prognosis and

treatment.

In this chapter, weakly-supervised approaches to the prediction of the NPI group [78] from

histopathology images are explored. Specifically two approaches are investigated. The first

approach aims to predict each prognostic factor individually and then combine them together

to predict the NPI group. This approach will be referred to as the part prediction approach

and aims to mimic the pathologist workflow. The second approach directly predicts the NPI

group by combining both primary tumour and lymph node images through a single model.

The approach is trained directly on prognostic group prediction and thus aims to assess if

morphological features within the WSIs are a predictor of prognostic group. This will be

referred to as the direct prediction approach.

Each approach makes use of Multiple Instance Learning (MIL), and more specifically,

Attention-based MIL (ABMIL) [67] with multi-class attention pooling [98] to produce slide

embeddings. In this framework the WSI is referred to as a bag which is comprised of multi-

ple instances. The instances are patches extracted from non-background regions of the WSI.

The use of attention pooling weights the contribution of each instance (patch) to the final bag

embedding. This further allows inspection of discriminative instances. In the part prediction

approach a separate model is trained for grade prediction from the primary site and for lymph

node stage prediction from the lymph node. The size of the primary tumour was taken from

the pathologist reports associated with the patients. This is because the primary tumour can

extend over multiple slides and therefore in many cases cannot be measured from a single slide.

For direct prediction of the NPI the WSI embeddings between slides were fused. Fusion methods

explored were; vector concatenation, average pooling, vector addition, the Hadamard product

and a self-attention module [142].

The main contributions of this chapter are: 1) Two frameworks for prediction of NPI prog-

nostic group based on weakly supervised MIL are developed, the first predicts the individual

NPI score components while the second directly predicts the NPI group, 2) The use of several
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fusion operators, including vector concatenation, average pooling, vector addition, Hadamard

product and a self-attention head to aggregate features from the primary breast site and lymph

node are investigated, 3) It is found that the part prediction approach outperforms direct group

prediction.

5.2 Related Works

There are no other works which aim at predicting the NPI from WSI. In addition, there are

no works which incorporate features from both the primary breast tumour and lymph nodes

in an attempt to improve performance. There are however many works which predict the

breast cancer grade, which is a core component of the NPI as well as works which look at

patient survival analysis which NPI aims to predict. Additionally, there are several works

which combine slides with different staining as well as multi-model data and are therefore

related to this work through the fusion methods explored. This work is also related to the

range of multiple instance learning methodologies applied to WSI which have already been

covered in section 2.5.2.

5.2.1 Breast Cancer Grading

An early work for automated grading of breast cancer used spectral clustering with textural

(Gabor, Grey Level and Haralick) and graph (Voronoi diagram, Delaunay triangulation, min-

imum spanning tree, nuclear characteristics) features on a small sample of 48 breast biopsies

[49]. Additionally, a multi-view framework was also introduced to extract textural and graph-

based cell features from different image magnifications [11]. One limitation of these approaches

was the required identification of histologic primitives such as nuclei. To address this, other

approaches attempted to model the data directly. Dimitropoulos et al [47] did this through

modelling the breast cancer histological images as a set of spatially evolving multidimensional

signals, which are mapped and encoded on the Grassmann manifold. So far, the mentioned

approaches have only used small ROIs. This is a limiting factor as these ROIs need to be

identified and cropped from an image. Methods that could use a patient’s WSI without this

pre-processing step would be beneficial. To initially address this, Couture et al used Tumour
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Microarray (TMA) images for breast cancer grading [40]. These images can be thousands of

pixels in both height and width making a prediction task harder. To solve this, a probabilistic

model can be formed to show how likely each image region is to belong to each class, with these

probabilities aggregated across all image regions to form a prediction for the tumour as a whole.

However, the main criticism of TMA images is that the amount of tissue analysed is limited and

may not be representative of the whole specimen. Although they provide more context that ROI

crops, the gold standard would be WSI. For analysis of WSI, Wetstein et al [154] used a MIL

method with RNN aggregation [20] for breast cancer grading. They also propose a multi-task

framework, to not only predict the individual components of grade (tubule formation, mitotic

count and nuclear atypia), but also the HER2 status, aiming to enrich the feature space. The

method was able to classify between low/moderate grade cases and high grade cases with an

accuracy of 77%. This increased to 79% using the multi-task framework. One limitation of

this work was the binary classification approach. Both low and moderate cases were grouped

together into a single class due to dataset restrictions. The work by Wang et al [151] addresses

this with an ensemble of CNN models for prediction of high and low grade patches from tumour

regions within a WSI. Additionally, they re-stratify moderate grade groups into moderate low

and moderate high. However, this method required ground-truth, patch level annotations of

tumour regions whereas the MIL RNN approach did not.

5.2.2 Survival Analysis

Yao et al [163] first clustered input feature embeddings which generates several distinguished

phenotype groups. The patches from each group are fed through a Siamese FCN which produces

a single embedding vector per group using a final pooling layer. These embeddings are then

passed through an attention based MIL module to get the final slide representation which is

ultimately used for survival prediction. Abbet et al [1] also utilised a clustering based approach,

this time through clustering the embedding space from an auto-encoder using spherical k-means.

Patches were assigned to a dictionary of cluster centres and features were extracted based on

the probability of patch clusters and local interactions between clusters. Wulczyn et al [155]

changed the survival regression problem into a classification problem by discretising survival
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time into survival intervals. Liu et al [92] created six-channel images; RGB colour channels

plus nucleus segmentation maps, tumour infiltrating lymphocyte (TIL) maps and tumour maps

as additional channels. They similarly convert the regression problem into a classification

one. Courtiol et al [39] proposed MescoNet for mesothelioma tumour survival prediction which

uses a 1D convolutional layer to predict survival scores for image patches. The top 10 and

bottom 10 scores are then input to a MLP for survival prediction. Li et al [87] applied graph

neural networks to task of survival prediction. Patches were considered the nodes of a graph

and edges were connected between patches based on a thresholded euclidean distance between

patch features. Patches are also randomly sampled across the slide. Chen et al [31] proposed a

patch-based graph convolutional network for survival prediction by also connecting nodes due to

their spatial arrangement in the slide. Additionally, all patches per slide are utilised. Wetstein

et al [154] used the RNN MIL method proposed by Campanella et al [20] for breast cancer

survival prediction and introduced grade and HER2 prediction in a multi-task framework to

provide extra discriminatory information to the model. Shaban et al [120] calculated a score

from regions of tumour associated stroma and infiltrating lymphocytes to predict survival in

head and neck squamous cell carcinoma.

5.2.3 Data Fusion Approaches

Data fusion approaches assess the benefit of combining data from different modalities. The

intuition being that one modality might provide information which cannot be obtained from

the other and vice versa. Therefore, when combined, the predictive capabilities of a trained

model should exceed a model using only a single data stream. Combining slides with different

stains has been shown to be a successful approach. For example, Graph Neural Networks were

fit to slides stained with both H&E and Trichrome (TC) and the graph outputs were combined

together for medical evaluation of nonalcoholic steatohepatitis [50]. Cell-graphs have also been

fit to IHC datasets containing slides stained with Ki67, CK20, P16 and CD20 which were fused

together using a self-attention module [102]. Genomic features have also been combined with

WSI through a co-attention transformer framework for survival prediction [29, 80].



90 CHAPTER 5. WEAKLY-SUPERVISED LEARNING FOR NPI PREDICTION

5.3 Methods

5.3.1 Overview

For predicting breast cancer grade and lymph node stage, attention-based MIL is used which

weights the contribution of each patch within a WSI towards the final classification. In the part

prediction approach a separate MIL model is trained for each classification task. In the direct

approach a single attention based MIL model is trained to process both the primary breast

tumour and lymph node information thus producing multiple slide embeddings whose informa-

tion should then be aggregated together to produce a joint slide embedding. The specifics of

MIL with attention based pooling will now be introduced followed by an explanation of the way

it is used for both grade, lymph node stage and direct group learning.

5.3.2 Attention-based MIL pooling

In order to produce an embedding for a WSI, attention-based MIL pooling (ABMIL) [67] is

used due to its good performance and interpretability from viewing the attention weights. This

method builds upon the standard multiple instance assumption introduced in section 2.5.2.

First, a WSI is split into L non-overlapping patches where each patch xl is of size 256 × 256

pixels. Therefore, the WSI is represented as a set of patches X = {x1, ..., xL}. A neural network

f is used as a feature extractor and produces an embedding zl = f(xl) ∈ Rb×1 for each image in

a bag X = {z1, ..., zL} where b is the length of the embedding vector. The instance embeddings

for each bag are then passed to an attention block for attention pooling. Here a fully connected

layer compresses each b dimensional embedding to a 512-dimensional vector hl. Then for each

512-dimensional vector an attention score is produced such that the bag embedding is given by

B =

L∑
l=1

alhl (5.1)

where:

al =
exp{Wa(tanh(V h⊤

l )⊙ sig(Uh⊤
l ))}∑L

j=1 exp{Wa(tanh(V h⊤
j )⊙ sig(Uh⊤

j ))}
(5.2)
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Figure 5.1: Architecture of the gated-attention block [67]. Left single branch attention, Right
multi-branch attention. Patch embeddings from a WSI are input to an initial fully-connected
layer (FC) to compress to L× 512. Then the compressed embeddings are input to FC layers V
and U which are passed through a hyperbolic tangent and sigmoid function respectively. The
outputs are fused by a Hadamard product and passed through a final FC layer Wa to output L
attention coefficients. In the case of multi-branch attention there are n FC layers one for each
of n classes. The attention coefficients are then normalised via a softmax function before being
matrix multiplied by the compressed patch embeddings. This produces a single bag embedding
B ∈ R1×512 for the slide or B ∈ Rn×512

in the case of multi-branch attention.

U ∈ R256×512, V ∈ R256×512 and Wa ∈ R1×256 are weight matrices, ⊙ is an element-wise

multiplication, sig(.) is the sigmoid function and tanh(.) is the hyperbolic tangent. The left of

Fig 5.1 shows the architecture for the attention block.

This is often referred to as single branch (SB) attention as a single attention value is given

to each instance. SB attention is commonly adopted for binary classification tasks where only

the attention for the positive class is of interest. In the case of multi-class problems, where

the positive information for each class is of interest multi-branch (MB) is introduced. In MB

attention (eq 5.3) [98] U ∈ R256×512 and V ∈ R256×512 are still shared across all classes however

Wa,1, ...,Wa,n ∈ R1×256 are instead n parallel branches for each of the n classes to be classified.

This treats the multi-class problem as n binary classification tasks, one for each class. For

each binary classification an attention value is produced for each instance which indicates the

relevance of that instance to a particular class. From the MB attention n 512-dimensional

embeddings are produced, one for each class. n classifiers Wc,1, ...,Wc,n ∈ R1×512 then map

each embedding to an unnormalised slide level score for each class as shown to the right in Fig

5.1. In contrast, for the SB attention a single 512-dimensional embedding is produced and a
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classifier Wc ∈ Rn×512 outputs unnormalised scores for each class. Regardless of the attention

used the slide scores are normalised using a softmax function to return the probability of each

class for a particular WSI.

am,l =
exp{Wa,m(tanh(V h⊤

l )⊙ sig(Uh⊤
l ))}∑L

j=1 exp{Wa,m(tanh(V h⊤
j )⊙ sig(Uh⊤

j ))}
(5.3)

5.3.3 Part Prediction

Using the ABMIL approach with MB attention, separate models were trained to predict breast

cancer grade from the primary site and lymph node stage from the lymph node. This is the part

prediction approach and the full architecture can be seen in Fig 5.2. The patch extraction and

feature embedding steps are shared between the grading model and the staging model. However,

the Attention-Based Aggregation and MB classification sections are trained separately for each

task (grading and staging). The Grading Attention module is the attention model trained for

breast cancer grade prediction while the Staging Attention module is trained for lymph node

staging. The weights of these models are updated independently, meaning that the performance

of one is not considered when training the other.

After training of the separate grade and lymph node staging models, the predictions were

then combined with the tumour size from the pathologist reports to return the NPI and stratify

patients into groups.

5.3.4 Direct Prediction and Fusion Methods

For the direct prediction approach, both the breast primary tumour and a corresponding lymph

node, a bag embedding is produced for each slide in the case of SB attention and one embedding

per class for MB attention. The bag embeddings are produced by passing the patches from each

slide through the attention module independently. This produces a primary tumour embedding

BP and a lymph node embedding BLN . To incorporate information from both slides into the

final decision several fusion methods are explored as shown in Fig 5.3.

– Vector concatenation: The two slide embeddings are concatenated together to produce a

1024-dimensional embedding.
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Figure 5.2: Architecture of the part prediction approach methodology. Primary site and lymph
node WSI are first split into non-overlapping patches of size 256×256 pixels. Patches from each
slide are passed through separate MB attention blocks which have been outlined in section 5.3.2
The primary site embeddings are used for grade prediction while the lymph node embeddings
are for lymph node stage prediction. The outputs are combined with the pathologist reported
Invasive tumour size to predict the final NPI group.

– Average-pool: The average of the two slide embeddings is taken, producing a 512-

dimensional embedding.

– Vector Addition: Performs vector addition of slide embeddings after projecting them into

a common latent space.

B′ = WPBP +WLNBLN (5.4)

where WT and WLN are learnt FC layers.

– Hadamard Product: The Hadamard product of the slide embeddings after projecting

them into a common latent space.

B′ = (WPBP ⊙WLNBLN ) (5.5)

where WP and WLN are learnt FC layers.

– Self-Attention: Attention coefficients are determined for each slide embedding and are

dependent on one another. This is further explained in section 5.3.5.
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Figure 5.3: Fusion Methods: a) Vector concatenation, b) Average-pool, c) Vector Addition, d)
Hadamard Product, e) Self-Attention

5.3.5 Self-Attention

Instead of concatenating the WSI embedding for the primary breast site and the correspond-

ing lymph node, a self-attention module can be used to further aggregate the embeddings

into a more meaningful one. Unlike the previous attention module, self-attention takes into

account the dependencies between the primary site and lymph node. This means that the

attention weight applied to either the primary site or lymph node is dependent on both em-

beddings. The primary tumour BP and lymph node BLN embeddings are concatenated to

B = {BP , BLN}. A self-attention layer then maps this to queries, keys and values using weight

matricesWq,Wk,Wv ∈ R512×512. The self-attention embeddings for the primary site and lymph

node are calculated using

B′ = softmax(
WQBW⊤

KB√
d

)WV B (5.6)

where d is the length of the embedding vectors. In the case of multi-head attention the query,

key and value vectors are further split up depending on the number of heads, with each split

being independently passed through a separate head. 8 heads are used which results in the

512-dimensional key, query and value vectors being split into 8 64-dimensional vectors each.
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Figure 5.4: Architecture of the direct approach methodology. Primary site and lymph node
WSI are first split into non-overlapping patches of size 256 × 256 pixels. Patches from each
slide are passed through a MB attention block which have been outlined in section 5.3.2. This
produces 3 slide embeddings representing the information required for predicting each class
(3 classes). Each pair of slide embeddings for each class are then passed to a fusion head to
aggregate embeddings. The 3 aggregated embeddings are then passed to 3 dense layers, one for
each class. Each layer predicts the probability of a particular class.

The multi-head approach provides greater power to encode multiple relationships between slide

embeddings. Then the self-attention embeddings B′ = {B′
P , B

′
LN}, are input to a FC layer

with weight vector W ∈ R512×512. This is then normalised and passed through a MLP with

one hidden layer with Gaussian Error Linear Unit (GELU) activation. To predict the NPI the

embeddings B′
P and B′

LN are averaged to produce a single embedding which is passed to a

linear classifier Wc ∈ R1×512 and outputs a single value sn for the predicted index. The full

architecture can be seen in Fig 5.4.

5.3.6 Interpretability

Similar to other works using attention-based pooling methods for WSI classification [67, 95, 90],

inspection of the patch aggregation process provides insights into which patches are the most

important to the final WSI embedding. As slide embeddings are produced for each class, the

attention weights placed on patches that contributed to each prediction can be viewed. Where

the attention weights are higher (closer to 1 after applying softmax to all attention weights on a

slide) the patches are more important to a prediction. Therefore, the important regions within

a slide can be viewed to determine if the model is using clinically relevant information, such as

paying more attention to tumour regions when predicting poor prognosis.
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Additionally, the self-attention weights can be viewed to determine the contribution of the

primary site and lymph node to the final prediction. This allows further insight into the

importance of each WSI.

5.4 Experiments

The aim of the experiments is to evaluate the several different approaches to the task of NPI

group prediction. The methods tested are 1) The individual prediction of grade and lymph

node stage combined with invasive tumour size from pathologists reports to determine grade,

2) Fusing the primary tumour and lymph node images together for direct prediction of NPI.

Stratified 5-fold cross validation is used to perform robust analysis of the methodologies.

5.4.1 Dataset

The LTHT dataset was used here which consists of 163 primary tumour and lymph node paired

WSI resulting in 326 slides in total. The slides were scanned using an Aperio scanner at

0.25 micrometers-per-pixel. Patches were extracted from the foreground tissue regions of each

slide to reduce redundant patch extraction from background regions. Non-overlapping patches

of size 256 × 256 pixels at 10× magnification were extracted as well as at 20× magnification.

These magnifications were chosen to strike a balance between collecting high level detail without

having excessive bag sizes. Large bag sizes can result in extended training times as well as noisy

bags due to an overload of feature embeddings. On average there were 2954 patches extracted

from primary slides and 1243 from lymph node slides at 10× magnification and 11350 from

primary slides and 4797 from lymph node slides at 20× magnification. The whole dataset was

split into a development and test split in a stratified fashion using the distribution of prognostic

group labels. Detailed information about the development and test datasets can be seen in Table

5.1. 80% of the overall data was used for the development set and 20% was used for the test

set. The development set was used for stratified 5-fold cross validation. Of the 163 cases, 130

cases were used for training and validation while 33 were used for testing. Due to the class

imbalances the Good prognosis class was ignored in all experiments reducing the development

set size to 127 cases and the test set size to 32 cases. All of the models were evaluated on two
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separate experiments, the first was classification between moderate-1, moderate-2 and combined

poor and very poor classes. The second experiment was a binary classification task between

combined moderate classes and combined poor and very poor classes. Detailed explanations of

slide preparation and patch extraction can be found in section 3.

5.4.2 Implementation Details

For feature extraction of patch level features a ResNet-50 [60] architecture pretrained on Im-

ageNet is used. The ResNet-50 parameters were frozen for feature extraction. For each patch

of size 256 × 256 this produced a 1024-dimensional feature embedding. For training the MIL

models Adam optimiser was used with a fixed learning rate of 1× 10−4 and a weight decay of

1 × 10−5. These parameters were chosen as they are recommended for other Attention based

MIL approaches such as CLAM [98]. Cross-Entropy Loss was used for prediction of NPI group,

grade and lymph node stage. For prediction of grade and lymph node stage the cross-entropy

loss was weighted for each class due to the class imbalance. The weight for a class was given

by 1 − nclass

ntotal
. All models were trained for a maximum of 50 epochs and early stopping was

implemented if the validation weighted F1-score did not improve for 10 epochs. 5-fold cross

validation was used when training and the model with the highest validation weighted F1-score

was selected for testing in each fold. Training was implemented with a single NVIDIA V100

GPU on the ARC4 HPC cluster. The models were implemented in PyTorch [108].

5.5 Results and Discussion

5.5.1 Cross-validated Model Performance

The model performance on the test set for prediction of moderate-1 vs moderate-2 vs poor/very

poor using patches extracted at 10× can be seen in Table 5.2. Note that there is no AUC given

for the part prediction approach as this approach combines multiple separate classifications

together so it is difficult to adjust for different thresholds. The part prediction approach out-

performed all direct prediction methods achieving the highest accuracy of 0.727 ± 0.064 and

F1-score of 0.730 ± 0.064. Furthermore, a test accuracy of 0.612 ± 0.030 and test F1-score of
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Table 5.1: LTHT patient characteristics in the development and test datasets. A Chi-squared
test was used to determine any statistical significance between the categorical variables between
datasets and Welch’s t-test was used for numerical variables.

Patient Characteristics Development dataset Test dataset p-value

n 130 33

Tumour Grade (n (%)) 0.485

Grade 1 9 (7) 2 (6)

Grade 2 76 (58) 23 (70)

Grade 3 45 (35) 8 (24)

Lymph Node Stage (n (%)) 0.812

Stage 1 0 (0) 0 (0)

Stage 2 111 (85) 27 (82)

Stage 3 19 (15) 6 (18)

Tumour Size mm 0.362

Median (Interquartile range) 24 (16.25, 34) 23 (15, 27)

Nottingham Prognostic Index 0.430

Median (Interquartile range) 4.86 (4.36, 5.50) 4.46 (4.30, 5.50)

Prognositc Group (n (%)) 0.997

Good 3 (2) 1 (3)

Moderate-1 35 (27) 9 (27)

Moderate-2 45 (35) 11 (33)

Poor 37 (28) 9 (27)

Very Poor 10 (8) 3 (9)

Her2 Status (n (%)) 0.546

Unknown 15 (12) 2 (6)

Negative 98 (75) 27 (82)

Borderline 4 (3) 0 (0)

Positive 12 (9) 4 (12)
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0.606 ± 0.026 was achieved for grade prediction and a test accuracy of 0.824 ± 0.012 and test

F1-score of 0.789±0.031 was achieved for lymph node staging. For the direct approaches, fusion

by self-attention achieved the highest weighted one-versus-rest mean test AUC of 0.786±0.020.

Fusion by average-pooling and fusion by Addition achieved the joint highest mean accuracy with

0.613±0.061 and 0.613±0.080 respectively, with fusion by average-pooling achieving a slightly

lower standard deviation. Fusion by Addition got the highest F1-score of 0.611±0.078 while fu-

sion by average-pooling and self-attention achieving the next best F1-scores of 0.586±0.077 and

0.584±0.066 respectively. Direct prediction using just the primary tumour and no lymph node

image achieved an AUC of 0.719±0.024, accuracy of 0.544±0.038 and F1-score of 0.532±0.038.

Although these results are worse than those previously mentioned, they are all within one stan-

dard deviation of both ABMIL with Concatenation and Hadamard product. Fig 5.5 shows

the confusion matrix for each direct prediction model on the test set. For medical prediction

tasks it is important for the recall of poor prognostic cases to be high so that none are missed.

Additionally, precision of better prognostic cases should be high to avoid false negatives. Fusion

by average-pooling achieved the highest recall of 0.80 for poor and very poor cases which is

crucial as this is the most important class to identify. The approach also achieved the highest

moderate-1 precision of 0.58 thus producing the fewest false negatives for that class. Across all

methods poor prognostic cases had the highest recall of 0.689, moderate-1 had an average recall

of 0.644 and moderate-2 had the lowest recall of 0.431. This suggests poor prognostic cases were

the easiest to identify while moderate-2 cases were the hardest overall. This is not surprising

as moderate-2 cases have similarities with both moderate-1 and poor prognostic groups making

them harder to distinguish. Across all approaches moderate-2 cases were more likely to be

predicted as moderate-1 instead of poor/ very poor.

Performance on the test set for prediction of moderate-1 vs moderate-2 vs poor/very poor

using patches extracted at 20× can be seen in Table 5.4. Again, the part prediction approach

achieved the highest accuracy of 0.703±0.034 and weighted F1-score of 0.709±0.036 compared to

the direct prediction approaches. For the direct prediction approaches, fusion by self-attention

achieved the highest accuracy of 0.581± 0.064 and weighted F1-score of 0.554± 0.071.

The model performances on the test set for prediction of moderate-1/moderate-2 vs poor/very

poor using patches extracted at 10X can be seen in Table 5.3. Again the part prediction
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Table 5.2: Test set mean AUC, Accuracy, and weighted F1-Score across 5-folds ± standard
deviation moderate-1 vs moderate-2 vs poor/very poor using 10X magnification patches

Method AUC Accuracy F1-Score

Part Prediction - 0.727 ± 0.064 0.730 ± 0.064

Direct(Primary Site Only) 0.719 ± 0.024 0.544 ± 0.038 0.532 ± 0.038

Direct+Concat 0.726 ± 0.030 0.588 ± 0.100 0.567 ± 0.110

Direct+Avgpool 0.766 ± 0.010 0.613 ± 0.061 0.586 ± 0.077

Direct+Hadamard 0.722 ± 0.031 0.563 ± 0.052 0.534 ± 0.052

Direct+Addition 0.754 ± 0.020 0.613 ± 0.080 0.611 ± 0.078

Direct+Self-attention 0.786 ± 0.020 0.606± 0.047 0.584 ± 0.066

approach achieved the highest test set accuracy of 0.788 ± 0.069 and weighted F1-score of

0.789± 0.069 however this was only slightly higher than the direct prediction approaches. Fu-

sion by self-attention achieved the highest performance across all metrics, achieving an AUC of

0.864± 0.015, accuracy of 0.769± 0.025 and weighted F1-score of 0.760± 0.028. ABMIL with

Addition performed the second best with an AUC of 0.856 ± 0.030, accuracy of 0.756 ± 0.054

and weighted F1-score of 0.739 ± 0.079. Again direct prediciton using only a primary tumour

site still achieved comparable results to all superior methods. Additionally, the approach out-

performed fusion with Hadamard product across all metrics and achieved a higher accuracy and

F1-score than average-pooling. Fig 5.6 shows the confusion matrix for each direct prediction

model on the test set. Fusion by self-attention had the highest recall for the combined poor

class at 0.65 and fusion by Hadamard product had the lowest with a poor/verypoor recall of

0.267. Fusion by self-attention had the highest precision for moderate cases with a precision of

0.8. Fusion by self-attention was the best approach for the binary classification task.

For prediction of moderate-1/moderate-2 vs poor/very poor using patches extracted at

20× patches again the part prediction approach was the best. It achieved an accuracy of

0.824± 0.035 and weighted F1-score of 0.822± 0.033. For the direct prediction methods, fusion

by concatenation had the highest F1-score of 0.752 ± 0.045. Fusion by addition achieved the

best accuracy of 0.781 ± 0.084 while the highest AUC was achieved by self-attention fusion,

with a value of 0.876± 0.010.
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Table 5.3: Test set mean AUC, Accuracy, and weighted F1-Score across 5-folds ± standard
deviation moderate-1/moderate-2 vs poor/very poor using 10X magnification patches

Method AUC Accuracy F1-Score

Part Prediction - 0.788 ± 0.069 0.789 ± 0.069

Direct(Primary Site Only) 0.820 ± 0.011 0.725 ± 0.012 0.717 ± 0.007

Direct+Concat 0.829 ± 0.023 0.725 ± 0.013 0.720 ± 0.009

Direct+Avgpool 0.833 ± 0.053 0.706 ± 0.042 0.661 ± 0.093

Direct+Hadamard 0.760 ± 0.062 0.675 ± 0.064 0.585 ± 0.130

Direct+Addition 0.856 ± 0.030 0.756 ± 0.054 0.739 ± 0.079

Direct+Self-attention 0.864 ± 0.015 0.769 ± 0.025 0.760 ± 0.028

Table 5.4: Mean Accuracy, and weighted F1-Score across 5-folds ± standard deviation
moderate-1 vs moderate-2 vs poor/very poor using 20X magnification patches

Method AUC Accuracy F1-Score

Part Prediction - 0.703 ± 0.034 0.709 ± 0.036

Direct(Primary Site Only) 0.764 ± 0.022 0.519 ± 0.032 0.498 ± 0.029

Direct+Concat 0.741 ± 0.020 0.550 ± 0.064 0.529 ± 0.111

Direct+Avgpool 0.779 ± 0.027 0.569 ± 0.072 0.493 ± 0.104

Direct+Hadamard 0.709 ± 0.042 0.519 ± 0.064 0.452 ± 0.074

Direct+Addition 0.739 ± 0.027 0.575 ± 0.015 0.554 ± 0.093

Direct+Self-attention 0.772 ± 0.041 0.581 ± 0.064 0.554 ± 0.071

Table 5.5: Mean Accuracy, and weighted F1-Score across 5-folds ± standard deviation
moderate-1/moderate-2 vs poor/very poor using 20X magnification patches

Method AUC Accuracy F1-Score

Part Prediction - 0.824 ± 0.035 0.822 ± 0.033

Direct(Primary Site Only) 0.868 ± 0.024 0.744 ± 0.064 0.705 ± 0.117

Direct+Concat 0.850 ± 0.021 0.763 ± 0.042 0.752 ± 0.045

Direct+Avgpool 0.861 ± 0.059 0.706 ± 0.047 0.665 ± 0.094

Direct+Hadamard 0.752 ± 0.103 0.688 ± 0.97 0.585 ± 0.154

Direct+Addition 0.868 ± 0.017 0.781 ± 0.084 0.752 ± 0.139

Direct+Self-attention 0.876 ± 0.010 0.744 ± 0.013 0.729 ± 0.020
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Figure 5.5: Confusion Matrices for all models trained for prediction between moderate-1,
moderate-2 and poor/very poor classes using 10× patches. Left axis are the true labels and
bottom axis are the predicted labels.
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Figure 5.6: Confusion Matrices for all models trained for prediction between moderate-
1/moderate-2 and poor/very poor classes using 10× patches. Left axis are the true labels
and bottom axis are the predicted labels.
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Effect of Magnification on Model Performance

For the part prediction approach, using 10× magnification patches achieved a higher weighted

F1-score compared to using 20× patches for prediction into three groups. On the other hand,

using 20× patches with the part prediction approach achieved a higher F1-score for prediction

into two groups. All direct prediction approaches performed best using 10× patches for predic-

tion into three groups, while fusion with hadamard product and average pooling both benefited

slightly from 20× for two group prediction.

The results show that using 10× magnification patches produces better results on average

compared to using 20×. This suggests that patches extracted at 10× magnification provide

the best balance between context and detail. The extra detail at the cost of context provided

by higher magnification patches, seems to not be beneficial for prediction of the NPI group.

Additionally, using lower magnifications results in fewer patches extracted per slide which sig-

nificantly speeds up training and inference times. Overall, the results show that using 10×

magnification patches is beneficial for NPI group prediction.

Choice of Loss Function

Cross-Entropy Loss was used for prediction of NPI group, grading and lymph node staging.

However, it could be hypothesised that an ordinal loss function would be better suited to the

task. Using an ordinal loss function, the model prediction is still categorical however classes are

ranked in order and the loss function is weighted by the difference in rank. Using breast cancer

grading as an example, grade 1 is the lowest rank while grade 3 is the highest rank. If an input

sample with ground-truth label grade 3 is predicted as grade 2 this would produce a smaller

loss compared to if a prediction of grade 1 was given. This is because grade 3 is more similar

to a grade 2 case than a grade 1 case. Using cross-entropy the same loss is incurred for an

incorrect prediction of grade 2 and grade 1. The use of an ordinal loss was experimented with,

specifically the method described in [35]. In the proposed approach the output of the model

is no longer passed through a softmax but instead each individual output is passed through

a sigmoid layer. This means each output node gives a value between 0 and 1. Additionally,

the labels for data samples are changed to the form (1, 1, ..., 1, 0, 0) in which the elements up
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to class k are ones and the rest are zeros. The loss is then given by the mean squared error

between the output neurons Oi and the targets ti. The classifier effectively must predict for

the current class and all classes before it in the ranking. Therefore, for a target of (1, 1, 1) a

greater loss is produced for an output of (1, 0, 0) compared to (1, 1, 0).

However, from the experiments this form of ordinal loss function did not outperform the

standard cross-entropy approach. Using the direct approach with self-attention fusion for

moderate-1 vs moderate-2 vs poor/very poor group prediction with the ordinal loss on the

validation sets achieved: AUC of 0.638±0.096, accuracy of 0.529±0.094 and weighted F1-score

of 0.510 ± 0.112. In comparison, with the cross-entropy loss, the performance was: AUC of

0.655±0.103, accuracy of 0.544±0.060 and weighted F1-score of 0.527±0.075. Similarly, using

ABMIL with the primary site alone, the validation performance with ordinal loss was: AUC of

0.607 ± 0.087, accuracy of 0.534 ± 0.119 and weighted F1-score of 0.499 ± 0.172. With cross-

entropy loss performance was: AUC of 0.681 ± 0.085, accuracy of 0.598 ± 0.062 and weighted

F1-score of 0.594± 0.060.

Number of Attention Blocks

The number of attention blocks used in the direct prediction approach did affect model per-

formance. All results presented used a single attention block which took as input both the

primary tumour patches and the lymph node patches. However, the use of 2 attention blocks

was also explored. In this setup the first attention block would only process the primary site

patches while the second block would process the lymph node patches. Results for the 2 at-

tention block setup versus a single attention block can be seen in Table 5.6. Although using 2

attention blocks produced a slightly higher weighted F1-score on the validation set, in all cases

both approaches were within 1 standard deviation of each other. Therefore, the single attention

block approach was chosen due to the simpler model architecture resulting in fewer parameters

and lower memory requirements.
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Table 5.6: Validation set mean weighted F1-Score across 5-folds ± standard deviation moderate-
1 vs moderate-2 vs poor/very poor using 10X magnification patches

Model 1 Attention Block 2 Attention Block

Direct+Concat 0.571 ± 0.084 0.567 ± 0.084

Direct+Avgpool 0.541 ± 0.103 0.553 ± 0.072

Direct+Hadamard 0.510 ± 0.086 0.569 ± 0.082

Direct+Addition 0.554 ± 0.102 0.579 ± 0.070

Direct+Self-attention 0.527 ± 0.075 0.529 ± 0.075

5.5.2 Interpretability and Attention Heatmap Visualisation

To visualise and understand the relative importance of each patch in the WSI to the final

classification, attention heatmaps can be generated by converting the attention scores from the

attention block for the predicted class of the model into percentiles. These normalised scores

can then be mapped to their corresponding spatial location in the original slide. Fig 5.7 shows

an attention map for a primary tumour and lymph node pair from each class. For each class the

primary tumour image is shown on the top and the lymph node image is shown below. For each

image three patches with the highest attention and three patches with the lowest attention are

displayed alongside. The attention approach is capable of detecting the tumour tissue regions

within both the primary site and lymph node. This is done without the need for ground-truth

annotations and only using the NPI group label. Additionally, even though the same attention

block processes both the primary tumour and lymph node images, the approach is still able

to identify malignant tissue in both image types, despite the difference in appearance. In the

moderate-1 case high attention is given to regions of dense, irregular nuclei within the primary

tumour while low attention is given to fat stromal regions. In the corresponding lymph node

the high attention patches highlight regions or cancerous nuclei with large quantities of tumour

infiltrating lymphocytes (TILS), indicating the immune response to the metastasis. In the

moderate-2 cases a comparatively smaller tumour is found within the centre of the primary

tumour slide. High attention is given to this region despite the majority of the slide containing

stromal tissue and several healthy glands. Attention is also given to smaller regions of invasive,
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as well as in-situ carcinoma above the largest tumour region. Within the lymph node high

attention patches contain irregular epithelial cells indicating metastatic cancer. Similar to the

moderate-1 case, TILS are present within these patches, although not as prevalent. In the

poor case regions of irregular infiltration of tumour cells within the breast tissue are given the

highest attention. There is no formation of tubule structures and counts of mitotic figures are

high indicating a higher grade cancer. Within the lymph node, regions or large epithelial cells

with nuclear irregularity are given high attention within the lymph node. The high attention

regions also contain high counts of mitotic figures and very few TILS which suggests the presence

of an aggressive cancer. Similar to all cases the lowest attention is given to fat, stromal regions

which contain limited prognostic information.

Does the direct approach encode for Grade and Lymph Node stage?

The direct prediction approach aimed to predict the NPI group directly from the slides without

additional information from the grade and lymph node stage labels. However, determining

whether these factors can be discovered from the learned model features could provide greater

interpretability and utility to the model explanations. To achieve this, principles from concept

attribution methods (section 2.6.4) were used.

To determine if a model layer has learned the concepts of grade and lymph node stage,

linear probing can be used. For this, a linear model can be fitted to the bag embeddings to

determine if the concepts of grade or lymph node stage have been learned. The degree to which

a linear model can predict the presence of certain concepts indicates how well the model can

recognise them. A Support Vector Machine (SVM) with hinge loss and L1 regularisation was

used for this. The SVM was fitted to predict either grade or lymph node stage using the bag

embeddings from either the primary tumour site, lymph node or their combined output after

concatenation, average-pooling, addition, hadamard product or self-attention head. The model

weights were frozen during this, and only the SVM was trained.

For prediction of the grade concept, only fusion by self-attention achieved an accuracy and

weighted F1-score greater than 0.5 using the primary site embedding. This suggests that this

concept was not recognised. No methods using the combined embedding achieved a high enough

accuracy or F1-score to suggest the concept of grade was learned. Surprisingly, fusion by ad-



108 CHAPTER 5. WEAKLY-SUPERVISED LEARNING FOR NPI PREDICTION

Figure 5.7: Visualisation of attention heatmaps for a) moderate-1, b) moderate-2, c) poor and d)
very poor prognosis cases. Attention maps are taken from the ABMIL with self-attention model
trained for classifying between moderate-1/moderate-2 and poor/very poor cases. Left column
shows primary tumour site and lymph node pairs. Middle column shows overlaid attention
heatmaps. Blue indicated low attention, white indicated moderate attention and red indicated
higher attention. Right column shows the three patches with the highest attention (red border)
and three patches with the lowest attention (blue border) for the primary tumour and lymph
node.
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dition achieved an accuracy and weighted F1-score of 0.582 and 0.563 respectively for grade

prediction using the lymph node embedding. For lymph node stage prediction all approaches

were able to distinguish between lymph node stages when using the lymph node embeddings.

Fusion by self-attention achieved the highest accuracy and F1-score of 0.830 and 0.834 respec-

tively when using the lymph node embedding. A summary of these results can be seen in Fig

5.7.

The greater performance on the lymph node staging task over breast cancer grading could be

explained in two ways. First, the task of lymph node staging is likely an easier task compared

to breast cancer grading. This is because the staging was treated as a binary classification

problem as only two different stages were present in the dataset. On the other hand, breast

cancer grading was a three class problem making it slightly more different especially when

grade 1 was very under represented in the dataset. Second, the results could suggest that the

lymph node bag embeddings are more informative than the primary site embeddings, which

would give greater performance for lymph node staging. This might also explain why using

fusion by addition with the lymph node embeddings achieved the best grading performance.

This could further suggest that the lymph node bag embeddings were more important than the

primary site embedding for NPI group prediction as the lymph node embeddings features are

more informative.
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Table 5.7: Mean Accuracy, and weighted F1-Score across 5-folds ± standard deviation for prediction of breast cancer grade and lymph
node stage from the embeddings learned through direct prediction of NPI group.

Primary Lymph Combined
Method

Acc F1 Acc F1 Acc F1

Grade

Direct(Primary Site Only) 0.267 ± 0.225 0.200 ± 0.219 - - - -

Direct+Concat 0.212 ± 0.124 0.150 ± 0.130 0.478 ± 0.172 0.472 ± 0.197 0.273 ± 0.131 0.246 ± 0.139

Direct+Avgpool 0.248 ± 0.106 0.210 ± 0.123 0.424 ± 0.133 0.429 ± 0.144 0.448 ± 0.119 0.434 ± 0.172

Direct+Hadamard 0.491 ± 0.205 0.482 ± 0.210 0.406 ± 0.176 0.365 ± 0.157 0.333 ± 0.103 0.278 ± 0.148

Direct+Addition 0.394 ± 0.145 0.366 ± 0.160 0.582 ± 0.181 0.563 ± 0.188 0.406 ± 0.131 0.375 ± 0.174

Direct+Self-attention 0.576 ± 0.057 0.577 ± 0.055 0.273 ± 0.237 0.254 ± 0.248 0.473 ± 0.156 0.442 ± 0.204

LN Stage

Direct(Primary Site Only) - - - - - -

Direct+Concat 0.709 ± 0.133 0.725 ± 0.125 0.745 ± 0.104 0.771 ± 0.093 0.764 ± 0.052 0.781 ± 0.035

Direct+Avgpool 0.655 ± 0.223 0.630 ± 0.257 0.788 ± 0.140 0.784 ± 0.130 0.661 ± 0.098 0.694 ± 0.096

Direct+Hadamard 0.648 ± 0.239 0.633 ± 0.291 0.691 ± 0.164 0.711 ± 0.174 0.527 ± 0.268 0.505 ± 0.309

Direct+Addition 0.667 ± 0.204 0.648 ± 0.198 0.648 ± 0.158 0.676 ± 0.149 0.776 ± 0.128 0.785 ± 0.109

Direct+Self-attention 0.485 ± 0.209 0.478 ± 0.241 0.830 ± 0.062 0.834 ± 0.055 0.836 ± 0.036 0.844 ± 0.029
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5.6 Conclusion

To summarise, two approaches for prediction of the NPI group have been explored and com-

pared. The first approach aimed to predict both grade and lymph node independently and

combined the results with the pathologist reported invasive tumour size to predict the NPI

group. The second approach looked at the potential of directly predicting the NPI group by

combing the primary site and lymph node slide information through late fusion. A range of

fusion operators were explored and the used of addition or a self-attention module proved to

be the best performers.

The first approach achieved superior performance compared to the latter. Models trained

for specific prediction of each component are more tailored to a certain task and can therefore

outperform a more general approach. Additionally, the use of pathologist reported tumour size

benefited performance as this was something the model did not need to account for. How-

ever, this does mean that the approach is not a completely automated prediction tool as the

pathologist is still required to measure the tumour size. On the other hand, direct prediction

of the NPI group does not require any information provided by the pathologist. Instead the

approach is capable of automatically predicting NPI group without needing pathologist input.

Additionally, such an approach used a single primary site WSI and single lymph node image

while in practice a pathologist would need to look at significantly more slides to make a judge-

ment. Therefore, such a method could reduce the number of slides required per patient. The

approach does suffer from weaker performance however and is not capable of predicting patient

grade. Prediction of lymph node stage was found to be possible by training a new classifier on

the lymph node slide embeddings produced by the model.

This work has built upon other data fusion methods by exploring the use of combining a

patient’s primary site and lymph node information. By introducing data fusion, model perfor-

mance was increased compared to using a single slide. Combining multiple slides from a single

patient might have a real benefit and should be explored further for other tasks such as survival

analysis. NPI group is an established indicator for patient 10-year survival suggesting that the

benefits of combining slides shown here is relevant to the area of survival analysis.

Overall, the performance of neither approach is adequate for clinical deployment. The
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dataset size was a limiting factor with only 163 sample pairs. Additionally, some classes were

underrepresented such as the good prognostic group or cases with a lymph node stage of 1 (no

cancer in lymph nodes). In order to improve performance a larger dataset would be required

with inclusion of underrepresented classes. Additionally, more sophisticated approaches to the

multiple instance problem could be explored such as graph neural networks or transformers

which account for spatial location and dependencies between patches.



Chapter 6

Cross-Attention Multiple

Instance Learning

6.1 Introduction

Although attention-based approaches provide some insight into the model’s decision making

this is often restricted to a heatmap of important instances. Prototype-based MIL approaches

have been proposed to provide greater interpretability [165, 145, 117, 58]. Similar to bag-of-

words approaches, prototype-based MIL represents a WSI by comparing it against a set of

prototypes. The aim is for each prototype to capture a different morphology within the slide.

Here a morphology refers to both homogeneous regions, containing a single tissue type with

cells of similar size and shape, as well as more complex structures, a region of both tumour and

stroma, or regions of tumour infiltrating lymphocytes which would contain a variety of cellular

types. The WSI can then be represented as the histogram of counts of different prototypes

which can be used for classification. Alternatively, the features from different morphological

slide regions can be aggregated together or their spatial arrangements can be considered.

Here a prototype-based MIL approach is proposed. A set of prototypes, or queries, are

learned and then compared against patches from a WSI. This represents a slide as regions

with different tissue and cell structures. An attention mechanism is subsequently used to

113



114 CHAPTER 6. CROSS-ATTENTION MULTIPLE INSTANCE LEARNING

determine the saliency of each morphological region towards the final prediction. This work

differs from other prototype-based MIL approaches in several ways. First, while other methods

pre-compute the prototypes, usually through unsupervised clustering (e.g k-means), here the

set of prototypes are learned end-to-end. This allows for more refined prototype creation.

Secondly, patches are often only assigned to the most similar prototype in the dictionary,

however here patches are represented as a weighted assignment to each prototype. This is

important, particularly at lower magnifications, when patches can contain multiple tissue and

cell types and therefore cannot be represented by a single prototype. Finally, the use of a

cross-attention layer provides the benefit of a learnable similarity measure between patches and

prototypes, as apposed to a fixed metric such as euclidean distance. The approach is validated

on both lung cancer sub-type prediction and breast cancer grading and competitive performance

with other SOTA MIL approaches is found.

The main contributions of this chapter are: (1) A prototype-based MIL approach based on

cross-attention is proposed to provide greater interpretability to MIL methods. (2) Unlike other

prototype-based MIL approaches, here the prototypes are learned end-to-end during training

removing the requirement for a prototype discovery step. In addition, the patches from a WSI

are represented as a weighted assignment to each prototype and a learnable similarity measure

is introduced. (3) The Cross-Attention MIL achieves comparable performance to other SOTA

MIL methods on lung cancer sub-type prediction and achieves superior performance in breast

cancer grading.

6.2 Related Works

There is increasing interest in the role prototypes can play within MIL methods. Prototypes can

help increase model interpretability by disentangling the WSI into core components, they can

help refine the feature space to cluster around key morphological structures and also detect rare

cases. To increase model interpretability, Vu et al [145] proposed the Handcrafted Histological

Transformer (H2T) for unsupervised representation learning of WSI. They took inspiration

from the design choices behind the popular transformer architecture and used prototypes for

their unsupervised representations. The method first extracts a set of prototypical patterns
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using a set of reference WSI. In inference, WSI are projected against the learned prototypical

patterns. The patterns across the slide can then be summarised for downstream tasks. Several

methods are used to summarise the patterns such as a co-occurrence matrix or a CNN. Yu

et al [165] introduced the Prototypical multiple instance approach specifically for prediction

of lymph node metastasis with a focus on improving detection of micro-metastases, which are

smaller tumour cell clusters with a diameter of 0.2mm to 2mm. The method was inspired

by the traditional Bag-of-visual-words (BoVW) [76] which uses the occurrence of counts of a

vocabulary of local image features to encode an image. They use a prototype discovery module

to learn a set a prototypes via clustering the latent features. They then represent a slide as

a histogram of assignment maps for each patch against each prototype. They use a learnable

similarity metric inspired by metric learning to determine the similarity between a prototype

and a patch. The similarity assignment vector is then used for classification. This prototypical

MIL outperformed other methods such as ABMIL and DS-MIL in micro-metastases detection.

6.3 Methods

6.3.1 Overview

Patches x are extracted from tissue regions within the slide, which can then be represented

as X = {x1, ..., xL} where L can vary in size. Following conventional MIL approaches, each

patch is first processed using a ResNet-50 [60] pretrained on ImageNet. This reduces each

image patch to a feature embedding h ∈ Rd where d is the size of the embedding vector. For a

given WSI, each patch feature vector hj , where j is the index of the patch, is passed through

a FC layer to reduce it to a size d′ which is then compared against a set of m prototypes

P = {pn}mn=1. This produces a set of similarity scores determined using the cross-attention

layer. For each prototype, the similarity scores between it and all patches are passed through a

softmax function. This returns m heatmaps displaying the assignment of each prototype across

the WSI. For each prototype, the similarity scores are used to compute a weighted average with

each patch vector. This produces feature vectors C = {cn}mn=1. These feature vectors therefore

represent the slide information most similar to the prototype. Finally an attention mechanism
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is used to determine what slide information is most important for a particular classification.

This works by, for each class cls, returning an attention coefficient acls,n for each feature vector

cn. A weighted average of all feature vectors is produced to generate the final slide feature

vector per class. The attention coefficients are calculated using multi-branch attention [98] and

the final slide feature vector per class is given by

zcls =

m∑
n=1

acls,ncn (6.1)

where:

acls,n =
exp{Wcls(tanh(V c⊤n )⊙ sig(Uc⊤n ))}∑m

j=1 exp{Wcls(tanh(V c⊤j )⊙ sig(Uc⊤j ))}.
(6.2)

Here V , U are weight matrices shared across all classes however Wcls are parallel branches equal

to the number of classes. This allows for identification of the important slide features per class.

This results in a slide feture vector per class which are passed through independent classifier

layers resulting in a score for each class. The full architecture can be seen in Fig 6.1.

6.3.2 Cross-Attention Layer

To assign patches to different prototypes a cross-attention layer is used, inspired by the self-

attention method in transformers. Here a set of prototypes are queried against the slide to

locate the expression of different morphologies. To do this, first the patch embeddings are

mapped to a key K and value V vector using linear layers Wk ∈ Rd×d′
and Wv ∈ Rd×d′

. Then

a set of prototypes are initialised to m random vectors of length d′ before training. The output

of the slide when queried against a particular prototype pn is therefore

cn = softmax(
pnK

⊤
√
d′

)V (6.3)

where K and V are the key and values vectors for each patch and
√
d′ is a scaling factor. The

output of the cross-attention layer can be thought of as a vector which summaries the slide

information most similar to a particular prototype. By visualising the similarity scores for each

prototype the slide can be segmented into distinct regions containing distinct cell and tissue

structures.
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6.3.3 Prototype Learning

To learn a range of prototypes which resemble distinct morphologies two terms are added to

the loss function when training. Alongside cross-entropy for the classification loss, a cluster

loss [52] and orthogonality loss [146] are included. Both loss terms help create diverse and

relevant prototypes which activate across different slide regions. The cluster loss encourages

each prototype to be the most similar to at least one patch within a WSI. To achieve this,

for each patch, the similarity score between it and each prototype is softmaxed returning m

similarity maps sm ∈ S where S = softmax(PK⊤
√
d′ ). Then the maximum similarity score for

each prototype across the slide is taken. This gives m maximum scores which are then averaged

to return the loss given by,

Lclst = − 1

m

m∑
n=1

maxsn∈S(sn) (6.4)

The orthogonal loss encourages each prototype to be orthogonal to one another and thus pro-

motes diversity between prototypes. The orthogonal loss forces the matrix multiplication of

each pair of prototype vectors to be as close as possible to the identity matrix. This is given

by,

Lorth = ||PP⊤ − I||2 (6.5)

where I is the identity matrix and P are the prototypes which are normalized to unit length.

The final loss function is therefore,

L = LCE + λclstLclst + λorthLorth (6.6)

6.4 Experiments

The Cross-Attention MIL is validated on two histopathology WSI classification tasks and the

results are compared against several other SOTA methods [98, 67, 122]. Additionally, the

end-to-end prototype learning is compared against k-means clustering on the training set.
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Figure 6.1: Illustration of the proposed Cross-Attention MIL. Patches x are extracted and
passed through a ResNet50 f pretrained on ImageNet. The patch embeddings h are then
mapped to a set of keys and values. The keys are compared against a set of m prototypes and
the values are multiplied by the resulting similarity scores. This produces m vectors C which
are passed through an attention block to determine the features associated with each class.
.
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6.4.1 Datasets

To validate the proposed Cross-Attention MIL approach two classification tasks as performed.

The first task is lung cancer sub-type classification (https://portal.gdc.cancer.gov/). For this

data from TCGA open-access portal was used. This dataset is summarised in chapter 3. The

second task is prediction of breast cancer grade between low/moderate (grade 1 & grade 2)

and high grade (grade 3) cases. For this we use 163 WSI obtained from LTHT. The dataset

contains 11 low grade slides, 99 moderate grade slides and 53 high grade slides. Due to the

limited number of low grade slides they were combined with the moderate grade class. This

effectively made the classification problem low/moderate grade vs high grade. For both datasets

non-overlapping patches of size 256 × 256 pixels were extracted from all non-background slide

regions. Patches are extracted at both 10× and 20× magnification to evaluate the proposed

approach at different magnifications.

6.4.2 Implementation Details

In each dataset 80% of samples were used for training and validation while the remaining 20%

were used for testing. 5-fold cross validation was also implemented. Adam optimiser was used

with a fixed learning rate of 1× 10−4 and a weight decay of 1× 10−5. Cross Entropy Loss was

used for the slide label loss. The models were trained for a maximum of 30 epochs. To determine

the optimal hyperparameters, different numbers of prototypes were swept over {6, 8, 10, 12},

as well as several coefficients for the cluster cost {0.2, 0.4, 0.6, 0.8, 1.0} and orthogonality cost

{0.2, 0.4, 0.6, 0.8, 1.0}. The hyperparameters with the best performance on the first fold of the

validation set were selected for testing and can be seen in Table 6.1.

For comparison with ABMIL and CLAM, the same optimiser, learning rate and weight decay

were selected. Additionally, the bag weight in CLAM was set to 0.7. For training of TransMIL

the Lookaheadoptimizer [172] was deployed with a learning rate of 2× 10−4 and weight decay

of 1 × 10−5 as recommended in their work. Training was implemented with a single NVIDIA

V100 GPU on the Advanced Research Computing 4 (ARC4) system at the University of Leeds.

The models were implemented in PyTorch [108].
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Table 6.1: Selected hyperparameters for Cross-Attention MIL

Experiment Prototypes Cluster (λclst) Orthogonality (λorth)

Lung 10× 8 0.8 1.0

Lung 20× 12 0.2 1.0

Breast 10× 8 0.6 1.0

Breast 20× 12 1.0 1.0

6.5 Results and Discussion

6.5.1 Cross-validated Model Performance

The performance of Cross-Attention MIL compared with other methods for lung cancer sub-

type prediction, can be seen in Table 6.2. The results show that the Cross-Attention approach

slightly outperforms the other benchmark methods with ≈ 1% increase in accuracy and F1-

score over TransMIL and CLAM and a much smaller increase over ABMIL. Using patches at

20× magnification, ABMIL was the best performing method achieving the highest accuracy

and weighted F1-score. Cross-Attention MIL did achieve the joint highest AUC of 0.929 along

with TransMIL. Cross-Attention MIL was still within two standard deviations of ABMIL and

is therefore still competitive with other SOTA methods.

For breast cancer grading (Table 6.3) Cross-Attention MIL at 10× achieves a significantly

higher performance compared to the other methods. Cross-Attention MIL achieved an increased

accuracy of ≈ 6% compared to CLAM, ≈ 1% compared to ABMIL and ≈ 7% compared to

TransMIL. The weighted F1-score also increases by ≈ 5% over CLAM, ≈ 3% over ABMIL and

≈ 6% over TransMIL. However, at 20× magnification CLAM outperformed Cross-Attention

with a ≈ 1% increase in weighted F1-score. Cross-Attention MIL was still the second best

performing method for breast grading using 20× patches with a ≈ 3% increase in weighted

F1-score over ABMIL and ≈ 1% over TransMIL. From both datasets it is clear that Cross-

Attention MIL achieves better performance when using lower magnification patches. All other

methods also perform better with 10× magnification patches. This agrees with the findings

in section 5.5.1 and further suggests that 10× magnification patches provide the best balance
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Table 6.2: Test set mean AUC, Accuracy, and weighted F1-Score across 5-folds ± standard
deviation for LUAD vs LUSC classification

Magnification Method AUC Accuracy F1-Score

10×

ABMIL 0.920 ± 0.008 0.873 ± 0.020 0.873 ± 0.020

CLAM 0.917 ± 0.010 0.867 ± 0.008 0.867 ± 0.008

TransMIL 0.925 ± 0.011 0.864 ± 0.018 0.863 ± 0.018

Cross-Attention 0.936 ± 0.012 0.875 ± 0.019 0.875 ± 0.019

20×

ABMIL 0.928 ± 0.009 0.869 ± 0.011 0.869 ± 0.012

CLAM 0.927 ± 0.009 0.861 ± 0.008 0.861 ± 0.008

TransMIL 0.929 ± 0.015 0.848 ± 0.014 0.848 ± 0.014

Cross-Attention 0.929 ± 0.006 0.857 ± 0.006 0.857 ± 0.007

between context and detail.

The lower performance of TransMIL on the breast cancer grading dataset is surprising,

particularly when using using 10× magnification patches. The lower performance could be due

to the smaller dataset in comparison to the lung dataset. TransMIL might require more data

to train as dependencies between patches must be learned compared to other methods. It is

likely the case that, had there been more data for breast cancer grading, TransMIL would have

performed better or similar to other approaches.

In general, the models all perform equivalently on the lung sub-typing task while perfor-

mance was more varied for the breast grading task. This is likely for two reasons. The first

is that lung sub-typing is an easier task as each sub-type displays a distinct morphological

pattern. Breast cancer grading is instead a spectrum where some features can be shared across

grades while others might differ. This might make grading a more difficult task with more

variation. Secondly, the lung sub-typing dataset has more slides available for training and

evaluation which means that all models will likely perform better across the board. Therefore,

this could suggest that one benefit of Cross-Attention MIL is the ability to perform better on

smaller datasets compared to other methods.
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Table 6.3: Test set mean AUC, Accuracy, and weighted F1-Score across 5-folds ± standard
deviation for low/moderate vs high breast cancer grade classification

Magnification Method AUC Accuracy F1-Score

10×

ABMIL 0.720 ± 0.022 0.745 ± 0.031 0.731 ± 0.047

CLAM 0.707 ± 0.030 0.700 ± 0.027 0.715 ± 0.026

TransMIL 0.727 ± 0.033 0.685 ± 0.091 0.698 ± 0.082

Cross-Attention 0.725 ± 0.015 0.758 ± 0.000 0.761 ± 0.009

20×

ABMIL 0.692 ± 0.029 0.679 ± 0.041 0.641 ± 0.041

CLAM 0.683 ± 0.029 0.679 ± 0.071 0.686 ± 0.055

TransMIL 0.734 ± 0.019 0.648 ± 0.071 0.666 ± 0.063

Cross-Attention 0.702 ± 0.027 0.703 ± 0.048 0.673 ± 0.051

6.5.2 Model Interpretability

To interpret a model decision, the attention heatmaps can be visualised to determine which slide

regions were the most influential. Additionally, the prototype assignment maps can be shown

as well. This map shows the closest prototype to each patch providing an understanding of

the different tissue regions within a slide. To create the attention heatmaps, the final attention

value of a patch is given by the sum of each prototype’s attention value multiplied by the

similarity between the patch and the prototype.

An example for prediction of both lung sub-types can be seen in Fig 6.2 along with images

of the closest patch to each prototype from the image. Looking at the closest patches to

each prototype, numbered from left to right with the left most patch being number 1 and

the right most patch being number 8, prototypes 2 and 4 contain malignant tumour cells.

Prototype 1 looks for regions of adipose. Prototype 5 contains regions of connective tissue and

prototype 8 also shows regions of connective tissue but with the presence of red blood cells.

The heatmaps appear to localise the tumour regions in both cases with prototype 2 receiving

the most attention.

An example for prediction of both grade 2 and grade 3 breast cancer can be seen in Fig

6.3. From the figure it can be seen that prototype 2 contains high densities of tumour cells.

Prototype 8 contains immune cells as well as some tumour cells showing an immune response

to the cancer. Prototypes 1, 3 and 7 contain connective tissue with varying amounts of adipose.
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Figure 6.2: Cross-Attention MIL attention maps for LUAD and LUSC cases. Top: (Left) Orig-
inal WSI, (Middle) prototype similarity map, (Right) attention heatmap with higher attention
in red and lower attention in blue. Bottom: this shows an example patch closest to each pro-
totype. Borders around each example patch refer to their location in the prototype similarity
map.
.

Prototypes 4, 5 all contains dense connective tissue with varying amounts of epithelial, tumour

and lymphatic cells. Prototype 6 is also stromal tissue but with very low density of cells. The

attention heatmaps localise well the tumour regions within the slide thus giving prototype 2

the highest attention in both grade 2 and grade 3 cases.

In addition to the visualised attention heatmaps, the average attention given to each pro-

totype representation cn across each class can be found. This provides a global explanation

instead of a local one, allowing for an understanding of the important prototypes per class. For

Lung cancer sub-type prediction using 10× patches, the average attention for each prototype

can be seen in Fig 6.4. This figure shows the results on the test set using the model trained
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Figure 6.3: Cross-Attention MIL attention maps for a grade 2 and grade 3 cases. Top: (Left)
Original WSI, (Middle) prototype similarity map, (Right) attention heatmap with higher at-
tention in red and lower attention in blue. Bottom: this shows an example patch closest to
each prototype. Borders around each example patch refer to their location in the prototype
similarity map.
.
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Figure 6.4: Box plots of attention score per prototype. Left is for LUAD predictions. Right is
for LUSC predictions.
.

using the first fold. From the boxplots it can be seen that prototype 2 has a much higher median

value for LUSC predictions compared to LUAD ones. The median of prototype 2 for each class

also lies outside the interquartile range of the opposing boxplot suggesting a large difference

between the two groups. Prototypes 1 and 8 show a higher median for LUAD predictions com-

pared to LUSC predictions where the median is almost 0. For Breast cancer grading using 10×

patches, the average attention for each prototype can be seen in Fig 6.5. Here prototype 2 is

given a much higher attention for higher grade predictions compared with low and moderate

grade predictions, however is still important for low grade predictions just to a lesser degree.

All other prototypes are given a small amount of attention (< 0.2) for low and moderate grade

predictions and almost 0 attention for high grade predictions.

Prototype Similarity map features

As outlined in section 2.6.4 various methods have evaluated human-interpretable features for

different diagnostic tasks. These methods often first require prediction of predetermined tissue

and cell types. Following this, shape, boundary features or co-localisation of components can

be extracted as features for prediction tasks. However, these approaches often require large

amounts of labelled data for accurate segmentation and classification as well as knowledge of

the features that will likely be of interest. Prototype similarity maps could be used to extract
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Figure 6.5: Box plots of attention score per prototype. Left is for Grade 1 & 2 predictions.
Right is for Grade 3 predictions.
.

similar metrics, such as co-localisation features or amounts of certain slide morphologies, but

without the need for large sets of annotated data or initial domain knowledge. Therefore,

in this section the prototype similarity maps are assessed for their ability to extract human-

interpretable features.

To do this, several slide level features were measured and the difference between the features

per class were found. To extract features from a slide, first each patch is assigned to the closest

prototype and then projected back to the patch coordinates in the original image to create a

heatmap of prototype assignments. This creates a grey-level image where each pixel represents

a single patch and the value is an integer indicating the prototype number the patch is most

similar to, this grey-level image is identical to the prototype similarity maps seen in figures

6.2 and 6.3. From the grey-level image, the GLCM was calculated. This matrix is an N by

N matrix where N is the number of prototypes. Each cell in the matrix is the number of

times a pixel with intensity value i is separated from another pixel with intensity value j at a

particular distance k in a certain direction d. Here, the distance was set to 1 pixel and each

of the 8 directions around the pixel were used. The matrix was then normalised to return

the normalised co-occurrence matrix. From this matrix several statistics can be derived which

provide information about the texture of the image. Here the contrast, homogeneity, angular

second moment (ASM) and correlation were calculated. Welch’s t-test was used to determine
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if there was any difference between these features depending on the slide label. The contrast

feature measures the intensity contrast between a pixel and its neighbour over the whole image

with a constant image having a contrast of 0. Homogeneity returns a value that measures

the closeness of the distribution of elements in the GLCM to the diagonal of the GLCM. The

ASM, also known as the energy, measures the sum of the squared elements in the GLCM with

a value of 1 given for constant images. Correlation measures how correlated a pixel is to the

neighbouring pixels over the whole image.

For Lung sub-type prediction all features except for homogeneity were significantly differ-

ent between LUAD and LUSC cases (P< 0.05). LUAD cases had a higher mean contrast

(0.488± 0.200) compared to LUSC cases (0.427± 0.144) and there was a significant difference

(t(1051)=5.68, p< 10−7). LUAD cases had a higher mean ASM (0.280 ± 0.097) compared

to LUSC cases (0.262± 0.074) and there was a significant difference (t(1051)=3.45, p< 10−3).

LUAD cases also had a higher mean ASM (0.280±0.097) compared to LUSC cases (0.262±0.074)

and there was a significant difference (t(1051)=3.45, p< 10−3). LUAD cases had slightly lower

mean correlation (0.948 ± 0.068) compared to LUSC cases (0.950 ± 0.066) and there was a

significant difference (t(1051)=-5.26, p< 10−6). However, there was not a significant difference

between the homogeneity in either group (t(1051)=0.14, p=0.89). In addition, the percentage

of counts of each prototype between LUAD and LUSC cases can be measured. LUSC cases had

a higher average percentage of prototype 2 (0.25±0.15) compared with LUAD (0.20±0.14) and

was significantly different (t(1051)=-4.48, p< 10−5). LUAD cases had a slightly higher average

percentage of prototype 1 (0.15 ± 0.14) and prototype 8 (0.11 ± 0.11) compared with LUSC

cases, with both difference being significantly different, (t(1051)=4.63, p< 10−5, t(1051)=4.60,

p< 10−5). The average count of all other prototypes was not found to be significantly different

between LUAD and LUSC cases.

For breast cancer grading, a similar analysis was performed. None of the GLCM features

were found to be statistically different between low/moderate and high grade cases using Welch’s

t-test (all p values > 0.05). This suggests that the textural appearance of prototype similarity

maps are similar between low/moderate and high grade cases. As the lung dataset was much

larger than the grading dataset it could be the case that more WSI of breast cancer would

be needed to determine if there was a statistical difference. For counts of prototypes across a
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slide there was a significant difference is the percentage of prototypes 1, 2 and 5. These are for

regions of adipose, dense tumour and stromal tissue. The most interesting factor here is that

the average percentage of patches closest to prototype 2 in higher grade cases (0.376 ± 0.194)

is greater than in low/moderate grade cases (0.260 ± 0.175) and was significantly different

(t(161)=-3.65, p< 10−3).

6.5.3 Ablation Study

To understand the importance of the different elements of Cross-Attention MIL an ablation

study was performed. The first experiment investigates the contribution of the cluster loss

and orthogonality loss on model performance and prototype discovery. The second experiment

compares the cross-attention head against a prototype discovery step which discovers the pro-

totypes through k-means clustering. Tables 6.4 and 6.5 show the results with and without the

cluster loss and orthogonality loss on the test set for lung sub-typing and breast grading respec-

tively. For consistency, the coefficients for both the cluster loss and orthogonality loss were set

to a value of 1.0 and a total of 8 prototypes were used. From the results the best performance

is achieved with the inclusion of both loss terms, especially for breast cancer grading where

there is an 6.7% increase in accuracy and 5.2% increase in F1-score when using the additional

loss terms. However, model performance is not vastly superior to the case where the losses

are not included for the lung sub-typing dataset. Instead, the main benefit of the additional

loss terms is in the model interpretability. Inclusion of the extra loss terms results in more

diverse prototype discovery. To visualise this, the prototype similarity map, for a LUAD case,

produced with and without the cluster loss and orthogonality loss can be seen in Fig 6.6. From

the similarity maps it is clear that without the loss terms only two prototypes are found to be

the closest to any of the patches within the image.

Table 6.6 shows the results using the k-means based prototype discovery step. In this

step, prototype vectors are initially learned through k-means clustering instead of through

model training. To learn the lung sub-typing prototype vectors, first 20 patches are randomly

sampled from each slide in the training set and features are extracted at 10× magnification

using a ResNet-50 pretrained on ImageNet. Then k-means is used to cluster the vectors using 8
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Table 6.4: Ablation experiments for additional loss terms. Results are the average across 5
folds for LUAD vs LUSC classification using the test set.

Method AUC Accuracy F1-Score

Cross-Attention w/o losses 0.932 ± 0.003 0.873 ± 0.011 0.873 ± 0.011

Cross-Attention w/ Ortho 0.931 ± 0.004 0.873 ± 0.014 0.873 ± 0.014

Cross-Attention w/ Cls 0.936 ± 0.009 0.868 ± 0.025 0.868 ± 0.025

Cross-Attention w/ Cls & Ortho 0.935 ± 0.012 0.876 ± 0.017 0.876 ± 0.016

Table 6.5: Ablation experiments for additional loss terms. Results are the average across 5
folds for low/moderate grade vs high breast cancer grade classification using the test set.

Method AUC Accuracy F1-Score

Cross-Attention w/o losses 0.715 ± 0.022 0.685 ± 0.045 0.699 ± 0.037

Cross-Attention w/ Ortho 0.714 ± 0.018 0.6691 ± 0.035 0.704 ± 0.027

Cross-Attention w/ Cls 0.719 ± 0.018 0.739 ± 0.031 0.744 ± 0.029

Cross-Attention w/ Cls & Ortho 0.719 ± 0.014 0.752 ± 0.023 0.751 ± 0.024

Figure 6.6: Prototype similarity heatmaps with and without the cluster and orthogonality loss
terms.
.
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Table 6.6: Ablation experiments for k-means based prototype discovery step. Results are the
average across 5 folds for Lung sub-typing and Breast Grading using the test set.

Dataset AUC Accuracy F1-Score

Lung Sub-type 0.924 ± 0.013 0.875 ± 0.013 0.875 ± 0.013

Breast Grading 0.709 ± 0.024 0.691 ± 0.035 0.707 ± 0.032

centroids and these centroids are the new prototypes. To learn the grading prototype vectors,

all patches are sampled from each slide in the training set which is possible here because the

number of slides is much smaller. Then k-means is again used to cluster the vectors using 8

centroids which represent the prototypes. In both cases new prototypes are learned for each

fold and the prototypes are then frozen during training so they do not update. An additional

linear layer is also included with ReLU activation to transform the 1024-dimensional prototype

vectors into 512-dimensions to match the dimensions of the key and value embeddings. The

parameters of this linear layer are updated during training. Comparing the results in Table

6.6 to those from Tables 6.2 and 6.3, the use of the k-means based prototype discovery step

results in a similar performance for lung cancer sub-typing. However, the end-to-end prototype

learning seems to be beneficial over the k-means step when looking at breast cancer grading

performance.

Overall, the addition of the cluster and orthogonality loss terms slightly increase performance

but more importantly increase model interpretability and prototype diversity when learning

prototypes end-to-end. The use of the k-means based prototype discovery step does produce

similar performance for lung sub-typing but reduced performance for breast cancer grading.

Furthermore, the prototype discovery step adds another stage to the approach whereas learning

prototypes end-to-end incorporates it into the training process and can help reduce training

times. The ablation study was performed using 10× magnification patches and results could

be different when patches at different magnification are used.
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6.6 Conclusion

In conclusion, a prototype based MIL approach has been proposed. This method learns a set of

prototype vectors during the training process which each capture a different morphology with

a WSI. A cross-attention head is also used to determine the similarity between each prototype

and each patch within a slide which allows for a learnable similarity metric over something

such as euclidean distance. The methodology was applied to both Lung cancer sub-typing and

breast cancer grading. For the task of lung cancer sub-typing, performance was found to be

comparable to other SOTA methods such as: ABMIL, CLAM and TransMIL. In the case of

breast cancer grading, the proposed approach achieved superior performance compared to the

other methods when using patches extracted at 10× magnification. An ablation study was also

performed to determine the contribution of each element as well as a hyperparameter search to

determine the optimal coefficients for each of the additional loss terms.

The proposed approach provides interpretability into the model decision by using an at-

tention heatmap, similar to the other methods used for comparison. Additionally, the average

global attention given to each prototype can be measured providing a global explanation in-

stead of just a local one. Finally, the prototype similarity maps can be studied to understand

textural features that are different between classes allowing for some understanding over the

underlying biology without requiring detailed annotations.

A limitation of the current work is the lack of dependencies between patch embeddings.

TransMIL utilises a transformer approach to update patch features based on the other patches

within a slide. Incorporating a system like that into this approach could improve performance.

Another limitation is that only one dataset was used for each task, and for the breast grading

dataset specifically, the number of slides used was small. Future work would need to validate the

approach on additional hold out test sets from other institutions to determine the robustness

and generalisability of the proposed method. Although the method can use the prototype

similarity maps to provide global explanations for class predictions in the form of textural and

count based features, the differences are very subtle between classes. The features extracted

from the GLCM were only found to be significantly different between LUAD and LUSC cases,

for breast grading none of the features were significantly different. Contrast was the most
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different between LUAD and LUSC cases with an average difference of 0.061 however this was

smaller than the standard deviation of contrast in both LUAD and LUSC cases. Therefore,

although some insights can be gathered into the variation of tissue structures across a slide,

they are often very subtle and would be hard to use for predicting for certain classes.



Chapter 7

Conclusion

7.1 Summary

This work ultimately aimed to explore interpretable AI methods for breast cancer WSI analysis

which could provide insights into the decision making process and increase trust between the

automated tool and trained pathologists. To summarise each of the chapters in this work:

Chapter 1 introduced the need for CAD tools to provide faster and more accurate cancer

diagnostics, which has been made possible due to the transition towards digital pathology.

This transition is discussed within this chapter along with the many benefits it has brought

about. The challenges which need to be overcome to integrate successful CAD tools into the

work environment are introduced with a focus on model explainability in order to overcome the

“black-box” problem. The main contributions of this work were also highlighted.

In Chapter 2 the origins of cancer and the specific types of breast cancer were introduced.

The methods for diagnosing and understanding the severity of a breast cancer case as well as the

optimal treatment pathways were also discussed. Following this, automated cancer detection

methods from the literature were presented to provide a background on the ways in which these

methods have progressed over time. Hand-crafted features were first introduced including pixel,

object and semantic level features. Following this, more data driven approaches which utilise

DNN architectures were discussed. Supervised, weakly-supervised and unsupervised method-

133
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ologies were introduced as well as their strength and limitations. Finally, the chapter introduced

a taxonomy of explainability before discussing current SOTA methods for explainable AI and

their applications in histopathology.

Chapter 3 describes the various datasets used throughout this work. Four datasets were used

in total, of which three were open source. The fourth dataset was collected from the LTHT

and provided both a patient’s primary tumour slide and a lymph node slide. The methods for

processing the datasets were explained. This involved a discussion of the rationale for including

or removing patients from the dataset as well as the way in which slides were filtered to remove

redundant information and effectively extract patches from each slide.

Chapter 4 investigated Prototypical Part Networks for interpretable diagnosis of both breast

cancer grade and sub-type from ROI extracted from patients slides. The methodology takes

a modern approach to case-based reasoning by providing examples from the dataset similar

to a case in question. Overall, the prototype network performed similarly to the “black-box”

counterparts while providing greater interpretability.

Chapter 5 looked at weakly-supervised methods for prediction of NPI group. ABMIL was

used for both prediction of the individual parts that make up the index as well as for an

end-to-end fusion approach which directly predicted the prognostic group. Prediction of the

individual parts was found to be superior to the direct approach. The direct approach however

has potential to be extended to tasks where only a single label is used for training (e.g grade

or staging not available).

The final work in chapter 6 attempted to combine the prototypes with ABMIL to further

increase the interpretability beyond heatmaps. Unlike similar methods, the method presented

here learned prototypes during the training process which removed the need for a prototype

discovery step. The learned set of prototypes provide a global explanation providing under-

standing of the important prototype per class. Additionally, the spatial arrangements of the

prototype similarity maps can be evaluated, allowing for analysis of texture and prototype

counts across a slide.
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7.2 Contributions and Findings

The main contributions of the work were as follows:

1. Prototypical part networks were investigated for their effectiveness in analysis of ROIs

from histopathology slides in chapter 4. Several modifications were made to the original

implementation. These include the use of average pooling over max pooling, a cosine

similarity metric and inclusion of an orthogonality loss term to increase prototype diver-

sity. Using these modifications, the prototype part network was found to be superior to

similar “black-box” models. The best performing Prototypical Part Network for breast

cancer sub-typing used a ResNet-18 as the backbone, average pooling of the similarity

scores and cosine distance to measure the similarity scores. This achieved a test AUC of

0.948± 0.005 and test ACC of 0.827± 0.018. Using the ResNet-18 backbone without the

prototype layers achieved a test AUC of 0.963± 0.019 and test ACC of 0.775± 0.071. For

breast cancer grading, the best Prototypical Part Network used a ResNet-18 backbone

with average pooling of the similarity scores and cosine distance to measure the simi-

larity scores. This configuration achieved a test AUC of 0.999 ± 0.000 and test ACC of

0.986± 0.005. A baseline ResNet-18 achieved a test AUC of 0.998± 0.001 and test ACC

of 0.974± 0.011.

2. Weakly-supervised methods were used for prediction of NPI group in chapter 5. This is

the first work to predict NPI group from WSI using automated methods. Two distinct

approaches were investigated. The first approach aimed to predict the NPI group by

first assessing the grade and lymph node stage from a patient’s primary site and lymph

node WSI. The grade and lymph node stage were combined with the pathologist reported

invasive tumour size to predict the NPI group. The second approach aimed to predict

the NPI group directly, without first determining grade, lymph node stage or invasive

tumour size. This is a far more challenging problem but offers wider application for other

tasks where multiple labels are not available or it would be time-consuming to produce

them. Additionally, it can be used for patient outcome analysis where the relationships

between bio-markers and outcomes is unknown. For example, for TNBC there is known

relationship between low TILs-tumour and poor prognosis. However, in scenarios where a
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relationship such as this is not known, the direct approach could be beneficial. Overall, it

was found that the approach which predicted the individual index components was found

to be the most accurate. For prediction into moderate-1, moderate-2 and poor/very poor

groups, the best performing part prediction approach achieved a test class weighted F1-

score of 0.822 ± 0.033 while the best performing direct prediction approach achieved a

test F1-score of 0.611± 0.078. For prediction into a combined moderate-1 and moderate-

2 class or poor/very poor class, the part prediction approach achieved a test f1-score of

0.789±0.069 while the best performing direct prediction approach achieved a test f1-score

of 0.760± 0.028.

3. A novel dataset which contains both a patient’s primary site and lymph node image was

used for prediction of NPI group. This is the first dataset used for model development

which contains both types of slide images. The dataset was used to explore the poten-

tial of several fusion operators on top of an ABMIL backbone for WSI analysis. These

fusion operators were fusion by vector concatenation, vector addition, average pooling,

Hadamard-product and self-attention aggregation. The approaches used could be benefi-

cial for additional tasks such as survival analysis where the inclusion of multiple patient

slides could prove extremely beneficial.

4. A prototype based cross-attention MIL approach was introduced in chapter 6 which, un-

like other similar methods, learned prototypes in an end-to-end manner. The approach

provided local explanations through the use of attention heatmaps and global explana-

tions by looking at the average attention given to each prototype. Additionally, this

approach demonstrated that the spatial arrangements and counts of the prototype sim-

ilarity maps could also be explored. Cross-attention MIL achieved an F1-score on the

held out lung cancer sub-type prediction dataset of 0.875± 0.019 using patches extracted

at 10× magnification. ABMIL achieved the second best F1-score of 0.873 ± 0.020 for

the same task using patches at the same magnification. When looking at higher mag-

nification of 20×, the best performing MIL method was ABMIL, achieving a F1-score

of 0.869 ± 0.012. This was slightly higher than cross-attention MIL which achieved an

F1-score of 0.857 ± 0.007. For the task of breast cancer grading, cross-attention MIL
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achieved an F1-score of 0.761 ± 0.009 with ABMIL achieving the second higher score of

0.732 ± 0.047 when using 10× magnification patches. For patches at a magnification of

20×, CLAM achieved the highest F1-score of 0.686± 0.055 while cross-attention MIL got

an F1-score of 0.673 ± 0.051. Overall, the prototype based cross-attention MIL method

was found to perform similarly to other SOTA methods for lung cancer sub-typing but

provided superior performance when grading breast cancer cases compared to current

SOTA methods.

7.3 Limitations

There were several limitations present across the methods used throughout this work.

The first limitation is from the LTHT dataset used in both chapters 5 and 6. With only 163

patients post-processing, the dataset is relatively small which can limit model performance, as

well as make it hard to draw conclusions about the effectiveness of the methods developed. The

dataset also contains an unbalanced class distribution making it difficult to predict for some

cases (Good prognosis, Very Poor prognosis and Grade 1). Finally, the dataset is only from

one institution making it hard to understand how well the methods would generalise to other

patient populations. On top of this, the datasets used in chapter 4 were also small with only

400 images in the BACH dataset and 300 in the breast grading dataset. Fortunately, because

the images are not WSI they are easier to augment which helps to overcome this. To overcome

this limitation, future work would need to compare the methods on larger datasets, preferably

from separate institutions, however this is easier said than done as data can be time-consuming

to collect.

Another limitation was the weakly supervised methods used in 5 and 6. ABMIL was used in

both chapters and provides clear insights into the model decision making process by providing an

attention heatmap explanation. However the method does not consider the relationship between

patches within the slide. To overcome this limitation, more sophisticated methods such as graph

neural networks or transformers could be used which might have produced better results. On

the other hand, the dependencies between instances can make the model prediction harder

to understand as the importance of a patch within a slide is dependent on the neighbouring
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patches as well. For example, transformers make use of self-attention layers which computes

pairwise attention values between each patch in an image. To visualise Transformer models,

these attentions can be considered as importance scores. This is usually done for a single

attention layer. However, it is common for multiple layers to be stacked and simply averaging

the attentions obtained for each patch, would lead to blurring of the signal [25] and would not

consider the different roles of the layers. Additionally, graph neural networks update patch

features through message passing between adjacent patches. Therefore, the importance of a

patch is also based on the importance of neighbouring patches which adds another layer of

complexity. Therefore, future work could build upon the findings here and look to incorporate

patch dependencies and look at explainable AI methods for graphs [166] or transformers.

The interpretable methods explored and introduced in this work have not been tested in

a clinical scenario. Therefore, it will be important for future research to determine the effec-

tiveness of different XAI strategies to assist pathologists with a variety of tasks. Currently, the

benefits of XAI methods have only been hypothesised and they should be effectively evaluated

before being implements. Methods would need to be evaluated for their clarity, faith-fullness

and detail. XAI methods should provide adequate information while being easily understood

and accurately reflect the model decision process.

7.4 Future Work

In future work, the work presented in Chapter 5 could be extended to patient survival analysis.

This would require a follow up on the same cohort of patients used in the initial study. This

work would be beneficial for two reasons. The first is that it addresses a weakness with current

survival analysis methods which only consider the primary tumour. The lymph nodes are

extremely important for understanding breast cancer prognosis and it could be hypothesised

that including them would improve model performance. Incorporating more lymph node slides

per patient could also improve model performance by providing more data. Also, incorporating

other lymph nodes other than the axillary lymph nodes, such as the internal mammary node

would be interesting. However, this would come with it’s own challenges, such are the best way

to aggregate all this additional information so that key features are prioritised. The second
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benefit would be to assess the accuracy of the NPI by comparing the index against the patient

outcomes. It would also be interesting to see if the direct prediction approach trained in 5

agrees with the original NPI group of the patient outcome data. Initial steps have been taken

towards this by following up with the same cohort, however there are currently too few events

for a study to be worthwhile at the present time.

Other future work could look to incorporate dependencies between patches. By doing this

the features could be enriched by considering the surrounding slide morphologies. This could

be done using graph neural networks or through self-attention, similar to transformers. More

specifically, in 6 the final embeddings output from the cross-attention head could be passed

through a self-attention head to consider the dependencies between the prototype features.

This has the potential to improve model performance but would add in extra model parameters

increasing computational and memory costs.

Although the methods presented here have made use of weakly-supervised methods in order

to provide interpretable model predictions, the gold standard would be to provide model expla-

nations in the form of human interpretable features. For this, tissue and cell types would need

to be discovered across the slide. This would allow for identification of features such as cell

densities, tissue ratios and cellular spatial arrangements to understand the biologies present. A

model could then be fitted using these interpretable features allowing for knowledge distillation

and greater human understanding. Some of the work in 6 began to look at this by considering

the GLCM features of the prototype similarity maps and also looked at the counts of different

prototypes. However, the prototypes discovered captured very broad tissue types such as tu-

mour or adipose and did not directly predict for cells and their locations. Future work could

therefore look at using annotated data to extract specific tissues and cells, leading to novel

biomarkers which could be useful for various medical tasks.
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Figure A.1: Top and bottom show prototypes discovered when training with and without the
orthogonality loss respectively. Each row shows the 10 prototypes discovered for each class on
the BACH dataset.
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Figure A.2: Top and bottom show prototypes discovered when training with and without the
orthogonality loss respectively. Each row shows the 10 prototypes discovered for each class on
the Grading dataset.
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Figure A.3: Top and bottom show the prototype similarity maps when using average and max
pooling respectively. Each row shows the 10 prototypes discovered for each class on the BACH
dataset. Each image is the exact image used when visualising a specific prototype.
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Figure B.1: Cross-Attention MIL attention maps for LUAD and LUSC cases using 20× patches.
Top: (Left) Original WSI, (Middle) prototype similarity map, (Right) attention heatmap with
higher attention in red and lower attention in blue. Bottom: this shows an example patch
closest to each prototype.
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Figure B.2: Cross-Attention MIL attention maps for a grade 2 and grade 3 cases using 20×
patches. Top: (Left) Original WSI, (Middle) prototype similarity map, (Right) attention
heatmap with higher attention in red and lower attention in blue. Bottom: this shows an
example patch closest to each prototype.
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