
 

 

 

 

Novel Magnetic Architectures for Next Generation 

Electric Vehicles 

By 

Oliver Joe Found 

 

University of Sheffield 

Materials Science and Engineering 

 

A thesis submitted for the degree of Doctor of Philosophy 

September 2023 

 

  



i 

 

Abstract 

Magnetic materials are an important component in many modern electric motors, utilising 

NdFeB hard magnetic materials as a source of high magnetic flux density. Current methods 

to improve magnetic performance involve the addition of other rare-earth materials, such as 

Dy, to improve coercivity. Minimising the use of rare-earth materials and preventing the 

additional use of more should be the aim in order to achieve these more sustainable goals and 

reduce the social and economic cost associated with these materials. Increasing the 

performance of magnetic materials without the use of rare-earth materials is the motivation 

for this research. 

This thesis will explore the potential of achieving an increased stability using magnetic films 

and a graded magnetisation region in 1D, 3D and simulated different permanent magnet 

architectures within an electric motor. Both methods are found to reduce the demagnetisation 

field of the bulk magnetic material to different degrees, but the reduction of bulk material 

results in the inevitable loss of external field. Optimising this trade-off is the balancing act to 

consider when designing a magnet for a final application. A magnetic film produced positive 

results, but the use of a multilayer film with variable magnetisation led onto the use of a 

graded magnetisation which significantly reduced the demagnetisation field to a higher 

degree than the reduction of external field. This new magnetic architecture has theoretical 

larger coercivity and would therefore result in an increased performance.  
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1. Introduction 

1.1 Market demand 

There has been an increase of 19% in the use of rare-earth magnets (REM’s) in 

motor/generators in Japan from 2000-2007 [1], with an increase of 260% in the world-wide 

output of Nd-Fe-B magnets between the years 2000-2007 [2]. In 2013 20% of all car sales 

were from hybrid vehicles in Japan, and 6% in the USA [3]. Nd-Fe-B magnets have various 

applications such as iPods, children toys, magnetic separation units, sensors, braking systems 

and battery-operated applications [4]. Nd-Fe-B has versatile uses due to its relative size to 

magnetisation (energy density) when compared to other magnets [5], which makes Nd-Fe-B 

ideal for small-size applications. 

1.2 Current issues 

The main issues with REM’s, is the cost of the rare-earth elements (REE’s) used to create the 

magnets. This stems from the fact that one country (China) dominates production of REE’s 

producing 105,000 tonnes in 2016 which was 83% of the market, shown in Figure 1. 1[6]. 

 

Figure 1. 1 Global mine production of REE’s 2016 [6]. 

This monopoly in the REE market is due to the vast production by China, thanks to its 

relaxed or even unenforced environmental regulations [3], [7]. As China only exports 1/3 of 

its production quota [8] and is responsible for 1/3 of the world’s natural reserves of REE’s 

[9], the global need for these elements is at the mercy of China with regards to export 

quantity and price. Many countries have an import tax on REE’s e.g. 25% in the USA on 

REE’s from China [10] which only further increases the cost of manufacturing for companies 
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and this price is eventually passed onto the cost of the final applications. Mining of REE’s 

also comes with huge environmental impacts to the ecology of the local area, with the process 

of extracting the elements creating a lot of toxic and radioactive waste, as well as heavy 

elements such as cadmium and lead being emitted into ground water [3]. A mine in California 

was reported to have 600,000 gallons of wastewater leaked onto a desert floor and resulted in 

the mining company having to pay more than $1.4 million in fines and settlements after being 

sued by the San Bernardino County district in 1998 [7].  

There is a world demand for a suitable replacement of REM’s, but such a discovery has yet to 

be found. In the meantime, the focus is needed on optimising the use of REE’s in magnets to 

reduce the environmental impact of mining and the eventual cost of the magnet, whilst 

maintaining or even improving on its magnetic properties. With the UK setting a target of the 

year 2040 for all vehicles to be “effectively zero emissions” [11], [12] the technology and 

advancements in the efficiency of electric vehicles must be improved to meet this target. 

With the increased demand for magnetic materials and only a finite supply, it is predicted that 

the price of the magnets will only increase (Table 1. 1) [13]. 

Table 1. 1 Comparison of motor magnet price and Energy density in 2016 and 2022 

(estimated). Adapted from [13]. 

 Energy density 

(MGOe) 

Price ($/kg) Price/mass/Energy 

density 

$/kg/kG/kOe 

2016 2022 2016 2022 2016 2022 

Nd-Fe-B-Dy 

(NH42SH) 

40-42 42 60 120 0.23 0.46 

Sm-Co (SC-3215) 31-32 34 128 210 0.78 1.17 

Al-Ni-Co-9 9 11 71 80 4.83 3.81 

Ferrite (Sr-8B) 3.8 3.8 4 4 0.33 0.33 

 

With the projected increase in price per kg of the magnets and with the already known 

demand set to increase, a real need for efficiency or cost reduction of the magnets without the 

lack of performance is needed to achieve the goals set by the world’s governments. 

Four of the five most common designs of electric motors utilise permanent magnets. 

The current situation of the electric vehicle market is largely a battle between Tesla and 
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Chinese car manufacturers, with greater market share of REE’s benefiting the Chinese 

companies. The annual production of electric cars for 2021 was 4 million globally with China 

producing over 2 million independently [14]. China is also on track to produce more than 8 

million cars themselves by 2028 as they are heavily investing in new factories [14]. As 

current state of raw materials geographically and politically benefiting China, the outcome of 

a global electrification of transport seems unlikely to be reached for the rest of the world. A 

change is required to either design future electric motors, so they do not need to rely on 

permanent magnets, or where there is no alternative to use them only where absolutely 

necessary for performance.  

1.3 Thesis outline 

The main aims of this thesis are lined out as follows: 

1. Create a working 1D model that can calculate the external and demagnetisation 

field of magnetic cylinders, then modelling the effect of different magnetisation 

magnetic films will have to these terms, to evaluate the performance of the 

magnet. 

2. Develop a 3D model using COMSOL Multiphysics to validate the results obtained 

from the 1D model and then further investigate the effects, using the added benefit 

of extra dimensions. Transition into cubic magnets to more realistic represent the 

possible effects on real-world magnets. 

3. Create a simulation model of an electric motor, applying the results from the 

previous 3D isolated magnet models into the motor to investigate what a change 

in magnetic architecture has the overall performance of the motor, mainly 

focusing on torque. 

The following thesis consists of eight chapters, this current chapter being Chapter 1. 

Chapter 2 introduces the concepts and theories behind magnetism, magnetic materials and 

electric motors. Chapter 3 consists of a literature review of recent topics and papers of 

permanent magnets which will discuss current methods to improve certain properties of 

permanent magnets as well as a section reviewing electric motors and their performance. 

Chapter 4 will introduce the modelling methodology used within Chapters 5, 6 and 7. 

 Chapter 5 describes a mathematical approach to simulating magnetic fields of 

magnetic cylinders in 1D. This chapter will consist of establishing a standard magnet, and 

then changing the magnetic architecture to decrease the demagnetisation field in certain 
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regions. Chapter 6 consists of replicating the 1D simulations in 3D, using the established 

COMSOL Multiphysics software, comparisons will be drawn between the results obtained in 

1D and 3D to test the validity of the 1D models. Further expansion of simulations involves 

investigating different axis (dimensions) and finally moving onto cubic magnet models. 

Chapter 7 transitions from isolated magnets into a working electric motor simulation, where 

using knowledge obtained in chapter 5 and 6, different magnetic architectures are used to 

investigate their effect on motor performance. Chapter 8 will draw together the main 

outcomes and conclusions of the thesis and look towards the direction of potential future 

work.    
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2. Introduction 

Magnetism is at the centre of many applications, even more so with the drive towards 

renewable energy and a more sustainable future. Within this chapter, the relevant background 

and principles of magnetism will be explained. Detailing how magnetism is characterised for 

permanent/hard magnetic materials and their use in the application of an electric motor. There 

will be a section discussing finite element analysis (FEA) as an important tool in simulation. 

The focus is on introducing relevant theories and phenomena to give context to later chapters 

of this work. 

2.1 Magnetism 

2.1.1 Magnetic flux 

An important concept to consider is called magnetic flux (Φ). The term “flux” applied in this 

context is used to describe the field of a magnetic pole that is conveyed to a distant place. The 

flux is defined as the surface integral of the normal component of the magnetic field. So, the 

amount of flux passing through a unit area perpendicular field is equal to the field strength. 

Therefore, the field strength is equal to the amount of flux per unit area, and the flux is the 

field strength (H) multiplied by the area (A), shown in SI units below, where 𝜇0 is the 

permeability of free space (Equation 2.1)[15]: 

 𝛷 = 𝜇0𝑯𝐴       (Equation 2. 1) 

2.1.2 Magnetic moment 

A magnetic moment is an objects tendency to align with an externally applied magnetic field, 

where the moment can interact with the applied field. For context, imagine a bar magnet is at 

an offset angle θ to a magnetic field H. Using the force on each pole the torque acting on the 

magnet can be found using the force times the perpendicular distance from the centre of 

mass, shown below [15]: 

 𝑝𝑯 𝑠𝑖𝑛𝜃
1

2
+ 𝑝𝑯 sin𝜃

1

2
= 𝑝𝑯𝑙 sin𝜃 = 𝑚𝑯 sin𝜃  (Equation 2. 2) 

 Where m=pl, the magnetic moment being the product of the pole strength and length 

of the magnet and in SI has the unit Am2. 
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2.1.3 Magnetic dipole 

In the relevant case, a magnetic dipole is defined as the magnetic moment (m) of a bar 

magnet, with the limit of a small length but has a finite moment. The energy of a magnetic 

moment can be defined as zero when the dipole is perpendicular to a magnetic field, the work 

done by turning through an angle dθ against the field is [15]: 

 𝑑 𝐸 = 2(𝑝 𝑯 𝑠𝑖𝑛𝜃)
1

2
𝑑𝜃 

         = 𝑚𝑯 𝑠𝑖𝑛𝜃 𝑑𝜃      (Equation 2. 3) 

The energy of a dipole at an angle θ to a magnetic field is: 

 𝐸 = ∫ 𝑚 𝑯 𝑠𝑖𝑛𝜃 𝑑𝜃
𝜃

𝜋 2⁄
 

     = −𝑚𝑯 𝑐𝑜𝑠𝜃 

     = −𝑚 ∙ 𝑯         

In SI the equation is [15]:         

  𝐸 = −𝜇0𝑚 ∙ 𝑯      (Equation 2. 4) 

2.1.4 Magnetic induction and magnetisation 

When interacting with an externally applied magnetic field, the response of the material is 

called magnetic induction (B). The relationship between B and H is defined by a material 

property. It is the case that for some materials, and in free space, that B is a linear function of 

H, such as Fe, Ni, Co and their alloys, but this relationship is generally more complicated. 

The equation to relate B (Tesla) and H (A/m) in SI units is [15]: 

 𝑩 = 𝜇0(𝑯 + 𝑴)      (Equation 2. 5) 

Where M is the magnetisation (SI units A/m) of the medium/material and depends on 

two factors. The individual magnetic moments of its constituent ions, atoms, or molecules, 

and how these dipole moments interact with each other and is defined as the magnetic 

moment per unit volume [15]. 

 𝑴 =
𝑚

𝑉
        (Equation 2. 6) 
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2.1.5 Flux density 

The magnetic induction (B), is the same as the density of magnetic flux (Φ) but for inside the 

material/medium. Within a material 𝑩 = 𝜙 𝐴⁄  and within free space 𝑯 = 𝜙 𝐴⁄ . The flux 

density inside a material is generally different to the outside, this difference has become a 

way of classifying magnetic materials. Based on this difference, the material can be classed 

as diamagnetic, paramagnetic, antiferromagnetic, ferromagnetic and ferrimagnetic. These will 

be discussed in more detail later in Section 2.2. 

2.1.6 Susceptibility and permeability 

Other than magnetisation and induction, there are other ways to define the properties of a 

magnetic material. How these properties change in response to an externally applied 

magnetic field. The ratio of magnetisation (M) to its magnetic field (H) is called the 

susceptibility of the material and indicates how responsive a material is to an externally 

applied field [15]: 

 𝜒 =
𝑴

𝑯
        (Equation 2. 7) 

 The ratio of magnetic induction (B) and magnetic field (H) is called the material’s 

permeability (µ) [15]: 

 𝜇 =
𝑩

𝑯
        (Equation 2. 8) 

 A material which has high concentration of flux density within its interior has a high 

permeability. Using the relationship in equation 2.9, the relationship between permeability 

(Henry/m) and susceptibility (dimensionless) in SI units is [15]: 

 
𝜇

𝜇0
= 1 + 𝜒        (Equation 2. 9) 

2.1.7 Hysteresis 

Graphs that plot B or M against H are referred to as hysteresis loops, shown in Figure 2. 1. 
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Figure 2. 1 Showing magnetic M-H hysteresis loop of a ferromagnetic material [16]. 

 Ferro/ferrimagnetic materials retain magnetisation upon removing an externally 

applied field and then magnetisation will reverse the plot with an external field applied in the 

opposite direction to previous. For a virgin magnetic material, B or M will start of at zero 

when there is no external field applied, as the field H is increased as does B or M up until the 

point of a materials saturation Bs or Ms. The plot for B against H is square rather than curved, 

and Bs can be assumed when the gradient of the plot does not change. When H is reduced 

back to zero, the measured value of B/M is known as the remanence Br or Mr. When the field 

H is introduced in the opposite direction, the point at which B or M is equal to zero is known 

as the coercivity (Hc) of the material. Depending on if the material is a hard or soft magnetic 

material, very different values for coercivity are observed and are suited to very different 

applications. This will be discussed further in Section 2.4. When H is increased further the 

negative Bs or Ms will be observed, this should represent an inversion of symmetry about the 

origin.  

2.2 Types of magnetic materials 

Magnetic materials can be classed by the ordering of their magnetic dipoles; paramagnetic, 

antiferromagnetic, ferromagnetic and ferrimagnetic. All these describe ways in the magnetic 

dipoles can align. The first to be discussed will be paramagnetic and antiferromagnetic, 

where they both have zero magnetisation when there is no applied field and do not retain any 
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magnetisation when the presence of an applied field is removed. A paramagnetic alignment 

can be considered to have the magnetic dipoles in a random orientation and therefore zero 

total magnetisation. Antiferromagnetic alignment has the magnetic dipoles pointing in some 

sort of order (up and down) but like paramagnetic, results in a net zero magnetisation. A 

ferromagnetic ordering can be described as the magnetic moments having a preferred 

orientation of alignment, which results in a magnetisation in the absence of an applied 

magnetic field. When a field is applied to a ferromagnetic material, a phenomenon called 

hysteresis can be observed, where an applied field parallel to the magnetic moments will 

saturate the material, and when the field is applied in the opposite direction it is reduced to 

zero, then the material will retain magnetisation and continuing the applied field will fully 

saturate the material in the opposite direction. This full field profile is known as a hysteresis 

loop. Ferrimagnetic is a combination of both ferromagnetic and antiferromagnetic, where 

there is a preferred orientation but some of the magnetic dipoles will arrange in the opposite 

direction. The different orderings can be seen in Figure 2. 2: 

 

Figure 2. 2 Showing the ordering of the magnetic dipoles in magnetic materials. 
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2.3 Energy terms 

To fully understand the properties of ferromagnetic materials it is helpful to describe it as 

four energy terms known MAZE. These are as follows: 

M stands for magnetostatic energy, which describes when a ferromagnetic material is 

magnetised it will create its own magnetic field in the opposite direction to the material. This 

field represents the materials tendency to demagnetise its own magnetic field and is hence 

called the demagnetisation field (Hd) and has a contribution to magnetostatic energy (Em) in 

equation 2.10 [15], [17], [18].  

𝐸𝑚 =  
1

2
 𝜇0 𝐻𝑑 𝑀       (Equation 2. 10) 

Where, Hd can be calculated for ellipsoidal shaped magnets from equation 2.11: 

𝐻𝑑 =  −𝑁𝑑 𝑀        (Equation 2. 11) 

 Nd is the demagnetisation factor which can have a value between 0-1 [15], [17]. Shape 

anisotropy also has a contribution the magnetostatic energy which is related to the materials 

dimensions and shape, shown in Figure 2. 3.  

 

Figure 2. 3 Showing some simple shapes which have constant demagnetisation factor, 

adapted from [19]. 
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 This is key for understanding the origin of the demagnetisation field and where the 

energy is largest with respect to the different shapes of magnets. For a cubic shape, the 

demagnetisation field is largest at either ends of the magnet, where the poles are located. This 

feature is important for later literature review topics and the work discussed in chapter 5-7.  

 A stands for magnetocrystalline anisotropy energy, which is described as a material’s 

tendency to be magnetised along a known crystallographic direction, also known as the ‘easy 

axis’ [15], [17]. Magnetising a material along this easy axis requires a lower magnetic field 

when compared to another axis. While the atomic magnetic moments arise from the spin and 

orbital motion the electrons the spin magnetic moments of electrons also interact with the 

magnetic field of their orbital motion leading to what is known as ‘spin-orbit coupling’. Due 

to this, another energy is needed to rotate the spins of atoms. For this reason, 

magnetocrystalline anisotropy energy is derived from spin orbital coupling [15], [17]. The 

effect of spin orbital coupling is weak in most materials such as Fe or Co, and therefore have 

a low magnetocrystalline anisotropy energy. With larger atoms that have more electrons, they 

exhibit stronger spin orbital coupling which results in a larger value of magnetocrystalline 

anisotropy energy. The term for uniaxial magnetocrystalline anisotropy energy (Ea) can be 

calculated from equation 2.12: 

𝐸𝑎 =  𝐾0 + 𝐾1𝑠𝑖𝑛2𝜃𝑚 + 𝐾2𝑠𝑖𝑛4𝜃𝑚 + ⋯   (Equation 2. 12) 

 Where 𝐾0, 𝐾1 and 𝐾2 are the anisotropy constants and 𝜃𝑚 is the angle between the 

magnetisation vector and the easy axis [15], [17]. 

 Z stands for Zeeman energy, which arises from the interaction between the magnetic 

moment of a material and the applied field. This energy represents the external magnetic field 

contribution to the total magnetic energy of the system. Zeeman energy (Ez) can be calculated 

from equation 2.13: 

𝐸𝑧 =  −𝜇0 𝑀 𝐻 𝑐𝑜𝑠𝜃      (Equation 2. 13) 

 Where  𝜃 is the angle between the applied field and the sample’s magnetization. There 

are also other energy contributions to the total energy of the system which come from 

magnetostrictive energy.  

E stands for exchange energy (Ee), which is the result of the long-range ordering force that 

creates a tendency for magnetic moments to align parallel to each other, even in the absence 

of an applied magnetic field [15], [17]. The origin of this exchange energy found in 
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ferromagnets is related to the electron spin moments that are explained by the Pauli Exclusion 

Principle and Hund’s first rule [15]. The energy of exchange depends on the relative spin 

alignments of electrons, equation 2.14: 

𝐸𝑒 =  −2𝐽𝑒𝑥𝑆𝑖𝑆𝑗 =  −2𝐽𝑒𝑥𝑆2𝑐𝑜𝑠𝜃𝑠    (Equation 2. 14) 

Where Jex is the exchange integral, Si and Sj are the spin quantum of two electrons and 

𝜃𝑠 is the angle between the spins [15]. The equation that defines Ee, indicates that it is 

energetically favourable for spins to align parallel to each other if Jex>0, which is the case for 

ferromagnetic materials. On the other hand, it is energetically favourable for spins to align 

antiparallel if Jex<0, which is true for antiferromagnetic materials [1]. The strength of the 

exchange energy in any magnetic material is expressed by a quantity known as the exchange 

stiffness constant (Aex), which is dependent on the electronic structure of the atoms [15], [17]. 

Temperature can also influence the value for Aex, due to an increased misalignment between 

magnetic moments, which leads to a reduced magnetisation [15]. The reason for this effect is 

due to the increased thermal energy resulting from higher temperatures which reduces the 

ordering of the molecular field, which disrupts the alignment between exchange magnetic 

moments [15], [17]. The material may have a magnetisation of zero at a certain temperature, 

due to the magnetic moments being randomly aligned. This is known as the Curie 

temperature (Tc) [15], [17], shown in Figure 2. 4. 
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Figure 2. 4 Showing the magnetisation saturation with temperature for Nickel, adapted from 

[20]. 

The total energy of the system is known as the Gibbs free energy (Et), which can be 

calculated from equation 2.15: 

𝐸𝑡 =  𝐸𝑒 + 𝐸𝑎 +  𝐸𝑚 +  𝐸𝑧     (Equation 2. 15) 

A major problem with permanent magnets is demagnetisation which occurs by the 

nucleation and expansion of reverse domains. Where magnetic domains are regions within a 

material which has magnetic moments that are aligned in a common direction, this results in 

an overall magnetic polarisation. The domains are formed due to neighbouring magnetic 

interaction of the atoms or ions in a material. Figure 2. 5 displays the local demagnetisation 

field of a magnet, and shows the magnet is most susceptible to demagnetisation at the edges 

by the intensity of the arrows. 
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Figure 2. 5 Representation of internal demagnetisation field of a permanent magnet. Where 

the arrows give direction and intensity of demagnetisation field. 

 A reversed magnetic domain will lead to a sequence of reversal events, moving 

through the magnet grain by grain until the whole magnet is reversed. Potentially, adding a 

layer of a different magnetic material onto the surface of the bulk magnet could change the 

local magnetostatic energy, and combined with increased magnetocrystalline anisotropy, 

stabilise the surface against magnetisation reversal. Ideally a suitable material would have 

lower magnetisation to reduce the magnetostatic energy; this opens the prospect of also 

having a surface with increased magnetocrystalline anisotropy to provide an anchoring site to 

prevent this switching. 

 For hard magnetic materials with a dominant magnetocrystalline anisotropy, the 

typical domain wall is a Bloch wall. This is a result of the anisotropy energy attempting to 

collapse the wall and the exchange energy which tries to expand the wall [21]. A free-

standing Bloch wall is found to have a length: 

 𝛿𝐵 =  𝜋 √𝐴/𝐾𝑢      (Equation 2. 16) 

 Where A is the exchange stiffness constant and 𝐾𝑢 is the anisotropy constant. The 

exchange length may vary on external factors such as geometry and applied fields, it is 

therefore safe to define the magnetocrystalline exchange length as equation 2.17: 

 𝑙𝑒𝑥 =  √𝐴/𝐾𝑢       (Equation 2. 17) 
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 Using values for A (1.25x10-11 J/m) and 𝐾𝑢 (4.5x106 J/m3) [22] the 𝑙𝑒𝑥 was calculated 

to be 1.66 nm for Nd2Fe14B2. A short exchange length between grains ensures a strong 

exchange interaction between neighbouring magnetic moments within these grains, this leads 

to enhanced magnetic behaviour such as higher saturation magnetisation and improved 

coercivity. These short exchange lengths also mean that there is a more uniform 

magnetisation distribution within the grains and therefore demagnetisation can be minimised. 

2.4 Hard magnetic materials 

Ferromagnetic materials can be classed as being either soft or hard magnetically and are 

usually defined by their coercive field. Where soft magnetic materials such as Fe are known 

for a high magnetic moment but a low coercivity, meaning that they deliver a strong external 

field, but magnetisation reversal will happen under a weaker applied field. Hard magnetic 

materials such as Nd-Fe-B or Sm-Co are known for their strong coercivity, which makes 

them an important material within the electric motors and drives sector. The difference in soft 

and hard magnetic materials is best observed through their hysteresis loops, where a soft 

magnetic material will have a small and narrow coercive force, meaning that the field 

required to cause the magnetisation to reverse will be weak, unlike that of the wide coercive 

force of a hard magnetic material. The area of the curve can also be described as how much 

energy is stored within the material, shown in Figure 2. 6. 

 

 

Figure 2. 6 Showing a general example of the hysteresis loops for a) soft and b) hard 

ferromagnetic materials [23]. 
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2.4.1 Energy density 

One of the main properties that engineers look at when using magnetic materials is its energy 

density, or energy product (BHmax). This term having a “density” refers to the maximum 

energy that the magnetic material can hold before a full magnetic reversal occurs. In theory, 

BHmax is interpreted from the ideal square loop of the second quadrant of a B-H hysteresis 

loop, shown in Figure 2. 7. For a perfectly optimised magnet, BHmax can be calculated 

through: 

 𝐵𝐻𝑚𝑎𝑥 = 𝜇0𝑀𝑠
2/4      (Equation 2. 18) 

 As there are a range of commercially available hard magnetic materials, each with its 

own range of BHmax values achievable. Examples of popular high energy density magnets are 

the Nd-Fe-B and Sm-Co derivatives, where they are sought after for motor, generator and 

high-performance machines. Weaker BHmax hard magnets are available and regularly used 

such as the ferrites, steels and Al-Ni-Co. Equation 2.18 can be found by the second quadrant 

of the hysteresis loop in Figure 2.7, where the BHmax is a quarter of the total area of the 

square in the quadrant.  

 

Figure 2. 7 Showing a M-H and B-H hysteresis loop with the BHmax region in the second 

quadrant identified [24]. 
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2.4.2 Brown’s Paradox 

The Stoner-Wolfharth model first introduced the model of coherent rotation of magnetisation 

in ferromagnetic materials [15], [25], [26]. It describes a mechanism of magnetisation 

rotation for a single domain particle to the opposite direction. In this model, the field which is 

required to rotate the magnetisation of a single domain particle coherently into a 

demagnetised state is referred to as the anisotropy field (HA), calculated from: 

 𝐻𝐴 =
2𝐾1

𝑀𝑠
⁄         (Equation 2. 19) 

 Where, K1 is the magnetocrystalline anisotropy constant. According to this model, the 

coercivity of hard ferromagnetic materials should be equal to the anisotropy field, Hc=HA. 

However, experimentally the coercivity of Nd-Fe-B magnets is only 20-30% of their 

anisotropy field values. This difference of experimental and theoretical coercivity values is 

known as ‘Brown’s paradox’ and is attributed to the effect of microstructural features of the 

magnet’s microstructure. Brown’s paradox represents a need to increase understanding of the 

link between a magnet’s microstructure and the magnetic performance, to reduce the 

discrepancy and potentially improve the coercivity of real-world hard magnets. 

2.4.3 Coercivity theory 

Coercivity has a technical definition (the reverse magnetic field required to bring a material’s 

magnetisation to zero) but can also be regarded as a measure of a magnetic material’s 

resistance to changes in its magnetisation. A good permanent magnet should have a high 

coercivity (typically 800 – 2000 kA/m) so that it can remain stable to an externally applied 

magnetic fields to prevent magnetisation reversal, as well as high remanence to deliver a 

strong magnetic field [15], [17]. However, the mechanism of coercivity is still a topic of 

research with varying equations from different models [27]. The Stoner-Wohlfarth (SW) [26] 

model is the model most often used. The SW model assumes coherent rotation of magnetic 

moments of the single-domain grains with respect to their easy axis and gives the equation 

for coercivity for a bulk material with an easy-axis parallel to the externally applied field 

direction as: 

𝐻𝑐 = 𝐻𝐴      (Equation 2. 20) 

 From equation 2.20, HA is defined as the anisotropy field which is the theoretical field 

that would be able to align the magnetisation perpendicular to the c-axis. The model assumes 

that the corresponding remanence, Mr, is equal to Ms in equation 2.19. Using this assumption, 
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the remanence given by the SW model is still within an acceptable range to that of the 

experimental values [28]–[31]. However, the experimental and theoretical values for 

coercivity can vary, with models typically overestimating coercivity by about 20-40% [27]. 

This large discrepancy is assumed to be due to crystal defects and inter-grain interactions that 

are not included in the SW model. Despite this flaw in the model, the SW model is still used 

within magnetism modelling thanks to its simple and clear coercivity mechanism, as well as 

having a link from coercivity to anisotropy field.  

Other models include additional phenomena, an example is the inclusion of domain 

wall motion [28], [29], [32], proposed by Kersten and Néel in the 1940’s [27]. In this model, 

the coercivity is due to the hinderance of domain wall motion by stress or impurities. This 

model gives smaller coercivity values than that of the SW model, and it has been agreed that 

the mechanism of coercivity for multi-domain grains occurs through wall motion compared 

to rotation for a single-domain [27]. This presents problems of its own, for example, domain 

walls exist in magnets composed of multi-domain grains in a demagnetised state, but when a 

large enough external field is applied it means no domain walls exist in the saturation state, 

and the grains are composed of single domains. If the demagnetisation field is now applied, 

the domain wall must first be nucleated before it moves. Before nucleation, a demagnetising 

process with a material that consists of multi-domain grains in the demagnetised state should 

be the same as single-domain grains. Therefore, the dominant mechanism is the nucleation 

for domain walls in some materials rather than the pinning mechanism. On the other hand, 

domain wall motion and pinning are part of the main mechanism for initial magnetisation 

curves where nucleation is not necessary. It can therefore be assumed that the reversal 

mechanisms for magnetisation and demagnetisation to be different [27]. Nucleation was first 

considered by Brown [32] and Frei et al.  in the 1940’s [33] and then later by Aharoni et al. 

[29] in the 1960’s, and suggested that nucleation originates at crystal defects as well as 

surface edges and corners of a material. 

Another approach to describe the formation of domain walls within the 

demagnetisation process is the nucleus expansion model proposed by Givord et al. [30] in the 

1980s. This model represents the first nucleus formed by a reversed magnetisation, as 

expansion occurs towards the critical volume of the nucleus and domain wall rotation occurs 

when: 𝐻𝑎
𝑛𝑢𝑐𝑙𝑒𝑢𝑠 ≪ 𝐻𝑎 [30]. Both models have been applied successufully under certain 

conditons, even though each have different philosophies. The nucleation model used as a 
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micromagnetic approach can show the reversal mechanisms, but cannot be used as a global 

approach.  

Various other mechanisms have been debated recently, with both the nucleation and 

pinning models having experimental support but ultimately have failed to explain some 

experimental phenomena [27]. Within the community, a compromise has been reached that 

there are actually two types of permanent magnets, defined by their coercivity mechanisms: 

nucleation and pinning types [28], [29], [34]. For example, it is believed that the mechanism 

of Sm2Co17 is mainly pinning whilst the Nd-Fe-B material is nucleation dominant [27]. 

In recent decades, technology and computing power has vastly increased, which 

allows for complex and detailed micromagnetic simulation to investigate coercivity 

mechanisms. With simulations improving and developing rapidly, the fabrication methods 

have had to keep up in order to replicate the conditions that are used within the simulations. 

Improved fabrication methods are allowing for the creation of nanostructured permanent 

magnets with greater control of microstructures and grain sizes so that the experiments can be 

closer compared to the simulation results and reveal the underlying coercivity mechanism 

[27].  

2.4.4 Nucleation Field for Perfect Crystal 

Within the SW model there are the assumptions that the magnetic behaviour of a grain that 

responds to an external applied field is a coherent rotation and only two energy terms are 

considered. However, this assumption is not always correct. Brown [32] later considered a 

more rigorous approach, known as the micromagnetic method. He considered a 

ferromagnetic material with a body of any shape, where the magnetisation is any function of 

the space and the total energy of the particular (m(r)) is made up of the anisotropy energy, 

Zeeman energy, exchange energy and magnetostatic energy. Brown considered there was a 

small variation of the magnetisation vector m(r) and its value to be m(0). This state physically 

corresponds to the saturation state and if a variation of this state occurs, this implies that at 

some point in the process the state of saturation along the original direction of the applied 

field no longer becomes stable. Some change will take place to cause the sample to be 

saturated in the other direction. This field at which the original saturation becomes unstable, 

and any change in the configuration of the magnetisation can start is called the nucleation 

field [27]. There is a later definition of the nucleation field: where the field at which the 

dominant magnetic reversal occurs or at which the nucleus completes its expansion [27]. 
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Based on this new method, Brown arrived at a micromagnetic equation for the nucleation 

field, which describes the applied field at which coherent rotation can occur in a material is 

decreased to: 

𝐻 =  −
2𝐾

𝜇0𝑀𝑠
+ 𝑁𝑠𝑀𝑠      (Equation 2. 21) 

 The first term originates from the crystalline anisotropy and the second term 

corresponds to the shape anisotropy. 𝑁𝑎 = 𝑁⊥ − 𝑁∥, where 𝑁⊥and 𝑁∥ are the demagnetisation 

factors for the easy axis. For spherical grains the shape anisotropy equals zero (𝑁⊥ = 𝑁∥), and 

the equation reduces to the SW model. Therefore, the SW model can be regarded as one way 

the nucleation process occurs (uniform rotation) [27]. 

2.5 Finite element analysis 

Finite element analysis (FEA) is a key tool in research and development, there is a cost and 

time saving benefit but it also allows us to link the magnetic materials microstructure to its 

performance. The numerical method of FEA involves the use of smaller mathematical models 

to simulate behaviour of a larger complex system. This sub-chapter will give an overview of 

FEA as a method of simulation. 

2.5.1 Mathematical background 

FEA is based on mathematical principles such as calculus, linear algebra, numerical methods, 

continuum mechanics and materials science. This sub-section will give brief overview of 

these principles and how they are used within FEA simulations [35]. 

 First a representation of the system is required. This is typically drawn in CAD as a 

series of lines, surfaces and volumes, where each can be assigned its own material property. 

This is then broken down in elements through a process called discretisation. This divides the 

problem of a continuous domain into a finite number of discrete elements or subdomains. The 

process involves approximating the solution of the governing differential equations of the 

main problem within each element, and then a solution for the entire problem is obtained by 

assembling the solutions for each element into a global system of equations [36]. 

2.5.2 Finite element method 

Finite element method (FEM) is a numerical method of solving partial differential equations 

by discretising the problem, and then the equations are assembled into a global system of 

equations that can be solved using matrix methods. Once the problem is discretised, the 
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governing equations for each element are derived by applying the principle of “virtual work”. 

Virtual work states that the work done by internal and external forces on a system must be 

equal. The element equations typically involve interpolation functions that approximate the 

governing equations applied within the element. The equations for each element are then 

assembled into a global system of equations which represent the entire problem domain. This 

involves defining the degrees of freedom for each node, and the relationship between them. 

The solution of the system or problem is then obtained using numerical methods which 

terminate as direct or iterative solvers. The solution provides values of the nodal degrees of 

freedom which can be used to obtain the solution for the entire problem domain. The solution 

can then be developed in post processing to visually represent information using, plots, 

graphs and animation with the use of colour [37]. 

2.5.3 Element types 

The choice of element types is dependent on the geometry and material properties observed 

within the problem, as well as the desired level of accuracy. Common types of elements are 

Beam, Shell, Plate and Hexahedral. Relevant elements are discussed below [38]: 

• Solid elements are used to model objects in three dimensions. This means that they 

can resist forces in three planes and allows for solutions and post processing to in 

depth and varied. A common use for this element is machine parts. 

• Tetrahedral elements are used to model complex geometries using various sizes of 

tetrahedral to give more refinement to certain areas. This element type can resist 

forces in three dimensions.  

2.5.4 Meshing 

Meshing is the process of dividing the problem domain into a finite number of smaller 

elements. The quality of the mesh can have an impact on the accuracy and reliability of the 

simulation results. There are different types of meshing techniques which each have 

advantages and disadvantages, they are selected by the specific problem being analysed. They 

are discussed below [39]: 

• Structured meshing divides the problem domain into a grid of regularly spaced 

uniform elements. This is useful as it relatively simples and provides efficiency for 

computation but is not appropriate for complex geometries or irregular domains. 
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• Unstructured meshing divides the problems into a collection of irregular shaped 

elements. This provides more flexibility compared to structures meshing but comes 

with the cost of requiring more computational effort to generate. 

• Adaptive meshing involves refining the mesh in regions where the solution varies 

rapidly, which coarsening the mesh in regions where the solution varies gradually. 

This technique can improve the accuracy and efficiency by reducing the number of 

elements required to represent the problem domain. However, it requires more 

computational resources to implement and more complex to generate. 

2.5.5 Boundary conditions 

Boundary conditions are constraints which are imposed on a system to simulate its behaviour. 

In FEA, boundary conditions are used to ensure that the problem is set up well to obtain 

meaningful results. Different types of boundary conditions are as follows [40], [41]: 

• Dirichlet boundary conditions, also known as essential boundary conditions, specify 

the values of a solution at certain points or surfaces. An example would be in an 

applied current to the stator coils of a motor.  

• Neumann boundary conditions, also known as natural boundary conditions, specify 

the values of the normal derivative of the solution variables at certain points or 

surfaces in the problem domain. An example is magnetic insulation, where beyond the 

insulation boundary a magnetic value of zero will be specified. 

• Mixed boundary conditions are a combination of Dirichlet and Neumann. An example 

can be given for fluid flow analysis, where a mixed boundary condition can be used to 

specify velocity at a certain point or surface. 

• Symmetry boundary conditions are used to simulate a symmetrical problem domain, 

where any symmetrical object can be divided amongst a plane to study displacement, 

where a segment of a motor can be simulated, and antisymmetric boundary conditions 

can be assigned to complete an entire motor. 

• Periodic boundary conditions are used to simulate a system with repeating patterns. 

For example, a motor with alternating segments of magnetisation direction can be 

made up of two sections, which is repeated five times to complete the motor. 

2.5.6 Solvers 

FEA consists of a system of governing equations that describe the behaviour of a physical 

system and is usually very large and complex. This could be as simple as 𝑉 = 𝐼𝑅 for Ohm’s 
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law to the more complicated solution of Maxwell’s equations. To obtain solutions to the 

equations, numerical methods such as solvers are employed. Solvers can be described as 

algorithms that solve the system by performing matrix operations on the equations. The two 

main types of solvers used in FEA are direct and iterative [42]. 

 Direct solvers are algorithms that solve the system of equations by performing a finite 

number of steps that can be set beforehand. This method works well for small to medium-

sized problems but can become computationally expensive for large problems. 

 On the other hand, iterative solvers solve the equations through an iterative process in 

the aim of a convergence towards a solution. These methods are generally more efficient than 

direct solvers for large or more complex problems as they can solve the problem in smaller 

pieces at a time. 

2.6 Permanent magnet electric motors 

Electric motors are a crucial piece of technology, they play a major role in many modern-day 

applications, with a specific focus on renewable energy such as electric cars, wind-turbines 

etc. This sub-chapter will discuss the theory of how an electric motor works, stating the 

principles of magnetism and torque, which are applied and derived in an electric motor. This 

will give context to later work, where examples of electric motors will be discussed in the 

literature review and chapter 7. 

2.6.1 Electromagnetism and magnetic fields 

Electromagnetism is a fundamental concept in the understanding of how an electric motor 

works. It refers to the relationship between electrical currents and magnetic fields and works 

when an electric current is passed through a conductor to generate a magnetic field around 

the conductor. The strength and direction of the magnetic field is dependent on the current 

amps and the direction the current is applied [43], [44].  

 The strength of a magnetic field can be defined by its magnetic flux density, typically 

measured in units of Tesla (T) or Gauss (G). The relationship between magnetic field strength 

and the electric current is given by Ampere’s law, which describes a magnetic field at a point 

in space is proportional to the electric current flowing through the conductor, expressed by: 

 ∫ 𝐵 ∙ 𝑑𝑙 = 𝜇0𝐼       (Equation 2. 22) 
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 Where B is the magnetic flux density, Ic is the electrical current and 𝜇0 is the 

permeability of free space. The integral on the left of the equation represents the line integral 

of the magnetic flux density around a closed loop, shown in Figure 2. 8. 

 

Figure 2. 8 Showing the direction of current in the conducting wire and the direction of the 

magnetic field produced by the wire. 

 An important interaction to consider is the effective force magnetic fields can have on 

each other, in terms of how they attract and repel each other depending on their magnetic 

field strength. This depends on the orientation of the magnetic fields, and with this interaction 

of attraction and repulsion, magnetically induced rotation can occur [43], [44]. 

2.6.2 Torque and rotation 

Torque is an essential concept in the understanding of how an electric motor operates and 

how performance is measured. Torque measurement of the rotation force applied to an object, 

notated by the symbol τ and measured in Newton-meters (N*m). In the context of a motor, 

torque is the force that causes the rotor portion of the motor to rotate [45], [46]. 

 The magnitude of torque of the magnet depends on a few factors, such as strength of 

the magnetic field, the amount of current flowing through the motor and physical architecture 

of the motor (stator/rotor). A relationship between torque and rotation can be described with 

the equation: 

𝜏 = 𝐼𝑜𝛼        (Equation 2. 23) 
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Where the torque is equal to the moment of inertia of the rotating object (Io) 

interacting with the angular acceleration of the object (𝛼). In an electric motor, the moment of 

inertia is proportional to the radius of rotation and the mass of the rotor. The angular 

acceleration is the rate of change for the angular velocity of the motor [45], [46]. 

The practical application of a motor works by the torque being generated through the 

interaction of the magnetic field and the electric current flowing through the motor. In the 

motor example to be discussed later, the magnetic field is present from the permanent 

magnets in the rotor and the electric field flowing through the coils in the stator generates an 

attractive/repulsive magnetic field. 

2.6.3 Key principles and laws 

There are key principles and laws that govern the operation of electric motors. These include 

Faraday’s law of electromagnetic induction, Lenz’s law and the conservation of energy. 

 Faraday’s law of electromagnetic induction states that a changing magnetic field 

induces an electric current in a nearby conductor, and can be expressed as [47]: 

 𝜀 = −𝑑𝜙/𝑑𝑡       (Equation 2. 24) 

 Where the electromotive force induced in the conductor (𝜀) is proportionate to the 

magnetic flux (𝜙) over time and the negative sign indicates that the induced currents flow in 

a direction that opposes the change in the magnetic field. 

 Lenz’s law is a consequence of Faraday’s law and states that the direction of the 

induced current is in such that it opposes the change in the magnetic field that produced it. 

Lenz’s law manifests due to the conversation of energy principle which states that energy 

cannot be created or destroyed, but only transform from one form to another. This principle is 

what results in the operation of a motor, where the motor converts electrical energy into 

mechanical energy through the interaction of magnetic fields produced by the magnets and 

input electrical current. The system conserves energy with this conversion and some energy is 

lost through heat dissipation of the system. Understanding these laws and principles are 

essential when it comes to design and optimisation of electric motors to minimise 

inefficiencies and losses of energy [47]. How an electric motor works will be discussed later 

in Section 3.5. 
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3. Literature Review 

3.1 History of permanent magnets 

Magnets have been used and developed over decades for their highly sort after properties. 

The use of magnets started in the 1910’s with Kichizaemon Sumitomo (KS) steel, which then 

progressed onto Mishima Kizumi Magnetic (MKM) steel [1]. These steels showed very poor 

energy density, therefore were not suited to the applications they were used for. However, the 

discovery of the critical-earth magnet (CEM) Al-Ni-Co in the 1940’s changed this [1]. Al-Ni-

Co had an unrivalled energy density when compared to other CEM/REM’s available at the 

time. This resulted in an interest into these sorts of magnets for different purposes and 

applications. The magnets were investigated and developed further for practical applications 

where a high energy density would be desirable, leading to the discovery of Sm-Co magnets. 

SmCo5 was developed in the 1960’s, with nearly four times the energy density of Al-Ni-Co, 

this compound became the first rare-earth high-performance magnet [48], [49]. Over the next 

few decades SmCo5 continued to be developed and dominate the market for uses of magnets 

in commercial applications until the discovery of Nd2Fe14B in the 1980’s. By the 1990’s the 

energy density of Nd2Fe14B had nearly doubled that of the highest reported SmCo5, hence 

replacing it as the main product on the market for magnetic purposes [2]. Now with an 

increased energy density, the more suited the magnets became towards high performance 

generators and small-scale functions. Explained by the increased use of these magnets in 

motor/generator applications [1].  

 The properties of Nd-Fe-B permanent magnets come from the combination of the 4f 

(Nd) and 3d (Fe) sublattice, where the 4f provides high magnetic anisotropy and the 3d gives 

high Curie temperature and magnetisation to the magnetic material [50]. High anisotropy 

implies most of the magnetic spins are preferred to be orientated in the same direction, when 

the spins are pointing in the same direction this gives a ferromagnetic arrangement. This high 

anisotropy results in a high anisotropic field; which is the field that would be required to align 

the magnetic spins perpendicular to the easy axis [51]. Nd-Fe-B magnets are widely used for 

their specific properties such as a high coercivity, remanence and energy density, based on 

the application, (equation 2.5). 

 Energy density of the magnet is a result of the area created by coercivity and 

remanence on a hysteresis loop [52], [53], as discussed in Figure 2. 7. Table 3. 1 shows 

expected values for magnetic properties. 
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Table 3. 1 Showing values for key magnetic properties of sintered Nd-Fe-B magnets. Adapted 

from [54]. 

Energy density 

(BHmax) 

Coercivity (Hc) Remanence (Br) Curie temperature (Tc) 

MGOe kJ/m3 kOe kA/m kGs mT oC K 

34.0 270.6 36.3 2888.6 11.7 1170 342 615 

  

These three factors that determine the strength of the magnet can be changed by 

inducing changes to the microstructure with manufacture technique or the ratio of elements 

used. The microstructure of Nd-Fe-B magnets consists of a bulk grain of Nd2Fe14B 

surrounded by an Nd-rich grain boundary surrounding each grain and Nd/Nd-oxide filling the 

space in-between grains [55]–[57]. Investigations into the microstructure found a correlation 

between the grain size and coercivity, where small changes in the microstructure, created by 

the sintering process, can have a drastic reduction on coercivity [55]. 

3.2 Processing of Nd-Fe-B permanent magnets 

Nd-Fe-B magnets are processed in various ways with each way resulting in different physical 

and magnetic properties such as anisotropy, grain size, energy density and coercivity [55], 

[58], [59]. Sintered Nd-Fe-B magnets made up 80% of the manufactured magnets in 2007, 

due to the larger energy density of sintered magnets, and having higher anisotropy when 

compared to melt-spun magnets. The main route of production for sintered Nd-Fe-B magnets 

are found to be step-wise as follows [58]: powder production, compaction of powder into a 

mould, sintering of the powder to form a bulk at ~1100℃, machining into the desired shape, 

adding a coating to prevent oxidation and then finally magnetisation of the finished bulk 

magnet, shown below (Figure 3. 1).  
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Figure 3. 1 Basic manufacturing process of sintered Nd-Fe-B magnets. Adapted from [1]. 

The process has been optimised over the recent years by controlling the oxygen 

content in the sintering process to prevent the formation of oxides within the magnet 

microstructure witch eventually result in irreversible degradation of the magnet [50]. 

3.2.1 Nanocrystalline materials 

Nanocrystalline materials (NCM’s) are single or multiphase crystals that have distinct 

characteristics and typically have grain sizes ranging a few (1-10) nm. They have a high 

density of defect cores, where 50% or more of the atoms are situated around these cores [60]–

[63]. These materials are of interests for a few reasons 1) they have an atomic structure that 

differs from the two known solid-state structures; crystalline state (long range order) and 

glassy state (short range order), with the atoms situated in a grain or interphase boundary with 

a random atomic arrangement. 2) NCM’s properties differ when compared to 

crystalline/glassy state with the same composition. 3) NCM’s seem to allow for the alloying 

of components which are immiscible in the solid or molten state [61]. NCM’s contain two 

different atoms; crystal and boundary, these two atoms form different components which are 

characterised by their nearest-neighbour configuration. The crystal atoms form the crystalline 

component, a froth like component is formed by the boundary atoms [61]. An example of 
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NCM’s research is materials that have targeted defects, for example, in the grain boundaries 

where different structured nanocrystalline materials can be generated. However, as they differ 

in structure, they all have a common microstructural feature, which is a large volume fraction 

of defect cores surrounded by strained crystal lattice regions [60]. Another type of NCM can 

be magnetic, these magnetic NCM’s can also have different features based on their properties 

(hard, soft and exchange spring etc.). 

 A recent study by Li et al. [64] researched new bulk SmCo3 nanocrystalline magnets 

and their magnetic anisotropy, in which they addressed the challenge of fabricating 

nanocrystalline materials with grain sizes between 10-20 nm and a strong crystallographic 

texture [65]–[67]. Using amorphous precursors and a high-pressure thermal compressor, they 

fabricated anisotropic bulk nanocrystalline SmCo3 with a strong (001) texture and the desired 

grain size of 10-20 nm. These magnets had a magnetic anisotropy Mr///Mr⊥ = 1.53 and BHmax 

= 33.8 kJ/m3, which compared to the isotropic magnets fabricated with the same precursors 

having magnetic anisotropy Mr///Mr⊥ = 1.01 and BHmax = 15.1 kJ/m3 [64]. Figure 3. 2 shows 

the temperature performance SmCo3: 

 

Figure 3. 2 Characterization of high temperature magnetic properties of the fabricated 

SmCo3 magnet. (a) The demagnetization curves at 25–300 °C. (b) Dependence of coercivity 

Hci and remanence Br, on the measurement temperatures [64]. 

 The authors explained the small grain sizes are arising from the high-pressure thermal 

compression and suggested that the small strain-energy anisotropy was the reason for the 

(001) texture formation [64]. They concluded that these results show SmCo3 materials to 

have potential for high temperature applications. However, the temperature for the BHmax 
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measurement of 33.8 kJ/m3 was not stated. If this is assumed to be at 298K, then a 

comparison with reported BHmax values for commercially available Sm2Co17 (254.6 kJ/m3) 

and SmCo5 (159.1 kJ/m3) [13], suggests that the potential for the nanocrystalline SmCo3 

magnets to be a replacement seems ambitious. Li et al. did not report the BHmax values above 

room temperature. They did however state that after annealing between 700-850°C it led to 

an increased remanence, decreased coercivity and overall increased BHmax. This was the 

result of the average grain size increasing from ~12.3 to 52.4 nm, but they did not report the 

increased BHmax values [64]. Bulk SmCo3 permanent magnets have been reported before, but 

only stated a coercivity of 2626 kA/m (33 kOe) has been given [68]. The method of reducing 

the grain size (without showing thermal instability) shows real promise and addresses a real 

issue, but the lack of like-for-like comparison between the new anisotropic bulk SmCo3 

magnets and magnets already in use and the values reported suggests that SmCo3 might not 

be a suitable replacement. 

3.3 Magnetisation reversal mechanism in permanent magnets 

The demagnetisation mechanism is an important factor to consider when using permanent 

magnets to fully understand the difference in between theoretical and experimental values of 

magnetic properties (Brown’s paradox, Section 2.4.2) [69], [70]. The following subsection 

will discuss the mechanism of magnetisation reversal and its importance for performance of 

REM’s. 

3.3.1 Nucleation of domain walls 

Nucleation first occurs at weak spots that are most susceptible such as the corners/edges 

where the demagnetisation field is highest (Figure 3. 3) [71], [72]. 
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Figure 3. 3 Map of the local switching field for a large grained Nd2Fe14B magnet for h =0. 

The colour map gives the local switching field computed by the embedded Stoner-Wohlfarth 

model. Magnetisation reversal will start where the local switching field has its lowest value 

[71]. 

 When nucleation occurs, the grain becomes demagnetised, which then affects the next 

grain and so on. Without any features to prevent the spread of this effect the entire magnet 

could be compromised. Figure 3. 4 shows the effect of nucleation from a surface grain at the 

edge of an Nd-Fe-B magnet. 

 

Figure 3. 4 Showing domain nucleation and propagation in the demagnetisation process for 

the edge of Nd-Fe-B magnet under the presence of a reverse applied field a) 0 mT b) -300 mT 

c) -600 mT d) -900 mT e) -1200 mT f) -1300 mT  [72]. 
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 Work has been done to address the issue of demagnetisation within the magnet and 

will be discussed in Section 3.4. But in the literature discussed there was not an investigation 

into preventing nucleation at the edges of magnets. 

3.3.2 Temperature dependence 

Magnetisation of a material is dependent upon temperature [73]–[75]. When temperature is 

increased, the values for coercivity and remanence decrease due to the loss of magnetisation 

at the Curie temperature of the material. This is a problem for magnets that are used in 

applications that operate in high temperature environments, such as some motors or 

generators, which can have an operating temperature between 160-200℃ [52]. At these 

temperatures, Nd-Fe-B magnets experience a decreased BHmax from 358 to 88 kJ/m3 for 300K 

and 475K respectfully [13]. This trend is commonly observed for permanent magnets 

investigated e.g. (Al-Ni-Co, Nd2Fe14B, SmCo5, Sm2Co17) but as they are different materials, 

they all have different Tc. Research by Cui et al. [13] also confirmed that the grain boundary 

diffusion of Dy into Nd-Fe-B increased BHmax to 159 kJ/m3 at 475K, which makes a Dy 

diffused magnet more suitable to use in motors compares to non Dy diffused magnets as first 

suggested by Li et al. [13]. Cui et al. also found that the highest BHmax at 475K belonged to 

Sm2Co17 (219 kJ/m3). These magnets outperform other materials and are more suited to high 

temperature applications such as locamotive traction motors and heavy industrual generators. 

They retain their BHmax (263 kJ/m3 at 300K)  better at operating temperature when compared 

to the Nd-Fe-B. However, the high price of raw elements Sm (11.14 £/kg) and Co (46.19 

£/kg) compared to Fe (0.06 £/kg), Nd (48.04 £/kg) and B (1,910 £/kg) means that Sm-Co is 

far more expensive that Nd-Fe-B, considering B is used in such small quantities [76]. A 10 

pack of 10x10x5 mm cubes of Nd-Fe-B retails for £10.81, where Sm-Co retails for £14.21 

[77]. A cheaper option of magnetic materials would be the ferrites, such as SrFe12O19 which 

has much cheaper elements O (0.5 £/kg) and Sr (4.19 £/kg) but they have much lower BHmax 

with 31 kJ/m3 at 300K. Ferrites are a cheap alternative and are more suited to large scale 

production such as cheap products like fridge magnets etc. [13]. These results suggest there is 

a choice to be made for which magnet to be used in different applications, if the temperature 

remains close to 300K then Nd-Fe-B magnets are likely to be most suitable due to their high 

BHmax, but if the temperature exceeds 400K then the Sm2Co17 magnet becomes be more 

suitable despite the increased price.  
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 Magnets at non-zero temperatures also have a finite probability of undergoing 

thermally-excited magnetisation reversal. The mean time between switching events is given 

by the Arrhenius-Néel equation: 

1

𝜏
= 𝑓0 𝑒𝑥𝑝 (−

𝐾𝑢𝑉

𝑘𝐵𝑇
)    (Equation 3. 1) 

 where 𝜏 is the average waiting time for switching, f0 is the attempt frequency, kB is 

Boltzmann’s constant, Ku is magnetocrystalline anisotropy and V is the ‘activation volume’ of 

a reversed magnetic domain. In practice, Ku can be temperature-dependent and applied 

reverse magnetic field further reduce the waiting time for reversal. Equation 3.1 emphasises 

the need for materials with a high value of Ku in order to maintain their magnetisation. 

3.4 Approaches to improve Nd-Fe-B permanent magnets 

The most common approach to improve performance of Nd-Fe-B magnets involves the 

addition of Dy, by adding it into the pre-sintered magnet at the expense of remanence to have 

an increased coercivity due to Dy coupling antiferromagnetically within the grains (Figure 3. 

5) [78]. The addition of Dy in this case, resulted in an increased Curie temperature and 

therefore an increased temperature performance having double the BHmax (159 kJ/m3) of Dy-

free Nd-Fe-B at 475K [13]. 

 

Figure 3. 5 Showing the magnetic properties of sintered Nd-Fe-B with varying wt% of doped 

Dy [78]. 
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 Attempting to increase the coercivity of Nd-Fe-B magnets has been achieved in a few 

different ways [55], [56], [79], [80], as discussed below. 

3.4.1 Grain size 

The correlation between grain size and coercivity has previously been investigated by Liu et 

al. [81] where the Nd-Fe-B magnets were processed at different temperatures, which yielded 

different grain sizes. Through initial simulations it was suggested that a reduction in grain 

size decreased the demagnetising field, hence leading to an increase in coercivity as well as 

an improvement of the temperature dependent factor of coercivity. Practical experiments also 

proved this to be the case and showed that grain size can affect coercivity. However, there is 

a limit, as reducing the grain size to 0.5 µm requires powders of size ~0.3 µm which comes 

with handling issues, as the ultrafine powders would prove challenging when scaled up to 

mass production due to their explosive nature [81]. Li et al. [82] investigated sub 0.3 µm 

grain sized magnets but found a degradation in coercivity due to oxidation of the Nd-rich 

phase at grain boundaries. As this is a problem in the processing of the material, reducing the 

grain size shows some limitations. If this impurity could be overcome, then coercivity could 

potentially be improved.  

3.4.2 Grain boundary diffusion 

Another way of increasing the coercivity was by the doping of Dy into the magnet. Dy 

diffused into the grain boundary under heating above 700°C, forming a Dy-rich shell around 

and Dy-poor core within each of the grains [83]. During magnetisation reversal, nucleation 

occurs at the surface of the grains or sharp corners and edges of bulk magnets [84], due to 

defects, and the effect works through to the core of the magnet. The addition of Dy-rich shell 

around and a Dy-poor core reduced this effect [83], reflected in a study by Li et al. [79] 

where the magnetic properties of Nd-Fe-B magnets doped with Dy was investigated. The 

process involved sputtering a DyZn film onto sintered Nd-Fe-B before using a heat treatment 

at 700-900°C for 5 hours to allow the Dy to diffuse into the bulk magnet. This process was 

then followed by an annealing treatment at 500°C for 1-3 hours (Figure 3. 6).  
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Figure 3. 6 Showing the process of grain boundary diffusion a) initial Nd-Fe-B material b) 

after acid picking c) sputtering of rare-earth element d) grain boundary diffusion of the rare-

earth element [57]. 

 Li et al. [79] compared Dy-diffused and Dy-free magnets at different operating 

temperatures 20-180°C. At the lower temperature the Dy-free magnet had lower Hc = 1174 

kA/m but a larger Br = 1.20 T and BHmax = 281 kJ/m3 when compared to the Dy-diffused 

magnet Hc = 1711 kA/m, Br = 1.19 T and BHmax = 274 kJ/m3. As the temperature increased 

towards 180°C, the Dy-free BHmax dropped to 128 kJ/m3 whereas the Dy-diffused BHmax only 

dropped to 178 kJ/m3 [79]. Both types of magnet experienced drastic decreases in their values 

for Hc and BHmax, due to the affect an increased temperature has on coercivity [52]. As Dy 

diffuses into the grain boundary in-between the Nd-Fe-B and substitutes for Nd in this phase, 

this caused a reduction in Br as Dy has antiferromagnetic coupling with Fe [85]. However, 

this prevents the nucleation of reverse domains within Nd-Fe-B, hence increasing Hc [79]. Li 

et al.’s findings are consistent with other research into the grain boundary diffusion (GBD) of 

Dy [73], [80], [86]. With the high mean price of $405 per kg of dysprosium oxide [87], only 

small percentages of Dy (0.6-11 wt.%) [88] are used to keep the magnet cost effective due to 

China’s export policies [8]. Perhaps strategic targeting of the Dy on places more susceptible 

to nucleation of reverse domains rather than coating the entire magnet, and using GBD could 

reduce the cost even further whilst still maintaining a similar level of performance.  



36 

 

 Dy is commonly used to improve the coercivity of Nd-Fe-B magnets through GBD 

and increasing the anti-ferromagnetic coupling between the 2:14:1 grain (matrix phase). To 

enhance the coercivity without using more Dy, which has associated cost issues. Song et al. 

[89] investigated the effect of Dy diffusion on Nd-Tb-Fe-B magnets. Sintered Nd-Fe-B 

magnets with compositions (Pr,Nd)29.8-xTbx(Cu, Co, Ga, Ti)1.2FebalB0.95 (x = 0, 0.5, 0.8, 1.4 in 

wt.%) prepared by powder metallurgical process, strip-casting, hydrogen decrepitation, jet 

milling, pressing, magnetic alignment and sintering. Samples were held in a Dy-vapour at 

900°C for 8 hours for Dy GBD followed by an anneal at 480°C for 3 hours.  

 Figure 3. 7 shows some of the magnetic results from this study. Every increase of 

1wt.% of Tb led to an increase of 0.37 T in coercivity and the GBD of Dy was not affected by 

the alloying of Tb and increased the coercivity as expected. This study shows that a 

combination of alloying and GBD different REE’s can be used to improve the coercivity of 

Nd-Fe-B magnets. As a note, there is no mention of how much Dy was used in the GBD to 

allow for a direct comparison to other studies.  However, as Tb is plagued by the same issues 

as Dy, although to a lesser degree, this process perhaps would not be viable in industry 

moving away from the use of REE’s. 
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Figure 3. 7 A) Room temperature demagnetisation curves for different Tb wt.%. B) Room 

temperature demagnetisation curves for 1.4wt.% Tb magnets after different treatments. C) 

Coercivity with Tb wt.% after different treatments. D) Coercivity increment after each 

treatment for different Tb wt.% [89]. 

 Recently Jin et al. [90] investigated the effect of co-doping (Nd,Pr)Hx and Cu on Nd-

Ce-Fe-B magnets. Ce replaced 30wt.% of the Nd in and increased the corrosion resistance but 

also reduced the coercivity from 970.8 to 740.1 kA/m [91]. This reduction occurs due to the 

coercivity of Nd-Fe-B being highly dependent on the formation of a continuous non-

ferromagnetic grain boundary phase that isolated neighbouring grains from each other [55]. 

Current materials used for diffusion rely heavily on rare-earth additives. These result in 

increased coercivity but due to the antiferromagnetic coupling, there is a reduction in the 

remanence and often the energy product [90]. To recover the loss of coercivity from the Ce 

being introduced to Nd-Fe-B, and attempt to mitigate the reduction of remanence and energy 

product, various ratios of (Nd80Pr20)Hx and Cu powders were diffused into the material. 

Various Ce magnetic powders [(Nd80Pr20)75Ce25]30.5FebalM1B1 (M = Al, Ga, Zr in wt.%) were 

prepared by induction melting, strip casting, hydrogen decrepitation and jet milling. 
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(Nd80Pr20)Hx powders were prepared by hydrogenating the Nd-Pr alloy for 2 hours at 673K 

followed by coarse crushing. (Nd80Pr20)Hx and commercially available Cu powders were 

blended together with the Ce-25 powders in nitrogen atmosphere. The mass ratio of the 

(Nd80Pr20)Hx and Cu powders varied in 10:0, 9:1, 8:2, 7:3 to 5:5. The mixed powders were 

aligned in a 1.8 T magnetic field followed by isostatic pressing under 200MPa, the compacts 

then underwent a two-step annealing at 1163K and 768K in a vacuum furnace below 1x10-

3Pa [90]. From analysis of the experiments Jin et al. [90] suggested that the co-doping of 

(Nd80Pr20)Hx and Cu created positive microstructural changes: 1) as a result of the doping, Fe 

was partially substituted by Cu in the REFe2 intergranular phase, as well as Ce for Nd/Pr 

proven by TEM and EPMA. This causes extra Fe and Ce to be released into the intergranular 

regions during the annealing/sintering phase. 2) a mechanism driven by concentration 

gradients caused dehydrogenated Nd/Pr originating from (Nd80Pr20)Hx diffused into the 

2:14:1 grains and caused a substitution and expulsion of Ce into the intergranular regions, 

supported by the higher Curie temperature present in the 8:2 and 10:0 magnets. 3) both 

effects results in extra Ce and Fe atoms within the intergranular region to form additional 

REFe2 phase upon annealing/sintering. Shown in Figure 3. 8 are the demagnetisation curves 

for the different ratios used. 

♫ 

Figure 3. 8 Showing the demagnetisation curves for the (Nd80Pr20)Hx and Cu doped Nd-Ce-

Fe-B sintered magnets (SM=starting magnet) [90]. 

 Jin et al. [90] concluded that the improved coercivity was due to the release of Ce and 

Fe into the intergranular phase which then promotes to the REFe2 phase under 
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annealing/sintering. This increase along with the raised Cu concentration gave a better 

continuity of the non-ferromagnetic grain-boundary, and improved stability of the 

intergranular region to enhance corrosion resistance [90]. The energy product is increased for 

the 9:1 ratio, from 314.3 kJ/m3 for the SM to 316.7 kJ/m3 for the 9:1 doped magnet. The 

study also showed that having Cu as a co-dopant resulted in a higher energy product than 

having none, shown by a comparison between the 5:5 and 10:0.  

This study shows real promise as the coercivity and corrosion resistance are improved 

and, importantly, the remanence loss is mitigated with the co-doping of (Nd80Pr20)Hx and Cu 

for the reasons discussed previously. The study finds an optimal ratio and experiments for the 

effect of temperature as well as uses cheaper materials compared to other REE dopants. This 

study provides a good basis, but a future study could be carried out on other co-dopants. Cu is 

used to improve the performance at higher temperatures, but perhaps an element with lower 

melting point such as Al or Mg, which has being used in different studies, could help the 

diffusion depth of the dopants to potentially improve the magnetic properties to allow for a 

deeper diffusion of (Nd80Pr20)Hx. 

3.4.3 Alternatives to Dy 

Other 4f elements have also been diffused into Nd-Fe-B magnets such as La and Ce [92]. 

Like Dy, La and Ce diffuse into grain boundaries and substitute for Nd in ratios of Nd2-

xYxFe14B. Of all the combinations the highest BHmax reported for Ce was 170 kJ/m3 at x = 0.3 

and for La BHmax = 107 kJ/m3 at x = 0.2 [92]. These BHmax results are lower than that of the 

Dy-diffused magnet, but that is to be expected as La and Ce do not couple 

antiferromagnetically like Dy, but instead affect the microstructure to create the observed 

changes. Ce substitution caused grain coarsening and hence magnetic properties were 

reduced with an increased ratio, but the optimum ratio of x = 0.3 led only to mild 

deterioration of the magnetic properties. La at x = 0.2 led to a pronounced grain refinement, 

enhanced remanence, and maintained a high Curie temperature due to its effect of anisotropic 

lattice expansion [92]. A combination of La and Ce could help reduce the amount of Dy 

required to achieve the previous Dy-diffused magnets by increasing the Curie temperature 

and changing the microstructure to be more favourable. It can also be noted that La 

(£5.60/kg) and Ce (£5.60/kg) are much cheaper than Dy (£280/kg) [76] and held in much 

higher quantities due to the lack of applications. Tb has also been used as a replacement for 

the diffusion of Dy, but the problems that plague the use of Dy are arguably worse in the use 

of Tb with the element being even more rare and more expensive than Dy [93].  
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 Loewe et al. [94] also investigated a similar principle as discussed above. Where they 

looked at the surface-bulk coercivity after GBD of different REE’s (Dy, Tb, Ce and Gd) in 

two different types of commercially available Nd-Fe-B magnets: Dy-lean and Dy-rich. They 

also implemented software simulations to predict the coercivity values and compared them to 

the experimental results obtained.  

 

Figure 3. 9 Coercivity value against diffusion time for GBD of different REE’s [94].  

 As shown in Figure 3. 9, the GBD of Ce and Gd had a negative effect on the 

coercivity over time. The BHmax results of Ce shown here are similar to the BHmax previously 

discussed [92], where the GBD of Ce reduces the coercivity. Perhaps following up on the 

work by Poenaru et al. [92] could in the future investigate the effect of diffusion time would 

have on Ce, as they have already found the optimum ratio, this could further increase the 

BHmax of the magnet.  
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Table 3. 2 The experimental and theoretical values for GBD of different REE’s in selected 

gradient magnets. Adapted from [94]. 

REE and diffusion time in 

hours 

Coercivity (T) 

Measured Simulated 

Dy 1.5h 2.02 2.06 

Dy 10h 2.25 2.25 

Tb 1.5h  2.07 2.17 

Tb 10h 2.53 2.58 

Ce 1.5h 1.32 1.60 

Ce 10h 1.56 1.56 

 

 Table 3. 2 shows there is a slight deviation in the theoretical and experimental values 

for coercivity. This was suggested to be because it is difficult to precisely determine the 

surface coercivity of the magnet and as in the simulations the model was used for perfectly 

aligned grains, which in practice is not the case. Through their simulations they did also find 

that an over-proportional value for coercivity is exhibited in the surface layer to a few 100 

µm thickness, which has positive implications for the application of GBD. It is therefore not 

necessary to create a homogenous coercivity distribution throughout the magnet and targeted 

GBD can be used to focus on certain areas of the magnet [94]. 

 More recently, Zhong et al. [95] investigated reducing the amount of Dy used by co-

depositing Mg. They compared an original Nd-Fe-B, a Dy-diffused and a DyMg-diffused 

magnet. Through the process of co-deposited sputtering of DyMg, as opposed to individual 

deposition, they found the consumption of the Dy element to be reduced by 39% and gave an 

enhanced coercivity when compared to the Dy-diffused magnet (Figure 3. 10) [95].  
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Figure 3. 10 Demagnetisation curves of the original, Dy-and DyMg-diffused magnets. The 

inset shows the amount of the Dy element deposited into the magnets and corresponding Hcj 

[95]. 

 The results reported show that there is a decrease in the BHmax from 39.75 MGOe 

(316 kJ/m3) to 39.09 MGOe (311 kJ/m3) when comparing the original to the DyMg-diffused 

magnet, which is consistent trend as reported by others for the introduction of Dy into the 

magnet. But the Dy-diffused magnet reported results for BHmax 38.92 MGOe (309 kJ/m3), 

which is expected as an increased quantity of Dy will further reduce BHmax. It can also be 

seen in the correlation that an increased coercivity is resulted from the introduction of Dy. 

However, it is predicted that the increased Dy content would result in a higher coercivity, but 

this is not the case for the DyMg-diffused magnet. As it is reported to have higher coercivity 

values across all measured temperatures 300-380K than the Dy only [95]. This suggests 

potentially some other reason for this rather than the trend being the more Dy the higher the 

coercivity. Zhong et al. investigated the GBD and microstructure of the phases, they found 

issues with the diffusion in the Dy-diffused magnet to be due to a few factors. 1) grain 

boundary continuity 2) melting point of the Nd-rich phase 3) formation of Dy agglomerates 

on the surface [95]. The diffusion of Dy is slow and shallow, the melting point of the Nd-rich 

phase (1,016°C) does not favour the diffusion of Dy, hence resulting in agglomerates forming 
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on the surface on the magnet. This means there is poor grain boundary continuity through the 

magnet. With the addition of Mg, this created an alloy with a lower melting point than Dy 

(1,412°C) (slightly higher than Mg 650°C), this allowed the Dy to diffuse along the grain 

boundaries more easily, and gave a more uniform distribution of diffusion as well as deeper 

diffusion depth (Figure 3. 11) [95].  

 

Figure 3. 11 Schematic diagram demonstrating the diffusion mechanism and microstructure 

evolution a) surface deposition of Dy b) GBD of Dy c) grain lattice diffusion of Dy d) surface 

deposition of DyMg e) GBD of DyMg f) grain lattice diffusion of DyMg [95]. 

The grain boundary itself was also investigated, through TEM they found that the 

grain boundary had reduced in size from ~17 nm to ~8 nm for Dy-diffused and DyMg-

diffused respectfully. This presence of a thin grain boundary in the DyMg-diffused magnets 

leads to weak demagnetisation coupling and an enhanced coercivity [95]. Additionally, the 

introduction of Mg induced the formation of the Nd-O-Fe-Mg phase during the heat 

treatment process which increased the O content which made the grain boundary of the 

magnet more stable [95]–[97]. 

Where previously discussed work looked at replacing the Dy element with other 

REE’s [92]–[94], this work by Zhong et al. [95] provides a different approach of simply 
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creating a lighter alloy with the use of Dy. This has shown to give even better results for 

coercivity then a Dy-diffused magnet whilst reducing the amount of the elements used which 

in return makes the overall magnet cheaper. This solution to the problem of REE’s in 

permanent magnets shows promise, potentially a further study could be carried out with 

alternative elements to Mg which could potentially increase coercivity or BHmax, and could 

potentially be combined with the previously discussed research to attempt to multi-deposit 

different elements, and study the diffusion time and how that could optimise the magnetic 

properties.  

As previously discussed, different permanent magnets have different magnetic 

properties, and each is more suited to certain applications because of their coercivity 

enhancement from single-domain size and the remanence from coupling effects of magnetic 

grains [98]. However, each nanostructure of permanent magnets varies and therefore has its 

own advantages and disadvantages, it would be ideal to have a magnet with the BHmax of Nd-

Fe-B with the thermal stability of Sm-Co [99]. A hybrid magnet is made from two or more 

permanently magnetic materials that are combined to improve specific aspects of a magnet 

such as coercivity, BHmax or corrosion resistance. Previous attempts to make hybrid magnets 

have had a limited success due to two main difficulties: 1) the different thermal processes for 

manufacturing the separate phases; and 2) interdiffusion of atoms between the two phases 

present at elevated temperatures during processing [100]. Wang et al.[101] investigated 

exchange-coupled nanoscale Sm-Co/Nd-Fe-B magnets, and found that the magnetic 

properties of the hybrid system is very sensitive to the ratio of the two phases used. They 

found that as the wt.% of Nd2Fe14B is increased to 0.4 wt.% the BHmax increased to 111 kJ/m3 

but reduced at 0.5 wt.% to 95 kJ/m3. This was attributed to increasing Nd2Fe14B, resulting in 

the creation of a large SmCo2 phase grain, which dramatically reduced the coercivity and lead 

to a deterioration of the energy product [101]. At 0.4 wt.% of Nd2Fe14B in SmCo5 the peak 

value of BHmax 111 kJ/m3 is 20% larger than that of single phase SmCo5 with improved 

thermal stability [101].  

 A more recent study by Pan et al. [102] investigated magnetisation reversal in the 

same hybrid system of Sm-Co/Nd-Fe-B nanocomposite alloys, where an SmCo5 magnet was 

produced with varying wt.% of Nd2Fe14B added. They found through x-ray diffraction (XRD) 

that with the introduction of Nd-Fe-B there was no effect on the single grain of Sm-Co and 

through first-order-reversal-curve (FORC) analysis found that 20 wt.% Nd-Fe-B provided the 

highest BHmax of 23.5 kJ/m3 and showed a higher exchange coupling strength. This research 
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shows it is possible to increase the magnetic properties of a magnet on the nanoscale by 

creating a hybrid magnet. Perhaps it would be therefore possible to start off with an Nd2Fe14B 

magnet and add in other magnetic based materials to increase the temperature performance or 

coercivity. It might also be a possibility to use a much cheaper bulk material, such as iron, to 

create the core of the magnet and then create an outer shell of Nd2Fe14B. 

3.4.4 Thin films 

The magnetic properties of thin films based on Fe or Co have been widely investigated to 

understand the origins and dependencies of the properties in order to attempt to control them 

to improve key magnetic properties such as Hc, BHmax and Ms [103]–[106].  

3.4.4.1 Buffer layers 

A study by Jiang and O’Shea studied the dependence of magnetic properties of Nd-Fe-B thin 

films upon buffer layers made up from different elements (Table 3. 3) [107]. 
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Table 3. 3 Magnetic properties for buffer elements with different thickness (d) and different 

annealing temperature Ta measured at 300K. * indicates that some constriction was observed 

in the hysteresis loop for this sample. Adapted from [107]. 

Buffer d nm Ta (°C) Hci 

(kOe) 

Hci 

(kA/m) 

|dHci(%)/dT|(%/°C) Mr/Ms BHmax 

(MGOe) 

BHmax 

(kJ/m3) 

Cr 540* 575 3.9 310.4 0.85 0.54 1.2 9.5 

180 575 6.7 533.2 0.70 0.59 6.8 54.1 

90* 575 4.7 374.0 0.85 0.53 2.3 18.3 

54 600 2.7 214.9     

Mo 540 550 12 954.9 0.61 0.66 9.9 78.8 

180 550 17 1352.8 0.62 0.64 10.3 82.0 

Nb 540 600 10.5 835.6 0.63 0.67 7.7 61.3 

180* 650 20 1591.5 0.34 0.54 1.5 12.0 

90 600 0.2 15.9     

54 625 0.4 31.8     

Ta 540* 650 10 795.8 0.33 0.53 3.2 25.5 

180 600 0.4 31.8     

90 600 0.3 23.9     

54 600 0.2 15.9     

Ti 540 575 15 1193.7 0.56 0.79 9.3 74.0 

180* 575 11 875.3 0.29 0.64 0.59 4.7 

90* 575 11 875.3 - 0.56 0.9 7.2 

54 650 2.0 159.2     

V 540 575 2.4 191.0   2.1 16.7 

 

 They investigated the magnetic properties of sandwiching Nd-Fe-B 20 nm between 

buffer layers of elements Cr, Mo, Nb, Ta, Ti and V of various thicknesses and at various 

annealing temperatures. Through this research they found that no single buffer material 

greatly improved the properties, with the highest Hc resulting from Nb while the highest 

BHmax changed with the use of Mo.  The study also showed that samples with the largest 

coercivity had Nd2Fe14B grain sizes in the range of 25-35 nm which were found to be the 

optimal size for this study. This small grain size was due to rapid 30 seconds anneal from 

temperatures ranging from 550-650℃, depending on the buffer material used [107]. The 

same authors then later investigated the effect of annealing temperature. 
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 Recently Xu et al. [108] showed promise of an increased coercivity in Co films by 

modulating the films with a Ta/Bi buffer layer on top of the Co. Two samples were made by 

magnetron sputtering elements (Ru, Co, Ta, Bi) onto thermally oxidised Si substrates at room 

temperature, followed by annealing between 250-450°C under vacuum (5x10-5 Pa). The 

difference in the samples was the use of either Ta(5 nm) buffer layer or a Ta(5 nm)/Bi(5 nm) 

dual buffer layer on top of the Co(8 nm), with Ru(3 nm) acting as a capping layer. Hysteresis 

loops are shown in Figure 3. 12. 

 

 

Figure 3. 12 In-plane M-H hysteresis loops of Ta(5)/Co(8)/Ru(3) (in nm) (a) as-deposited 

and annealed at (b) 250 ℃ and (c) 450 ℃; In-plane M-H hysteresis loops of 

Ta(5)/Bi(5)/Co(8)/Ru(3) (in nm) (d) as-deposited and annealed at (e) 250 ℃ and (f) 450 ℃. 

The upper left illustrations of (a) and (d) are schematic diagrams of the corresponding 

sample structures [108]. 

 Xu et al. [108] reported the coercivity of the Ta buffer layer sample to be 27 Oe (2.15 

A/m) and 163 Oe (12.97 A/m) with the Ta/Bi dual layer which is a factor of 6 increase [108]. 

It was stated the diffusion of Bi atoms affects the bulk defect density in the film and increases 

the pinning strength on the domain walls, which could be a reason for the larger coercivity 
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value. In addition, Bi atom diffusion modified the microstructure of the Co layer (which can 

be inferred from the change in hysteresis loop shape above), to increase the in-plane magnetic 

anisotropy this process can be tuned by controlling the annealing temperature.  

 Xu et al. [108] showed promising results to increase coercivity by using the Ta/Bi 

buffer layer. Future work could be done to combine the two studies and potentially 

investigate different combinations of buffer layers with different magnetic materials (Fe, Co, 

Sm-Co, Nd-Fe-B etc.). Nd-Fe-B could be coated with a similar layer or a combination of 

layers to provide additional pinning barriers which would help to prevent the formation of 

reversed nucleation domains. 

3.4.4.2 Annealing effects of multilayer films 

 A different study by Jiang and O’Shea investigated the effect annealing has on the 

magnetic properties of Nd2Fe14B/α-Fe thin films [106]. Films were deposited onto a silicon 

(100) substrate via sputtering, with a 20 nm thick Nb layer added as a buffer layer and a top 

layer to protect a Nd-Fe-B layer. The temperature range (600-750°C) and speed of annealing 

from 30 seconds or 20 minutes were varied and the exchange-spring behaviour of 

Nd2Fe14B/α-Fe evaluated (Table 3. 4).  

Table 3. 4 The coercivity and BHmax values for samples annealed at different temperatures 

and speeds. Samples 1-4 under a 20 minute anneal and sample 5 under 30 seconds anneal. 

Adapted from [106]. 

Sample 

No. 

Fe/Nd 

ratio 

Annealing 

Temp 

(°C) 

BHmax 

(MGOe) 

BHmax 

(kJ/m3) 

Hci (kOe) Hci 

(kA/m) 

Mr/Ms 

1 6.0 600 7.7 61.3 10.5 0.84 0.67 

2 7.7 600 10.1 80.4 4.8 0.38 0.64 

3 9.4 625 7.3 58.1 4.5 0.36 0.62 

4 11.1 600 3.9 31.0 2.1 0.17 0.57 

5 9.4 750 12.6 100.3 10.8 0.86 0.64 

 

 Annealing was shown to affect the magnetic properties of Fe sputtered onto Nd-Fe-B 

in a range from 600-750°C [106]. The films annealed for 30 seconds had a higher energy 

product compared to the 20-minute annealed films, which was suggested to be due to the 

creation of more uniform grain sizes. This was later proven with TEM by Yang et al. [109] 
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where they compared a 15 minute anneal at 750°C to an electron-beam heating technique at 

an accelerating voltage of 10 kV and a current of 1.8 mA for 0.1 seconds. The research by 

Jiang and O’Shea also looked at varying the Fe/Nd ratio, and how that affected magnetic 

properties; magnetisation was observed to increase with the concentration of Fe due to Fe 

having a larger moment than Nd. However, as the ratio of Fe/Nd increased, the normalised 

remanence Mr/Ms reduced. Coercivity was also observed to decrease with an increased Fe 

content. An increased Fe content lowered anisotropy and the maximum energy density; 

therefore, it can be determined that energy density is a function of the Fe content [106]. 

However, the study did not report results for a 20 minute anneal at 750°C so a comparison to 

the 30 second anneal can’t be made. This would have given a more comparable value to see if 

the increase in BHmax was due to the change in annealing temperature or the annealing 

duration. Additional understanding could be obtained by investigating the effect of different 

annealing times at a constant Fe/Nd ratio to be able to draw results by comparison. 

 Annealing temperature was also investigated by Xu et al. [108] in the previously 

discussed study on Co films with Ta/Bi buffer layers. Although, they focused more on the 

effects of the buffer layer and how annealing changed the magnetic properties of the films. 

They reported an increase in coercivity from 97 Oe (7.7 A/m) with a Ta buffer layer (450°C 

anneal) to 262 Oe (20.9 A/m) with Ta/Bi (450°C anneal); this was found to arise from the 

diffusion of Bi through the Co layer towards the edge of the film. This diffusion caused the 

orientation of the Co layer to align, and resulted in the easy magnetisation axis closer to the 

film plane which caused an increase of the in plane magnetic anisotropy. Therefore, the 

magnetic domain wall energy increased resulting in an increased energy barrier to the 

nucleation of a reverse domain, and an increased coercive field [108]. 

3.4.4.3 Exchange coupling 

Ao et al. [110] investigated exchange coupling and remanence enhancement in 

nanocomposite Nd-Fe-B/FeCo multilayer films. Here, 1-50 nm thick FeCo was sandwiched 

between a 20 nm and 3 nm thick Nd-Fe-B layers [110]. Increased thickness of the FeCo 

resulted in overall increased remanence but with this the coercivity decreased. This was first 

reported by Coehoorn et al. [111]. Through making a thinner film the opposite trends in 

remanence and coercivity resulted in a maximum BHmax of 215 kJ/m3 at 5 nm FeCo; this was 

an increase from 95 kJ/m3 for Nd-Fe-B all at room temperature. The Nd-Fe-B/FeCo 

multilayer films were all found to have characteristic magnetic properties that are expected 

for nanocomposite magnets (high BHmax and remanence), with the presence of both hard and 
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soft phases, which proved that the FeCo and Nd-Fe-B are well exchange coupled within the 

multilayer films [110].  

Cui et al. [112] investigated the anisotropic behaviour of exchange coupling in Nd-

Fe-B/α-Fe multilayer films. The films were synthesised by sputtering layers of Mo(50 

nm)/Nd16Fe71B13(800 nm)/Fe(11 nm)/Nd16Fe71B13(800 nm)/Mo(50 nm) on a Si heated 

substrate. A coercivity of 620.7 kA/m and BHmax 142.4 kJ/m3 was reported for this multilayer 

film but it was increased to 198.9 kJ/m3 when the thickness of the Fe layer was increased to 

36 nm [112], which is to be expected when adding more soft magnetic material with high 

magnetisation. Exchange coupling was investigated by measuring the hysteresis loops of the 

films at 180K, the first film (Fe 11 nm) showed an improvement in coercivity to 1152.0 kA/m 

which is due to the enhancement of anisotropy at lower temperatures [112]. However, they 

did find that there was a kink within the hysteresis loop in the direction parallel to the film 

plane, which suggests there is exchange decoupling between the hard and soft magnetic 

layers, this was not observed in the perpendicular direction. The thickness of the α-Fe was 

changed so that its effect on exchange coupling between the hard and soft layers could be 

investigated, and due to the use of the Mo spacer layer an effective critical correlation length 

𝐿𝑒𝑥
𝑒𝑓𝑓

was proposed [112]. This term is the thickness of α-Fe at which the kink in the hysteresis 

loop occurs and the values are listed in the Table 3. 5: 

Table 3. 5 Effective critical correlation length 𝐿𝑒𝑥
𝑒𝑓𝑓

for textured Nd-Fe-B/ α-Fe multilayer 

films. Adapted from [112]. 

  295 K 180 K 

𝐿𝑒𝑥
𝑒𝑓𝑓

perpendicular direction (nm) 38 26 

𝐿𝑒𝑥
𝑒𝑓𝑓

parallel direction (nm) 18 10 

 

Through investigating films without the presence of α-Fe they found that the kinks in 

the hysteresis loops are due to the presence of α-Fe within the multilayer film, but kinks did 

not occur if the thickness of the α-Fe was below the effective critical correlation length. This 

suggests that exchange decoupling is strongly related to the soft phase, but through further 

experimentation they found that the effective critical correlation length was due to the shape 

anisotropy from the textured structure in the hard phase [112]. They do seem to have stated 

how the results were obtained, and important with the future of larger energy product 
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materials coming out of further research into this area. However, they do not clearly state a 

protocol for how they managed to control growth of the hard layer as to increase the 

anisotropy.  

Alternatively, Neu et al.  [113] researched the texture, layer thickness and magnetic 

properties of exchanged coupled [SmCo5/Fe]n/SmCo5 multilayers with the number of layers 

ranging from n=1 to 5 whilst keeping the thickness of each material layer constant (Fe 25 

nm) (Sm-Co 50 nm). All the samples were created by pulsed layer deposition onto a Cr-

buffered MgO (110) substrate at 500°C. They found that through increasing the layers the 

theoretical and experimental values for BHmax increased but showed a decrease after n = 2 

(Figure 3. 13). 

 

Figure 3. 13 BHmax as a function of layer index n together with an estimation based on the 

interpolated data of remanence and coercivity, error is caused by thin film thickness [113]. 

Within the same layers there was a trend of decreased coercivity and increased 

remanence which is to be expected with the increase of Fe, and it was suggested that the Co 

was also diffusing into the Fe layer creating a high saturation polarisation Fe-Co alloy [113]. 

However, they did suggest that coercivity could be improved by reducing the thickness of the 

hard layer from 25nm to 6nm due to its sensitivity to thickness of the soft layer. 

3.4.4.4 Bilayer films 

Fullerton et al. [114] investigated bilayer films for SmCo/Fe and SmCo/Co, to study 

exchange-spring effects through the use of the coupled hard/soft magnetic layers. When 

investigating the SmCo/Co system, Fullerton et al. stated the BHmax to be 87.5 kJ/m3 for a 
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450 Å thick Sm2Co7 layer at room temperature. With the introduction of Co layers which 

ranged from 0-400 Å the BHmax increased to ~111.4 kJ/m3 at 100 Å, and then sharply 

decreased as the thickness of the Co layer increased. This decreased BHmax stemmed from the 

Co layer introducing more soft magnetic properties, the coercivity of the bilayer decreased 

even though the total Ms increased, the softening of the overall magnetic properties degraded 

the BHmax [114]. Use of 25-200 Å thick layers of Fe instead of Co resulted in an immediate 

drop in coercivity for example reducing from 3.4 T for pure Sm-Co, to ~1.7 T with only 25 Å 

Fe [114]. This reduction of 50% of the coercivity is quite dramatic, the experimental BHmax 

was not reported. A similar trend to that of the SmCo/Co bilayer where BHmax increased, as a 

result of increasing the ratio of soft high magnetisation material cannot be assumed as the 

coupling of the Co could occur differently in reality.  

 Through simulations of varying thickness of both the Sm-Co and Fe layer, Fullerton 

et al. [115] suggested that the theoretical BHmax is greater when the thickness of Sm-Co was 

small as there is a larger ratio of the soft layer. Their more recent research has confirmed this 

theory, as when H increased, a Bloch wall within the Fe layer became compressed against the 

Sm-Co layer. This then caused the interfacial spins in Sm-Co to become increasingly rotated 

[114]. At the field where the energy density of the domain wall in the soft layer became 

greater than if in the hard layer, the domain wall found in the soft layer moved and switched 

into the hard layer via domain wall motion [114]. The use of the coupling soft magnet has 

proved to be promising at increasing the overall BHmax in thin film bilayers. They did not 

investigate the use of thin films on bulk materials. However, this could be an avenue for 

future research as to how the use of specific thin films in different locations, and thicknesses 

could affect the magnetic properties of the bulk material.  

3.5 Permanent magnet electric motors 

This section will discuss the history of the electric motor and review the development into 

different magnetic architectures to improve performance, as well as a discussion of recent 

developments of magnetic materials for use in the application of electric motors. 

3.5.1 History of electric motors 

In 1834 Faraday published his work on the discovery of electromagnetic induction, with the 

idea that moving a magnet near a wire can produce an electric current within the wire. This 

works due to the magnetic field of the magnet creating a force on the electrons within the 

wire, causing them to move. This movement of electrons is what generates an electric current 
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in the wire. Faraday’s discovery was a ground-breaking development in electricity and has 

become the foundation for many applications such as generators and motors [116]. Thomas 

Davenport built the first electric motor in a small model car in 1834, demonstrating the 

electric motor could do useful work. In 1873 Nikola Tesla invented the AC motor which is 

more efficient and powerful than DC and is the dominant type of motor used today. 

Development of such motors over the 20th century have seen changes to design and materials 

used to improve efficiency and reliability. These developments have led to electric motors 

becoming common place in many applications, from household appliances to electric 

machines and drives. Throughout the development of electric motors, over 100 different 

topologies can be found throughout modern vehicles [117], [118]. General designs of these 

motors will be covered in the following section. 

3.5.2 Motor topologies 

One of the distinguishing differences in motor topologies is the position of the magnets, 

where they can be surface or internally mounted depending on the design. The motors 

themselves also vary in principle and design, with DC, induction (IM), permanent magnets 

based: synchronous (SPM), brushless (PMBS) and hybrid excitation (PMHEM), reluctance 

(RM) and synchronous brushed (SBM) [118]. Each will be discussed with their respective 

rotor characteristics as well as different stators commonly used. 

3.5.2.1 Rotor 

DC motors consist of a stator with a stationary field and a rotor with a brush commutation 

system. The field created by the stator is usually induced by coils but can be created by 

permanent magnets for small machines. The field windings may be in series or shunt 

connected with the rotor depending on the required characteristics of the motor, shown in 

Figure 3. 14.  
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Figure 3. 14 Showing the design of a brushed DC motor [119]. 

The commutator is made up of a set of copper segments which induce more friction 

than slip rings and consequently produces dust. Advantages of this type of motor are that the 

technology is well established and therefore has good reliability and is relatively inexpensive 

with simple design and allows for hardy control. This made DC motors the preferred option 

of motor design for variable speed applications before the advancement into power 

electronics. The main disadvantages of a DC motor are its low power density, costly 

maintenance, and low efficiencies (85%) [120]. Despite this DC motors still have a range of 

applications focused on the lower and middle power range vehicles [118], [121].  

 Induction motors (IM) main advantage is its simplicity of construction. Where the 

stator and rotor consist of a stack of laminated steel surrounded by a squirrel cage like shape 

of short-circuited aluminium or copper bars, shown in Figure 3. 15.  
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Figure 3. 15 Showing the design of an induction motor [122].   

The magnetic field of the stator will rotate at a slightly higher speed than that of the 

rotor, this difference or “slip” between the rotor and the stator frequencies induces rotor 

currents which will produce the motor torque [118]. Induction motors are relatively 

inexpensive, robust, reliable and require very little maintenance, they can achieve efficiency 

of over 95% for static applications but to obtain better performance over a wider speed range 

the efficiency is reduced to around 75% for a variable speed motor. However, IM’s control 

circuit is complex and has a relatively low efficiency and power density compared to PM’s 

leading it to a lower global market share. [118], [121]. 

 Permanent magnet DC motors (PMDC) are characterised by their constant rotor 

magnetisation. Here the PM’s within the rotor induce magnetic field in the air gap without the 

need for excitation currents, leading to a high power density, shown in Figure 3. 16.  
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Figure 3. 16 Showing the design of a permanent magnet DC motor [123]. 

This lack of excitation current does require less cooling and increases efficiency, but a 

more complex control of the excitation field is required to regulate the field [121], [124]. 

Coinciding with the development of high coercivity permanent Nd-Fe-B magnets in the 

1980’s, permanent magnet motors are increasingly being used for automotive applications. 

These new PM’s are brittle and very temperature sensitive meaning that insufficient cooling 

may lead to a reduction in performance and demagnetisation [118], [121]. The PMDC motors 

require more maintenance and exhibit more torque fluctuation due to the commutator and 

brush system. A permanent magnet synchronous motor has a stator with a three-phase 

winding similar to IM and RM motors. As the PM’s can be positioned in many orientations 

within the rotor, there is a large variety of possible arrangements and orientations. In terms of 

the flux path, radial and axial flux are the most common, radial-flux machines can have the 

magnets mounted either on the surface or internally, but axial-flux machines usually have 

surface mounted magnets. Synchronous permanent magnet motors allow for more flexibility 

in design and due to their compact design, they are often used to fit in places of limited space 

such as electric rear wheel drive vehicles [118], [125]. Well-designed internally mounted 

PMS motors have a high reluctance torque, efficiency, compact and with low noise have led 

this to become one of the dominant motor designs in traction motor applications [121]. A 

brushless PMDC motor is a structurally theoretically specialised synchronous motor where 

instead of a sinusoidal current waveshape it is trapezoidal, the commutator-brush system is 

not required. However, torque ripple and noise do appear during electrical commutation and 
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with this design it is difficult to achieve a maximum torque that is beyond twice the value of 

the base speed [121]. Adding excitation windings to a PMSM will create a hybrid motor with 

the combination of PM, the motor has minimum flux leakage and possesses a high flux 

density in the air gap, high power density and relatively good torque and speed 

characteristics. As there is an extra excitation, the control and topology are complex [121]. 

 Reluctance motors have attracted a lot of attention due to the concern of price increase 

and shortage of magnetic materials which is predicted to occur when electric vehicles enter 

large scale mass production [126]. The stator and rotor are composed of Si steel laminates, 

there are no windings, slip rings or permanent magnets on the rotor and a simple use of 

concentrated windings are installed on the stator [121], shown in Figure 3. 17.  

 

Figure 3. 17 Showing the design of a reluctance motor [127]. 

The main characteristic of RM’s is their use of rotor salient poles, where the torque is 

produced by the direct axis and quadrature axis synchronous reactance as the rotor lacks 

excitation. A RM is relatively cheap to produce and not temperature sensitive and has a peak 

efficiency comparable to that of the IM motor over variable speeds. A drawback of this type 

of motor is the high ripple torque resulting in higher noise and vibrations resulting in this 

motor design being very uncommon for electric vehicle use [118], [121]. 

 Synchronous brushed motors have a coil in the rotor connected to a source of 

stationary voltage through a slip ring, shown in Figure 3. 18.  
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Figure 3. 18 Showing the design of a synchronous brushed motor [128]. 

This motor is robust and operational temperature is limited by the insulation of the 

conductor [129], [130]. A main advantage of this motor design is the possibility of regulating 

the magnetic flux linkage, a reduction of this allows for high-speed operation at a constant 

power without the field weakening operation that is present in permanent magnet machines. 

The efficiency can be improved by running the motor at a partial operational load of the iron 

which reduces the excitation losses. As the field is generated by excitation currents in the 

stator, this motor’s full load operational efficiency is lower than comparable machines 

without current in the stator due to Joule losses in the magnetising current [118]. 

3.5.2.2 Stator 

A stator can be a coreless machine (CM), where the windings are placed in a stator made of a 

non-magnetic material [131], [132]. As this means the stator cannot be made of iron there are 

no associated iron losses, the lack of iron in the teeth increases the reluctance of the magnetic 

circuit but the lack of iron also results in more active material is required for a given power 

rating to compensate for the larger air gap. The absence of iron does reduce the weight of the 

stator and with no associated losses, this compensates for the increase of the expensive active 

material required. CM motors are most commonly used in high performance applications 

where weight and efficiency outweigh the overall cost [118], [133]. 

 The stator can contain multiple phases, the standard three phase is the minimum 

number of phases required to deliver constant power over each cycle. Increasing the number 

of phases increases the complexity of the system and hence is only used when special 

performance is required. Associated advantages of three phases are a reduction of harmonic 

content, low acoustic noise and an increase of torque density and efficiency. However, the 

fault tolerance and lower power rating of each phase is associated as the main factor for the 
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market position. This fault tolerance is the key reason for the role in fulfilling the safety 

requirements for aircraft [134], [135]. The lower power rating for each phase allows the use 

of robust but less expensive power electronic devices. Occasionally multiple phase systems 

consist of duplicate three phase systems with an angle shift, but in principle a phase number 

above four is possible. Motors that contain more than three phases are less common for road 

vehicles but due to their high torque capabilities they are more suited for the propulsion for 

ships and planes [118], [136], [137]. 

 In-wheel motors (IWM’s) have a confined outer diameter determined by the space 

available inside the wheel. These motors can be directly driven, and some designs also 

include planetary gear and even the brake disks [138]. All topologies are suitable for this type 

of motor but PM motors that have outer rotors or an axial flux configuration give a better 

power density and utilise the available volume more efficiently. There are examples of IWMs 

that have a reluctance motor configuration, but this is less common [118], [139], [140]. 

3.5.3 Advancements of permanent magnets for electric motors 

Most research into improving the performance of the RE magnets focuses on the coercivity, 

remanence and BHmax of the magnets, as discussed in Section 3.4. There is also the possibility 

of replacing REE based magnets with the more abundant ferrite-based magnets, with their 

low cost, thermal stability and reasonable magnetic properties [141] they could be used to 

partially replace the RE magnets in a cost against performance compromise. The following 

review will cover changes to the magnets such that they effect the performance of an electric 

motor. 

 A comparative study by Oti et al. [142], investigated the affect different magnetic 

materials have on the electromagnetic output of a permanent magnet machine. Using 

ANSYS-MAXWELL the motor is set up as in Figure 3. 19. 
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Figure 3. 19 Showing the schematic of the investigated machine model. a) 2D FEA mode b) 

3D FEA model c) 3D FEA mesh d) 3D FEA flux density [142]. 

 The four magnetic materials chosen in the study are: AlNiCo, ferrite, Nd-Fe-B and 

Sm-Co. With the motor having constant dimensions and properties the variables come from 

the properties of the individual magnetic shown in Table 3. 6. 
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Table 3. 6 Showing the parameters of the different magnets used within the motor. Adapted 

from [142]. 

Magnetic 

Material 

AlNiCo Ferrite NdFeB SmCo 

Remanence, Br 

(T) 

1.16 0.4 1.47 1.05 

Coercivity, H 

(kA/m)  

230.75 303.15 1063.4 795.77 

Electromagnetic 

power at base 

speed (W) 

206.57 186.57 449.67 396.40 

Efficiency at 

rated speed (%) 

79.83 75.76 87.22 86.58 

Energy product, 

BHmax (MGOe) 

4.4 3.7 53 25.8 

Cost (£/lb) 20 2 35 70 

 

 Property values given for the magnetic materials in table suggest that the RE based 

magnets of NdFeB and SmCo should produce the highest power and efficiency machine at 

room temperature but at the highest cost. And as expected Oti et al. found through simulation 

that the machines equipped with the RE magnets provided a higher torque, a greater fault-

tolerance ability and improved power and efficiency compared to the non-RE magnets. This 

demonstrates that in a direct comparison of magnetic materials there is no real suitable 

substitute for RE magnets within an electric motor when maximum performance and 

efficiency is the goal. 

 To reduce and optimise the quantity of RE material, Chen et al. [143] investigated the 

use of a hybrid magnet configuration, by utilising the cheaper and crucially RE-free magnetic 

material ferrite permanent magnet in combination with NdFeB and changing the magnet 

topology. The reference motor is shown in Figure 3. 20. 



62 

 

 

Figure 3. 20 The structure of the reference motor with a non-rare-earth ferrite-PM [143]. 

 The reference motor consists of 12-slots and 10-poles in a three-phase excitation 

current system. The reference motor magnets are the ferrite-PM and the study simulates the 

addition of NdFeB in a series, parallel or mixed pattern into the motor shown in Figure 3. 20. 

 

Figure 3. 21 Showing the different rotor topologies of less-rare-earth hybrid-magnet motors 

(LRE-HM) in a) A-series, b) B-parallel, c) C-mixed [143]. 

 The study describes a changing volume of ferrite-PM and NdFeB in which it was 

observed the central diameter of the rotor is changing but the total diameter remains constant. 

The specific changes are listed in Table 3. 7. 
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Table 3. 7 Stating the specification and performance of the three hybrid-magnet motor 

designs, adapted from [143]. 

Specification Reference A-Series B-parallel C-mixed 

NdFeB volume 

(cm3) 

0 42.16 35.70 34.00 

Ferrite volume 

(cm3) 

183.6 179.5 183.6 183.6 

Axle diameter 

(mm) 

56 56 44 44 

Torque ripple (AC 

RMS/Mean) 

3.348 3.126 2.495 2.928 

Efficiency (%) 83.96 87.76 90.14 88.08 

Core loss (W) 45.74 36.31 42.1 41.5 

   

Evaluated from data in Table 3.7 the introduction of NdFeB has varying results 

depending on the topology of the magnets which is being utilised. The introduction of NdFeB 

into the series configuration reduced the torque ripple, and core losses and increased the 

efficiency of the motor. Which is to be expected with the introduction of a hard magnetic 

material, but the change from a series to a parallel configuration gave the same trend again 

except for an increase in the core loss of 5.79 W when comparing series to parallel. This 

increase is likely due to the increased volume of iron as the volume of NdFeB is reduced. The 

efficiency increases by 2.38%, as the volume of NdFeB decreased and the volume of ferrite 

increased, this increase of efficacy is down to the change in topology. By aligning the 

magnets end-to-end and assuming the magnetisation direction is along the radius of the rotor, 

this would confine the magnetic flux towards the same direction and the introduction of the 

NdFeB would mean that an anchorage and boost to performance of the ferrite is occurring. 

However, Chen et al. also tried to optimise the design further by creating a mixed design with 

anti-symmetry of the magnets, this mixed topology reduced the volume of NdFeB but 

resulted in a lower efficiency. This demonstrates that there are different aspects to consider 

when designing a motor for efficiency. An increase of NdFeB does not necessarily result in 

an increase of efficiency and a suitable change of topology can achieve this. Although this 

study does show the benefit of an optimal design and the performance gain from using RE 

magnets, it lacks suitable comparison to itself and other studies. As the changes by Chen et 



64 

 

al. are not singular with each step, for example the change of series to parallel topology of the 

NdFeB also has the change of axial diameter, so there is no certainty that the performance 

gain is coming solely from the magnet topology change. There is also a change of NdFeB 

volume, although this comes along with the change in topology it seems flawed to assume 

that the performance gain is due to this. The study could be improved and have a better 

comparison if the reference motor was designed in such a way that it did not require a 

dimension change and had initial space to create all the desired changes in topology. This 

would mean that there would be a constant volume of the NdFeB, and a true indication to the 

performance of the motor can be seen when changing the topology. Perhaps a different 

approach entirely could be taken within the study, as it is well established that a large reason 

for the high efficiency of these magnets is due to the use of RE magnets. And as any 

introduction of these materials will increase efficiency, it could be more representative of 

current motors to have a reference motor with only NdFeB magnets and then attempt to 

reduce the volume of the RE by replacing it with the ferrite and investigate the effect this will 

have on performance and efficiency.  

 A later study by Chen et al.[144], optimised the mixed topology of series and parallel 

into a more accurate representation of the mixed topology shown in Figure 3. 22. 

 

Figure 3. 22 Showing the optimised mixed series/parallel topology of hybrid magnets [144]. 
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 Through simulation and experimental verification the proposed optimisation was 

found to improve the torque by 8% and torque ripple decreased by 11% [144]. This only 

demonstrates the principles of the first study where a change in motor design can improve the 

performance but still no real comparison can be made to a motor consisting mainly of RE 

magnets [142]. 

 A recent study compared two motors with similar design, but the standard motor 

consisted of only Nd-Fe-B, and the second motor introduced ferrite magnets (Figure 3. 23) 

[145]. Which is the opposite to what Chen et al. proposed [143], [144].  

 

Figure 3. 23 Showing the two topologies of motor with traditional permanent magnet motor 

(TPMM) (left) and asymmetric hybrid permanent magnet motor (AHPMM) (right) [145]. 

Through theoretical analysis and verification with experimental methods and an 

optimisation method that with the introduction of Ferrite into the motor, the quantity of RE 

materials is reduced by 18.5% without any decrease in the output torque. As slightly 

mentioned in other studies but more prevalent by Liu et al.[145], an important aspect is the 

magnetic flux circuit shown in Figure 3. 24.  
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Figure 3. 24 Showing a simplified magnetic circuit comparison diagram of the AHPMM and 

TPMM [145]. 

  The introduction of the ferrite, with a small change in the NdFeB size and position 

angles, changes the route of the magnetic circuit. This change confines the magnetic flux and 

with the combination of series and parallel magnets the total reluctance in the magnetic 

circuit is reduced whilst increasing the total permeability with a saving of the quantity of RE 

material used. 

 This study demonstrates a more realistic method of optimising a permanent magnet 

electric motor with a hybrid-magnet system. The reduction of RE material will lower the cost 

and ensure that the material is only used where it is necessary, and the cheaper ferrite can be 

used to try and bridge the performance gap. This approach seems the logical direction to 

pursue until more sustainable RE-free magnetic materials with good properties are 

established through a reliable mass manufacture path. 

3.6 Summary 

Nd-Fe-B permanent magnets have emerged as one of the leading magnetic materials for a 

diverse range of applications due to its high BHmax and coercivity. Through a relatively 

unchanged manufacture route, and being an Fe based material it is used more often than the 

Sm-Co materials which do show better performance at higher temperatures. Approaches in 

improving the coercivity of Nd-Fe-B have mainly been by the introduction of a non-magnetic 
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or anti-ferromagnetic material, such as Dy or Tb. Initially by addition to alloy and the later by 

GBD process to reduce the quantity of RE material used. PM based electric motors are one of 

the most common found within modern electric cars due to their high energy density, and 

simple control and design. PM’s used within these motors have the issue of a loss of 

magnetic performance at higher or operational temperature of the motor, which leads to an 

overall loss of performance of the motor, and the REE content increases the price of the 

materials. The end goal would be to produce a hard magnetic material with suitable 

properties that contains no REE’s, but in the meantime a shift towards a reduction in the use 

of REE’s must be the route towards that goal in order to meet climate change goals, and a 

sustainable energy future. As the total removal of RE-magnets from applications will 

significantly reduce the performance of the motor, the RE-magnets must be used optimally, 

and alternative more abundant magnetic materials must be utilised to bridge the gap of cost 

against performance. 
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4. Methodology 

This research included simulation work of 1D, 3D and in-situ measurements of an electric 

motor using finite element modelling (FEM). Experimental characterisation of magnetic 

properties was also obtained. Detailed in this chapter are the processes involved in creating a 

working model, the experimental sample preparation procedure and characterisation 

techniques used. 

4.1 Simulation 

The aims of the simulations were to identify suitable models, first in 1D, then investigate how 

this translates and compares to 3D using FEM, models that showed promise were 

implemented within an electric motor simulation.  

4.1.1 1D model 

The reasoning behind creating a 1D model was to quickly and easily create a model that can 

accurately calculate the demagnetisation field at the internal edge of a magnet. Creation of 

such a model allowed for much more control of magnetisation and gave an insight to locally 

measured values anywhere inside the magnet. The model is based on magnetic pole theory, 

where pole strength (P) is calculated from a change in magnetisation (∆M) and an area (A), 

adapted from [146]: 

 𝑃 = ∆𝑀 × 𝐴       (Equation 4. 1)  

Imagine a cylindrical magnet, which has a length (Lt) and radius (r), a single 

cylindrical magnet’s pole strength can be calculated from the change of magnetisation (∆M) 

found at the pole surface from the “air” to the magnet. Rather than having one large 

cylindrical magnet, the cylinder is divided into many cylindrical “slices” (cells) which gives 

the same overall magnetic values as the large magnet but gives a more detailed view of local 

fields inside the magnet, shown in Figure 4. 1. 



69 

 

 

Figure 4. 1 The 3D representation of the 1D mathematical model. Here the magnet is of total 

length Ltotal with radius r. (a) schematic of the magnet broken into 8 elements, each of length d. 

The red elements indicate a region of different magnetization. The change in magnetization 

∆M can then be found across each element. (b) a single element highlighting the relationship 

between u, radius r, and element size Li. 

To recreate pole theory into a 1D model the following is applied. Firstly, the area is 

defined as: 

𝐴 = 2𝜋 𝑟 𝑑𝑟       (Equation 4. 2) 

Where a theoretical/potential small difference in radius (dr) can be used to calculate 

area. 

𝑢2 =  𝐿2 +  𝑟2       (Equation 4. 3) 

As with Pythagorean theorem, the hypotenuse distance (d’) is calculated from the 

radius and distance of the cell. Now equation 4.4 can be satisfied, adapted from [147] . 

𝐻 =  
𝑃

4𝜋𝑢2  𝑐𝑜𝑠𝜃 =
∆𝑀 × 𝐴

4𝜋𝑢2  𝑐𝑜𝑠𝜃    (Equation 4. 4)  

Where, 

𝑐𝑜𝑠𝜃 =  
𝐿

𝑢
=  

𝐿

√(𝐿2+ 𝑟2)
      (Equation 4. 5) 
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 Equation 4.2, 4.3 and Equation 4.5 can be substituted into Equation 4.4 to give the 

following Equation 4.6: 

𝑑𝐻 =  
2𝜋 ∆𝑀 𝑟 𝑑𝑟

4𝜋(𝐿2+ 𝑟2)1  
𝐿

(𝐿2+ 𝑟2)1 2⁄ =
2 ∆𝑀 𝐿 𝑟 𝑑𝑟

4 (𝐿2+ 𝑟2)3 2⁄     (Equation 4. 6) 

𝐻 =  [−
2 ∆𝑀 𝐿

4(𝑢)1 2⁄  ]
𝑢=𝐿2

𝑢=𝐿2+𝑟2

      (Equation 4. 7) 

Introducing the new limits and cancellations gives the final equation: 

𝐻 =  
∆𝑀 

2
−

∆𝑀 𝐿

2(𝐿2+𝑟2)1 2⁄       (Equation 4. 8) 

The final Equation 4.8 is therefore dependent on a change in magnetisation, the length 

and radius of the cell. The many cells can be used to find local fields which make up the 

larger full scale cylindrical magnet. 

The source of the field is derived from where there is a change in magnetisation. The 

example in Figure 4.1 shows a uniformly magnetised bulk magnet (blue) with a uniformly 

magnetised film (red) which is of a different magnetisation to that of the bulk material. For 

this case, there are four changes of magnetisation, from this change there is a source of field 

at the interface between cells, which is then calculated as an effective field in every cell. So, 

the further away from the source, the weaker the effective field will be. Within this model, 

external field values can be calculated by stating a distance for the external field, achieved by 

changing the cell size and then setting the magnetisation to zero, to replicate that of the air. A 

field will be generated in the air region from the change in magnetisation at the magnet 

surface.  

An equation for coercivity used to in later chapters is defined as:  

𝐻𝑐 =  −
2𝐾

𝜇0𝑀𝑠
+ 𝐻𝑑       (Equation 4.15) 

4.1.2 3D model 

To test the validity of the 1D model, using pre-established FEM software is crucial. The 1D 

model was replicated within COMSOL Multiphysics [148] with a coordinate system relevant 

to the applied to make the addition of films and changing the magnet dimensions later easier. 

The initial comparison involves the magnetic cylinders discussed in Section 4.1.1 and 
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involves the exact dimensions of a length 3 cm, and radius 0.5 cm. The model transitions to 

cubic cylinders the more accurately represent the geometry of magnets used in the final 

application, shown later in Section 6.4.  

4.1.3 Motor Simulations 

Our industrial partner VW GI, provided a motor geometry that they can still use information 

gained from the model in comparison with their models. The geometry provided in Figure 4. 

2 will first be set up in ANSYS Maxwell with the correct applied and working physics. This 

will serve as a benchmark during the transition of the model into COMSOL. The way rotating 

machines are modelling varies between COMSOL and ANSYS, so it is vital that the models 

set up in both software produce the same results under a standard condition. Comparable 

results are vital to achieve reliable results when introducing different magnetic architectures 

into the simulation. 

 

 

 

Figure 4. 2 Showing the motor geometry, with the rotor and stator Iron (grey), the magnets 

(red) and the phased windings (blue, orange, yellow). 
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The phases work as follows, orange:Phase A, yellow:Phase B, blue:phase C, where 

both coils in phase A are considered positive, both coils in phase B will be negative and the 

top coil of phase C will be negative and the bottom one will be positive. The properties for 

the magnet are provided at operational temperature, as well as BH-curve data for the iron 

stator and rotor to be used in the magnetic modelling physics.  

4.1.3.1 Motor parameters 

To create the working motor, certain parameters have initially been set in regard to material 

properties and definitions for the coils; the main parameters to have a basic model are 

described below in Table 4. 1. 

Table 4. 1 Describing the parameters required and used within COMSOL to create a working 

model. 

Name Expression Description 

Rpm 1000[rpm] Revolutions per minute 

Nturn N/A Number of turns in coils 

Imax 600[A] Max current amps 

PolePair N/A Number of different working 

magnet pairs 

Sectors 10 Number of sectors to create 

entire architecture 

Offset 30[deg] Optimal initial angle of offset 

T_tot 12[ms] Working simulation time 

Ms 1.18[T] Magnetisation saturation @ 

361.15K 

Modellength N/A Depth (Z-axis model length) 

 

 Some of the parameters are used in the definitions of the variables which as the name 

suggests will change over time and rotation. Listed in Table 4. 2. 
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Table 4. 2 Describing the variables required and used within COMSOL to create a working 

model. 

Name Expression Description 

𝐼𝐴 𝐼𝑚 sin ((𝜎 𝛽) − (∅ 𝛽)) 𝐼𝑚= Maximum Current [A] 

𝜎 = Position of rotation 

𝛽 = Number of pole pairs 

∅ = Offset angle [Deg] 

𝐼𝐵 𝐼𝑚 sin ((𝜎 𝛽) − (∅ 𝛽 − 120)) 𝐼𝑚= Maximum Current [A] 

𝜎 = Position of rotation 

𝛽 = Number of pole pairs 

∅ = Offset angle [Deg] 

𝐼𝐶 𝐼𝑚 sin ((𝜎 𝛽) − (∅ 𝛽 − 240)) 𝐼𝑚= Maximum Current [A] 

𝜎 = Position of rotation 

𝛽 = Number of pole pairs 

∅ = Offset angle [Deg] 

𝜎 2 𝜋 𝜈 𝑡 𝜈 = Revolutions per minute [s-1] 

𝑡 = Rotational time [s] 

 

4.1.4 Graded magnetisation 

For the use of controlling the magnetisation profile in simulations. The radius of an ellipsoid 

is used at the template for the magnetisation profile, shown in Figure 4. 3. 

 

Figure 4. 3 Showing the magnetisation profile as the profile as an ellipsoid. 

 Consider the 1D model as the x-axis, instead of having a uniform magnetisation from 

edge to edge, scaling the magnetisation as a function of the ellipsoidal radius equation below. 
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1 =
𝑥2

𝑎2 +
𝑦2

𝑏2      (Equation 4. 9) 

𝑦 = 𝑏√(1 −
𝑥2

𝑎2
)     (Equation 4. 10) 

Equation 4.9 has been rearranged to find y which when mapped onto Figure 4. 3 is the 

calculated magnetisation. With b being the peak magnetisation at x=0, where x is the position 

along the magnet and a is max length from the centre to the edge. Manipulation of equation 

4.9 allows for changing graded magnetisation profile. As the equation previously consisted of 

two dimensions and one of them has now being replaced by the magnetisation profile. When 

introducing this property into 2D and 3D models, certain considerations and alterations to the 

equation will need to be made to incorporate the extra dimensions needed in the equation. 

∆= 𝑑√(1 −
𝑥2

2ф𝑎2 −
𝑦2

2ф𝑏2)    (Equation 4. 11) 

∆= 𝑑√(1 −
𝑥2

3ф𝑎2 −
𝑦2

3ф𝑏2 −
𝑧2

3ф𝑐2)    (Equation 4. 12) 

The calculated magnetisation ∆ can now be calculated as a function of the peak 

magnetisation and either ½ or 1/3 of the x,y,z axis variables with a term ф (Lscale) used as a 

scaling factor to give greater control of the magnetisation profile by forcing the mathematics 

to extend or reduce the length of the graded region of magnetisation. 

4.1.5 COMSOL Multiphysics equations 

For results of the simulations to be obtained, FEA follows the method discussed in Section 

2.2 where the problem is broken down into smaller basic equations and then solved for the 

larger problem. A description of the simulation physics problems is broken down below: 

Isolated magnets in a stationary model 

A magnetic material has a remanent flux density, which is radiated as external field 

through magnetic flux conversion. The magnet is suspended inside an air region which has a 

relative permeability and a magnetic insulation, there is also a magnetic flux conservation for 

the air region. Table 4.3 below describes the equations used within COMSOL to solve and 

Table 4.4 displays the material properties used within the solution. 
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Table 4.3 Displaying the COMSOL solution equations to solve for a stationary model 

for isolated magnets. 

Physics Equations Comments 

Magnetic Flux Conversion 𝛻 ∙ 𝑩 = 0  

Magnetic Flux Conversion 𝑩 = 𝜇0𝜇𝑟𝑯 Where, 𝜇𝑟refers to a materials 

permeability 

Magnetic Flux Conversion 𝑯 = −∇𝑉𝑚  

Magnetic Insulation 𝑛 ∙ 𝑩 = 0 Boundary of non-permeable 

magnetic field 

Remanent Flux Density 𝑩 = 𝜇0𝜇𝑟𝑒𝑐𝑯 + 𝑩𝒓 Where, 𝜇𝑟𝑒𝑐 is the recoil 

permeability and Br is the 

remanent flux density norm of the 

material. 

 

Table 4.4 Displaying the relevant material properties and their values to satisfy the 

relevant equations and solutions. 

Material Property Value 

Nd-Fe-B Remanent flux density (B) 1.31 T 

Nd-Fe-B Relative permeability (𝜇𝑟) 1.05 

Air Remanent flux density (B) 0 T 

Air Relative permeability (𝜇𝑟) 0 

 

Electric motor stationary model 

 A stationary model of the electric motor is required to calculate all initial values at a 

time of 0s. All the regions; air, magnets, stator and rotor require Ampere’s law, with the 

magnetisation model for the magnets being remanent flux density and the rotor and stator 

Iron having a B-H curve relationship with the curve data provided by VW GI. Table 4.5 

below describes the equations used within COMSOL to solve and Table 4.6 displays the 

material properties used within the solution. 
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Table 4.5 Displaying the COMSOL solution equations to solve for a stationary model of an 

electric motor model. 

Physics Equations Comments 

Amperes Law 𝛻 × 𝑯 = 𝑱 Where, J is the electrical current 

Amperes Law 𝑩 = 𝛻 × 𝑨  

Amperes Law 𝑱 = 𝜎𝑬  

Amperes Law 
𝑩 = 𝑓(‖𝑯‖)

𝑯

‖𝑯‖
 

B-H relationship for soft Iron. 

Coil 
𝑱𝒆 =

𝑁 𝐼𝑐𝑜𝑖𝑙

𝑨
𝒆𝒄𝒐𝒊𝒍 

 

 

Table 4.6 Displaying the relevant material properties and their values to satisfy the 

relevant equations and solutions. 

Material Property Value 

Soft-Fe BH-Curve Data provided by VW GI 

Copper Electrical Conductivity Data provided by VW GI 

 

Electric motor, time dependent model 

 All applied physics remained the same for the time dependent model, with the 

addition of Ampere’s law for the coils which would be active over the time scale. Table 4.7 

below describes the equations used within COMSOL to solve. 

Table 4.7 Displaying the COMSOL solution equations to solve for a stationary model of an 

electric motor model. 

Physics Equations Comments 

Force - Torque 
𝑭 = ∫ 𝑑 𝒏 𝑇 𝑑𝑆

𝜕Ω

 
 

Force - Torque 
𝝉 = ∫ 𝑑(𝒓 − 𝒓𝟎) × ( 𝒏𝑇) 𝑑𝑆

𝜕Ω

 
 

Force - Torque 𝜏𝑎𝑥 =
𝒓𝑎𝑥

|𝒓𝑎𝑥|
∙ 𝝉 
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5. 1D Model 

5.1 Introduction 

Modelling is an important step for many research areas to provide detailed analysis of criteria 

in a relatively short time, compared to replicating the conditions experimentally and then 

completing analysis. The 1D model developed in this chapter is to investigate the effect thin 

films have when acting as a capping material. These will be placed onto the poles (easy-axis) 

of a bulk magnetic material, focusing the investigation on the film and interface regions. 

Creating a mathematical model allowed for much greater control over the chosen length scale 

of the magnet and having the benefit of the model instantly updating to any changes made.  

5.1.1 Explanation of terms 

Discussed in this chapter will be the methods and reasoning behind the chosen approach. But 

to understand the results, a few terms will be explained and defined for context.  

The first term and probably the most important due to it being the main aim of 

research is the demagnetisation field. The demagnetisation field is a local field calculated 

for each internal cell and gives an indication of how likely magnetisation reversal is or the 

stability of the internal field. Demagnetisation field for a uniformly magnetised material is 

negative, where a higher negative value implies the region is more likely to reverse its 

magnetisation at that point.  

The second term, and one of the most associated with bulk magnetic materials, is the 

external field. External fields in literature are often called a few different things but to avoid 

discrepancies between terms that will later be discussed, the field measured externally that is 

delivered by the magnetic model will be called external field. External fields here are positive 

values and will increase with the proximity of the magnet surface and reduce with distance. 

5.1.2 Figure of Merit 

As the modelling can become complicated with the different iterations, a figure of merit 

(FoM) was used to have one number to suggest if the changes to the model have a positive or 

negative effect on the performance. The FoM looks at the changes of both the 

demagnetisation and external field, where it is ideal to have a larger reduction in the 

demagnetisation field than the inevitable and unavoidable reduction to the external field. This 

can be shown in equation 5.1. 
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𝐹𝑖𝑔𝑢𝑟𝑒 𝑜𝑓 𝑀𝑒𝑟𝑖𝑡 =  
% 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑖𝑒𝑙𝑑 

% 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑒𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑓𝑖𝑒𝑙𝑑
   (Equation 5. 1) 

5.2 Creating a working model 

After verifying the mathematics was correctly calculating local magnetic fields. The process 

began to create a working model that simulated magnetic cylinders that gave results 

comparable to the literature. The initial concept of the model was to have larger cell sizes for 

the uniform bulk material and then reduce the cell size towards the edges in the aim of 

providing a more detailed look at the more important region. This assumption was made on 

the theory of the largest demagnetisation field being at the edge of the magnet, therefore 

simulation of the centre of the magnet is not as key to see a change It is noted that the 

magnetisation value and radius remained constant throughout the following models, only the 

cell size is altered to optimise the model to look at the desired edge regions. The first line 

scan is shown in Appendix Figure A1.  

Initially demagnetisation energy was the first term investigated and was later changed 

to demagnetisation field. Although the values between the two will be different, the plots 

remain the same as the demagnetisation energy is calculated from the demagnetisation field 

but there is an inverse of the sign in the values and will be shown as an example later. From 

observing Figure A3, it appears to show that the highest demagnetisation energy resides in 

the middle region and that the lowest demagnetisation energy is at the edges, which is counter 

to theory. Further iterations were required to tune the model to get the desired outcome. 

 The transition from Figure A1 to A5 can be described as a desire to produce a line 

scan with a continuous flowing curve and contains no sudden increases of gradient. This 

involved modifying the call size length (Li) in order to have more detail and refinement of the 

edge region. However, this did not provide the expected result and required a uniform cell 

length to be required to provide a characteristic smooth curve. The following work discusses 

the model iterations of a uniform cell length and comparisons of the terms; demagnetisation 

field and external field. 
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Figure 5. 1 Showing a line scan of demagnetisation energy with a uniform cell size. 

 Creating a model with a uniform cell size appears to have solved both issues 

previously mentioned, the sharp gradients in the line scan and the calculated values for 

demagnetisation energy suggested that the middle region was the highest. Figure 5. 1 shows a 

very smooth curve that shows the edges of the magnet having the highest demagnetisation 

energy, which is to be expected. At this point in creating the model line scans included an air 

region with the same cell size but with zero magnetisation. This is required to allow the 

model to work as it relies on changes in magnetisation, the points that are now only visible as 

outliers where there is zero demagnetisation energy at the edges are this air region and are 

removed from later models. 

 Now that the has been verified to work correctly, the number of cells used in the 

model are increased to allow for a reduced cell size and give a more accurate picture of the 

line scan data. This is shown in Figure 5. 2. 
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Figure 5. 2 Showing the line scans of demagnetisation energy and field for the new model 

with an increased number of cells and a decrease in uniform cell size. 

 Now a working model has been presented we use it now to produce line scans which 

is the accumulation of approximately one thousand cells each solved for their local fields and 

energies. The model simulated is a magnetic cylinder with the magnetisation direction in the 

plain of the line scan from pole to pole. Producing the line scan in Figure 5. 2, where 

demagnetisation energy and field are at their highest magnitude at the very edge of the 

magnet and having a region of stability at the centre. This agrees well with the theory; hence, 

it can be concluded that the 1D model is correctly calculating the demagnetisation field. 

5.3 Uniform magnetisation film 

Once a working model had been created, the use of magnetic thin films as a capping layer 

was investigated. The initial premise was to look at what existing magnetic materials are 

available and that can be used for this purpose, with the aim of reproducing experimentally 

later. The investigation initially looked at the use of Fe and MnAl, where Fe is readily 

available in multiple mediums and MnAl, although not made in a bulk material yet, did 

appear to show desirable properties when looking amongst the Novamag database [149]. 

Shown in Figure 5. 3 are the line scans for an example of both cases. 
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Figure 5. 3 Showing line scans of demagnetisation field for uniform 3cm Nd-Fe-B with 1mm 

of capping material a) MnAl and b) Fe, the film region (red) and the bulk region (black). 

 In Figure 5. 3, the results are shown for a magnetic bulk material NdFeB (black) (1.2 

MA/m), capped with two different materials (red) that have magnetisation either higher or 

lower than that of NdFeB.  

MnAl having a magnetisation of M=0.8 MA/m, therefore lower than the bulk, clearly 

shows a reduction in the demagnetisation at the edge. Reducing from Hd=-0.6 MA/m for the 

uniform case to around Hd =-0.53 MA/m when 1 mm MnAl film is applied. The reduction 

can be explained by referring to equation 2.11 where the demagnetisation field magnitude is 

related to the magnitude of the magnetisation. The MnAl film acting independently will have 

a lower demagnetisation field than that of NdFeB due to it simply having a lower 

magnetisation, this can be observed in Figure 5. 3, this region acting as a sort of anchor and 

stabilising region of low demagnetisation field reduces the demagnetisation of the adjacent 

bulk region. This highlights the main idea, where the use of a film affects the 

demagnetisation field of the bulk material. 

Although MnAl showed promise at reducing the demagnetisation field, Fe was 

modelled as a simple proof of principle and a material that can easily be used experimentally. 

Fe was not a real candidate for a suitable material to achieve the reduction of demagnetisation 

field but as a proof of concept, using an Fe film should increase the demagnetisation field and 

compromise the stability of the magnet. This prediction is observed to be correct in Figure 5. 
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3, for the same principle that MnAl produces a smaller demagnetisation field than the bulk 

material. Fe (M=1.7 MA/m) produces a larger demagnetisation field which becomes a much 

larger region of instability, which when exposed to any load fields would be more likely for 

demagnetisation to occur. This highlights that Fe would certainly not be a suitable material 

for any application but does confirm the principle. 

While the reduction of the demagnetisation field in the magnet is the main aim, the 

method of applying thin films to do so will also have an effect on the external field delivered 

by the magnet (Figure 5. 4). 

 

Figure 5. 4 Showing the external field delivered by a uniform magnet, a cap of 0.5mm film of 

MnAl and Fe. 

Influencing the internal demagnetisation field has an unintentional, and in most cases, 

an undesirable effect on the external field. As seen in Figure 5. 4, using a film of Fe increased 

the external field delivered by the magnet even over larger distances as there was an 

introduction of material with a larger magnetisation into the system, this increase is to be 

expected. As is the reduction of the external field seen in the use of a lower magnetisation 

material in MnAl. This is where it is first observed that there is a trade-off between  two types 
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of fields associated with the magnet. This poses the question: can the demagnetisation field 

be reduced further than the associated reduction in the external field. 

A few more investigations were carried out to confirm the basis of the model and give 

more faith in what results future simulations will give and if they can be comparable. 

The model of the system has previously been a 3cm bulk material with the film placed 

on each size to make the model > 3 cm in length. To allow for future results to be comparable 

it was decided that the total length of the magnet would equal 3cm. Meaning that however 

thick the film was, this would end up replacing a portion of the bulk material to keep a 

constant 3cm simulation length (Figure 5. 5). 

 

Figure 5. 5 Showing a visualisation of the difference in a replacing and capping film 

compared to the standard bulk example to maintain a constant uniform 3cm magnet length. 

This is also thought to be helpful for experimental applications as the physical 

magnets supplied by VW were most likely the sizes they are for a reason. An investigation 

into the difference between the two methods of films as either a cap or a replacing film has on 

the calculated external field (Figure 5. 6). 
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Figure 5. 6 Showing the external field for the different film application systems, of either a 

cap (>3 cm length) or a replacing film (=3 cm length) using a film magnetisation of 0.9 

MA/m. 

The different systems for film application appears to have a very small difference, 

with the use of a replacing film reducing the peak demagnetisation field more as the films 

become thicker. The difference in the two systems starts of at 0% for no film and then 

increases to 0.1% for a 0.5 mm film, this slight difference in the two systems could be down 

to the total length of the model and the total amount of magnetic material or due the replacing 

film removing some of the bulk material, hence making the demagnetisation field in the bulk 

lower. As the replacing film method reduced the peak 0.1% demagnetisation field more this 

is the method that will be followed going forward. 

As previously shown in Figure 5. 4, the external field delivered by the magnet reduces 

over distance but is the distance at which the field is calculated important to the obtained 

results for such things as a varying film thickness (Figure 5. 7). 
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Figure 5. 7 Showing external field values for varying replacing film thickness with a 

magnetisation of 0.9 MA/m.  

The external field values appear to converge over a greater distance, this highlights 

that the chosen distance to measure is important. If a distance closer to the magnets surface is 

chosen, then there is a larger variability between the measured values. For example, there is a 

3% difference when comparing the magnet with no film to a 0.5 mm film at a distance of 0.1 

cm from the pole. Whereas there is a 2.2% difference 1.1 cm from the pole surface. This is 

also an important concept to understand when thinking about actual applications. As within a 

motor for example, the distance of the magnets to the stator coils needs to be considered to 

not have varied performance and to try and find an optimal distance. 

Considering that the external field converges over greater distances, a realistic 

application distance is considered to look at if this influences how the FoM is perceived. 

Figure 5. 8 shows the FoM for a varying film thickness. 
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Figure 5. 8 Showing the figure of merit for varying film thickness of 0.9 MA/m over external 

field distances. 

Using a film magnetisation of 0.9 MA/m, Figure 5. 8 was constructed by varying the 

film thickness and studying the effect varying the chosen external field distance has on the 

FoM. The FoM for the chosen magnetisation of 0.9 MA/m only becomes greater than 1 when 

measured at around 0.9 mm from the magnet surface. Beyond this point, all models show a 

FoM greater than 1, with the thickest film having the largest FoM beyond this distance, 

peaking at a 0.5% increase. This again shows that it is important to consider which external 

field distance will be chosen to be included in a final FoM. 

To compensate for the reduction of the external field delivered by the magnet which 

occurs by affecting the edge of the magnet. The centre of the magnet can be affected in the 

opposite way to give a boost to the external field without compromising the integrity of the 

magnet with the increase to demagnetisation field in the centre. Theory suggests the centre 

region is the most stable as it has the lowest demagnetisation field. This implies that an 

increase to the magnetisation in the centre would contribute to an increase of external field, 

and not affect the demagnetisation field at the edges of the magnet (Figure 5. 9). 
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Figure 5. 9 Showing the external field of the magnet when the centre 1.1mm of the bulk 

material is replaced with a higher magnetisation value. 

Replacing some of the centre region of the magnet seems impractical and maybe a 

little difficult to create physically, especially the case of using a 1.7 MA/m which is that of 

Fe, which would prove impractical. However, this does prove the principle that increasing the 

centre magnetisation does provide benefits to the external field. This could be achieved by 

doping Fe to create an Fe-rich region at the centre, rather like how literature describes Dy-

rich regions at the edge to improve coercivity. 

Rather than focusing on what existing magnetic materials are fit for purpose, as this 

does not provide a diverse range of materials to investigate and simulate. Instead, the best 

film magnetisation will be chosen based on their simulation results irrespective of whether a 

material exists with those properties (Figure 5. 10). 
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Figure 5. 10 Showing the figure of merit for a 2.9cm NdFeB magnet with 0.5mm film on 

either side, external field value 1.1cm from pole surface. 

Shown in Figure 5. 10 the highest FoM is from the film with a magnetisation of 1.1 

MA/m, closest to that of the bulk material (1.2 MA/m). It is also observed that any film 

magnetisation above that of the bulk material does not result in a FoM >1, this is due to the 

increased external field not outweighing the increased demagnetisation field. Similar can be 

said for any film below 0.7 MA/m, interestingly, there is a minimum magnetisation that the 

film must have to give a FoM >1. This is due to the reduced demagnetisation field not being 

greater than the reduced external field. What can also be interpreted from Figure 5. 10 is that 

the best FoM arises from the 1.1 MA/m film and provides an anchor for the bulk material. 

This material could also be supported with another, which could be achieved using multilayer 

films. These multilayer films could gradually reduce to a certain magnetisation, as shown in 

Figure 5. 11. 
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Figure 5. 11 Showing the figure of merit for different 0.5mm multilayer films, with a 

visualisation of the multilayer films magnetisation, with the same total length. 

Two different approaches were taken when modelling the films, either the multilayer 

films were created in blocks, shown as the green and blue plots in Figure 5. 11. These blocks 

resemble multilayers of a declining magnetisation block to block. The second approach was 

to create a constant reduction/graded magnetisation reducing in different increments. As the 

FoM changes with distance, it appears that the two block approaches only become beneficial 

above 0.8 cm but the large difference in the two different graded films is surprising. The 

difference could originate from either the rate of decline being too large and is not having the 
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desired effect on the demagnetisation field, or the edge magnetisation being 0.1 MA/m which 

is reducing the external field produced like what was shown in Figure 5. 10. The black plot 

shows the largest improvement to the FoM yet seen, this is due to the more gradual decline of 

the film magnetisation from the bulk material and stopping the film magnetisation at 0.4 

MA/m to not hinder the external field too much. 

5.4 Grading magnetisation film 

When previously discussed multilayer films, an approach to create a graded magnetisation in 

the aim of a reduced magnetisation field could produce a greater FoM. There is a known 

property associated with ellipsoidal magnets, where they have a uniform demagnetisation 

field, which is to say that as any point on the magnet the demagnetisation field is the same. 

This could be a useful property for bulk permanent magnets, as rather than there being weak 

points from the high demagnetisation field, there becomes a constant stability and rather than 

nucleation occurring gradually it will happen all at once but will hopefully require a larger 

field. 

 

Figure 5. 12 Showing how the magnetisation can be mapped onto any shape of magnet 

following the radius of an ellipse. 

 Using the translation of ellipsoid to magnetisation profile shown in Figure 5. 12 this 

should result in the desired demagnetisation field following the equation: 

 1 =
𝑥2

𝑎2 +
𝑦2

𝑏2       (Equation 5. 2) 

 𝑦 = 𝑏√1 −
𝑥2

𝑎2
       (Equation 5. 3) 
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Where 𝑎 is the max distance from the centre to the edge of the magnet, in this case 

being 1.5cm. The relating term 𝑥, is the variable distance from 𝑥 =0 to 𝑥 = 𝑎. The calculated 

magnetisation 𝑦 is function of the peak magnetisation value 𝑏 over the length scale of 𝑥. 

5.4.1 Initial graded magnetisation 

Using equation 5.3 within the 1D model with a total length of 3 cm and a peak magnetisation 

of 1.2 MA/m gives the demagnetisation field in Figure 5. 13. 

 

Figure 5. 13 Showing a line scan of the demagnetisation field when the ellipsoidal grading 

equation is used to calculate magnetisation. 

 While initial thoughts were that creating a graded magnetisation in this way would 

result in a flat demagnetisation field to remove any peaks of demagnetisation field and 

nucleation being less likely. It is interesting to note that this has not occurred and appears to 

have inverted the demagnetisation field so that now the edges are no longer a region of high 

demagnetisation and have transitioned into a region of stability for the magnet. The centre of 

the magnet appears to have a very similar value to that of the uniform magnet and between 1-

2 cm on the line scan there is still the visible hump which can be compared to the uniform 

case. This dramatic increase in stability occurs at the 0.5 mm from the centre. Looking at the 

rest of the magnet’s response, there is not much variation and could be considered a “flat” 

line which was the idea of using the grading system.  
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 At the edge region of 0.5mm where the greater region of stability is being calculated, 

the cell size is uniform, and the magnetisation is getting smaller and smaller towards the 

edge. This means the change of magnetisation also gets smaller and smaller. This creates a 

very small magnetic field for each of the cells in this region, and when the field’s effects are 

accumulated this results in a positive demagnetisation field or region of stability.  

 This has shown an even better principle and idea than was originally considered. It 

will be said and shown later that the external field produced by this graded magnet is 

dramatically reduced, which is not ideal for any real-world application. However, the magnet 

does have a very desirable coercivity profile which creates a FoM greater than two due to this 

huge decrease in the peak demagnetisation field. 

5.4.2 Optimisation 

As a method for optimisation for potential real-world applications, the external field 

delivered by the magnet would ideally be higher than the fully graded model. This can be 

achieved by incorporating concepts as seen in Figure 5. 8, where the increase of the centre 

magnetisation creates an increase of the external field. An example is shown below and 

compared to previous iterations of the model in Figure 5. 14. 
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Figure 5. 14 Showing a line scan of the demagnetisation field for previous model iterations 

and the newly combined graded/uniform/graded model. 

 In the graded/bulk/graded model, the total length of the magnet is 3 cm, the centre 

1cm has a uniform magnetisation of the bulk material (1.2 MA/m) and the two 1 cm sections 

either side of the uniform region consists of a graded magnetisation from 1.2-0 MA/m to 

increase the external field, shown in Figure 5. 15. 
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Figure 5. 15 Showing a visual representation of the different graded magnetisation models, 

where the intensity of blue indicates magnetisation strength. Darker blue = higher 

magnetisation. 

Firstly, as the demagnetisation field was the intended topic of investigation, this was 

looked at to see if the increased size of the uniform region. It appears in Figure 5. 14 that 

there is a small effect on the edge demagnetisation field in comparison to fully graded (0.342 

MA/m) graded/bulk/graded (0.395 MA/m). But there is an increase of 0.5 MA/m to the 

demagnetisation field at the centre of the magnet. This should not pose an issue as it was fully 

expected that this would be the case but as in applications this region is rather insignificant 

when it comes to the nucleation of magnetisation reversal. As such, the centre can be 

manipulated to create an increase to the external field whilst the edge region can be changed 

to increase stability and coercivity. 

 

 

 

 

 



95 

 

Table 5. 1 Showing the demagnetisation and external field data for the discussed model 

iterations with figure of merit and minimum and maximum coercivity. 

Magnet Type Peak 

Demagnetisation 

Field (MA/m) 

External 

Field at 1.6 

mm 

(MA/m) 

Figure of 

Merit 

Minimum 

Coercivity 

(MA/m) 

Maximum 

Coercivity 

(MA/m) 

Uniform -0.604 0.413 N/A 4.99 

Edge 

5.54 

Centre 

0.5mm film MnAl -0.589 

(-2.5%) 

0.407 

(-1.5%) 

1.02 5.04 

(+1.0%) 

Centre 

8.12 

(+46.6%) 

Edge 

Fully Graded -0.141 

(-76%) 

0.233 

(-44%) 

2.42 5.47 

(+9.6%) 

Centre 

87.1 

(+1472%) 

Edge 

Graded/bulk/graded -0.191 

(-68%) 

0.269 

(-35%) 

2.06 5.46 

(+9.42%) 

Centre 

71.1 

(1324%) 

Edge 

 

 The results are summarised in Table 5. 1 highlighting the key values associated with 

the modelling. As expected, having more uniform bulk material increased the external field 

by 9% compared to the fully graded case but still reduced the demagnetisation field by 68% 

compared to the uniform magnetisation. The graded/bulk/graded case produced a FoM of 

2.06 due to the reduction in the demagnetisation field but the FoM has reduced due to the 

larger demagnetisation when compared to the fully graded case with an FoM of 2.42. As such 

compromise had to be made. The external field could be increased by increasing the amount 

of uniform bulk material, but this would result in an increase to the demagnetisation field. As 

such this is application dependent but means there is a large range of what could be 

considered ‘ideal properties’. 
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5.5 Non-zero surface magnetisation 

A graded magnetisation that ranges from the centre and peak value down towards zero could 

also increase the external field. The external field could also be increased by creating a 

graded magnetisation profile that does not reduce all the way to zero at the edge region. The 

results from this are shown in Figure 6.21. 

 

Figure 5. 16 Showing the demagnetisation field line scan for a fully graded magnetisation 

magnet with varying minimum magnetisation at the edge. 

 With the way in which the model works, minimum magnetisations are not “set”, 

instead to achieve this the term 𝑎 is increased to give a larger area of grading>3 cm but only 

calculating the 𝑥 variable to 1.5 cm. Varying the minimum magnetisations in Figure 5.16 it is 

observed that for a minimum magnetisation around 0.56-0.49 MA/m that a near flat 

demagnetisation field is created when compared to the 1.0 MA/m. This resembles the 

uniform bulk magnet and the 0.3 MA/m which resembles the fully graded magnet shown in 

Figure 5.13. These results help in explaining why the original attempt at using a graded 

system did not produce a flat demagnetisation field (Section 5.4.1). Towards the edge of an 

ellipse, the increment of reduction in magnetisation becomes greater towards the edge (Figure 

5. 12). This implies that there is an optimal magnetisation reduction increment to achieve a 

flat demagnetisation field profile. If it is too small the magnet appears to resemble that of the 

bulk and if made too large it will resemble a fully graded system. 
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Table 5. 2 Showing the figure of merits achieved by creating a minimum magnetisation. 

Minimum Magnetisation [MA/m] Figure of Merit at 1.6 mm 

Fully Graded 2.42 

Graded/Bulk/Graded 0 2.06 

1.03 1.13 

0.790 1.55 

0.560 2.53 

0.497 2.67 

0.300 2.70 

 

 The FoM results of varying minimum magnetisation are summarised in Table 5. 2. A 

minimum magnetisation above 0 MA/m appears to produce a greater figure of merit, 

producing a greater coercivity when the minimum magnetisation is in the range of 0.560-

0.790 MA/m. This can be explained by similar principles as previously discussed, in that with 

not enough of a decline in the peak demagnetisation field as such would resemble that of a 

bulk material. If the magnet possesses a minimum magnetisation of 0.3 MA/m, it will 

produce a larger FoM compared to a fully graded system. This is due to the increase in 

external field produced by the magnet being greater but with very little change in the 

demagnetisation field profile. 

 As there is a varying profile of demagnetisation field from this approach, this creates 

a variety in the coercivity values calculated as shown in Figure 5. 17. 
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Figure 5. 17 Showing the minimum and maximum coercivity with different minimum 

magnetisations. 

 There is a difference in the minimum coercivity when varying the minimum 

magnetisation of 0.85% (0.047 MA/m) when excluding the bulk material. This is to be 

expected as the change to the profile is not significantly affecting the centre of the magnet, 

where the minimum coercivity is located. The increase in the calculated maximum coercivity 

can be explained by the reduced demagnetisation field and magnetisation at the edges of the 

magnet.  

 Although it is of benefit to ensure the largest coercivity as possible, reducing the 

magnetisation ever so slightly for the example of 1.03 MA/m could be more achievable and 

realistic in practice.  

5.6 Single-ended graded magnetisation 

To try and design the magnet more to an application, the concept of a single-ended graded 

magnetisation could be a good method of optimisation. Within a motor, only one face of the 

magnet will be facing the applied field from the stator coils, so it would stand to reason that 

the reduction of demagnetisation field at the cost of external field performance need only be 

required at the edge/face closest to the applied field origin, shown in Figure 5. 18. 
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Figure 5. 18 Showing a visualisation of half of the magnet as bulk material and half as a 

graded region, with the potential to change the minimum magnetisation and the size of each 

region. 

 As found previously, a minimum magnetisation in the range of 0.56-0.49 MA/m 

produced a high FoM and a relatively flat demagnetisation field profile, when observing the 

line scan from left to the centre, compared to non-graded iterations, Figure 5. 19. 

 

Figure 5. 19 Showing the demagnetisation field line scan for a single-sided graded 

magnetisation system with different minimum magnetisations. 
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 Grading only half the magnetisation should give the best of both worlds in terms of a 

targeted reduction of demagnetisation field where it is required and the half of bulk uniform 

magnetic material giving the necessary external field. Varying the minimum magnetisations 

very slightly shows a near identical line scan profile with an edge demagnetisation having a 

difference of 0.081 MA/m, the greatest difference is found below 0.5 cm. Here it shows that a 

lower magnetisation gives a lower demagnetisation field by 98% when comparing the edge 

values, which agrees with the results shown previously.  

Table 5. 3 Showing the figure of merits for either side of the single-sided graded 

magnetisation magnets. 

Minimum Magnetisation 

[MA/m] 

Figure of Merit at 1.6 mm 

Graded (left) side 

Figure of Merit at 1.6 mm non-

Graded (right) side 

0.560 2.58 0.994 

0.497 2.77 0.995 

0.459 2.82 0.995 

 

 Table 5. 3 display the FoM data of both sides of the magnet when only one side has 

been graded. Grading one side produces a higher FoM. This is due to the increase in the 

length of the bulk uniform region providing greater external field than the fully graded 

systems. Combining this with the magnetisation minimum and graded system, gives the best 

of both worlds and could represent a good initial model for optimising the magnet for 

different applications. 

 Following on from this, Figure 5. 20 shows how the region of bulk material can be 

increased in size to provide more field now that the grading of the magnetisation is not set to 

zero. 
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Figure 5. 20 Showing a) demagnetisation field and b) coercivity line scans for a single-sided 

graded magnetisation system with a 0.48 MA/m minimum magnetisation but graded over 

different lengths.  

 Changing the length of the graded region appears to have very little change on the 

calculated values at the edge for demagnetisation field with a range of 0.133 MA/m between 

the graded length of 15 mm and 2.5 mm. There is a difference of 0.08 MA/m in coercivity 

between the same plots. However, there is a visual difference in the line scan profiles as the 

gradient between the uniform region and the graded region. This is to be expected at the 

range of the grading is over a reduced range so therefore the change in the line scan would be 

quite sharp. In terms of stability, the 1.5 cm grading would be the most stable magnet as it 

has the flattest demagnetisation field, but this comes with the lowest external field. Again, it 

is down to a compromise between the demagnetisation field and external field in the FoM as 

summarised in Table 5. 4. 
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Table 5. 4 Showing the figure of merits scans for a single-sided graded magnetisation system 

with a similar minimum magnetisation but graded over different lengths. 

Length of graded region [mm] Figure of Merit at 1.6 mm 

Graded side 

Figure of Merit at 1.6 mm non-

Graded side 

2.5 1.34 1.01 

5.5 1.70 1.01 

10 2.37 1.00 

15 2.80 0.99 

 

5.7 Summary 

 The use of thin films with bulk uniformly magnetised magnets has been shown to 

reduce the demagnetisation field of the bulk material and minimise the reduction the external 

field delivered. Using a film with magnetisation closest to that of the bulk material gave the 

best results for the use of single films with a FoM of 1.09, whereas the use of a graded 

magnetisation profile gave a significant improvement in the FoM (2.42) due to the reduction 

of the demagnetisation field creating a region of greater stability compared to the rest of the 

magnet. However, the original and basic method of grading the magnetisation may provide a 

much-improved demagnetisation field but the resulting reduction of the external field 

becomes an issue for any real-world application.  

 Optimisation of the model through an increased quantity of bulk material and setting a 

minimum magnetisation for the graded region provided the highest FoM of 2.82. This model 

was optimised for the intent of a real-world application where only one side of the magnet 

faces the load field of the stator coils and this is therefore the region of focus to reduce the 

demagnetisation field and result in an increased stability of this region, combined with a 

uniformly magnetised region starting from the centre of the magnet towards the far edge of 

the magnet to provide the necessary external field and being in a region that is less likely for 

magnetisation reversal to nucleate. The model can be changed in either of these ways to be 

optimised for a particular application. 
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6. 3D Model 

6.1 Introduction 

Limitations of the 1D model mean that there are no other considerations to magnetic field 

calculations other than a magnetisation and a cell size. The lack of contribution of other 

properties such as permeability are not considered in any calculation. Therefore, a 3D model 

was created using COMSOL Multiphysics for two reasons. Firstly, to validate the results 

obtained from the 1D model and secondly to expand the work to cubic magnets which are 

more representative of those found in real world applications. As COMSOL can give a 3D 

representation both visually and for calculations, it is an important tool for the following 

work, especially later when exploration into a graded magnetisation is used. 

6.2 Creating a working model 

To establish a magnet that can be compared to the 1D model presented in chapter 5, a 

cylindrical magnet of length 3 cm and radius of 0.5 cm in an air region of 2x2x3 cm was 

created to simulate a uniform magnet, Figure 6. 1. 

 

Figure 6. 1 Showing the first iteration of the 3D model of a cylindrical magnet within an air 

region with a) the different isolated objects and b) the magnetic field produced from the 

cylinder in an air region. 
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 This model produced some issues, as the magnetic field observed was not consistent 

with what was to be expected. This was found to be due to the size of the air region, which 

was constraining and obstructing the external field, this also impacted the internal 

demagnetisation field. To address this a convergence study was conducted to investigate how 

varying the mesh and air size affected the result and computational time. 

 

Figure 6. 2 Showing the average external field at 1.6mm calculated in COMSOL for varying 

the air and mesh size and the magnet mesh size with a) Extra fine magnet mesh b) Normal 

magnet mesh (x,y,z in cm). 

 In Figure 6. 2 the average external field is shown to vary by changing the size of the 

air region, confirming the confinement issue. The results show in Figure 6. 2 a) and b) with 

an air size of 10x10x10 cm or higher the results did not vary more than 1%. In COMSOL the 

mesh size can be changed through a pre-defined selection of sizing such as; Normal, Finer, 

Extra fine etc. which increases the number elements present within the model, a change of the 

model such that there is the highest number of elements increases computational time, though 

when the air region is a 10x10x10 cm the simulation on has 54k elements, whereas with more 

elements 2.3M the measured value for the average field has a 0.72% difference. This is an 

increase in the number of elements by a multiple of 42 for the 0.72% value difference, this 

investigation provides more confidence that using 54388 elements results in good 

convergence when simulation and isolated magnet in air, this is the minimum number and 

conditions for future simulations. 
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Figure 6. 3 Showing the updated model with the cylindrical magnet a) suspended in an air 

region and b) a magnified picture of the magnetic cylinder with a measurement area 1.6 mm 

from the pole surface. 

 Shown in Figure 6. 3 is the model with applied physics in an air region of 10x10x10 

cm. This will be the standard model upon which further developments are made, starting with 

those that can be compared to the 1D model. 

6.3 Comparison to 1D model 

To confirm the validity of the results from the 1D model, the model was replicated from 

chapter 5 before moving onto grading magnetisation models.  

6.3.1 Single film cylinders 

The first examples of comparisons between the 1D and 3D model include the isolated bulk 

magnet and then the additional films with different magnetisations. Figure 6. 4 also shows the 

bulk magnet with different magnetic film domains. 
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Figure 6. 4 Showing the cylindrical magnet architecture with a 0.5 mm film on each pole 

surface. 

 The first iteration of the model is described with a constant total length of 3 cm with 

two 0.5 mm films on each pole included. The magnetisation of the films is varied to calculate 

the effect of external and demagnetisation field and compared to the results obtained in the 

1D model. 

 

Figure 6. 5 Showing the calculated external field when changing the magnetisation of the 

film for the 3D and 1D models. 
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Evaluating the results of Figure 6. 5, the comparison of results for the external field 

data between the COMSOL 3D and the 1D model has a calculated 26% difference. Although 

this comparison may appear to be quite a large difference, the reason for this can be 

explained by the chosen method of COMSOL values for the external field. To have a 

comparison between the 1D, where all the magnetic fields are constrained to the volume of 

each cell, the external field in COMSOL will be unrestricted. To measure the external field in 

the 1D model, a flat 0.5 cm radius circle region was placed 1.6 mm from the surface and the 

average external magnetic field measured within this region was the value used for 

comparisons. This does mean that not all the external field will pass through this measured 

area and therefore it can be expected that the value calculated will be lower than that of the 

1D model. When comparing the actual trend difference of the 3D and 1D model separately, 

the trends are very similar, and the percentage change of the measured fields are nearly 

identical which gives the confidence that the 1D model is working correctly, although the 

values may differ for the reason mentioned previously.  

 

Figure 6. 6 Showing the calculated demagnetisation field when changing the magnetisation 

of the film for the 3D and 1D models. 

Figure 6. 6 provides the demagnetisation field data for inside the magnet with the 

different magnetisation films. Unlike the external field data, the comparison of calculated 

values between 3D and 1D only vary from around 3-6%. This is a more acceptable tolerance 
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for comparison and provides confidence when considering the internal field 

(demagnetisation) results obtained from the 1D mode. This is also reiterated in the relative 

field change calculated when using different magnetisation films in the 1D and 3D model 

where they only vary by less than 3%. Using the data in Figure 6. 5 and Figure 6. 6 a FoM 

can be found, shown in Figure 6. 7. 

 

Figure 6. 7 Showing the calculated FoM when changing the magnetisation of the film for the 

3D and 1D models.  

Figure 6. 7 shows the final FoM for the iterations discussed previously. Again, the 

FoM describes the relationship between the desired change of demagnetisation field against 

the undesired change of external field. The relative FoM calculated for similar 3D and 1D 

configurations have a calculated correlation coefficient of 0.9997, calculated from the FoM 

dataset, this gives great confidence in the calculated data and means that moving forward 

onto more complex models can proceed with the knowledge that the results obtained from 

COMSOL give confirmation to the 1D model and can be trusted. However, it will be noted 

that upon closer inspection of the FoM values for the 0.5 mm 0.8 T model that there is a 

slight difference in the values but depends on which software is chosen the results obtained 

are either good or bad. This implies that there will be a value of magnetisation for a set 

thickness of film which will give a FoM either side of 1 depending on which model is used 

and will be something to bear in mind for in future simulations. 



109 

 

6.3.2 Z-axis graded magnetisation 

The next step in developing the 3D model is through the introduction of graded properties. 

Here the magnetisation is set within the model with a peak at the centre and an arced gradient 

reduction of magnetisation towards zero at the edge using equation 5.3, shown in Figure 6. 8. 

 

Figure 6. 8 Showing a visual for the COMSOL cylindrical model with the basic graded 

magnetisation applied. 

 Compared to the 1D model, COMSOL has the ability of visualising and post-

analysing the data as a heat map. This is shown in Figure 6. 8, where the centre of the 

cylinder can be seen having the highest remanent flux density falling to zero at the edge. This 

provides a visual of how the remanent flux density does not reduce by the same increment 

and the gradient of the reduction gets larger towards the edge region, determined by the larger 

region of “red” in the heat map.  
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Figure 6. 9 Showing a comparative demagnetisation field line scan of the basic graded 

magnetisation equation applied to the 1D and COMSOL model. 

 The comparison of the demagnetisation field shown in Figure 6. 9 has a good 

correlation, especially at the edge region, although there is a difference in the centre and a 

slight difference in the edge region. The line scans do show the same trend/shape, it can 

therefore be interpreted that the applied equation is working the same way in both models but 

there is a difference of 21% for the central region. This difference especially in the region 

where there is a higher magnetisation could be due to the 1D model interpreting a volume 

whereas COMSOL can calculate the volume from the actual model. And where the 

magnetisation is lowest there is less variation, so there is better convergence. 
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Table 6. 1 Showing the average external field data at 1.6mm from the magnet surface for 

both COMSOL and Excel models with the application of a graded magnetisation in the Z-axis 

only. 

 External Field at 1.6 mm 

Magnet type COMSOL 

average 

(MA/m) 

Excel 

(MA/m) 

Comparison COMSOL 

field change 

Excel Field 

Change 

Uniform 

(1.31T) 

0.268 0.361 74.07%   

Graded 1.31 

to 0T 

0.121 0.204 59.31% 45.15% 56.51% 

 

 As discussed previously, the calculated value for the external field has a considerable 

difference between the 3D and 1D models and most likely down to the same reasons as a 

constrained field in the 1D model. The trend in the respective field change is within 12%, and 

this increase is down to the much lower external field observed within the 3D model, Table 6. 

1. 

Table 6. 2 Showing the peak demagnetisation field for both COMSOL and Excel models with 

the application of a graded magnetisation in the Z-axis only. 

 Demagnetisation Field 

Magnet Type COMSOL 

average 

(MA/m) 

Excel 

(MA/m) 

Comparison COMSOL 

field change 

Excel Field 

Change 

Uniform 

(1.31T) 

-0.510 -0.528 96.65%   

Graded 1.31 

to 0T 

-0.103 -0.123 83.45% 20.19% 23.38% 

 

 Like previous model iterations, there is a very close comparison of the 

demagnetisation field between 3D and 1D models, which vary by 13% but have respective 

calculated changes of 3%, shown in Table 6. 2. Even under the concept of a graded 

magnetisation which gives further confidence in the results obtained from the 1D Excel 
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model, whilst still understanding why there is a difference in the external field between the 

different models.  

Table 6. 3 Showing the FoM for both COMSOL and Excel with the application of a graded 

magnetisation in the Z-axis only. 

Magnet Type COMSOL FoM Excel FoM 

Graded 1.31 to 0T 2.236 2.418 

 

 Although the values for the external field are different, the respective changes seen 

are very similar along with the demagnetisation field results give a FoM in Table 6. 3. Which 

describes a large improvement in the potential magnet performance, due to the huge 

reduction of the demagnetisation field which results from the controlled reduction of the 

magnetisation. This is the highest FoM (2.236) achieved in COMSOL so far and shows real 

promise that the underlying theory and principles can be applied to achieve this. 

6.4 Cubic 3D models 

So far, we have focused on the modelling of cylindrical magnets, mainly to follow the 1D 

which was limited by the symmetry and shape it could solve. This provides a proof of 

principle and shown the transition to established modelling software, but for end application 

the magnets found within motors and generators are usually a cubic shape rather than 

cylindrical. As such, moving on with the 3D model provides greater flexibility and realism in 

what it can solve. To ensure confidence in the results are high, the external field is measured 

1.6 mm from the pole of the magnet, with a change an area the same dimensions as the 

magnet pole face. This will be a constant dimension and any addition of film will result in a 

reduction of the bulk dimensions, shown in Figure 6. 10. Like the cylindrical models, cubic 

models allow for grading and magnetisation control in 3 dimensions. But as discussed in the 

literature, demagnetisation is more likely to occur at the edges and corners near the poles of a 

magnet, transitioning to modelling cubic systems gave a more realistic view of film effects 

and how graded properties have on a magnet. 
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Figure 6. 10 Showing a) the visual layout for the cubic magnet in free space and b) the 

dimension and measurement points marked and the area for external field measurements. 

6.4.1 Single film 

Using knowledge gathered from the previous models, varying the thickness of the films and 

with magnetisations close to the bulk material gave an early indication that the principle 

transferred over to cubic models, shown Figure 6. 11. 

 

Figure 6. 11 Showing an example of the model set up for a single layered film on a cubic 

magnet. 
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Figure 6. 12 Showing the external a) and demagnetisation b) for a varying thickness and 

magnetisation film. 

 Figure 6. 12 shows that a film magnetisation closest to the bulk material lowers the 

demagnetisation field more, 2% compared to 0.7% for the 1.0 mm film. It is apparent that 

there is something not right with the 0.1 mm film which appears to be the inverse and is also 

apparent in the increase in external field observed for this thickness of film. 

 

 Figure 6. 13 Showing the FoM for a varying thickness and magnetisation film. 
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Deduced from previous results and that shown in Figure 6. 13, the thinnest film with 

magnetisation closest to the bulk material gave the highest FoM of 1.01. Also deduced from 

the table, there appears to be a sweet spot for each magnetisation and film thickness 

combination which was also discussed in the 1D model, this implies that grading the 

magnetisation in the way of the previous cylindrical models should translate into a cubic 

system. 

6.4.2 Single axis magnetisation grading 

Using a graded magnetisation with a cubic magnet system provided a more realistic insight 

into the effects of real-world magnets that can be used in practical applications. Also, one of 

the reasons behind a graded magnetisation is to reduce the demagnetisation field at the edges 

of the magnet. Grading magnetisation should have a much greater effect on a cubic shape 

with more corners and edges compared to a cylindrical magnet. Therefore, for the cubic 

magnet, to have a better representation of the effect on the demagnetisation field a FoM will 

be found in the previous way (Z-axis) as well as the corner of the magnet, where the FoM is 

predicted to be the highest due to the effect on the demagnetisation field. Grading through the 

pole to pole, or through the Z-axis, is shown visually in Figure 6. 14. 

 

Figure 6. 14 Showing a visualisation of the Z-axis graded magnetisation in a cubic magnet. 

 The visual heatmap represents the same effect as Figure 6. 8 and the cylindrical 

magnet. Shown in later figures and with different axis grading the colour heatmap will show 
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visual representation of what grading in different axis’ does to the magnetisation over 2 and 3 

dimensions.  

 

 Figure 6. 15 Showing a) the external, corner demagnetisation, Z-axis 

demagnetisation and b) FoM when the magnetisation is graded in the Z-axis. 
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Shown in Figure 6. 15 above is the data for average external field 1.6 mm from the 

magnet pole surface and the demagnetisation field for the corner and the peak through the Z-

axis, and compares the uniformly magnetised magnet to the different Z-axis grading. Where 

the Z-axis demagnetisation field is measured through the centre of the cube along the Z-axis, 

and the corner demagnetisation field is measured in the same corner which is facing the 

external field measurement surface. The definition of half graded is the same as discussed in 

Chapter 5. Where, the half graded magnet is only is refereeing the polar axis (Z-axis) and the 

half which is graded is the half which is facing the external field measurement area.  

 Comparing the FoM from the cylindrical model (Table 6. 1) to the cubic model data 

shown in Figure 6. 1, grading through the Z-axis (pole to pole) gave a FoM 2.2 for the 

cylindrical model but is not found for the cubic model where only one of the iterations gives 

a FoM of 1.008. All the FoM that resulted lower than 1, is due to the reduction in the external 

field produced by the magnet but also due to an increased demagnetisation field. This is the 

first time this has been observed for a graded system and is most likely due to the grading 

occurring over the short axis distance whilst also being between the two poles of the magnet. 

This compression is causing the magnetisation grading to be to sharp decline over such a 

distance and is therefore hindering the demagnetisation field. This can be confirmed by 

comparing the results when the minimum magnetisation is set to 1.1345 T. This produced the 

intended result of a lower demagnetisation field (5%) through the Z-axis and confirmed the 

suspicion that the grading of magnetisation can negatively affect the FoM if the grading is too 

steep over a ‘short’ distance, at least in the case of the Z-axis or pole to pole direction.  

 The FoM for the corner of the magnet are significantly improved compared to the 

centre Z-axis to 31. Although the percentage change calculated for demagnetisation field is 

negative due to the change of sign for the calculated value, this is due to the corner region 

now becoming an anchoring region of stability instead of the nucleating point of weakness. 

Ignoring the sign of the FoM there is an impossibly large value for the FoM with the 

iterations which have a corner magnetisation of 0T. This only highlights a theoretical 

potential as a magnetic material with no magnetic moment, therefore no magnetisation, and 

having a high magnetocrystalline anisotropy, this property is not available in current 

magnetic materials. However, iterations with the 1.1345 T minimum magnetisation at the 

corners demonstrates a more realistic representation of what could be possible, these 

iterations give a FoM in the range of 1.1-1.2, and as shown in the 1D model, the best FoM 
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comes from having half of the material as the uniformly magnetised material and then 

grading the magnetisation towards a value in the region of that of the bulk material. 

 

Figure 6. 16 Showing a visualisation of the X-axis graded magnetisation in a cubic magnet. 

 Figure 6. 16 above visualises a grading in the X-axis of the cubic magnet. The visual 

difference between grading in the X and Z axis is that through the Z-axis centre, there should 

be no change in magnetisation with the X-axis grading, but this still created a lower 

magnetisation in all eight corners of the magnet as intended. The results for such are shown 

below in Figure 6. 17.  
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Figure 6. 17 Showing a) the external, corner demagnetisation, Z-axis demagnetisation and b) 

FoM when the magnetisation is graded in the X-axis. 

 Like the Z-axis grading, changing the magnetisation in the X-axis does not produce a 

FoM greater than 1 when looking at the demagnetisation field for the centre of the magnet, 

this confirms one the initial presumptions that creating a graded magnetisation in this way 
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does not give a benefit to the magnet at the centre. But as the place where the nucleation of 

demagnetisation is less likely to occur then it can be afforded to have a loss in performance 

for higher performance increased at the corner region of the magnet. As an example, the 

graded X-axis model gave a FoM of 0.84 which is 16% lowering of performance in the Z-

axis, but when compared to the corner which has a FoM of 1.841, which is an 84.1% increase 

in performance. Like the FoM itself being a comparison trade up between the desirable 

reduction of the demagnetisation field and the undesirable but inevitable reduction of external 

field, comparing the FoM’s themselves for the centre and the corner would provide another 

interesting insight as to where the performance gain is and where it is also lost.  

 The trend for the two datasets so far is consistent with the FoM being the highest at 

the corners for the models which have 0T, as discussed this is not a realistic view for real 

world materials but does demonstrate the theoretical possibility. Grading to a magnetisation 

of 1.1345 T gives FoM>1 which is consistent with the data Figure 6. 15, although the values 

a lower for the X-axis grading, this shows that depending on the axis of the grading can give 

different external field and demagnetisation field values. 

 

Figure 6. 18 Showing a visualisation of the Y-axis graded magnetisation in a cubic magnet. 

 Figure 6. 18 visualises a grading of magnetisation in the Y-axis, much like the Z and 

X-axis grading the corners remain a region of lower magnetisation. But the direction of the 

grading has obviously changed its axis. The field data is shown below in Figure 6. 19.  
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Figure 6. 19 Showing a) the external, corner demagnetisation, Z-axis demagnetisation and b) 

FoM when the magnetisation is graded in the Y-axis. 

Much like the Z and X-axis grading and which is inferred from the 1D model and the 

3D cylinder model. All single axis models of graded magnetisation provide a FoM less than 1 
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when looking through the centre Z-axis, and the FoM is greater than one when looking at the 

corner demagnetisation field of the magnet ranging from 1.05-2.2. With the highest FoM 

coming from the models with a corner magnetisation of 0 T and an improved FoM when half 

of the magnet is uniform material due to the increase in external field the uniform material 

delivers.  

6.4.3 Multi-axis magnetisation grading 

Grading in a multi-axis way should produce higher FoM than the single-axis method in the Z-

axis due to the corners still being the target for a lower magnetisation and therefore lower 

demagnetisation field, but as shown for the different single-axis method, grading in the 

different axis gives different results for the demagnetisation and external field. By combining 

single-axis grading this allowed for different compensations or even a double down approach 

on a demagnetisation field. It will also be mentioned that by overlapping different single-axis 

gradings the magnetisations also overlap, therefore the maximum value will still be 1.31 T 

but the corner magnetisations no longer reduce to 0 T, with the magnetisation at the corners 

no longer being 0 T, it is expected that the FoM will reduce, but only a reduction from the 

unachievably high values towards something which can be more realistic. Figure 6. 20 below 

shows the first model of multi-axis grading. 

 

Figure 6. 20 Showing a visualisation of the XY-multi-axis graded magnetisation in a cubic 

magnet. 
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 Shown in the heatmap of Figure 6.20, and as discussed previously the peak 

magnetisation is 1.31 T but the corner magnetisation is no longer 0 T. Visually there is an 

ellipsoid shape running through the Z-axis. This makes sense due to the grading only 

occurring in the XY-axes and the peak value will be running through the Z-axis and then 

grading out as defined by the equation. Figure 6. 21 shows calculated results for the different 

fields of the XY-multi-axis grading. 
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Figure 6. 21 Showing a) the external, corner demagnetisation, Z-axis demagnetisation and b) 

FoM when the magnetisation is graded in the XY-axis. 

The FoM for the Z-axis is below 1 as seen in all the previous single-axis models, 

although not as low (0.998). This suggests that the creating of a multi-axis graded system is 
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providing some compensation to the XY-axis and perhaps with a different combination the 

FoM of 1 or higher could be achieved. The trend for the corner FoM remains consistent with 

the previous single-axis models with an FoM ranging from 1.03-1.3. Although comparisons 

are lacking between 0 T models due to it not being achievable with how the graded 

magnetisation works. With the lower magnetisation at the corner producing a smaller 

demagnetisation field which leads to a higher FoM coupled with not as much loss of external 

field. The FoM (1.3) is also better for the model with half of the material as uniformly 

magnetised material.  

 The corners seem to be where the main benefit is, even after the creation of a multi-

axis grading, but as mentioned, a different combination could hopefully produce some benefit 

to the Z-axis of the magnet. The figure below shows a different iteration of the multi-axis 

system. 

 

Figure 6. 22 Showing a visualisation of the XZ-multi-axis graded magnetisation in a cubic 

magnet. 

 Figure 6. 22 appears very much like Figure 6.11 just rotated, which makes is to be 

expected for a different combination to create the multi-axis. Figure 6. 22 shows the data for 

an XZ-multi-axis graded system. 
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 Figure 6. 23 Showing a) the external, corner demagnetisation, Z-axis 

demagnetisation and b) FoM when the magnetisation is graded in the XZ-axis. 

First looking at the data for the Z-axis FoM, the iteration of a fully graded system 

with a higher corner magnetisation gives a FoM of 1.022. This is the first iteration where this 

has been calculated so far. This iteration also gives a corner FoM ranging from 1.05-1.4, this 
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demonstrates that with the correct combination of grading axis it is possible. The rest of the 

FoM follow the same trend as all previous model iterations. 

 

Figure 6. 24 Showing a visualisation of the YZ-multi-axis graded magnetisation in a cubic 

magnet. 

 As in the previous model, grading in the YZ-multi-axis produces a FoM above 1 for 

the model with the higher magnetisation at the corner from changing the degree of grading 

which minimised the reduction of external field produced, shown in Figure 6. 24. By 

combining a different set of single-axis this again produced a FoM of 1.023, deduced from 

this there is a preferable multi-axis grading which occurs in any axis involving the Z-axis. 

This is likely due to the measurement points for the demagnetisation field and the external 

field being in the Z-axis. For the corner demagnetisation field, the results for the FoM follow 

the same trend and range from 1.04-1.4, shown in Figure 6. 25. 
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 Figure 6. 25 Showing a) the external, corner demagnetisation, Z-axis 

demagnetisation and b) FoM when the magnetisation is graded in the YZ-axis. 

Previous models showed that combining two single-axis can improve the FoM by 

compensating for the loss of magnetisation in a certain axis. Grading in all the axes should 

provide the best results so far, due to the overlapping grading providing a grading in the 

XYZ-multi-axis and having a lower magnetisation at the corners which maximises the region 
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of higher magnetisation. Figure 6. 26 below shows the heatmap of magnetisation for an XYZ-

multi-axis graded magnet.  

 

Figure 6. 26 Showing a visualisation of the XYZ-multi-axis graded magnetisation in a cubic 

magnet. 

 Due to the three different overlapping grading axis the corner magnetisation is higher 

than that of the previous models, but as found in previous models, the FoM is larger when the 

magnetisation at the corner is lower. This trend is also calculated in the XYZ graded model, 

as seen in Figure 6. 27. This model also gives a FoM of 1.023 for Z-axis magnetisation also 

when a lower magnetisation is used at the corners 1.007. This is the first time this has been 

calculated, and is likely down to the tri-axis grading reducing the demagnetisation field in the 

Z-axis whilst keeping the reduction of external field to a minimum. However, grading the 

magnetisation to a lower value at the corners would certainly improve the FoM for this 

region, as backed up by previous models, this will most certainly reduce the FoM through the 

Z-axis to below zero. Again, like all previous models the trend of the FoM at the corners 

ranges from 1.02-1.24. 
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Figure 6. 27 Showing a) the external, corner demagnetisation, Z-axis demagnetisation and b) 

FoM when the magnetisation is graded in the XYZ-axis. 

Interestingly, the XYZ-multi-axis graded magnet produced a “flat” demagnetisation 

field, observed in Figure 6. 28. Going back to the literature and what was discussed when a 

graded magnetisation was first discussed within the 1D model. The original idea was to 

achieve the property found in ellipsoidal shaped magnets where, because of their shape 
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factor, they have a uniform demagnetisation field. Which means that the magnet should not 

have any weak points, or regions of higher demagnetisation field, and therefore have a higher 

coercivity. In which if the magnet was exposed to a strong applied field, it should be able to 

work against until such an applied field strength would be enough to cause a nucleation of 

magnetisation reversal which would happen to the entire magnet at once rather than a specific 

region.  

 

Figure 6. 28 Showing a comparison of the demagnetisation field through the Z-axis of the 

uniform cubic magnet and the XYZ-multi-axis graded magnet. 

6.5 Summary 

A 3D modelling approach was created to explore the reliability of the results obtained from 

the 1D Excel model. Investigating how the results calculated through a 1D mathematical pole 

theory approach compare to established simulation software for all models, mainly focusing 

on the use of a graded magnetisation. Initial studies looked at the effect the size of the air 

region has, and the mesh size required to obtain consistent results. Once the cylindrical 

magnets confirmed the results from the 1D model, the magnet model transitioned into a cubic 
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model which represented real world magnets. Using a cubic model allowed for a multi-axis 

graded model to create new results but which trends can also be compared to the cylindrical 

model. 

 Simulations of the cylindrical model have proved a very strong correlation to the 1D 

models and gave a firm belief in the reliability of the results obtained from the 1D model. The 

results were of a high correlation for the internal demagnetisation field which is very 

promising. However, the results for the external field showed some difference, this is due to a 

discrepancy in how the external field was calculated for both, with the 1D model having its 

field confined to the cell region, whereas the 3D model is a surface average of a region 

1.6mm from the pole surface, so not all the field will pass through this region hence the field 

calculated is likely to be smaller. 

 The use of films and a graded magnetisation follow the same trend of the FoM for the 

1D and cylindrical model translates into the cubic model. The highest FoM are calculated in 

the cubic model for single-axis graded models, with the highest FoM coming in the half X-

axis graded model of 2.58. The XYZ grading did produce a FoM of 1.125 at corners but also 

through the centre Z-axis, 1.023. A higher FoM was achieved for the corner of 1.25 but this 

resulted in a reduction to the Z-axis FoM of 0.957. This is important for potential different 

applications as being able to grade the magnetisation in different axes provided different 

benefits.  

  



133 

 

7. Motor simulations 

To understand the impact changing the magnetic architecture of the magnets will have on the 

performance of an electric motor, a simulation of a motor was created in partnership with 

VW that will be important to see the potential application working whilst also allowing VW 

to use the data to draw comparisons to their motor designs.  

7.1 Introduction to motor model 

Firstly, in partnership with VW GI, a working motor design was provided by VW GI using 

ANSYS Maxwell, shown in Figure 7. 1.  

 

Figure 7. 1 Showing the motor layout with the stator and rotor irons, the magnets and 

different phases of coil pairs, with the magnetic field line scan path shown by the arrow. 

The following work will discuss the translation of the ANSYS model into COMSOL 

Multiphysics and carrying out a set of three studies to investigate different magnetic 

architectures. The first is a study on weaking the entire magnet strength (lower magnetisation 

value) and therefore weakening the magnetic field to find the effect this has on torque. The 

second will involve adding a film in different axis to the magnets and then changing the area 

fraction of the magnet to the film and observing the torque. The third will be a continuation 
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of the second study but instead creating an ellipsoidal core with a surrounding film to fill the 

magnet space and changing the area fraction. Each will be described visually later. 

 For the COMSOL model to be reliable, it must produce the same results as that of the 

established ANSYS model. One of the properties that is defined and should produce the same 

result, is the input current of the coils. Using the equations in Table 4.2 to define the current 

for the coil pairs, the current produced by each software appears identical, both shown in 

Figure 7. 2.  

 

Figure 7. 2 Showing the input current over time for the ANSYS and COMSOL motor model. 

 A comparison of the phases shows that there is a very slight deviation of a 0.7-2.4 pA 

in phase C at the point where the wave crosses 0 A shown in Figure 7. 3. With this deviation 

it is can be confirmed that the coil currents are working in the same way. 
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Figure 7. 3 Showing the deviation of the input current between the phases in ANSYS and 

COMSOL. 

 The next term which is deduced from the coil current and is also dependent on the 

model thickness.  
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Figure 7. 4 Showing the induced voltage over time for the ANSYS and COMSOL motor 

model. 

 Figure 7. 4 shows that there is a deviation ~15 V in the induced voltage between the 

two models, however it is key to note that the different phase peaks line up. The difference 

varies the highest at the peaks and converges at the waveform returns to 0 V. This is assumed 

to be down to the discrepancies in the software’s method of calculation and simulation. Peak 

values change depending on the thickness of the model but the plots themselves remain 

identical shown in Figure 7. 5. The waveform is identical for all three phases but instead of a 

peak of 50 V for the standard 17 cm model, the peaks increased to 300 V for a 1m thick 

motor and 150 V for a 0.5 m thick motor. 
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Figure 7. 5 Showing the induced voltage from the COMSOL model with differing model 

thickness, 1 m (left) and 0.5 m (right). 

The resulting torque from the models with the same thickness (17 cm) differ, especially in the 

phases of the sin wave, shown in Figure 7. 6. 

 

Figure 7. 6 Showing the torque over time for the ANSYS and COMSOL motor model. 

 Visually the two torque plots look very similar with regards to the minimum of 281 

Nm and 283 Nm for ANSYS and COMSOL respectively. The maximum values are 347 Nm 

for ANSYS and 344 Nm for COMSOL however, the torque generated from the COMSOL 

model is the inverse to that of ANSYS. This is important to consider as all comparisons that 

follow will have to be drawn between the COMSOL plot. Although the minimum and 

0 2 4 6 8 10 12

280

290

300

310

320

330

340

350

T
o
rq

u
e
 [
N

*m
]

Time [ms]

 ANSYS

0 2 4 6 8 10 12

280

290

300

310

320

330

340

350

T
o
rq

u
e
 [
N

*m
]

Time [ms]

 COMSOL



138 

 

maximum are quite close (2-3 Nm), the average values differ by 14 Nm due to this rotation 

causing the higher concentration of the waveform to be closer to the minimum than the 

maximum like in ANSYS, meaning COMSOL produces a lower average torque. 

7.1.1 Motor magnets 

The motor layout in Figure 7. 1 shows there are two magnets of different size within the rotor 

section. The magnet layout must be intentional to create a performance benefit. To 

understand this, when all other features of the motor are removed, the effects the magnets 

have on one another can be identified.  

 

Figure 7. 7 Showing the isolated magnets as they appear in the motor with a line scan 

direction shown. 

 Measuring magnetic field through the arc length (line scan) labelled in Figure 7. 7, the 

external and demagnetisation field will be observed through the centre of the magnets to see 

the influence these magnets have on each other’s performance. 
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Figure 7. 8 Showing line scans of the isolated magnets in the motor system, of each magnet 

individually and together. 

 Evaluation of the line scans in Figure 7. 8, the external field is boosted by the 

presence of both magnets, where the large magnet produces 0.03 MA/m at the edge of the 

stator, the small produces 0.05 MA/m but when both magnets are together, they produce 0.08 

MA/m. With both magnets being in the system the demagnetisation field of each magnets 

reduces compared to their isolated case respectfully, with the small magnet reducing the 

demagnetisation field by 8% and the large magnet having a 7% reduction. This boost in the 

external field to the right of the small magnet, which will be the external field acting against 

the load field created by the coils, is essential to an increase in performance. In Figure 7. 9 is 

the scalar potential of the two magnets in the system. 
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Figure 7. 9 Showing the magnetic scalar potential of the two magnets as a visual, 

highlighting in colour, the north and south poles of the magnet. 

 The large magnet appears to cause a strain on the smaller magnet, distorting the north 

pole of the small magnet and causing an increase in external field delivered by the magnet. 

Another factor to consider with the magnets in this orientation is the magnetic flux density, 

shown in Figure 7. 10. 
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Figure 7. 10 Showing the magnetic flux density of the two isolated magnets within the motor 

system. 

 The magnetic flux density is shown to be highest at the corners and through the short 

axis length in the direction of magnetisation. 

 Now that a working COMSOL model has been established that creates similar results 

to that of the ANSYS model, with the differences understood we can continue to develop the 

model. The first study will focus on changing the magnets to see their effect on torque can be 

investigated whilst drawing comparison to the standard COMSOL model. 

7.2 Reducing magnetisation 

The first study investigated the effect of lowering the magnetisation of the magnets in the 

motor and investigated the effect this has on torque performance of the motor. 
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Figure 7. 11 Showing torque over time for the motor with different a magnetisation of the 

magnets. 

Figure 7. 11 demonstrates the loss in performance of torque, which is to be expected, 

a weaker magnet produces a weaker external field which is not going to work as efficiently 

against the applied field from the coils. A more detailed analysis of the torque for the 

investigation is shown in Figure 7. 12. 
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Figure 7. 12 Showing the changing maximum, minimum, average and range of torque for the 

motor with different magnetisation magnets. 

 The different terms extracted from the torque plots clearly highlight that the 

performance of the motor is reducing with a lower magnetisation of magnet. Interestingly the 

range of the minimum and maximum torque values does not seem to vary when changing the 

magnetisation, percentage change is shown in more detail in Figure 7. 13. 
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Figure 7. 13 Showing the percentage change of the maximum, minimum, average and range 

of torque compared to the standard 1.18 T model. 

 Figure 7. 13 gives a better visual of how the different torque values are changing with 

a reduced magnetisation, at some magnetisation values the range between the minimum and 

maximum increases by 6.5% for a magnetisation of 0.8 T and then reducing by 8.3% for a 

magnetisation of 0.1 T. There seems to be a magnetisation value where the range will be 

reduced the most before it starts to increase. 

 When considering the use of films, the magnetisation of the films will be 0.3 T, as this 

produced the smallest change in the range (-1.4%) and represented a definite change in 

magnetisation compared to the bulk material. This is also drawn from the work in Section 6.5 

where a 1.2 MA/m bulk and a minimum magnetisation of 0.35 MA/m produced the best 

FoM.  
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Figure 7. 14 Showing the corner demagnetisation field and coercivity of the magnets with 

varying magnetisations. 

 Figure 7. 14 shows that the demagnetisation field appears to have a linear decline as 

the magnetisation reduces from -0.301 MA/m to -0.00255 MA/m and the coercivity increases 

from 8.57 to 105.5 T. Like that discussed previously in the 1D model, these values seem 

unattainable for materials but can show the potential of what a film could add to a bulk 

material. Coercivity is calculated using equation 4.15, and assumes that as the magnetisation 

profile changes, the magnetocrystalline anisotropy of the material remains constant. 

7.3 Volume fraction of magnetic film 

7.3.1 X-axis volume fraction 

The following study will investigate a varying volume fraction of bulk:film in order to 

minimise performance loss and maximise the amount of film present. The focus of the film 

will be on the corners of the magnet that are facing the field from the coils in order to reduce 

the demagnetisation field in the corners. The first attempt at this for the magnets is shown in 

Figure 7. 15. 
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Figure 7. 15 Showing a 50:50 volume fraction in the x-axis of the bulk and film, with the 

direction of the volume fraction division will be moving is shown. 

 Varying the volume fraction in this way will create a film that is over the corners that 

will face the coils. Torque results for a bulk of 1.18 T and a film of 0.3 T with a varying 

volume fraction are shown in Figure 7. 16. 
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Figure 7. 16 Showing the torque plots for a varying volume fraction with the magnet being 

divided through the x-axis. 

  Reducing the volume of bulk material in turn reduces the torque of the motor, which 

can be understood as less bulk material, a weaker external field which acts less on the coils. 

The values obtained from the torque are described in more detail in Figure 7. 17. 
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Figure 7. 17 Showing the torque values obtained when varying the volume fraction in the x-

axis of the bulk and film material. 

 Shown in Figure 7. 17, all values from the torque show a decrease with a smaller 

volume fraction of bulk material, the first study predicted this, but the percentage change in 

Figure 7. 18 shows a better representation of the performance loss relative to the volume 

fraction. 
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Figure 7. 18 Showing the percentage change of the torque values compared to the 100% 

volume fraction in the x-axis. 

A 50:50 volume fraction reduces the performance of the average torque by 26% as the 

largest reduction. A 95:05 volume fraction which resembles a film more than the other 

volume fractions, reduced the average torque by 1.4%. This demonstrates that a magnet could 

be optimised by reducing the volume fraction and replacing the bulk material with a lower 

magnetisation and potentially cheaper magnetic material in order to maximise cost saving 

over performance. This can range from a full replacement shown in the 50:50 or resembling a 

film in the 95:05. 



150 

 

 

Figure 7. 19 Showing the magnetic field line scans of different volume fractions in the x-axis. 

The performance of the motor reduces with reducing the volume fraction of the bulk 

material. But shown in Figure 7. 19, a 50:50 ratio creates a region of high stability from the 

lower magnetisation, a transition of -0.79 MA/m for the bulk region to -0.11 MA/m of the 

large magnet. The external field produced by 50:50 is reduced by 43% compared to the 

100:00. The 95:05 which resembles a film, has a demagnetisation transition of -0.71 MA/m 

to -0.048 MA/m and reduced the external field by 2.5% 
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7.3.2 Y-axis volume fraction 

 

Figure 7. 20 Showing a 33:33:33 volume fraction in the y-axis of the bulk and film with the 

direction of the moving volume fraction shown. 

 Figure 7. 20 shows a different method for the addition of films to the bulk material to 

ensure they are covered on the corners facing the applied field, unlike the x-axis method this 

also covers all of the corners of the magnet. The simulated torque values are shown below for 

a variable volume fraction in Figure 7. 21. 
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Figure 7. 21 Showing the simulated motor torque values for a variable volume fraction in the 

y-axis. 

 The torque results obtained in Figure 7. 21 reiterate the results of Figure 7. 16, where 

reducing the volume of the bulk material reduces the torque. A more detailed view of the 

torque values is shown in Figure 7. 22. 
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Figure 7. 22 Showing the torque values obtained when varying the volume fraction in the y-

axis of the bulk and film material. 

 As shown by the torque plots of Figure 7. 21, the derived values in Figure 7. 22 show 

a more detailed decline of performance from the bulk material of 33%. The percentage 

changes shown in Figure 7. 23 show that the maximum percentage loss of the average torque 

is 34% from the 33% bulk magnet. The 94% bulk magnet induced an average torque loss of 

2.9%, for the bulk magnets and film divided in the y-axis, the average torque loss is a few 

percent away from being half of the volume fraction of the film region. This suggest that 

there is some linearity between the volume fraction of the film and the torque percentage loss.  
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Figure 7. 23 Showing the percentage change of the torque values compared to the 100% 

volume fraction in the y-axis. 

 A comparison between the average torque loss of Figure 7. 18 and Figure 7. 23 shown 

in Figure 7. 24, demonstrates the strong correlation between a reduced volume fraction of 

bulk material and the result of reduced torque. This suggests that there is no benefit to 

dividing the volume fraction in either the x or y-axis. 
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Figure 7. 24 Showing a comparison of the average torque loss for different volume fractions 

of bulk material when divided in the x and y-axis. 

Although the motor shows a loss of performance with a reduced volume fraction, the 

magnets, the magnets demagnetisation reduced by 0.7% and the external field by 1.5% for 

the 94% bulk volume fraction in Figure 7. 25. The line scan follows the path through the 

centre of both magnets as shown previously in Figure 7. 7, which suggests that having a film 

on the edges of the magnet does have a reduction to the larger bulk material in terms of 

demagnetisation field. But the gain of demagnetisation field at the corners is not measured in 

the line scan. 
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Figure 7. 25 Showing the magnetic field line scans of different volume fractions in the y-axis. 

The 94% bulk volume fraction had a corner demagnetisation field of -0.24 MA/m 

which is a 20% reduction compared to the 100% bulk material. This implies that although the 

performance of the magnet is improved with respect to its demagnetisation field and external 

field, this does not directly translate into motor performance.  

The reduction of the volume fraction of bulk material is designed to mimic an 

eventual concept which can be translated into real-world applications, where the bulk 

material is a RE magnet, such as NdFeB and the film is a much lower and cheaper magnetic 

material such as MnAl, Sr/Ba-Ferrite.  

7.4 Ellipsoidal core-based magnets 

The next investigation focused on creating a core region of bulk material which is surrounded 

by another weaker magnetic material “film”, shown in Figure 7. 26. 
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Figure 7. 26 Showing how the volume fraction in the ellipsoidal-core bulk and film changes, 

with the direction of the volume fraction division will be moving is shown.  

 The torque for a varying volume fraction with an ellipsoidal-core and film are shown 

in Figure 7. 27, with a 70% volume fraction being the maximum achievable due to the 

dimensions of the ellipse. 
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Figure 7. 27 Showing the torque plots for a varying volume fraction with the magnet having a 

bulk ellipsoidal core. 

 As the results in Figure 7. 16 and Figure 7. 21, Figure 7. 27 shows that with a 

reduction of the bulk material the torque is reduced. As 70% is the maximum volume fraction 

achievable the torque plots cannot converge towards 100%, hence the gap observed in Figure 

7. 27. The different torque values are shown in Figure 7. 28. 
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Figure 7. 28 Showing the torque values obtained when varying the volume fraction in the 

ellipsoidal-core bulk and film magnet.  

 The torque values reduced with a smaller volume of bulk material as shown by all 

other model iterations. The percentage change of the average torque is shown in more detail 

in Figure 7. 29. 
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Figure 7. 29 Showing the percentage change of the torque values compared to the 100% 

volume fraction in the ellipsoidal-core magnet. 

 The percentage loss of the average torque for the 50:50 iteration is 26%, which is the 

same as when the magnet is divided into a film in the x-axis (Figure 7. 18). As previously 

discussed, how the material is divided appears to have very little deviation (Figure 7. 24) as 

to the torque calculated and remains dependent on the volume fraction of the bulk material. 

However, the magnets independent performance has a reduction of 16% for the 70:30 volume 

fraction, and a demagnetisation field reduction of 98% through the centre axis line scan, as 

shown in Figure 7. 30. 
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Figure 7. 30 Showing the magnetic field line scans of different volume fractions in the 

ellipsoidal-core magnet. 

 Creating the ellipsoid-core increased the magnets performance and creates an increase 

in external field of 24% for the 50:50 volume fraction 34 µm from the small magnet surface, 

slowly declining until at 2.4 mm where it drops below the external field delivered by the 

100:00 bulk magnet and reduced to a loss of 26% at the edge of the line scan. 

7.4.1 Bulk and semi-circle core 

The ellipsoidal core magnets give a performance increase at certain external distances and 

has an improved demagnetisation but still results in a lower torque performance of the motor. 

All other models have demonstrated that a higher volume fraction of the bulk material results 

in more torque and the closer to 100% the closer to the standard case of results are obtained.  
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Figure 7. 31 Showing a 75:25 volume fraction in the bulk with semi-circle core and film, with 

the direction of the volume fraction division will be moving is shown. 

 Figure 7. 31 shows an adaptation to the ellipsoidal core magnet, where the volume 

fraction of the bulk material is increased whilst still having a film region of lower 

magnetisation that is over the corners to provide the lower demagnetisation field. Due to the 

semi-circle the maximum volume fraction achievable is 85%, shown in Figure 7. 32. 
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Figure 7. 32 Showing the torque plots for a varying volume fraction with the magnet having a 

bulk and semi-circle core. 

 Setting up the magnets with a bulk and semi-circle core with an 85:15 volume fraction 

had a reduction in the average torque of 8.5% and reducing to 14% for a 75:25 volume 

fraction as shown in Figure 7. 33. 
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Figure 7. 33 Showing the percentage change of the torque values compared to the 100% 

volume fraction in the bulk semi-circle core magnet. 

The trend of reduction of torque with the volume fraction of bulk material, shown in 

Figure 7. 33 and Figure 7. 29 correlates with the data obtained in Figure 7.24. A comparison 

of all the data is shown in Figure 7. 34. 
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Figure 7. 34 Showing a comparison of the average torque loss for different volume fractions 

of bulk material when divided in the x, y-axis, ellipsoidal and bulk with semi-circle. 

All results for the volume fraction for bulk to film magnetic material show a 

correlation between the ratio of bulk material and the simulated average torque loss. This 

highlights the compromise required, between motor performance and potential coercivity 

improvement of the magnets using a film with lower magnetisation than the bulk material. 

A deeper investigation into the use of the bulk with semi-circle core with different 

film magnetisations was carried out to show that rather than changing the magnet into two 

separate materials, the film material could have a magnetisation closer to that of the bulk 

material which could be achievable by the current practise method of grain-boundary 

diffusion. The percentage loss of torque is shown in Figure 7. 35. 
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Figure 7. 35 Showing the percentage change of the torque values compared to the 100% 

volume fraction in the bulk semi-circle core magnet with varying film magnetisation. 

The film possessing a magnetisation of 1.1T reduced the torque performance by 0.7% and the 

external field by 0.8% but had an increase of the coercive field of 8%.  

7.5 Graded magnetisation  

In chapter 5 and 6, the use of a graded magnetisation was shown to significantly improve the 

FoM to above 2 for some cases. The resulting decrease of the demagnetisation field should 

increase the coercivity and therefore its performance within a motor application. However, as 

discussed in this chapter, the increased volume of lower magnetisation material results in a 

lower operational torque. Using this knowledge and that gathered in previous chapters 5 and 

6, the magnets architecture was changed to that similar of Figure 7. 15, where the film is now 

replaced with a graded magnetisation region, in 1 or 2 axis by equation 4.17 and equation 

4.18, shown in Figure 7. 36. 



167 

 

 

Figure 7. 36 Showing the magnetisation profile for the graded magnets, with a) single x-axis 

grading and b) double xy-axis (right) grading. 
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 The length of the graded magnets remained the same, but the gradient of the 

magnetisation reduction was changed in order to give a higher minimum magnetisation, the 

effect this had on torque is shown in Figure 7. 37. 

 

Figure 7. 37 Showing the torque plots for a minimum magnetisation value for x-axis grading. 

 As expected, grading the magnetisation to a lower value of 0.359 T reduced the 

average torque by 5.9%, and a slight reduction to 0.985 T to a 0.15% reduction. The aim of 

changing the magnetic profile of the magnets was to reduce their magnetisation field, the 

magnetic field line sans shown in Figure 7. 38 demonstrate this. 
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Figure 7. 38 Showing the magnetic field line scans of different minimum magnetisations for 

an x-axis grading. 

 The line scans show a smooth curve reduction of the demagnetisation field for all 

cases, with a reduction of 44% the 0.342 T and 10% for 0.983 T, the expected reduction of 

the external field was calculated to be 8% and 2.5% respectively. This demonstrates the 

trade-off between a magnets coercivity and external field performance, considering the 

magnets application within a motor there becomes another factor to consider when designing 

a magnet this way.  

As the motor simulation is in 2D, the magnetisation is capable of being graded in 

another axis, this should create more region of high magnetisation whilst still concentrating 

the region of lower magnetisation and therefore lower demagnetisation to the corners of the 

magnet. The torque results are shown in Figure 7. 39. 
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Figure 7. 39 Showing the torque plots for a minimum magnetisation value for an xy-axis 

grading. 

 The torque results for a xy-axis grading do not vary much compared to the x-axis 

graded magnets, with an average torque loss of 6.4% for 0.359 T and 0.18% for 0.983 T 

minimum magnetisation. As the grading is occurring in two axes, the grading is spread out 

resulting in a smaller region with higher magnetisation and an increase in the lower 

magnetisation region, this would explain why the loss of performance is increased for this 

magnetic profile compared to the x-axis grading. 

 Grading in the xy-axis is designed to increase the reduction of the demagnetisation 

field with emphasis on the corners of the magnet and not hamper the external field produced 

as much, shown in Figure 7. 40. 
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Figure 7. 40 Showing the magnetic field line scans of different minimum magnetisations for 

an xy-axis grading. 

 When comparing the results of Figure 7.39 to Figure 7.37, the gradient of the curve 

for the demagnetisation field of the magnets appears to reduce, results in a demagnetisation 

field reduction of 83.2% for a minimum magnetisation of 0.359 T and 20.3% for 0.985 T, this 

is around double the reduction for comparable minimum magnetisations for the x-axis 

grading. The external field is also only reduced by 11.1% and 3.2% respectively, this is larger 

than the x-axis grading by around one and half times, but is still only a few percent 

difference. 

 The grading of the magnetisation in an xy-axis has dramatically improved the 

performance of the magnet, as suggested by previous work in chapter 5 and 6, without 

significantly reducing the external field produced and the resulting torque performance of the 

motor.  
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7.6 Summary 

This chapter has investigated the effects different magnetic architectures have on the 

performance of the motor when the initial aim was to improve the performance of the 

independent magnet such as in chapter 5 and 6. It was found that a lower magnetisation 

material has a negative impact on the torque due to the reduction in external field produced. 

A hybrid magnet with a combination of two different magnetic materials in different 

orientations was found to improve the performance of the magnet, but the reduction of high 

magnetisation material inevitably results in lower torque produced by the motor. This 

highlighted the trade-off decision required, essentially, reducing the volume of high 

magnetisation material in the aim of higher magnet stability and lower potential costs, 

resulting in lower performance from the motor. But the compromise can be swung to either 

sides benefit, a torque performance loss could be made up for in other parts of motor design 

to compensate for the gained performance of the magnets. The study also found a linear trend 

between the volume reduction of bulk material and the torque performance loss, which shows 

that performance in this case is very dependent on the volume of bulk material. The most 

realistic architecture that could be created and implemented, involve the x and y axis division 

with a maximum volume fraction of bulk material, to focus the reduction of demagnetisation 

field to the corners of the magnet and keep as much bulk material as possible. This could be 

achieved by a thick film of magnetic material in these key regions. As grading the 

magnetisation was the most promising model in all other previous work, it was modelled in 

the motor to produce a minimum 20% reduction of demagnetisation through the centre, 

which resulted in a 3.2% reduction in average torque when the minimum magnetisation was 

0.985 T. This could potentially be achieved experimentally by GBD of non or anit-

ferromagnetic material to reduce the magnetisation in the key area. 
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8. Summary and Future Recommendations 

8.1 Summary 

Commercially available Nd-Fe-B based magnets are commonly used within electric motor 

applications. Current methods to improve their coercivity involve the GBD of anti-

ferromagnetic rare-earth Dy. The mining of rare-earth is extremely hazardous to the 

environment and is expensive. The use of such materials should be kept to a minimum but as 

the world strives towards an increased renewable energy and transport system the use of these 

materials is necessary.  The aim of the research was to investigate new magnetic architectures 

with an increased performance with the goal of not using any rare-earth materials. 

 To model new architectures a 1D model was created to calculate demagnetisation and 

external field. The idea behind the use of a low magnetic film is that a lower magnetisation 

results in a lower demagnetisation field, which could be used as an anchor point on the poles 

and corners of the bulk material to lower its demagnetisation field more than the loss of 

external field. For the use of a uniformly magnetised film, the highest FoM came from the 1.1 

MA/m due to the magnetisation being the closest one tested to the bulk material. This result 

became the foundation of the multilayer and eventually graded films. Multilayer films with 

the smallest gradient had the best FoM, which was again found in the graded films with the 

longer graded distance and a minimum magnetisation value. Optimisation of the graded film 

had a FoM of 2.80, which in essence is a 180% improvement. 

 A 3D model confirmed the results obtained in the 1D model, the model was 

developed further to study the effect of cubic magnets, as all other iterations had been based 

on the cylindrical magnets. The results for the use of a magnetic film with a cubic magnet 

showed the same trend as with the cylinders, a thinner film with magnetisation closer to that 

of the bulk material had the highest FoM. Grading the cubic magnets gave much more control 

over having a lower magnetisation at the corners whilst maintaining the high magnetisation 

region for the bulk material. Grading in various combinations of the X, Y, and Z axis gave a 

variety of FoM’s, which could be essential when designing a magnet for different industrial 

applications. Grading the magnet in the XYZ combination resulted in a high FoM of 1.25, but 

not the highest, and exhibited a flat demagnetisation field. A flat demagnetisation field was 

the original aim when using a graded magnetisation in the 1D model, but it was not found to 

occur as planned. This flat demagnetisation field implies that there are no points of weakness 

or regions of high demagnetisation field and therefore an improved coercivity. 
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 The transfer of the principles to improve performance of magnets into a motor proved 

to lower the motor torque. Any such reduction of magnetisation translates into a reduction of 

torque. However, the use of films to create a hybrid magnet did show that a 5% replacement 

of volume fraction would only reduce the torque by 1.5% for a 0.3 T film. A higher 

magnetisation film would result in the torque loss reducing. Grading half of the magnet to 

0.983 T only reduced the torque by 0.18% and theoretically there is a larger region which can 

be modified.  

 Therefore, the work presented in this thesis shows that the use of a variable 

magnetisation architecture can be beneficial to an isolated magnet, whether it be using films 

or a graded magnetisation. The use of such magnets in an electric motor application is 

feasible and could be beneficial depending on the desired outcome. 
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8.2 Future Recommendations 

 The future work that could directly follow on the work in this thesis: 

Using additive manufacturing to replicate the principle of graded magnetic materials 

and then test with a motor. Nd-Fe-B is notoriously hard to use in additive manufacturing and 

the performance of the magnets is far below that of the sintered Nd-Fe-B. A cheaper and 

more realistic alternative could be AlNiCo or ferrite and adding Cr to lower the magnetisation 

could initially prove the principle. The transition will have to be made to try and produce this 

with RE permanent magnets to attempt to show it is possible. Improvements to the additive 

manufacturing process will be required as it is notoriously difficult to produce Nd-Fe-B 

magnets this way that are comparable to traditionally sintered magnets.  

Analysing graded magnet materials with X-ray, SEM techniques to see the physical 

impact such changes would have. As it is expected that such recommended changes to the 

magnet will have an impact on the microstructure of the grains and certainly the grain 

boundaries. This will also require investigation and comparison of the different methods to 

produce these types of magnets; AM, hybrid, GBD, sintered.  

Micromagnetic models to investigate the effect of a graded magnetisation would have 

on the coercivity. And consider magnetocrystalline anisotropy for different materials using 

the results from the investigation into the effect a varying magnetisation will have on the 

microstructure. This would also aid in the investigation into the possible manufacturing 

techniques. 

Optimisation of the motor to investigate changing the location, size and shape of the 

hybrid magnets to see if a reduction in the Nd-Fe-B volume can maintain motor performance 

with the use of other magnetic materials. As an ellipsoidal magnet is optimal for 

demagnetisation but has difficulties with sintering and implementation into the motor due to 

its shape. Regarding motor design, a motor which consisted of surface mounted magnets 

should also be modelled, as this would reduce the impact of a weakened external field of the 

magnet and require less design changes to compensate for the loss of performance. 
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10. Appendix A 

 

Figure A1 Showing the first line scan of demagnetisation energy with smaller cell size in the 

edge region, also described visually by the schematic (top) which is not to scale. 
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Figure A2 Showing a line scan of demagnetisation energy when the cell size is largest at the 

centre and reduces in blocks towards the edge of the magnet, with a visual schematic 

example of the how “blocks” are assigned with uniform cell size but each block having a 

descending magnetisation. 



194 

 

 

Figure A3 Showing a line scan of demagnetisation energy when each cell is reduced by a 

factor of 0.9 from the previous cell originating from the centre. 

 

Figure A4 Showing a line scan of demagnetisation energy when each cell is reduced by a 

factor of 0.75 from the previous cell originating from the centre. 
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Figure A5 Showing a line scan of demagnetisation energy when each cell is reduced by a 

different factor from the previous cell originating from the centre. 
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