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Abstract

This thesis aims to investigate asymmetric boundary layer dynamics of tropical cyclones using

convection-permitting ensemble forecasts to address the relatively slow progress of intensity

forecast improvements. Tropical cyclones are regularly approximated as being axisymmetric,

although storm-scale asymmetries and smaller-scale stochastic processes can contribute to in-

tensity change. This thesis presents contributions to the study of asymmetric tropical cyclone

boundary layers, including improved use of observations, development of full-physics model

parametrisations, and development of new theories to explain asymmetric dynamics. First,

we develop a novel framework for evaluating the 3D structure of tropical cyclones in fore-

casts, focusing on azimuthal variability, rather than the simple surface based metrics typically

used operationally. Next, we show that reducing the turbulent mixing in the free troposphere

of asymmetric, sheared tropical cyclones can improve intensity forecasts by contributing to a

more efficient downdraft ventilation weakening process, which offers a mechanism by which

free-tropospheric turbulence can impact intensity change. Finally, we examine the asymmetric

boundary layer wind structure of a landfalling tropical cyclone, showing that large-scale vorticity

gradients can produce external forcing which leads to the asymmetric re-distribution of winds,

and rainbands can also exert their own influence on the primary and secondary circulations.

This thesis demonstrates the significance of different asymmetric boundary layer structures in

tropical cyclones, and their impact on flow and intensity, which contributes to the expanding

research on representing complex storm dynamics.
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Chapter 1

Introduction

Tropical cyclones are among the most destructive natural disasters, producing heavy rainfall

and high wind speeds, having a direct influence on wave height and storm surges (Needham and

Keim, 2014). Coastal communities are especially vulnerable to landfalling tropical cyclones.

Flooding and extreme winds can threaten infrastructure, potentially causing displacement and

loss of life in severe cases. The level of preparedness relies heavily on the quality of tropical cy-

clone track, size and intensity forecasts, as well as the efficacy of the meteorological organisations

to communicate warnings to coastal communities.

While forecast quality depends on effective communication and user response, a substantial

component is the quality of numerical weather prediction (NWP), which relies on three main

components: i) knowledge of the current state of the atmosphere (through observation, including

data assimilation), ii) our understanding of the physical processes that govern the weather, and

iii) the numerical application of the physics to the observations. All three components have

limiting factors. Following the ‘Chaos Theory’ of Lorenz (1963), small perturbations in the

initial conditions (or even the representation of the physics) can amplify over time, leading to

distinct end results. Therefore, a perfect weather forecast would require an infinite number

of accurate and precise observations, a flawless understanding of the physics to the molecular

level, and an infinite number of model grid-points. This conundrum leads to the ‘limit of

predictability’, whereby the deficiencies in observations, physical understanding and modelling,

combined with Chaos Theory, mean that there is an inherent limit on our capability to accurately

predict the weather.
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Chapter 1. Introduction

Figure 1.1: Average decadal National Hurricane Center official operational forecasting errors
for a) Track, and b) Intensity. Taken from Gopalakishnan et al. (2021).

However, despite the seemingly unattainable target of a perfect forecast, good progress has

been made in recent years to produce reliable weather forecasts, particularly in well-observed

regions. The general consensus is that as a global meteorology community, we gain about one

day of reliable weather forecasting per decade. For example, the quality of a 6-day forecast by

European Centre for Medium-Range Weather Forecasts (ECMWF) in 2010 matched the quality

of their 3-day forecast in 1980 (Magnusson and Källén, 2013). Improvements in NWP can be

attributed to each of the three points listed above. For example, Magnusson and Källén (2013)

state that the biggest improvements in ECMWF forecast quality came from a higher availability

of observations (primary from satellite) and better assimilation into the model, as well as the

improved understanding and implementation of physics into the model.

Tropical cyclone forecasting and modelling, in particular, have seen advancements in recent

years. For example, between 1990 and 2016, the National Hurricane Center (NHC) tropical

cyclone 72-hour track forecasts improved by around 50% (Figure 1.1a; Landsea and Cangialosi,

2018). Again, this progress has been widely attributed to the factors mentioned above. However,

the accuracy of tropical cyclone intensity forecasts (Figure 1.1b) has not progressed at the same

rate as it has for the track (Cangialosi et al., 2020).

The track is largely dominated by larger-scale features such as the monsoon trough and sub-

tropical ridge (Harr and Elsberry, 1991) which can be better captured by satellite observations

and predicted by global atmospheric models. Conversely, intensity forecasts are more challeng-

ing since storm intensity is highly dependent on internal small-scale processes in the troposphere.

As I will discuss in Section 2.3, the boundary layer plays a key role in intensity change; it is

widely accepted that the provision of heat and moisture to the storm system via the sea surface
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is crucial to intensification (e.g. Charney and Eliassen, 1964; Ooyama, 1969; Emanuel, 1986;

Montgomery and Smith, 2014), and that such air-sea interactions are driven by turbulent en-

thalpy fluxes (Riehl, 1950). Radial turbulence within the boundary layer has been shown to

have substantial impacts on storm intensity (Bryan, 2012), linked to the transport of entropy

and momentum into the inner core.

Turbulent mixing takes place across the whole storm system. For example, the eyewall itself

contains extreme turbulence (Zhang et al., 2010), and rainbands can contain turbulence that

contributes significantly to the overall transport of momentum (Zhao et al., 2020). Mixing

within the low-mid troposphere can also lead to detrimental effects on storm intensity, such

as weakening induced by the downward transport of low entropy air from the mid-levels (e.g.

Tang and Emanuel, 2012a; Riemer et al., 2010; Alland et al., 2021a). This means that the

observation, modelling, and physical understanding of turbulent mixing, both within and above

the boundary layer, are key for forecasting intensity change.

Such turbulent mixing and other contributors to intensity change are highly dependent on

asymmetric processes, which need to be studied in three-dimensional space. For example, the

mixing of low entropy air into the inner core typically occurs within tilted vortexes (e.g. Tang

and Emanuel, 2012a; Riemer et al., 2010; Alland et al., 2021a) and small asymmetrically-

distributed updrafts can produce cyclonic vorticity to intensifying vortexes (e.g. Van Sang et

al., 2008; Montgomery et al., 2006; Fang and Zhang, 2011; Montgomery and Smith, 2014).

Thus, tropical cyclones challenge all three pillars of NWP. For example, observations are needed

throughout the lower troposphere of a tropical cyclone to inform models of the initial condi-

tions, but it is difficult to attain in-situ observations of the boundary layer for several reasons.

Firstly, during genesis and intensification, tropical cyclones are usually over the open ocean, so

there is a lack of surface observation sites. While The National Oceanographic and Oceanic

Administration (NOAA) routinely fly aircraft into tropical cyclones for research and operational

purposes, the extreme weather conditions of the lower troposphere mean it is too dangerous

for them to fly into the boundary layer for direct in-situ measurements. To maximise the value

from the research missions, NOAA deploy dropsondes (e.g. Hock and Franklin, 1999; Zhang

et al., 2011; Zhang et al., 2013) and make use of aircraft-mounted Doppler radar (e.g. Fischer

et al., 2022) to sample the boundary layer. A full review of tropical cyclone boundary layer

observation techniques is given in Section 2.2, but overall these methods are limited in their
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temporal and spatial distribution capabilities. Additionally, these research flights are generally

contained to the basins around the US, meaning there is a global disparity in the quality of

tropical cyclone observations in the lower troposphere.

Developing a comprehensive understanding of the physical processes within the low levels of

tropical cyclones is made more difficult by the lack of observations. Weather models can be a

good tool to investigate physical processes, but only if these processes are well represented by

the pre-existing equations in the model. Models must be evaluated and scrutinised using ob-

servations to highlight flaws and systematic biases in the physical representation. Furthermore,

current regional operational NWP uses kilometre-scale grids (e.g. Bush et al., 2023), which are

fundamentally unable to resolve smaller scale processes such as microphysical processes and

turbulence mixing. These are important and have to be parametrised, but to develop and test

such parametrisations requires observations and models which operate at ‘turbulence-resolving’

resolutions (≤ 100m). Therefore, observations are necessary but not sufficient to improve our

understanding of the underlying science, especially at small scales.

So, there are challenges in the observation and physical understanding of tropical cyclones, but

also in the numerical representation. The horizontal grid spacing of NWP models introduces

a limitation. Generally, current regional operational forecasts of tropical cyclones operate at

a resolution that is ‘convection-permitting’, meaning that convective processes are explicitly

represented at the grid-scale and do not need to be parameterised. However, smaller-scale

processes such as microphysics and some turbulence (as mentioned above) must be represented

implicitly in the model using parameterisations.

Convection-permitting models demonstrated that explicit representation of the physics can

improve forecast quality (Clark et al., 2016; Judt et al., 2021), but a completely explicit model

would require a grid-size comparable to the Kolmogorov microscale (≈ 1mm; Kolmogorov,

1941) and much more compute power than is currently possible. As technology advances,

improvements in computation will be made, but parametrisations will be unlikely to disappear.

The overarching aims of this thesis will be to contribute to each of the three pillars of NWP for

tropical cyclone applications, with a focus on asymmetric boundary layer dynamics. Chapter 2

will contain a literature review which will explore observational techniques, modelling, and the

fundamental science which underpins the rest of the thesis. Chapter 3 will describe the data

and methods used, and the results chapters will be structured as follows:
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(i) Chapter 4 will address the effective use of airborne observations such as tail Doppler

radar and dropsondes in evaluating forecasting models, including ensemble forecasts. This

chapter will lay the foundation and provide context for the proceeding chapters. New

techniques are developed in this chapter, designed to inspire a more creative approach to

model evaluation by focusing on the representation of storm structure rather than single-

value metrics. Using the Met Office Unified Model (MetUM) to exemplify this, two main

questions will be answered:

1) How can in-flight tropical cyclone observations be used to evaluate tropical cyclone

intensity and structure within the lower troposphere?

2) To what extent can an evaluation of the surface metrics be used to infer the quality

of the ensemble within the boundary layer?

(ii) Chapter 5 will build on the use of observations in model evaluation to aid in improving

model physics in the MetUM. This chapter focuses on the development of the turbulent

mixing parametrisation in the free troposphere and the impact it has on storm intensity

in a sheared tropical cyclone. These changes to the mixing parametrisation were subse-

quently added to the newest version of the MetUM, being implemented into operational

weather forecasts. In this chapter, I aim to answer:

1) To what extent does tropospheric mixing above the boundary layer influence the

intensity forecasts of Hurricane Maria (2017) during a period of weakening and mod-

erate to high vertical wind shear?

2) How does the choice of sub-grid turbulence parametrisation in the free troposphere

contribute to the thermodynamic processes associated with weakening tilted tropical

cyclones?

(iii) Chapter 6, the final results section, aims to enhance our understanding of the physical

dynamics of tropical cyclones by analysing a case study of a tropical cyclone making land-

fall. This cyclone developed an asymmetric structure which disproportionately impacted

the inland quadrants of the storm, whilst weakening more rapidly over the sea. I use the

term ‘eyewall break’ to refer to an eyewall with a static, pronounced region of reduced

intensity. We develop a novel theory to explain eyewall breaks in tropical cyclones, us-

ing observations, the MetUM, a boundary layer model, and simple numerical methods.
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I also show that the theory can be reasonably applied to other case studies. I aim to

answer the following questions, of which the second question will be answered by a novel

vorticity-based analysis of the dynamics and kinematics of the eyewall break:

1) How do landfall, environmental vertical wind shear and rainband dynamics contribute

to the eyewall break of Tropical Cyclone Veronica (2019)?

2) To what extent, and by what mechanism, can eyewall breaks be explained by the

synoptic environment?

The final chapter will summarise the results chapters, placing them back into the context of

developments in NWP. The potential impact of the results will be discussed, and avenues for

future work will be explored.
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Chapter 2

Literature Review

2.1 Introduction

To address the questions set out in Chapter 1, we must first explain the various definitions of

a ‘boundary layer’. First, I will introduce generic definitions, often used in NWP systems, and

then I will go on to overview the tropical cyclone boundary layer more specifically.

In fluid dynamics, the boundary layer is the layer of a fluid that is affected by the friction of

a boundary surface. In meteorology, the atmospheric boundary layer is the lowest part of the

troposphere, typically capped by a temperature inversion (Stull, 1988) and often characterised

by a ‘mixed layer’, in which the atmospheric turbulence leads to a uniform mixing. Historically,

the bulk Richardson number (Rib), which considers both the buoyant suppression and shear-

generated turbulence, has been used to quantify a boundary layer depth (Stull, 1988; Zhang

et al., 2011) based on these principles. This quantity can be defined by:

Rib =
(g/Tv)∆θv∆z

(∆U)2 + (∆V )2
(2.1)

where g is the gravitational acceleration, Tv is the virtual temperature, ∆θv is the change in the

virtual potential temperature, ∆z is the change in height, and ∆U and ∆V are the change in the

eastward and northward wind components respectively. To obtain an approximate boundary

layer depth, Rib must be calculated across thin slices of the atmosphere, depending on the

vertical resolution of the available data. Once the number reaches a ‘critical’ value - usually

0.25 (Stull, 1988; Lock et al., 2000) - the boundary layer top has been reached. The Richardson
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number can also be applied to numerical models to determine the depth over which to apply

boundary layer parametrisations. In the MetUM, the Richardson number is used to determine

the depth of turbulent layers in the free troposphere, and the depth of the stable boundary

layer, as described in Lock et al. (2000).

The tropical cyclone boundary layer is accepted to be a vital component of storm intensification

by all of the major published theories (Charney and Eliassen, 1964; Ooyama, 1969; Emanuel,

1986; Smith et al., 2009), but it is not well captured by the depth of the mixed layer (Zhang

et al., 2011; Kepert et al., 2016) or the critical Richardson number (Zhang et al., 2011). There

is also typically no temperature inversion capping the tropical cyclone boundary layer top (e.g.

Nicholls, 1985). While sub-critical Rib and a mixed layer do exist in the tropical cyclone

boundary layer (Zhang et al., 2011), the most compelling effect of the surface friction is the

inflow layer. The inflow layer, which is vital for importing moisture, enthalpy and absolute

angular momentum into the eyewall, is induced due to the surface frictional sink of momentum

(Montgomery and Smith, 2014) and the retardation of the tangential wind (Montgomery and

Smith, 2014), which causes an imbalance in the pressure gradient force and results in an inward

velocity. Sometimes, the height of the maximum tangential winds is used as a proxy to determine

the depth of the boundary layer (Zhang et al., 2011), since it is believed that the maximum

tangential winds reside at the top of this layer (Smith et al., 2009). Furthermore, all definitions

of the boundary layer noted here have been found to be asymmetric across the storm system

(Zhang et al., 2013).

There are several mechanisms by which a tropical cyclone may become asymmetric. For exam-

ple, it has been well documented (e.g. Shapiro, 1983; Kepert and Wang, 2001; Kepert, 2001)

that storm translation can modulate the dynamical structure of a tropical cyclone. Convergence

in the front quadrants is enhanced due to the increased frictional drag, leading to local increases

in vertical motion and consequent precipitation. Tangential wind speeds tend to reach a maxi-

mum right-of-motion in northern hemisphere storms, and left-of-motion in southern hemisphere

storms. This is explained in detail by Smith et al. (1990) but can be summarised in Figure 2.1,

which shows how the coincidence of the steering flow vectors and the tangential wind vectors

can enhance the local circulation.

The most relevant asymmetry mechanisms for this thesis are vertical wind shear and landfall. As

such, they will be explored individually in Section 2.4 and Section 2.6, respectively. However,
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Figure 2.1: Schematic of a northern hemisphere storm (a) and a southern hemisphere storm (b).
The grey arrows denote the direction of the primary circulation. In this example, the storms
are translating northward. The red arrows sh ow where there would be a local enhancement of
the tangential wind speed, based on the alignment of the motion vectors.

it is important to note that there may be other contributors to storm asymmetry, such as

asymmetries in surface temperature and moisture.

The next section will overview observations and modelling of the tropical cyclone boundary

layer (Section 2.2). After that, I will lay the foundation for the rest of the paper, analysing the

major storm intensification theories (Section 2.3), including the role of the boundary layer and

convective asymmetries in spin-up. Next, I will investigate three major factors contributing to

asymmetric tropical cyclone dynamics, including deep layer vertical wind shear (Section 2.4),

turbulence (Section 2.5), and landfall (Section 2.6).

2.2 Observation and Modelling

2.2.1 Observations

While tropical cyclones are often captured by satellite observations, this section will focus mainly

on in-situ observations of the lower troposphere and boundary layer due to the relevance to the

rest of the thesis.

The main source of observational data in the lower troposphere of tropical cyclones comes from

research flight missions, such as the reconnaissance flight missions run by NOAA, which have
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been used extensively for research purposes (e.g. Lorsolo et al., 2010; Rogers et al., 2012; Reasor

et al., 2013; Rogers and Zhang, 2023; Fischer et al., 2024). NOAA tend to use the WP-3D

Turboprop Aircraft for these missions, which are mounted with specialised tail Doppler radar

(TDR). The TDR operates in the X-band and scans vertically, allowing for vertical profiling of

the lower troposphere (NOAA, 2014). This technology allows for the derivation of wind speeds,

including the vertical wind, and the reflectivity. The major drawback of the TDR is that

Doppler radar wind measurements are dependent on precipitation, meaning that data cannot

be collected in non-precipitating regions. Furthermore, NOAA flight missions tend to fly above

the boundary layer to avoid the most dangerous high-wind conditions, so although the TDR

scans vertically, data in the lowest 500m is often patchy or unreliable.

While research flights at 3 km provide useful insight into the lower troposphere through drop-

sondes, SFMR, and Doppler radar measurements, they are still limited in their ability to sample

the lowest levels of the atmosphere. It is widely accepted that the tropical cyclone boundary

layer modulates storm intensity, so gathering data here is important for operational intensity

forecasts and model evaluation, but this region also contains the strongest wind speeds and

extreme turbulence, making it extremely dangerous to enter.

In 2014, NOAA deployed the first unmanned aircraft system (UAS) into a hurricane, from a P-3

aircraft (Cione et al., 2016). After two successful flight missions into major Hurricane Edouard

(2014) using the Coyote UAS, Cione et al. (2016) found an agreement with dropsondes within

0.5m s−1 for wind speed, 0-0.4 ◦C for air temperature, and 0.7-1.3 ◦C for dewpoint temperature.

The authors also found an agreement with the P-3 Doppler radar-derived wind speeds within

± 1m s−1.

Deeming this mission a success, NOAA went on to deploy the Coyote UAS into several more

Atlantic basin tropical cyclones (Cione et al., 2020), such as Hurricane Maria (2017) and Hur-

ricane Michael (2018). From these missions, for the first time in history, NOAA were able to

get measurements of the momentum flux and turbulent kinetic energy within the low levels of

the tropical cyclone eyewall with good agreement with the higher altitude measurements taken

by the P-3 (Cione et al., 2020).

A few years later, NOAA began testing on two novel UASs (Cione et al., 2024) which are

designed to withstand the extreme environmental conditions of the tropical cyclone boundary

layer. For reference, the Coyote has a flight time of 90 minutes, a wingspan of 1.5m and a
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weight of 6.4 kg (Cione et al., 2020). Of the new systems, the bigger UAS is the Altius-600 which

has a longer flight time of up to 4 hours, a wingspan of 2.5m, and weighs 12.25 kg (Airforce

Technology, 2021). While a larger UAS may be more capable of withstanding turbulence,

NOAA is also trialling a lightweight UAS called the Black Swift S0 (Cione et al., 2024), which

has been specifically designed for manoeuvres within the boundary layer of the inner core of

tropical cyclones. The S0 has a comparable flight time and wingspan to the Coyote, but is

significantly lighter at 1.6 kg (BlackSwift, 2024).

Currently, these UAS missions run by NOAA seem to be the only missions of their kind,

worldwide. These missions provide novel data of the tropical cyclone boundary layer to inform

numerical models and develop scientific research. However, they also have potential to improve

operational forecasts through data assimilation. Preliminary results using the Coyote data

(Sellwood et al., 2023) suggest that assimilating UAS data into operational forecasting models

can improve intensity forecasts. However, they also found that the quality of the improvements

was partially dependent on having a symmetric distribution of observations around the inner

core.

2.2.2 Modelling: Full-Physics

There are several different types of modelling techniques used to forecast and study tropical

cyclones. In this section, we will address full-physics models which are typically used for op-

erational forecasting and case study research, and then we will go on to discuss some more

idealised models which are often used to explore the impacts of specific processes on tropical

cyclone dynamics.

Full-physics models work on a variety of scales. At the top-level, there are global models which

currently typically operate at ≈ 10 km horizontal resolution. Although there are efforts among

meteorological agencies to increase the resolution (e.g. Sandu and Stevens, 2021), operational

global models still use a lower resolution than regional models due to the computational expense.

As a result, these global models are largely unable to capture storm intensity (e.g. Hodges and

Klingaman, 2019; Magnusson et al., 2019).

Regional models usually operate at a convection-permitting resolution, which produces better

results than the lower-resolution global models (Judt et al., 2021). There are several regional

models that provide operational tropical cyclone forecasting. For example, the Australian Com-
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munity Climate and Earth System Simulator (ACCESS; Puri et al., 2013) produced by the

Australian Bureau of Meteorology (BoM) is an implementation of the Met Office Unified Model

(Davidson et al., 2014), and has a specific version for the operational forecasting of tropical cy-

clones (ACCESS-TC). ACCESS-TC has a relocatable grid at a horizontal resolution of 0.036 ◦

(Bureau of Meteorology, 2020).

Although ACCESS-TC is nested inside of the lower resolution global model (similar to other

regional models), BoM has developed a tropical cyclone initialisation technique called ‘vortex

specification’ (Davidson et al., 2014) to reduce the impact of low-intensity biases inherited from

the global model. Vortex specification produces a tropical cyclone idealised three-dimensional

axisymmetric inner-core profile following Chan and Williams (1987), tuned on observations

made by the NOAA flight missions discussed in the previous section. The idealised vortex is

merged with the larger-scale analysis following the methodology of Davidson and Weber (2000)

to generate a more realistic initialisation for the regional model.

Further supporting the role of observations, ACCESS-TC uses four-dimensional variational

data assimilation (4DVAR; Rawlins et al., 2007; Davidson et al., 2014) using all of the standard

available observational data. This data assimilation process iterates over the 24-hour period

preceding the forecast initialisation time to optimise the initial conditions.

One of the most globally recognisable tropical cyclone forecasting models is the Hurricane

Weather Research and Forecast model (HWRF; Tallapragada et al., 2015) which was developed

by NOAA for operational forecasting of tropical cyclones for all global basins. The smallest

nested grid in HWRF is 2 km resolution, which is relatively higher than ACCESS-TC.

Similarly to ACCESS-TC, in some circumstances (when a storm is above 20m s−1 or is un-

derestimated in the global model compared to the observations), HWRF uses a ‘bogus vortex’

(Tallapragada et al., 2015). The HWRF bogus vortex is two-dimensional and based on a small,

axisymmetric pre-forecasted vortex, and then the two-dimensional profile is smoothed to match

the observed intensity or size of the target storm. Additionally, HWRF uses a 4DVAR data

assimilation method based on Gridpoint Statistical Interpolation (GSI; Kleist et al., 2009).

However, recently NOAA have been operationally trialling a next generation model called the

Hurricane Analysis and Forecast System (HAFS; Gopalakishnan et al., 2021). This model

is being developed with the aim of breaking through the stagnation of intensity prediction
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Figure 2.2: Average biases for different model simulations for the 2020 Atlantic basin tropical
cyclones. Adapted from Hazelton et al. (2022).

improvements shown in Figure 1.1. According to Hazelton et al. (2021) and Hazelton et al.

(2022), HAFS has a fully compressible nonhydrostatic dynamical core which is a two-way-

nested version of the finite-volume cubed sphere (FV3; Harris and Lin (2013)). Similar to

other models (and HWRF), HAFS is a regional domain nested within a larger, lower resolution

domain. However, HAFS is planned to be ocean and wave coupled, and coupled to the parent

grid (Gopalakishnan et al., 2021), allowing full interaction between the regional grid and the

environment.

Further upgrades (relative to HWRF; Gopalakishnan et al. (2021)) include increased resolution

of the smallest nested grid to 1 km; an ensemble version of 4DVAR (En4DVAR; Zhu et al.

(2022) to represent variability; an improved physics suite with additional surface layer and

boundary layer parametrisations; and improved vortex initialisation procedures, which are still

in development. Despite these developments, an evaluation study by Hazelton et al. (2022)

demonstrated using 2020 Atlantic basin storms that there is still a lot of work to do in order to

achieve the forecast improvement ambitions.

The results of Hazelton et al. (2022) are summarised in Figure 2.2. Two configurations of HAFS

are shown, HAFA and HAFB, which represent slightly different model physics and nesting set-

ups. At the 120-hour mark, although HAFB performs the best for the radius of maximum wind

(RMW) bias, both HAFS configurations perform worse than HWRF for the along-track bias

and intensity bias. NOAA has an ambition that HAFS will be able to reliably forecast tropical

cyclone intensity and track up to the 7-day mark (Gopalakishnan et al., 2021), but it seems

that there is a long way to go for models to have this capability.
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2.2.3 Modelling: Idealised

So far, operational forecasting models have been discussed. However, it was mentioned previ-

ously that models are also important for developing an understanding of the physics. While

operational models can be used for these purposes, more experimental models may be better

equipped to answer specific scientific questions.

For example, while operational models tend to operate on the kilometre scale, there are pro-

cesses such as smaller-scale turbulence which cannot be explicitly represented. So, ‘turbulence-

resolving’ models, known as Large Eddy Models (LEM) or Large Eddy Simulations (LES), were

developed in the range of ⪅ 100m resolution. Work has gone into adapting well-established

models such as the NOAA Weather Research and Forecasting model (WRF; e.g. Ronda et al.,

2017; Liu et al., 2021) and MetUM (e.g. Boutle et al., 2014a; Hanley et al., 2016; Brown et al.,

2020) to perform effectively at these scales.

Some idealised models can also perform LES. Idealised models tend to be individual- or community-

owned, with vastly reduced physics suites which require much less compute power. Usually,

idealised models of tropical cyclones are initialised using either an idealised axisymmetric wind

profile (e.g. Kepert and Wang, 2001; Bryan and Fritsch, 2002) or an asymmetric distribution

which can be taken from a real case study (e.g. Kepert, 2018).

One of the most well-known idealised models is Cloud Model 1 (CM1; Bryan and Fritsch, 2002).

This model, which has been proven to work at LES scales for tropical cyclone boundary layers

(e.g. Bryan et al., 2017; Chen et al., 2021a), has the option to nest an idealised LES domain

within a larger model simulation. This is demonstrated in Figure 2.3. Due to current constraints

making LES simulations of entire tropical cyclones unfeasible due to their size, this two-way

interactive nest allows for the targeted study of a specific region of a tropical cyclone, with

reasonable compute times and manageable data output.

Another idealised model, developed specifically for the study of tropical cyclone boundary layers,

is that of Kepert andWang (2001) (hereafter KW01). This was adapted by Kepert (2018) to take

in a nonlinear balanced pressure field, providing an asymmetric forcing. With many additional

environmental and vortex parameters available, KW01 has allowed for many targeted boundary

layer studies, for example on secondary eyewall formation (Kepert, 2013; Zhang et al., 2017a;

Yu et al., 2021), boundary layer wind structure (Schwendike and Kepert, 2008; Fei et al., 2021),
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Figure 2.3: Conceptual representation of a nested CM1 LES domain (white square) within a
larger tropical cyclone model simulation. Taken from Bryan et al. (2017).
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and rainband dynamics (Kepert, 2018).

Idealised studies, using either CM1 or KW01, are not expected to be a perfect representation of

reality due to the reduction in model physics and lack of detail in the initial conditions. However,

such models can provide a good framework for isolating the effects of physical processes within

tropical cyclones. For the remainder of the literature review, we will move on to the final and

arguably most important pillar of tropical cyclone forecasting - the underpinning physics.

2.3 Intensification Mechanisms

The importance of the boundary layer in tropical cyclone intensity change is not contended. It is

widely agreed that the provision of heat and moisture to the atmosphere by the sea surface is a

critical factor in the modulation of intensity change. However, there is some contention regarding

the specific mechanisms by which tropical cyclones intensify. In this section, we will explore

three main paradigms in chronological order: Conditional Instability of the Second Kind (CISK;

Charney and Eliassen, 1964), the Ooyama cooperative intensification theory (Ooyama, 1969),

and Wind-Induced Surface Heat Exchange (WISHE; Emanuel, 1986). The most well-known of

the three is WISHE, which puts the most emphasis on the boundary layer fluxes. The former

theories, CISK and cooperative intensification, revolve around similar ideas on the importance of

convective organisation in an axisymmetric framework. All three of them rely on the existence

of an incipient vortex. The early stages of cyclogenesis will not be discussed here. After

summarising these three theories, a more recently proposed intensification mechanism called

the ‘rotating-convective updraft paradigm’ (Montgomery and Smith, 2014) will be considered.

In CISK, Charney and Eliassen (1964) propose a linear model with positive feedback system

whereby the latent heat released by localised cumulus convection aloft would drive moisture con-

vergence in the boundary layer of an incipient vortex. Increasing moisture convergence would

lead to enhanced diabatic heating, thus fuelling the deep convective cumulus clouds. As the vor-

tex intensifies, this process becomes more aggressive. Ooyama (1969) argued that a developing

warm core within a vortex would become progressively less sensitive to convection, due to the

basic principles of atmospheric instability. Building on CISK, Ooyama (1969) generated a basic

non-linear model in which a vertical mass flux is initiated in regions of low-level convergence.

The model introduces radial entrainment of environmental air, and a diabatic heating rate that

is proportional to the convective instability, represented by the convective available potential
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energy (CAPE). The radial entrainment, which is key to Ooyama’s cooperative intensification

theory, would cause mid-level convergence leading to enhanced vortex spin-up (Ooyama, 1982).

In order to continually produce CAPE as it is being used up in the vortex, the cooperative

intensification theory points to the importance of heat and moisture provision from the sea

surface, but this is secondary to the convective mass flux process. An alternate theory, WISHE,

proposed by Emanuel (1986) suggests the surface fluxes are the primary driver of tropical

cyclone intensification and that the theories proposed by Charney and Eliassen (1964) and

Ooyama (1969) are necessary secondary processes for redistributing mass.

The WISHE paradigm introduces a different positive feedback system, still framed around con-

vection and diabatic heating in an axisymmetric framework, and based on similar assumptions

to the previous models (such as gradient wind and hydrostatic balance). WISHE has a distinct

convection closure compared to the cooperative intensification theory; while the latter assumes

upright ascent and the mid-level entrainment, WISHE assumes pseudo-adiabatic ascent along

surfaces of constant absolute angular momentum (M) surfaces with no entrainment.

As the name (‘Wind-Induced Surface Heat Exchange’) suggests, the WISHE feedback is based

on wind speed dependent surface enthalpy fluxes. In this model, the horizontal gradient of

equivalent potential temperature (θe, commonly used as a proxy for entropy) across the entire

troposphere is controlled by the fluxes within the boundary layer. Emanuel (1986) argued that

surface latent heat fluxes are the primary fuel for tropical cyclone intensification, and that these

fluxes increase with increasing surface tangential wind speeds. Consequently, an incipient vortex

becomes more intense due to the increasing radial gradient of the moist entropy, which facilitates

the convective mass flux detailed above. As a result, the increased surface wind speeds become

stronger and the process continues. This is the positive feedback mechanism that underpins the

WISHE paradigm.

Emanuel (1986) claimed that “the intensification and maintenance of tropical cyclones depend

exclusively on self-induced heat transfer from the ocean,” which has been a source of contention

in the literature. The importance of enthalpy fluxes to tropical cyclone intensification is not

disputed - the contention lies in the words ‘exclusively’ and ‘self-induced’. In response, Mont-

gomery et al. (2009) and Montgomery et al. (2015) conducted experiments in which the wind

speed for the surface enthalpy fluxes was capped, and found that the idealised vortexes intensi-

fied at a comparable rate to the uncapped control experiment. They argued that while surface
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enthalpy fluxes are important to tropical cyclone development, the feedback process between

increased tangential wind speed and surface fluxes is not essential. Acknowledging these results,

Zhang and Emanuel (2016) agreed that the wind speed dependence is not essential for intensi-

fication in idealised environments; however, they showed that the suggested WISHE feedback

mechanism has the potential to spin-up tropical cyclones in less favourable environments in

which the development may be otherwise stunted. The relevance of WISHE in environments

with vertical wind shear and real sea surface temperatures was investigated by Cheng and Wu

(2020) and supported the suggestion by Zhang and Emanuel (2016).

Other criticims for the WISHE paradigm, and which are applicable to CISK and the cooperative

intensification theory, is that they are based on axisymmetric, idealised storms. This allows no

space for rotating, asymmetric convective structures, such as strong updrafts and cool down-

drafts (Molinari et al., 2004). To address these shortcomings, Montgomery and Smith (2014)

presented an alternate theory developed in three-dimensions, which they coined the ‘rotating-

convective updraft paradigm’. While still acknowledging the importance of surface enthalpy

fluxes, the authors take a double-edged approach to storm intensification, tackling the asym-

metric and axisymmetric components.

In some ways, the rotating-convective updraft paradigm is similar to CISK and the co-operative

intensification theory, in that convective updrafts are acknowledged to play a key role in inten-

sification. However, Montgomery and Smith (2014) propose a different mechanism by which

this occurs. Firstly, the authors focus on smaller scale updrafts which occur with a level of

randomness and stochasticity, thus being inherently asymmetric. Such updrafts are referred to

as ‘vortical hot towers’ (VHT; Hendricks et al., 2004) by the authors, which refer to vorticity

dipoles generated by the tilting and stretching effects of deep convection. The authors claim

that these VHTs tend to have a stronger cyclonic component than anticyclonic and the cyclonic

components are propagated cyclonically inwards, slowly converging towards the storm centre.

Montgomery and Smith (2014) suggest that the anticyclonic components are propagated out-

ward, losing intensity and eventually becoming consumed by axisymmetrisation. As a result,

there is a proposed net positive impact on the cyclonic vorticity from convective updrafts.

The foundations for the rotating-convective updraft paradigm were laid by the idealised sim-

ulations in Van Sang et al. (2008) and Montgomery et al. (2006), which support the inward

propagation of the cyclonic components and outward propagation of their anticyclonic coun-
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terparts. However, Fang and Zhang (2011) found that the convectively-produced anticyclonic

perturbations can also propagate radially inward, rather than being expelled. Without the sep-

aration of the dipole as suggested by Montgomery and Smith (2014), the positive and negative

effects would begin to cancel each other out. In addressing this conundrum, Fang and Zhang

(2011) found that the horizontal convergence of the cyclonic vorticity flux can produce such an

effect that the anticyclonic vorticity anomalies dissipate during their inward transport, and their

impact is compensated by the importation of cyclonic vorticity. So, although Fang and Zhang

(2011) propose a different mechanism for the removal of the anticylonic anomalies, their work

does support the broader idea that the inward transport of small-scale asymmetric vorticity

perturbations can lead to spin-up of the storm system.

Now that the asymmetric component of the rotating-convective updraft paradigm has been

address, the axisymmetric component can be considered. It relates to the spin-up of tropical

cyclones via the radial convergence of M , which was first presented in Smith et al. (2009).

While the authors touch on two spin-up processes, here we will focus primarily on the one

based on convergence within the boundary layer which contributes to the spin-up of the inner

core. The other mechanism is based on convergence of M above the boundary layer, induced

by convection, which claims to explain increases in storm size. To understand the significance

of M on the tangential wind speeds, the relation is presented by:

v =
M

r
− 1

2
fr, (2.2)

where v is the tangential wind speed, r is the radius, and f is the Coriolis parameter. This

relation implies that when M is materially conserved, the tangential wind speed will increase as

the radius decreases. Within the tropical cyclone boundary layer, however, M is not materially

conserved. Smith et al. (2009) suggest that despite this, the maximum tangential wind speeds

(and supergradient wind speeds) can be found within the boundary layer due to the inflow

velocity being strong enough to transport parcels inward fast enough to offset the loss of M .

This process is dependent on a temporally increasing radial pressure gradient which is supported

by the aforementioned spin-up above the boundary layer. As the vortex intensifies, the boundary

layer inflow velocity is expected to increase, contributing to the increased radial convergence of

M in the boundary layer and acting to spin-up the mean tangential winds.
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While all four of the proposed intensity paradigms presented here have merit, it is difficult to

say which is ‘right’ or ‘best’. It is likely that the truth lies between these theories, with aspects

of all of them being important for intensification. CISK, Ooyama’s cooperative intensification

theory and WISHE are all based on an idealised, axisymmetric incipient vortex. Montgomery

and Smith (2014) introduced the component of asymmetry, which is invaluable as all real-world

developing tropical cyclones experience a degree of asymmetry throughout their intensification

process. The effects of asymmetry on intensity and structure will be discussed in the upcoming

sections, and will further support the need for an intensification paradigm that considers such

asymmetries.

Despite the differences, all of the theories agree on the importance of several main aspects of

tropical cyclone intensification. These include:

• Surface enthalpy fluxes are a necessary fuel source for tropical cyclones.

• Convective updrafts aid in spin-up, via several proposed mechanisms.

The following sections are underpinned by these two basic principles. First, deep layer vertical

wind shear will be discussed in the context of causing asymmetries and contributing to intensity

change via the boundary layer. Next, a review of tropical cyclone boundary layer dynamics

would not be complete without consideration of landfall, which relates to asymmetry and shear,

and commonly spells the end of life for many storms.

2.4 Deep Layer Vertical Wind Shear

There are many different ways to calculate vertical wind shear in tropical cyclones. The most

widely used definition in studying tropical cyclones is that the vertical wind shear is the vector

difference between the mean horizontal wind at 850 and 200 hPa across a radius (Tang and

Emanuel, 2012a; Wang et al., 2015; Ahern et al., 2019). While this does not address the

variability of the full vertical profile, it is generally accepted to be a good approximation of the

deep layer shear (Tang and Emanuel, 2012a). However, the radius over which to calculate the

shear can be more subjective and is dependent on context.

Previous studies vary in their approach. Environmental shear may be more effectively calculated

using distances at least 500 km from the storm centre, often extending to 800 or 900 km (Wang

et al., 2015), although some begin the calculations from as close as 200 km (Zehr, 2003; Ahern
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et al., 2019). Using further radial distances can help to eliminate the internal properties of

the storm itself, which may produce a ‘re-balancing’ effect to resist the environmental shear

and preserve the vortex (Dai et al., 2021). On the other hand, calculating the shear within

the inner radii - from the centre to around 200 km (Ahern et al., 2019) - can produce a good

generalisation of the state of the inner core, and may be an appropriate metric when considering

vortex tilting.

Asymmetry

Deep layer vertical wind shear (VWS) is one of the primary mechanisms by which tropical

cyclones can become asymmetrical (e.g., Corbosiero and Molinari, 2003; Corbosiero et al., 2006;

Hence and Houze, 2012). Most detrimentally, VWS-related asymmetry can present as vortex

tilt, where the vortex is differentially advected across the troposphere, leading to tilt across the

entire vortex including the eyewall and the vorticity patterns (e.g. DeMaria, 1996; Reasor et al.,

2004; Boehm and Bell, 2021). Due to the impacts on intensity (which are discussed in detail

below), there is scientific interest in the ability of cyclones to resist VWS-related tilting.

While the first three intensification paradigms described in Section 2.3 focus on thermodynamic

processes, the theories around vortex resilience to tilting relate more closely to the rotating-

convective updraft paradigm presented by Montgomery and Smith (2014), with a more dynamic

approach. It is generally accepted that moist convective processes in the inner core can con-

tribute to resilience; however, there have been many theories (e.g., Jones, 1995; DeMaria, 1996;

Corbosiero and Molinari, 2002; Reasor et al., 2004) which suggest the importance of circulation

and vorticity in re-aligning the vortex. For example, Jones (1995) suggested that in a tilted

vortex, potential vorticity anomalies become vertically displaced from each other which causes

vortex precession and small-scale circulations that act to cyclonically advect the anomalies,

combating the impacts of VWS.

In a similar line of thought, Reasor et al. (2004) discussed the potential role of potential vorticity

asymmetries produced by VWS. In fact, the authors suggested that interaction of VWS with

a tropical cyclone can produce vortex Rossby waves (VRW) which can act to re-stabilise and

re-align the vortex through a process which they coined ‘VRW damping’. Reasor et al. (2004)

suggest that vortex re-alignment can occur either through precession caused by quasi-mode

propagating VRWs or the dispersal of the vortex asymmetry by cyclonically propagating VRWs,
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which will act to resist the tilting by differential advection.

In a large-scale analysis, DeMaria (1996) found that a tropical cyclone’s ability to resist tilting

was positively correlated to the latitude (through the Coriolis force), storm size, and storm

intensity. There can also be notable differences in the wind field - for example, Zhang et al.

(2013) suggested that in the northern hemisphere, the depth of the inflow layer is highest in

the downshear quadrants, particularly in the downshear-right (DR), while the depth of the

mixed layer is highest to the left-of-shear. In the southern hemisphere, the upshear/downshear

relationships are the same as in the northern hemisphere, but the left-of-shear/right-of-shear

relationships are flipped.

Shear-related asymmetries can typically present as convective asymmetries (Hence and Houze,

2012; Barron et al., 2022), in which the convective precipitation tends to be concentrated in

the right-of-shear quadrants, whereas the stratiform rainfall occurs to the left-of-shear (in the

northern hemisphere). The idea is that convection initiates in the downshear right quadrant and

then intensifies as it is propagated azimuthally to the downshear left quadrant (DeHart et al.,

2014). This is related to the previous argument about the wind asymmetries. Increased inflow

in the downshear right quadrant enhances the local CAPE (following the WISHE intensification

paradigm of Emanuel (1986)), which in turn fuels deep convection.

A detailed analysis of dropsonde composites by Zhang et al. (2013) further strengthened this

argument, relating the highest surface equivalent potential temperature (θe) to the downshear

right (DR) quadrant, and the lowest surface θe to the upshear left (UL). Since θe is logarith-

mically proportional to the entropy (Emanuel et al., 1994), it follows that the most convective

regions would have relatively enhanced levels of θe. On the other hand, in regions of stratiform

precipitation, there should be larger-scale evaporative cooling in the downdrafts, which would

lead to thermodynamic depletion of the descending air, resulting in a lower surface θe.

It is more difficult to give generalised statements about the horizontal distribution of vorticity

under shear. Figure 2.4 summarises the results of three radar studies of vorticity under shear.

One similarity of all of these studies (which are all using radar observations), is that the sign of

the vorticity flips between the left-of-shear and right-of-shear quadrants. Note that all of these

studies (Reasor and Eastin, 2012; Boehm and Bell, 2021; Shimada et al., 2024) are based on

Northern Hemisphere storms, so consistency would be expected if the vorticity asymmetry was

highly dependent on the orientation of shear.
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The difficulty in relating these results is that the vorticity flips several times in some cases. For

example, there are three horizontal dipoles of vorticity in Figure 2.4c - within the eye, cyclonic

vorticity is oriented to the left-of-shear, with the anticyclonic component right-of-shear. At

approximately 20 km radius, this dipole flips sign, and then it reverts back at 40 km radius.

To an extent, this behaviour is consistent with the findings in Figure 2.4d, where the cyclonic

vorticity is left-of-shear within the inner core and then flips at larger radii. However, Reasor

and Eastin (2012) only showed two distinct vorticity dipoles, whereas Boehm and Bell (2021)

showed three. While it is possible that another dipole would exist in Figure 2.4d if the radial

plot limits were extended, it would be unjustified to make this assumption based on the results

presented by the authors. Thus, it must be noted as an inconsistency. Another inconsistency

is that the magnitude of the vorticity seems to be matched between the two inner dipoles in

Figure 2.4c, whereas the innermost dipole in Figure 2.4d has a higher maximum vorticity than

its counterpart.

The findings by Shimada et al. (2024), shown in Figures 2.4a and 2.4b, complicate this even

further. Figure 2.4a suggests that the inner core asymmetric cyclonic vorticity is situated to the

left-of-shear in intensifying tropical cyclones, whereas in steady state cyclones (Figure 2.4b) it

is more of an upshear-downshear relationship. In the steady state composite, it seems that the

cyclonic vorticity is more oriented to the right-of-shear in the inner core, which contrasts to the

rest of the findings. Note, however, that there does seem to be a weak flipping of the vorticity

sign at larger radii in the intensifying composite (Figure 2.4a) which is consistent with Reasor

and Eastin (2012) and Boehm and Bell (2021).

While Figures 2.4a and 2.4d represent intensifying tropical cyclones, Figure 2.4c shows the

vorticity field of Hurricane Rita (2005) as it was weakening, and these results still contrast more

with the steady-state cyclones in Figure 2.4b. Therefore, it is not simple enough to conclude

that shear dominates the asymmetric vorticity distribution consistently across a range of storm

systems, or that intensification rate is the dominating factor. Furthermore, it is possible that

vorticity may be affected by other factors such as storm translation and larger-scale interactions

with the environment.
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Figure 2.4: (a) and (b) adapted from Shimada et al. (2024), showing the radar-derived asym-
metric vorticity field (coloured; 10−4 s−1) and wind vectors at 2 km altitude, for (a) intensifying
cases and (b) steady state cyclones. (c) Radar-derived wavenumber-1 component of vorticity
(coloured; 10−5 s−1) at 2 km for Hurricane Rita (2005), adapted from Boehm and Bell (2021).
(d) Radar-derived wavenumber-1 asymmetry of vorticity (shaded; 10−4 s−1) at 5 km for Hurri-
cane Guillermo (1997), adapted from Reasor and Eastin (2012).
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Intensity

Vertical wind shear can have varied impacts on intensity. Typically, high-moderate shear is

associated with storm weakening (e.g. DeMaria and Kaplan, 1999; Paterson et al., 2005; Wang

et al., 2015), with storms being able to intensify when the deep layer shear is ⪅ 7-10m s−1

depending on the study, at which point they begin to weaken. DeMaria and Kaplan (1999)

found that the extent to which wind shear has a negative impact on the intensity of tropical

cyclones in the north Atlantic basin is partially related to the latitude; higher latitude storms

seem to have a greater resistance to the detrimental effects, suggesting a contribution from

the Coriolis force. While this result was supported by Zeng et al. (2010) in regards to deep

layer vertical wind shear, their statistical analysis implied that higher-latitude storms are more

susceptible to low-level shear, which they define as 600–800 hPa rather than 200-850 hPa.

The primary mechanisms by which vertical wind shear is thought to negatively impact storm

intensity relate to the asymmetry discussed above. In Section 2.3, the importance of high-θe

for storm intensification was summarised - such asymmetries can lead to thermodynamically

depleted (dry and/or cool) air being introduced into the inner core (e.g. Tang and Emanuel,

2012a; Riemer et al., 2010; Alland et al., 2021a; Alland et al., 2021b; Finocchio and Rios-

Berrios, 2021; Wadler et al., 2021; Rios-Berrios et al., 2023). This phenomenon is conceptualised

in Figure 2.5b, in which the vortex is substantially tilted, the convection is asymmetrically

distributed between the upshear and downshear quadrants, and thermodynamically depleted

air is entering the storm core via the disrupted secondary circulation.

For low-θe air which is introduced by a strong radial inflow in the low to mid-levels, this process

is named ‘radial ventilation’ (Alland et al., 2021b; Rios-Berrios et al., 2023). If it is introduced

to the boundary layer by convectively-induced downdrafts, it is named ‘downdraft ventilation’

(Alland et al., 2021a). Both types of ventilation can co-exist (Riemer et al., 2010) and the end

result is the same - thermodynamic depletion of the inner core, which reduces the buoyancy of

the eyewall (Tang and Emanuel, 2012a). With the eyewall being the region of maximum vertical

motion and diabatic heating, following the intensification principles from Section 2.3, reducing

the buoyancy inevitably comes at a cost to the overall intensity. The extent to which tropical

cyclones can resist the detrimental effects of ventilation depends on their ability to recover their

θe (Wadler et al., 2021), which would generally require the air–sea enthalpy fluxes to offset the

depletion (Molinari et al., 2013; Wadler et al., 2018).
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Figure 2.5: Schematic depicting the dynamics of intensifying (a) and non-intensifying (b) trop-
ical cyclones under vertical wind shear, taken from Rios-Berrios et al. (2023). The colour of the
surface represents relatively warmer (red) or cooler (blue) sea surface temperatures. The red
arrows depict surface fluxes. The black circular arrows represent the eyewall updraft, which is
more tilted in the non-intensifying cases. The blue arrows represent the secondary circulation.
The brown regions are dry air. The grey cloud-like features represent the eyewall cloud.
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In some cases, tropical cyclones can not only resist weakening in moderate-high wind shear, but

they can also intensify or even rapidly intensify. While the factors contributing to intensification

in the presence of deep layer shear are still not perfectly understood, there is a growing body

of literature emerging. The structural differences in intensifying and non-intensifying tropical

cyclones under shear are shown in Figure 2.5. In a review, Rios-Berrios et al. (2023) summarised

that intensifying tropical cyclones tend to have a lower vortex tilt, more symmetric convection,

warmer surface temperatures (and stronger surface fluxes), and a reduced impact of ventilation.

Ryglicki et al. (2018) found that rapidly intensifying storms under shear can counteract the

effects of ventilation by developing a stronger mid-level outflow upshear, which diverts the dry

environmental air away from the inner core (Ryglicki et al., 2021).

Another possible mechanism by which tropical cyclones may be able to resist shear enough to

intensify, is the axisymmetrisation of precipitation (Rios-Berrios et al., 2023). As mentioned

above, wind shear can cause asymmetric distributions of precipitation, concentrated downshear

and reaching a maximum in the downshear left quadrant (DeHart et al., 2014). Tao et al.

(2017) found a relationship between stratiform precipitation and intensification rate in sheared

tropical cyclones. The results showed that in the storms that rapidly intensified, there was a

correlation with an increase in upshear inner core stratiform precipitation, which the authors

link to an increase in inner core moisture. Again, this can be related to resisting ventilation.

Clearly, there is a complex relationship between deep layer vertical wind shear and tropical

cyclone dynamics. Here, a few of the main concepts were summarised, but there are still many

questions to be answered. The following sections on turbulence and landfall will be underpinned

by the ideas presented here and in Section 2.3, which will further demonstrate the complexity

of tropical cyclone dynamics.

2.5 Role of Turbulence

A common theme between intensity and wind shear in tropical cyclones is turbulence; previous

studies have suggested using observations (Zhang et al., 2010; Ming et al., 2014) and models

(Zhu, 2008; Bryan et al., 2017) that much of the turbulence within the tropical cyclone boundary

layer is driven by shear. However, turbulence is known to be produced by local shear rather than

the deep layer VWS discussed in the previous section. Turbulent kinetic energy (TKE), which

is a measure of turbulent intensity (Stull, 1988), can be broken down into a shear-generated
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component (Stull, 1988):
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and a buoyancy-generated component (Stull, 1988):
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where overbars represent the mean and primes denote the eddy flux. Equations 2.3 and 2.4

make use of Einstein’s summation notation (Einstein et al., 1916).

The produced TKE can then be dissipated, advected and transported within a system (Zhu,

2008) - it is not conserved (Stull, 1988). From the shear-driven (Eq. 2.3) and bouyancy-driven

(Eq. 2.4) terms, turbulence can be related to storm intensity. For example, all of the major

theories (Charney and Eliassen, 1964; Ooyama, 1969; Emanuel, 1986) give importance to inner-

core buoyancy in the intensification of tropical cyclones, and the rotating convective updraft

paradigm presented by Montgomery and Smith (2014) implies that smaller-scale asymmetric

buoyant updrafts play a key role in storm spin-up by providing the storm with vorticity. Some

examples of local shear-producing mechanisms in tropical cyclones include shear caused by

the frictional effects of the surface, convergence and divergence (related to the updrafts), and

horizontal shear between the eyewall and eye or between the eyewall and outer-radii.

In Section 2.3, we discussed the key role of enthalpy fluxes from the sea surface in the intensifi-

cation of tropical cyclones. These fluxes are inherently turbulent (Riehl, 1950) - the evaporation

of water from the sea surface leads to a dissipation of TKE into heat, which is transported into

the inner core of the storm (Emanuel et al., 2023). This relation is an example of how TKE

can be used to infer the transport of heat, moisture and momentum around the storm and the

direct relation between this transport and TKE is described in full detail in Stull (1988).

The distribution of TKE across tropical cyclones was mapped by Lorsolo et al. (2010) using

airborne radar observations, and the results are summarised in the schematic in Figure 2.6.

While there is some TKE in the boundary layer, linked to the surface enthalpy fluxes and surface

shear, the eyewall region has the highest values. Kepert (2012) theorised that the high observed

TKE in the eyewall could be produced by local buoyancy. However, in idealised simulations,
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Figure 2.6: Schematic of TKE distribution within a tropical cyclone axisymmetric framework,
where rMW is the radius of maximum wind and r is the radial distance from the storm centre.
Taken from Lorsolo et al. (2010).

Chen and Bryan (2021) found that there was a negative buoyancy production of TKE within the

eyewall, despite still diagnosing high values of TKE. An alternate theory, presented by Smith

and Thomsen (2010) and Smith and Montgomery (2010), is that the high TKE within the

eyewall can be attributed to lofting or vertical advection of TKE. Dynamically, this is logical

since the eyewall is a broad region of updraft and so the high TKE could be directly related

to the transport from the boundary layer. Despite this, the vertical advection hypothesis is

inconsistent with the study performed by Kepert (2012), in which the turbulence schemes did

not advect TKE. As it stands, the source of high TKE within the eyewall remains to be an open

question, although Lorsolo et al. (2010) suggested that it could be being mechanically produced

by the horizontal shear of the updraft itself.

Turbulent eddy processes within the eyewall can contribute to storm intensification via the

redistribution of moist entropy (Montgomery et al., 2019). Emanuel (2012) and Emanuel et al.

(2023) proposed a mechanism whereby this entropy is further redistributed by the turbulent

processes within upper tropospheric outflow, which causes a local thermal stratification. The

authors state that such thermal stratification would retain sub-criticality in the Richardson

number (Eq. 2.1), meaning that the layer would remain turbulent and thus drive the amplifi-

cation of the tangential wind above the boundary layer. Montgomery et al. (2019) performed

simulations that contested this hypothesis, showing that the turbulent redistribution of moist
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entropy was attributed to asymmetric deep convection rather than a reliance on the Richardson

number.

On the other hand, turbulence can be related to weakening mechanisms in tropical cyclones. In

Section 2.4, we discussed convective asymmetries produced by VWS. Following the equations

describing TKE production through local horizontal shear (Eq. 2.3) and buoyancy (Eq. 2.4), it

follows that convective asymmetries would produce pockets of turbulent mixing. For example,

convergence into an updraft would lead to a horizontal wind shear, and convective updrafts are

inherently buoyant. Additionally, the small-scale vorticity dipoles associated with convection

that were discussed in Section 2.3 would contribute to the local turbulent mixing.

Furthermore, we discussed in Section 2.4 that VWS can modulate the distribution of precipita-

tion. Zhang et al. (2009) found that turbulence produced in between tropical cyclone rainbands

is predominantly shear-driven, which fits with observational (Powell, 1990; Skwira et al., 2005)

and idealised (Kepert, 2018) studies which suggest that rainbands produce local perturbations

in the wind speed.

In Section 2.4, we discussed the downdraft and radial ventilation storm weakening processes

(e.g. Tang and Emanuel, 2012a; Riemer et al., 2010; Alland et al., 2021a; Alland et al., 2021b;

Finocchio and Rios-Berrios, 2021), and observed VWS-induced asymmetries. Namely, Zhang

et al. (2013) showed that in sheared storms, the depth of the inflow layer is the highest in the

downshear quadrants. Similarly, DeHart et al. (2014) showed that convection is initiated in

the downshear right quadrants and propagated to the downshear left as it strengthens. This

alignment between the maximum inflow layer depth and the regions of convection mean that

this region becomes especially vulnerable to ventilation, since convective and precipitation can

also contribute to mixing via the turbulence.

In the next section, the dynamics of tropical cyclone landfall will be considered. An observa-

tional study by Zhao et al. (2022) found that due to the increasing drag of the land surface,

landfalling cyclones produce much more near-surface TKE than those over the ocean but also

produce more vertical eddy diffusivity. The impact of landfall turbulence on tropical cyclone

intensity remains an open question, although following the intensification mechanisms in Sec-

tion 2.3, it would seem that the turbulent mixing of dry surface air into the boundary layer

would not be beneficial for intensification.
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2.6 Landfall

Interaction between the earth’s surface and the atmosphere is what defines the boundary layer.

While the sea surface is largely accepted to fuel tropical cyclone intensity via the provision

of heat and moisture, it is important to consider how the dynamics change once the surface

changes. Landfall is the most destructive part of a tropical cyclone’s life cycle, but it can also

result in rapid weakening and asymmetric changes to the overall structure.

Asymmetry

Typically, the tropical cyclone wind field is detrimentally impacted by the sudden increase in

surface friction, but more work is needed to develop a comprehensive understanding of how the

wind distribution changes during landfall, and how this may be affected by factors such as storm

translation and environmental wind shear. Recent work by Hlywiak and Nolan (2022) made

progress in filling these gaps using idealised simulations of a landfalling tropical cyclone with

varying translation speeds and land surface characteristics. Notably, Hlywiak and Nolan (2022)

found that the effect of the surface roughness discontinuity produced by the coast dominated

the asymmetric response when compared to the effect of the storm motion.

At landfall, Hlywiak and Nolan (2022) found that the primary and secondary circulations were

both directly impacted by the changing surface characteristics. The authors studied an idealised

northern hemisphere storm and observed an enhancement of the offshore inflow velocity, linked

to the sudden decrease in friction from land to sea as the winds are propagated azimuthally. The

convergence produced by the inflow within this region encourages vertical motion upstream. As

a consequence of the increased inflow, the radial advection of momentum is increased, leading to

a boundary layer tangential wind maximum to the rear quadrants (following Montgomery and

Smith (2014)). The relationship remains the same regardless of the hemisphere, and is based

just on the orientation of the storm to land. Of course, the region of maximum inflow will be

on opposite sides of the storm depending on the hemisphere, but following Hlywiak and Nolan

(2022), it should always be on the immediate offshore flow. This wind structure is illustrated

in the schematic given by Hlywiak and Nolan (2022), shown in Figure 2.7.

The enhancement of the offshore inflow velocity has been supported by previous idealised sim-

ulations (Li et al., 2014) and an observational study by Rogers and Zhang (2023), in which an

aircraft flew parallel to the coast during a tropical cyclone eye penetration. The onshore bound-

31



2.6. Landfall Chapter 2. Literature Review

Figure 2.7: Schematic from Hlywiak and Nolan (2022) demonstrating how the wind speed
changes as the storm interacts with land. The broad circle is the radius of tropical storm force
winds. The storm is translating westwards, where the green area denotes land and the blue
area is sea. The region of maximum inflow is shown in dark blue and the maximum tangential
winds are shown in red. Azimuthal circulation is denoted by the arrows.
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ary layer tangential wind maximum found by Hlywiak and Nolan (2022) was also corroborated

by these observational findings.

Another asymmetric impact of landfall is the distribution of convection and rainfall, which are

linked to the VWS discussed in the previous section. As the cyclone makes landfall, the mag-

nitude of wind shear tends to increase (Li et al., 2014), which would modulate the distribution

of precipitation to be maximised downshear. Numerous composite studies of observed tropical

cyclone landfalls (Xu et al., 2014; Wen et al., 2019) have found that while storm motion, topog-

raphy, sea surface temperatures, and total precipitable water did contribute to the distribution

of precipitation, the major controlling factor was the deep layer VWS.

In landfall cases, frictional convergence must be considered. Frictional convergence occurs when

air parcels are slowed over land due to the increased surface drag. Low-level convergence can

enhance upward motion. In fact, enhanced convergence ahead of translating tropical cyclones

was shown by Shapiro (1983) to increase the precipitation in the front quadrants. However,

idealised studies suggest that the convergence produced by the frictional effects of landfall have

a limited effect on precipitation distribution (Chan and Liang, 2003).

To summarise, asymmetric dynamics of tropical cyclones are complex to predict in landfalling

cases, due to the impacts of VWS, translation, environmental moisture and topography. In

general, landfall reduces the near-surface wind speed onshore and increases the inflow velocity

offshore (e.g. Li et al., 2014; Hlywiak and Nolan, 2022; Rogers and Zhang, 2023). While

convergence (either through frictional effects or translation) can impact vertical motion, it has

limited impact on the distribution of precipitation (Chan and Liang, 2003). The dominating

factor in modulating the distribution of precipitation is VWS (Xu et al., 2014; Wen et al., 2019),

further supporting the motivation to study VWS in the context of tropical cyclone asymmetry.

Intensity

Storm intensity is negatively affected by landfall, according to the arguments presented above.

Since tropical cyclone intensity is typically measured by the 10m wind speed (e.g. Camelo and

Mayo, 2021), and wind speeds tend to peak in the front quadrants of the storm (e.g. Shapiro,

1983), the intensity of the storm is directly impacted by friction from land, which leads to an

immediate reduction in surface wind speeds in the front quadrants of the storm (Hlywiak and

Nolan, 2022; Chen and Chavas, 2021). The enhancement in the offshore inflow velocity (Li
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et al., 2014; Hlywiak and Nolan, 2022; Rogers and Zhang, 2023) is likely to introduce dry air

from the coast into the inner core circulation, reducing the moist entropy of the eyewall.

The Carnot heat engine theory for tropical cyclone intensification presented by Emanuel (1986)

is fundamentally disrupted by landfall. As has been discussed, all of the major theories for

intensification (Charney and Eliassen, 1964; Ooyama, 1969; Emanuel, 1986; Montgomery and

Smith, 2014) are dependent on fluxes of heat and moisture from the sea surface. It is generally

agreed that tropical cyclones are fuelled by diabatic heating. When this moisture source is

removed by the relatively dry land surface, the inflow layer ventilates dry air into the inner

core, leading to a reduction in CAPE, diabatic heating, and ultimately storm intensity.

However, in rare cases, tropical cyclones can re-intensify over land (e.g. Emanuel et al., 2008;

Arndt et al., 2009; Laureano Bozeman et al., 2012). Usually, this occurs in storms that encounter

warm, moist conditions inland. Emanuel et al. (2008) showed that storms can re-intensify over

hot sand, such as in northern Australia, particularly when the surface has been pre-moistened

by the incoming tropical cyclone.

2.7 Summary and Thesis Outlook

This literature review has summarised the key concepts of asymmetric boundary layer dynamics

in tropical cyclones, including recent developments in observations, modelling and scientific

understanding. By establishing the fundamentals of tropical cyclone intensification, we were able

to contextualise the current knowledge of how asymmetric processes impact intensity change.

The main results indicate that wind shear is a key factor in modulating the asymmetry of

the inflow layer depth, precipitation, and convection. Such asymmetries can drive turbulent

processes within the boundary and the troposphere, which contribute to intensity change by

various mechanisms, such as transporting momentum into the inner core (which has a positive

effect on intensification), or alternatively - encouraging the transport of low-entropy air into the

boundary layer (which has a potential weakening effect).

However, many questions still remain, partially due to the lack of available data to verify

turbulence representation in numerical models, and the lack of focus on asymmetric dynamics

during model verification processes. Even with these two points addressed, it can be difficult to

investigate the impact of asymmetry on storm evolution due to the complexity of the natural
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environment. For example, in meteorology it is difficult to attribute an outcome to a particular

process in observations or full-physics modelling because the atmosphere is constantly evolving

and is subject to numerous physical processes at any given point in time. A good example of

this Figure 2.4, which demonstrated a diversity of results from observational studies that used

similar analysis techniques.

To address these gaps in the literature, although it is not within our capability to collect

new observations, I will present a new framework for the routine model evaluation of storm

asymmetry. Next, I will investigate the turbulence parametrisation in the mid-troposphere of a

sheared tropical cyclone and how changing this affects the boundary layer and storm intensity.

Finally, idealised models and simple numerical models will be used alongside full-physics models

and observations to disentangle atmospheric processes relating to asymmetry. Specifically, I

will consider how shear, landfall, rainband dynamics and large-scale environmental vorticity

gradients can contribute to boundary layer wind asymmetries.
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Chapter 3

Data and Methods

Tropical cyclones are physically extensive, often spanning hundreds of kilometres in radius. In

the current technological climate, tropical cyclones are always captured by geostationary and/or

polar-orbiting satellites due to their vast size, and can be recognised even in coarse (⪆ 10 km)

global forecasting models, though higher resolution (⪅ 5 km) is often needed to accurately

represent intensity.

While these approaches can provide useful information to understand the global synoptic situa-

tion and to construct climatologies, studying the meteorology of the tropical cyclone boundary

layer requires more advanced methods. Visible and infrared satellite channels can rarely reliably

penetrate the thick tropical cyclone cloud layer, which means they cannot relay useful informa-

tion about the boundary layer profile. In Section 3.5, alternative sources of observational data

will be explored, which allows for a more robust study of the boundary layer.

In terms of modelling, global models are often too coarse to represent the fine-scale structure

of tropical cyclones. For example, a global model of grid-length 12 km would not be able to

represent a tropical cyclone that had an eye of diameter 10 km, and this conundrum extends

across the system, into the rainbands. Furthermore, current global models rarely operate on

‘convection-permitting’ resolutions, which means a large proportion of the tropical cyclone con-

vection is parameterised. Convection-permitting simulations, which are used throughout this

work, are widely accepted to perform better than those with parameterisations.

This chapter will explore all of the modelled data and observations used to perform in-depth

analysis of the tropical cyclone boundary layer, including the techniques by which this data was
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Figure 3.1: The tracks (black line) and 10-m wind speed (coloured dots) of: (a) Hurricane
Maria, and (b) Tropical Cyclone Veronica. The white dotted box outlines the approximate
study periods for the thesis.

processed.

3.1 Case Studies

Two case studies will be presented in this thesis. These are Hurricane Maria (2017) and Tropical

Cyclone Veronica (2019). A short summary of the synoptic history, impacts, and reason that

these case studies were selected will now be given. Their respective tracks and intensities are

shown in Figure 3.1, with the study periods highlighted by a white dashed box.

Hurricane Maria (2017) was a Category 5 hurricane according to the Saffir-Simpson scale (Saffir

and Simpson, 1974; Pasch et al., 2019). Maria was the second Category 5 hurricane impacting

the Atlantic basin in 2017 (the first being Hurricane Irma), the tenth most intense hurricane on

record in this region (NOAA, 2017). Maria made landfall in Puerto Rico two weeks after Irma.

Almost all of the Caribbean’s emergency supplies had already been deployed following Irma

and had not been replenished before Maria’s landfall, leading to a death toll of almost 3,000

in Puerto Rico and an estimated cost over USD$90 billion (NOAA, 2024). In some regions of

Puerto Rico, the two-day rainfall accumulation reached over 950mm (NOAA, 2024).

Maria was selected as a case study for this thesis in 2020. Understanding the tropical cyclone

boundary layer and performing in-depth model evaluation is not possible without in-situ obser-

vations. NOAA undertook several flight missions into Hurricane Maria, making it one of the
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most well-observed recent storms (at the time of selection). The number of successful flight

missions increased as Maria approached the mainland United States. Our study period (22 - 27

September 2017) is based on the period which maximises the number of observations and does

not contain a landfall, since this would significantly complicate the analysis.

The second case study, Tropical Cyclone Veronica (2019), made landfall in northwest Australia

as a Category 4 on the Australian scale (Paterson, 2019), although its maximum intensity was

a Category 5. Veronica was less impactful than Maria, partly due to the area having a much

lower population density than Puerto Rico, and the substantially lower amount of precipitation

(with three-day rainfall accumulation reaching a maximum of 468mm). Even so, there was

widespread flooding which led to an estimated industry loss of AUD$2 billion (Paterson, 2019;

approximately USD$1.3 billion).

There were several reasons that Veronica was selected as a case study. The homogeneous land

surface and relatively flat terrain in northwestern Australia paired with the low translation

speeds of Veronica presented a good opportunity to study a real landfall while limiting the

variables. For example, complex terrain can modulate tropical cyclone structure such as lo-

cal gusts (e.g. Ramsay and Leslie, 2008) and storm translation can cause asymmetries in the

wind field and distribution of convection (e.g. Shapiro, 1983; Kepert, 2001). There were four

consecutive passes of a polar-orbiting satellite that provided good imagery of the storm as it

approached land, and a good spread of automatic weather stations to validate the model. These

observations will be discussed more in Section 3.5.

3.2 Met Office Unified Model

The Met Office Unified Model (MetUM) is an operational numerical weather prediction model

used by numerous meteorological agencies across the world, which operates by solving the

equations for a deep fully compressible, non-hydrostatic atmosphere (Wood et al., 2014) in a

semi-Lagrangian advective framework. The variables and diagnostic outputs are projected onto

staggered grids, according to Charney-Phillips staggering (Charney and Phillips, 1953) in the

vertical, and an Arakawa-C grid (Arakawa and Lamb, 1977) in the horizontal.

To provide a realistic initialisation, the MetUM uses a four-dimensional variational data as-

similation method described by Rawlins et al. (2007), which is based on the 4DVAR technique
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of Courtier et al. (1994). Observational data is assimilated onto a global ‘background’ state,

which is taken from the previous 6-hour forecast. The deterministic forecast is initialised from

the unperturbed, data-assimilated base state.

Perturbations can then be applied to represent uncertainty and determine a range of possible

outcomes. The regional ensemble is nested in the MetUM global ensemble (‘MOGREPS-G’,

Bowler et al. 2008) which has 70 vertical levels up to 80 km altitude, and a 20 km horizontal

resolution. To generate the perturbations, the global model applies an Ensemble Transform

Kalman Filter to the unperturbed single member (Bowler et al., 2008) and each regional en-

semble member is initialised from the corresponding global member perturbations.

While the MetUM contains a large collection of schemes to represent different aspects of the

atmosphere, the most relevant for this work is the boundary layer scheme (Lock et al., 2000),

which will be described in the following subsection.

The Boundary Layer Scheme

There are seven diagnosed boundary layer types in the MetUM, which determine the type and

scale of mixing; the full details of the first six boundary layer type classifications can be found

in Lock et al. (2000). A seventh type was subsequently added - the unstable boundary layer

dominated by wind shear, which can produce deeper kinematic mixing than the thermodynamic

profile would imply.

Diagnosing the base and top of the boundary layer is particularly important due to the style of

turbulence parametrisation used in the MetUM. When stable, the mixing is determined by the

local scheme, which is a first-order mixing length closure dependent on the Richardson number

(Ri), according to:

K = λ2Sf(Ri) (3.1)

where λ is the mixing length, S is the vertical wind shear and f(Ri) is a stability dependence

function. In the boundary layer and other unstable layers of the atmosphere, λ is calculated

from the depth of the layer.

Non-local mixing in unstable boundary layers is determined by a K-profile closure in which K
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is calculated using the magnitude of the turbulent forcing and the depth of the layer.

For this thesis, I perform regional MetUM simulations at convection-permitting resolutions.

At such fine-scale resolution, the turbulence parametrisation uses a blending scheme following

Boutle et al. (2014a), within a three-dimensional Smagorinsky-like closure. The Smagorinsky

scheme also uses Eq. 3.1 but with its mixing length (λmax) given by:

λmax = Cs ×∆x (3.2)

where Cs is the Smagorinsky constant (0.2) and ∆x is the horizontal resolution of the model.

The blending scheme, given in Boutle et al. (2014a), is scale-dependent and allows for seam-

less transition between regions of different turbulence-resolving capabilities. In well resolved

environments, the blending scheme preferentially weights towards the Smagorinsky mixing, and

toward the Lock et al. (2000) scheme in less well resolved regions. Since the only different be-

tween these schemes is the mixing length, a relatively simple weighting function can be defined

Boutle et al. (2014a):

W1D = 1− tanh(β(
zturb
∆x

)max[0,min[1, rf (l0 −
∆x

zturb
)]] (3.3)

where β is a scaling parameter, zturb is the turbulence length scale, rf = 1
3.75 , and l0 = 4.

The weighting function is defined such that when W1D = 0 (the turbulence is fully resolved),

the Smagorinsky scheme is used, whilst when W1D = 1, the Lock et al. (2000) scheme is used.

There is some uncertainty in determining the length scale (zturb) outside of turbulent layers.

Model Set-up

The MetUM is used in the regional tropical configuration (RA2-T; Bush et al. 2023) to provide

retrospective ensemble forecasts for several tropical cyclone case studies, which will be detailed

in Chapter 4 and Chapter 6.
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Figure 3.2: Examples of grid-aligned numerical noise discovered in MetUM simulations of trop-
ical cyclones. a) and b) show the shear of the eastward wind component between model levels
13-14 (approximately 740 - 640m above sea level); the simulations were performed by the cur-
rent author and John Edwards respectively. c) is the stress tensor + eddy diffusivity, from a
simulation run by Sam Hardy.

Table 3.1: Model set-up for different storms. Every row corresponds to an 18-member ensemble
with 1-hourly output, aside from the 1.5 km resolution run of Veronica which was performed for
a single member with 10-minute output. T0 denotes the initialisation time (DD/MM/YYYY
HH), Ttotal is the total run-time in hours, δx is the horizontal grid spacing.

Storm
name

T0 Ttotal δx Mixing
scheme

Model
version

Chapter

Maria 22/09/2017 00 120 4.4 km λlow RA2T 5
λhigh 4 & 5

Maria 23/09/2017 00 72 4.4 km λlow RA2T 5
λhigh 5

Veronica 22/03/2019 00 120 2.2 km λlow RA2T 6
1.5 km*

Model Adjustments

Early on in the Maria study, it became apparent that MetUM simulations sometimes produce

grid-aligned numerical noise in the tropical cyclone boundary layer wind fields, demonstrated

by several storms in Figure 3.2. This was documented previously internally at the Met Office by

John Edwards, using the simulation shown in Figure 3.2b. Noise in the eastward (northward)

wind component is exhibited in straight lines in the x-direction (y-direction). Since this noise

was most obvious in the boundary layer, the hypothesis was that the winds travel too far within

a timestep.

To address this issue, I performed tests of several different model timesteps on a deterministic

forecast of Hurricane Maria (2017), detailed in Table 3.1. The results are shown in Figure 3.3

in the shear of the eastward wind component. The larger model timestep of 60 seconds (Figure
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Figure 3.3: Hurricane Maria simulations in the MetUM, showing the shear of the eastward
wind component between model levels 13-14 (approximately 740 - 640m above sea level). Each
subplot shows the shear field with a different model timestep.

3.3a) qualitatively displays the most extensive grid-aligned noise. As the timestep is reduced,

the noise seems to dissipate. There is still some evidence of noise in the 15-second timestep

(Figure 3.3c), but it is vastly reduced.

Unfortunately, reducing the model timestep can have significant consequences on the model

efficiency, leading to a drain on compute resources. While this may be acceptable for regional

deterministic forecasts, it would be too costly to use a 15 second timestep on all of the ensemble

forecasts in Table 3.1.

To address the issue of computational expense, I experimented with an alternate method,

whereby I altered the implicit numerical method used to solve the diffusion equation in un-

stable columns. The solver follows the vertical diffusion scheme of Wood et al. (2007) and is

dependent on a prescribed estimate of the non-linearity of the diffusion coefficient. In the stable

boundary layer column the implicit measure is set to 2, since the mixing is controlled by the

Richardson number and expected to be non-linear. In unstable columns, the non-local scheme

(described in Section 3.2) tends to dominate, producing a more linear dependence on the model

profile. Thus, by default the implicit solver for the unstable boundary layer column (‘puns’) is

set to 0.5. In previous internal work at the Met Office, John Edwards found that increasing

this number above 1 - and thereby increasing the non-linearity of the diffusion dependence on

the model profile - can smooth out some of the numerical noise found in tropical cyclone wind

fields.

Using the 60 second timestep shown in Figure 3.3a, I performed tests of: puns = 0.5, puns = 1.5,

and puns = 2.0, and these results are displayed in Figure 3.4. From this analysis, it seems that
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Figure 3.4: Hurricane Maria simulations in the MetUM, showing the shear of the eastward
wind component between model levels 13-14 (approximately 740 - 640m above sea level). Each
subplot shows the shear field with a different value for the implicit solver for the unstable
boundary layer column, which is denoted in the top right annotation.

increasing the implicit measure can drastically reduce grid-aligned noise in the MetUM. By just

increasing the number to 1.5, the noise was (qualitatively) almost completely removed, with

little change when increasing to 2.0.

Further analysis of the vertical profiles (not shown) proved an increase to puns = 1.5 was more

effective at reducing the noise than a reduction to a timestep of 15 seconds, which was a best

case scenario in terms of optimising compute resources and simulation quality. Sensitivity tests

showed no change in overall storm intensity when these changes were implemented.

The final decision was to complete all simulations in Table 3.1 with an unstable column implicit

implicit measure of 1.5, and a model timestep of 60 seconds.

3.3 ERA5 Reanalysis Dataset

All of the following work in this thesis is based on real case studies. While the MetUM can pro-

vide high quality, high resolution forecasts, it is unlikely to perfectly capture reality. Although

reanalysis datasets tend to be lower resolution, they can provide a more realistic representation

of what really happened, due to the intensive post-processing and data assimilation. Reanalyses

can serve as a ‘best guess’ of the true environmental conditions at a given point in time and

space, and are therefore useful tools to evaluate general model performance, calculate large-scale

variables that are unavailable from the observations (such as environmental wind shear), and

investigate the synoptic environment beyond the regional MetUM domain.

The current ‘gold-standard’ atmospheric reanalysis is the European Centre for Medium-Range
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Weather Forecasts (ECMWF) ERA5 dataset (Hersbach et al., 2020), which spans from 1950

to the current date. ECMWF’s Integrated Forecasting System (IFS) is used for the numerical

weather prediction aspect of the reanalysis, with a horizontal resolution of 0.25 ◦ and 137 vertical

levels from the surface to 0.1 hPa. For the data assimilation, ERA5 also uses a 4D-Var method

described in Bonavita et al. (2016), and makes use of a large variety of observational sources.

The full details of the observations can be found in Hersbach et al. (2020), but it includes over

200 sources of satellite and other conventional data.

ERA5 appears to perform well for tropical cyclones, on average. A recent study by Slocum et al.

(2022) suggests that within 1000-500 hPa, the reanalysis tends to produce errors less than 0.5 ◦

for temperature, less than 8.5% for relative humidity; and less than 1.6m s−1 and 0.26m s−1 for

the u and v wind components respectively. These values are particularly impressive considering

ERA5 does not operate at convection-parametrising resolutions.

3.4 Idealised Models

Full-physics models, such as the MetUM, are useful tools for representing the atmosphere in its

full complexity; however, sometimes complexity can be a scientific conundrum. Meteorological

research often presents chicken-and-egg situations, where it is difficult to disentangle cause

and effect, correlation and causation. Furthermore, there is such a large range of atmospheric

variables and processes that it can become difficult to attribute an outcome to any single process.

Simpler, ‘idealised’ models can isolate different atmospheric phenomena to provide a clearer

insight into the individual effects. For the case study in Chapter 6, I make use of an idealised

model alongside the MetUM to investigate the dynamics of landfall. Here, I use the boundary

layer model of KW01: Kepert and Wang (2001), as modified by Kepert (2012). The model of

KW01 estimates the low-level vortex structure by taking an input of the gradient wind field at

the top of the boundary layer. Unlike ‘slab’ models (e.g. Shapiro, 1983; Smith, 2000) which are

vertically averaged, KW01 is a non-linear model which retains the vertical dimension, making

it particularly useful for analysing surface effects. Parametrisations of the vertical turbulent

mixing are included and are detailed in Kepert and Wang (2001).

KW01 also retains the azimuthal dimension of the cyclone, allowing for a 3-dimensional view of

the vortex. It is common for idealised models to work in an axisymmetric (azimuthally averaged)
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framework, but KW01 allows the analysis of asymmetric storms, which are more representative

of reality. I acknowledge that idealised models such as KW01 are unlikely to produce results as

close to observation as the MetUM, which is why they are used in conjunction. In this work,

KW01 simply complements the MetUM simulations by reducing the complexity.

3.5 Observational Data

Best Track

Individual meteorological centres around the world produce their own official tropical cyclone

tracks. These tracks are maintained and obtained from The International Best Track Archive for

Climate Stewardship (Knapp et al., 2010). For the Atlantic basin, I use the National Hurricane

Center (NHC) Best Track from the ‘HURDAT’ dataset (Landsea et al., 2008). In Chapter 6, an

Australian storm is studied, and in that case the Best Track refers to that which is maintained

by the Bureau of Meteorology (Courtney et al., 2021).

All available observational data sources are utilised by these organisations in order to provide the

most accurate results, although tropical cyclones are never perfectly observed from the surface.

Data coverage is highly variable depending on the track of the storm, orbit of satellites, and

flight missions. Despite these limitations, the values published in the Best Track datasets are

the best approximations, and are generally accepted by the meteorological community.

The main metrics included in the Best Track are the latitude and longitude of the storm centre;

the 10m maximum sustained wind speeds, the maximum wind gust, and the minimum sea

level pressure. In more sophisticated datasets such as the NHC Extended Best Track Dataset

(Landsea et al., 2008), metrics such as the radius of maximum wind (RMW), eye diameter,

storm direction, and radius of gale-force winds, may also be published.

Ground-level

In general, ground-level observation stations are relatively sparse for tropical cyclones, par-

ticularly in storms translating over the open ocean. Even in cases which make landfall, the

destructive winds and storm surge can cause instrument failure or measurement anomalies. In

all of the cases studied in this thesis, the best ground-based radar observation was in Puerto

Rico ahead of the Hurricane Maria landfall on 20th September 2017. In this case, the radar
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Figure 3.5: The locations of all of the automatic weather stations used for the Tropical Cyclone
Veronica (2019) case study. The surface elevation (m) is shown in filled contours.

was destroyed by the storm just before landfall. No ground-based observations were used to

evaluate the Atlantic storms in this thesis due to a lack of data.

Chapter 6 investigates a major landfalling tropical cyclone in northwest Australia. Despite the

relatively low population in this region, there are several industrial sites, shipping ports and

airports which allow for a good coverage of automatic weather station data - the distribution of

surface observation sites in shown in Figure 3.5. At these sites, data is available at least every

30 minutes and at 10 minute intervals in some cases. Veronica made landfall between Karratha

and Port Hedland, and I retrieved observations for all surface sites within 500 km of Karratha.

The main variables analysed from these surface sites were: surface air temperature, dewpoint

temperature, surface wind speed, surface wind direction, mean sea level pressure, and precipi-

tation rate.
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Flight-level Observations

All flight-level data used in this thesis comes from NOAA reconnaissance flight missions. The

data is publicly available from the HRD Hurricane Field Program webpages. There are two

main sources of data from flight missions that I will explore and discuss, starting with the

dropsondes and moving on to the radar. There are several common flight paths used by NOAA

to study tropical cyclones. Perhaps the most valuable for inner core boundary layer studies

is the ‘butterfly’ flight path, in which the aircraft makes several passes directly through the

centre of the storm at different angles (mimicking butterfly wings). By using this pattern, the

radar can observe broad swathes of data from different quadrants of the storm, producing a

more cohesive overall picture. Dropsondes collected from different quadrants can also be very

valuable to explore the kinematic and thermodynamic asymmetry.

Other frequently used flight patterns include ‘synoptic’, in which the aircraft is flown in circles

around the storm, but never directly through the eyewall into the eye; and ‘ferry’, which is

a straight line through the storm. The synoptic pattern is also very useful to analyse storm

asymmetry and may be more suitable for conditions in which the eyewall makes it dangerous

to cross into the eye.

Most of the flights operate at a cruising altitude of approximately 3 km, although some missions

take an undulating vertical path. As a result, the dropsondes tend to be released from around

3 km and provide a good profile of the boundary layer structure.

Much of the analysis for Chapters 4 and 5 is based on dropsondes deployed by NOAA on

reconnaissance flight missions, which use the Vaisala Dropsonde RD94 (Young et al., 2015).

According to Vaisala (2017), the dropsondes can measure to around 5-6m above the sea sur-

face, and are accurate to 0.2 ◦C, 2% and 0.4 hPa for temperature, relative humidity and pressure

respectively. The dropsondes are fitted with standard GPS receivers to measure wind speed,

which are accurate to 0.15m s−1 for the horizontal wind speed (Vaisala, 2013), although deriva-

tion of the vertical wind speed can produce a higher error due to the temporal resolution and

variations in fall rate. Each sonde goes through a quality control process (Young et al., 2015)

before being archived by NOAA, ensuring that each measurement is a realistic representation

of the atmosphere. Further detail on the dropsonde analysis technique can be found in Chapter

4, where it comprises a significant contribution to the chapter.
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One of the most useful instruments onboard the aircraft is the Tail Doppler Radar (TDR),

which is mounted on both primary aicraft used for these research missions: the Gulfstream IV

and WP-3D Turbuprop Aircraft (NOAA, 2014). Data from TDR has formed the basis of many

tropical cyclone studies (e.g. Rogers et al., 2012; Reasor et al., 2013; Lorsolo et al., 2010; Barron

et al., 2022) due to its capability to profile the boundary layer where remote instruments such

as satellites are limited by the cloud layer. However, data retrieval is limited by the distribution

of precipitation, due to the derivation of the wind components being reliant on the reflection of

radio signals from water droplets.

Satellite

Satellite imagery is available for every tropical cyclone in the current technological age; however,

satellite data is of limited use to boundary layer studies due to the obstruction caused by the

cloud layer. In this work, the main way in which I use satellite images in the visual and

infrared wavelengths is to quantitatively assess whether the general size and cloud structure of

the cyclone is accurately represented in the model.

Passive microwave imagery can provide more information on the convective organisation of trop-

ical cyclones, but can be limited by the lack of coincidental passage of polar-orbiting satellites.

One of the best resources for analysing the convective structure of tropical cyclones via mi-

crowave imagery comes from the post-processed products called Morphed Integrated Microwave

Imagery at the Cooperative Institute for Meteorological Satellite Studies (MIMIC; Wimmers

and Velden, 2007). MIMIC contains two main products, the first is MIMIC-TC which functions

in the 85-92GHz range and performs very similarly to ground-based radar observations; and

MIMIC-IR, which imposes a tropical cyclone precipitation field onto an infrared base picture.

For this thesis, MIMIC-TC is used most frequently to discern spatial asymmetry and the dis-

tribution of convective features. All MIMIC products are freely and publicly available on their

official webpage.

3.6 Metric Calculations

Once the data has been obtained, one of the first and most important steps is to track the

cyclone, which usually includes finding the storm centre, along with the maximum 10m wind

speed and minimum sea level pressure. There are many different ways to determine the storm
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centre of a tropical cyclone, which vary in complexity depending on the nature of the available

data.

When given wind data from flight missions, the Hurricane Research Division (HRD) calculate

a track of the aircraft-derived wind centres at high temporal resolution (usually 2 minute inter-

vals), using the least squares method described by Willoughby and Chelmow (1982). While it

serves as a good estimation of the storm centre, being within 3 km for intense tropical cyclones

(Willoughby and Chelmow, 1982), its intended use is for the direct analysis of flight data such

as dropsondes. The accuracy of the wind centres is influenced by the frequency of flight mis-

sions, which tends to be lower further from the US coast, and does not give information about

vertical displacement of the storm centre. However, due to all of the storms in Chapter 4 being

well-observed by flight missions, and the temporal resolution being much higher than the Best

Track, the HRD wind centre fixes are used for determining storm-relative dropsonde positions

in Chapter 4.

For all of the other observation work, the NHC Best Track dataset (Landsea et al., 2008) is used

for all of the Atlantic basin storms studied hereafter (Chapters 4 and 5). For the Australian

storm, studied in Chapter 6, the Best Track refers to that which is maintained by the Bureau

of Meteorology (Courtney et al., 2021). As the names imply, these tracks are regarded as the

best estimates for the storm centres for their respective regions and are obtained from the The

International Best Track Archive for Climate Stewardship (Knapp et al., 2010).

To calculate the track from the model data, several different techniques were evaluated. The

Met Office use the 850 hPa relative vorticity and the MSLP (Heming, 2017). First, the search is

initialised with an observed track position, and then at each 6-hour interval, the algorithm finds

the maximum 850 hPa relative vorticity within a pre-determined radius (usually 3 ◦), and then

finds the MSLP within the same radius from the maximum vorticity location. This tracking

method, described by Heming (2017), is made more robust by a ‘closed isobar check’, which

checks eight points around the MSLP to ensure that it is the local minimum, before continuing

to the next forecast time.

While the Met Office method performs well enough to verify the coarser global model and

to provide some insight into the performance of the ensemble, our analysis showed that the

algorithm performed less well for data of higher temporal resolution (≤ 1 hour) and higher

horizontal grid resolution (≤ 2.2 km). The noisy result from this method could potentially be
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attributed to finer scale features such as local pressure minima within the eye itself. While

slight imperfections in the centre-finding algorithm can be usable for operational forecasts and

verification, it is important to find the best possible centre for scientific studies which evaluate

the boundary layer structure. Throughout this thesis, storms will be analysed in a cylindrical,

Lagrangian coordinate system (r,ϕ). Calculations of components such as the radial and tan-

gential wind speed can be highly sensitive to the TC centre. Furthermore, it is important to

get the meridional and zonal storm translation vectors correct, so that storm translation can

be removed from the Lagrangian wind components.

A successful technique adopted in this thesis, which forms the primary centre-finding algorithm

for Chapters 4 and 5, is the iterative pressure centroid method, described by Nguyen et al.

(2014). Known for its robustness in producing a consistent, smooth track that is relatively un-

affected by shear and tilt (Nguyen et al., 2014), the pressure centroid method has been adopted

as the preferential storm-tracking technique for high resolution tropical cyclone forecasts across

the field (e.g. Hlywiak and Nolan, 2019; Zhang and Rogers, 2019; Ashcroft et al., 2021; Nolan

et al., 2021). As in the previous method, the NOAA Best Track from the International Best

Track Archive for Climate Stewardship (IBTrACS; Knapp et al. 2010) dataset is used for the

‘first guess’ centre location to initialise the pressure centroid algorithm.

The pressure centroid method (Nguyen et al., 2014) works well for storms with well defined,

circular eyewalls and closed isobars, which functions well for all of the Atlantic storms studied

in this thesis at the relevant study periods. However, Chapter 6 introduces a more complex

case study, which requires further fine-tuning of the tracking algorithm.

We first tried to track the more complex storm, which will be described in Chapter 6 but

generally consists of a broken eyewall with elevated surface winds and a pressure minimum

lining up with a rainband, using the TRACK algorithm presented by Hodges et al. (2017).

Similar to the Met Office method (Heming, 2017), TRACK uses the vorticity field at 6-hourly

intervals. Rather than using the 850 hPa level, TRACK vertically averages between the 850,

700, and 600 hPa relative vorticity to reduce noise. There are several further steps, which

are described in full detail in Hodges (1994), Hodges (1995), and Hodges (1999) and Hodges

et al. (2017). Again, I found this method largely unsuccessful for accuracy and precision on

data of 10-minute intervals, and with a small storm of such distorted organisation. I thank

Kevin Hodges for his assistance on implementing this tracking algorithm. It is likely that the
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highly atypical vorticity structure, which will be described in Chapter 6, rendered this method

unsuitable. There was also a distinct displacement of the pressure and wind field at some times

during the simulation, which complicated the tracking even further.

Going back to basics, the most effective way to find the wind centre (which is most appropriate

for the kinematic studies), was to locate the minimum sea level pressure and simply find the

minimum 10m wind speed within a prescribed radius. Gaussian smoothing of the wind speed

field helped to eliminate local minima. This simple method was used for the analysis of Tropical

Cyclone Veronica (Chapter 6). All other storms (in Chapters 4 and 5) were tracked using the

pressure centroid method of (Nguyen et al., 2014).

To estimate the extent of the storm tilt, the same tracking algorithm is applied to the storm at

1 km, 3 km, 7 km and 10 km altitude. The tilt is then the distance between the low pressure

centre or wind centre at both height levels (1-10 km or 3-7 km). This method is similar to

those detailed in idealised (Riemer et al., 2010) and full-physics (Ahern et al., 2021) studies of

sheared tropical cyclones.

The model vertical wind shear is calculated as the vector difference between the winds at 850

and 200 hPa. Many previous studies (Ahern et al., 2021; Riemer et al., 2010; Tang and Emanuel,

2012a) use this metric, acknowledging that it does not represent the complete vertical structure

but is a good general approximation of the environmental deep layer shear. The radius over

which to calculate the shear is more context dependent and subjective. For consistency with

previous studies (Ahern et al., 2021; Dai et al., 2021; Slocum et al., 2022), along with the widely

used Statistical Hurricane Intensity Prediction Scheme (SHIPS; DeMaria and Kaplan 1994) I

use an environmental wind shear, calculated between 200 - 800 km from the storm centre and

a local shear calculated within a 200 km annulus. Recent idealised simulations (Dai et al.,

2021) have shown that the impact of altering the definition of environmental shear is small, but

SHIPS tends to use the 200 - 800 km radius to limit the impact of an imperfect centre estimate

(Slocum et al., 2022).

3.7 Summary

Throughout this chapter, I have described several different datasets and analysis methods that

will be used throughout the thesis. The MetUM and observations play a key role throughout

51



3.7. Summary Chapter 3. Data and Methods

each results chapter, allowing for a comprehensive investigation into storm dynamics while ver-

ifying that the model is a realistic representation of the environment. Although full-physics

models and observational sources of data lay the foundation for this work, reanalysis datasets

are needed to provide information on the larger-scale environment that cannot always be repre-

sented by observational methods, particularly in-situ observations. also make use of an idealised

boundary layer model to disentangle the complex dynamics of tropical cyclones, which is not

possible in full-physics models. In summary, the framework for this thesis is built on full-physics

model simulations and observations, but is complemented by reanalyses and idealised models.
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Chapter 4

Using Airborne Observations for the

Evaluation of Tropical Cyclone

Asymmetry

4.1 Introduction

Tropical cyclone forecasts are often evaluated based on their performance at the surface level,

using the tropical cyclone track, minimum sea level pressure (MSLP) and maximum wind speed,

but there is a wealth of in-situ observations in the Atlantic basin which are rarely used in ensem-

ble evaluations due to their relative complexity. For instance, it can be challenging to condense

three-dimensional (3D) observational data into concise and meaningful analyses for ensemble

evaluation without generating a large volume of overwhelming data for analysis and interpre-

tation. In-situ observations add another layer of complexity due to their irregular spacing and

temporal sampling patterns, requiring extra consideration when applied to model simulations.

Furthermore, simulated storms may be of different sizes and locations to the observed storm, so

it is important to make sure the data is adjusted appropriately to ensure similar storm regions

are being compared. How much value can really be added from analysing the 3D structure

obtained from airborne observations, and is it worth the extra effort?

The track and surface wind speed are considered amongst the most relevant metrics for opera-

tional applications, as the high wind speeds in the inner core can have devastating impacts on

53



4.1. Introduction Chapter 4. Three-Dimensional Ensemble Evaluation

infrastructure, and it is the surface wind speeds that are used to categorise storm intensity (e.g.

Saffir and Simpson, 1974). It is well established from in-situ observations Kepert, 2006; Zhang

et al., 2013; Young et al., 2015 that tropical cyclone wind speeds peak above the surface but

within the kinematic boundary layer, often accompanied by a strong near-surface vertical wind

shear. While the surface wind speed is important, the stronger wind speeds within the lower

boundary layer have the potential to be destructive, especially in built-up urban landscapes.

The boundary layer winds are also relevant for the maintenance of the secondary circulation,

which can modulate storm intensity via the inflow of dry environmental air.

Forecasts require the quantification of precipitation probability and storm surge risk, which are

major contributors to displacement and infrastructure damage, when the storm is approaching

landfall. However, moisture is rarely considered in tropical cyclone forecast evaluations prior to

landfall, likely because it is difficult to quantify the total moisture within a storm system from

standard observational techniques.

Track and surface intensity are arguably the most important diagnostics for determining risks to

communities, and are extensively used for model evaluation (e.g. Goldenberg et al., 2015; Alaka

Jr et al., 2017; Cangialosi, 2022); however, such evaluations fail to address the asymmetric

performance of forecasts, despite the well-established view that asymmetry directly impacts

storm intensity (e.g. Tang and Emanuel, 2012a; Tao et al., 2017; Ahern et al., 2021; Wadler

et al., 2023).

While model evaluations are common in research and operations, and asymmetric and vertical

boundary layer structures have been studied in models (e.g. Reasor et al., 2013; Fischer et al.,

2022; Shimada et al., 2024) and observations (e.g. Corbosiero and Molinari, 2002; Corbosiero

et al., 2006; Zhang et al., 2013) independently, they are rarely used in tandem to produce in-

depth analyses of model performance. For example, the National Hurricane Centre (NHC) does

not consider asymmetry when verifying forecasts for the previous season (Cangialosi, 2022). In

NOAA’s real-time product viewer (available at https://storm.aoml.noaa.gov/research/), models

are evaluated against the radar data using single plan-view plots and cross-sections, but provide

no detailed analysis of the asymmetry or altitude biases.

In this study, I aim to demonstrate the value of integrating in-situ observations into ensemble

evaluation more holistically to represent asymmetry and altitude biases, considering temporal

change. This toolkit will fill a gap, where previous studies and current operational practices are
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limited in their model evaluations.

We aim to answer two main questions:

• How can in-flight tropical cyclone observations be used to evaluate tropical cyclone inten-

sity and structure within the lower troposphere?

• To what extent can an evaluation of the surface metrics be used to infer the quality of the

ensemble within the boundary layer?

4.2 Methods

4.2.1 MetUM Simulations

To demonstrate the ensemble evaluation techniques, simulations using the Met Office Unified

Model (MetUM) will be used. The full specifications of the MetUM are described in Chapter

3. For this study, I use 120 hour retrospective forecast simulations for Hurricane Maria (2017),

spanning from 22 September 2017 00 UTC to 27 September 2017 000 UTC. The output fre-

quency is every hour and the horizontal resolution of the regional grid is 0.04 ◦ (approximately

4.4 km). There are 551 total latitude points, between 16.02 - 37.98 ◦, and 380 longitude points

(280.02 - 295.18 ◦). This grid provides a border of more than 4 ◦ from the observed track posi-

tion at all times, allowing for the simulated storms to deviate and remain generally unaffected

by the edge effects of the grid.

4.2.2 Dropsonde Analysis Technique

A large proportion of the observations of the vertical structure of the boundary layer come

from dropsondes deployed by National Oceanic and Atmospheric Administration (NOAA) on

reconnaissance flight missions. Measurement uncertainties are described in Section 3.5. While

individual sondes may have slightly higher errors, particularly if they are released in high wind

environments, composites tend to produce robust results (e.g. Zhang et al., 2011; Zhang et al.,

2013; Ren et al., 2019).

To analyse the dropsondes alongside the model, a storm-relative coordinate system is required

due to the difference in track between the observations and model simulations. An estimate of

the dropsonde storm centre is taken from the Hurricane Research Division (HRD) wind centre

fixes, which has a temporal resolution of 2 minutes and is derived from flight missions following
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the methodology described in Willoughby and Chelmow (1982). The wind centre at the closest

time to the dropsonde deployment is used to convert the position from a Eulerian to a Lagragian

coordinate system, centred on the storm.

To account for differences between the observed and simulated storm sizes, a normalised radius

(r/RMW, where RMW is the radius of maximum winds) is used. The RMW is estimated from

the National Hurricane Center (NHC) Extended Best Track (Landsea et al., 2008), which is

output every 6 hours and interpolated to the relevant dropsonde deployment time. Multiple data

sources are used by the National Hurricane Center (NHC) to estimate the RMW in the Atlantic

basin, but Stepped Frequency Microwave Radiometers (SFMR) mounted on reconnaissance

flight missions contribute a large amount of surface data (Klotz and Nolan, 2019). Since the

SFMR data relies heavily on the frequency and duration of the flight missions, and because the

SFMR measures surface wind speeds directly below the flight path, the areal coverage of the

data is limited. There has also been some investigation into the quality of the data derived from

SFMR (Klotz and Uhlhorn, 2014), which suggested a high wind speed bias within regions of high

precipitation. Despite these limitations, SMFR is still the richest data source for estimations

of surface wind speeds in tropical cyclones over the open ocean. When calculating the RMW

from flight mission and satellite data, the error is estimated to be approximately ± 8 km for

storms exceeding Category 3 on the Saffir-Simpson scale, and ± 14.5 km for hurricanes of lower

intensity.

For each dropsonde, the closest model gridpoint is located based on the bearing (relative to

north) and r/RMW. An average of the neighbouring gridpoints is calculated to allow for some

discrepancy in the position-finding method and drift of the dropsonde during its descent. The

tangential and radial wind components are then calculated, with the model ‘psuedo-simulated’

sonde directly compared to the relevant dropsonde. Simulated dropsondes are possible, but

would require data outputted at a much higher temporal resolution (every 1 minute or less,

demonstrated by Stern and Bryan, 2018) and is not feasible for this experiment due to the high

volume of data required. Therefore, the next most appropriate solution is an average of the

vertical profile of the closest and nine adjacent gridpoints to that of which the sonde’s descent

was initiated.
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4.2.3 Radar Analysis

Tail Doppler Radar (TDR) is a useful tool for analysing the vertical and horizontal structure of

the boundary layer, but it is often under-used in ensemble evaluation due to complexities which

will be discussed in Section 4.4.2. More easily accessible metrics such as the maximum 10-m

wind speed and minimum sea level pressure tend to be used to evaluate ensemble forecasts, but

this omits much of the detail that can be gained from flight missions.

A similar method to the dropsonde analysis is used for the in-flight radar data collected by

the NOAA reconnaissance flight missions. Aircraft used by NOAA for tropical cyclone research

missions include the Gulfstream IV which is mounted with TDR, and more often the WP-3D

Turboprop Aircraft, which contains a TDR, Lower Fuselage Radar, and cloud physics sensors

(NOAA, 2014). The TDR is a commonly used aircraft radar for researching tropical cyclones

(e.g. Lorsolo et al., 2010; Rogers et al., 2012; Reasor et al., 2013; Cha et al., 2021). Both the

radar and model data are projected onto storm-relative Lagragian co-ordinates, and interpolated

to the normalised radius (r/RMW) from 0 to 3 r/RMW, with an interval of 0.05. This means

that if the RMW is 100 km, the interval would be 5 km. While this method may not always

reflect the resolution of the model and/or radar data, normalising the radius accounts for the

difference in storm size between model and observations, which are not always well correlated.

Thus, the calculated errors over r/RMW annuli will be more representative of characteristic

storm regions (e.g. eye, eyewall, rainbands, outer radii) when compared to using the raw radius.

To demonstrate this effect, Figure 4.1 shows an example of the difference between the tangential

wind field when represented at the km scale (Figure 4.1a and 4.1b) and when normalised using

the r/RMW (4.1c and 4.1d).

In the observations, this storm has a very small eye. The entire eyewall is contained within

25 km of the storm centre in Figure 4.1a, whereas the modelled eye has a maximum diameter

of approximately 25 km. If evaluation were to be carried out on these fields, the model may

seem to have a negative wind bias due to the modelled eye overlaying the observed eyewall.

The normalisation in Figures 4.1c and 4.1d produce much more comparable results. Now it

can be seen that the model has a positive wind bias at the RMW (the first solid black line),

and the general wind fields are in much closer alignment, although they are still not in full

agreement due to differences in the overall storm structure. Figure 4.1 exemplifies the impact

of normalising the radius and this justifies the method to be used across the analysis.
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Figure 4.1: An example of how adjusting the radius (km) to the r/RMW affects model evalua-
tion. a) and c) the tangential wind field (m s−1) derived from NOAA TDR (mission 210926H1),
and b) and d) the corresponding model tangential wind field from ensemble member 0. For a)
and b), which are plotted in absolute radius, the dashed lines denote every 25 km radius and the
thick black lines denote 50 km radius. For c) and d), which are plotted in the normalised radius
(r/RMW) the dashed lines and the solid black lines denote every 0.5 r/RMW and 1 r/RMW
respectively.
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To determine the radar RMW, the radar data is used instead of the NHC wind centres described

in Section 4.2.2. Where available, the RMW is calculated from the 500-m level, taking the radius

of the maximum azimuthally averaged tangential wind. There are several assumptions made

for this RMW calculation (and for previous estimations, from the Best Track), which are: that

the eye is circular, there is limited vortex tilting, and that the storm centre is well determined.

Since the radar data is derived from flight missions which fly directly through the eye, and are

post-processed by NOAA to be storm-centred at different levels, it is one of the most accurate

methods of determining the location of the storm centre. The post-processing to centre the

storm at each height level also accounts for storm tilt.

The coverage of data from the TDR instruments is likely to be asymmetric, particularly in

storms which have an asymmetric precipitation distribution, due to the radar being unable to

derive wind speeds in the absence of precipitation (Zhang et al., 2018). In storm quadrants

with low precipitation, the dropsondes complement the analysis, partially compensating for the

asymmetric radar coverage.

4.2.4 Ensemble Skill and Spread

In order to evaluate the ensemble against the observations, evaluation metrics are needed. There

are two main metrics in general use for ensemble forecasting: skill and spread. Skill is commonly

quantified as the mean absolute error (MAE) or the root mean square error (RMSE). These

metrics are calculated by (Chai and Draxler, 2014):

MAE =
1

n

n∑
i=1

|yi − ŷi|, (4.1)

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2, (4.2)

where n is the number of: observations (y) and model predictions (ŷ).

Spread can be defined in a various ways, for example the standard deviation of the ensemble or

the absolute difference about the ensemble mean. For this work, I use the standard Met Office

practices described in Bain et al. (2022) and Flack (2023), which are to use the mean absolute

error as a measure of ensemble skill, and the difference between every unique ensemble member

pairing as a measure of ensemble spread. Unique ensemble member pairings are demonstrated
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Figure 4.2: An example of unique member pairings (shown in green) used to calculate the
ensemble spread following Flack (2023).

the green boxes in Figure 4.2.

When there are multiple data points to evaluate at once, for example through a radar data

swathe at a given altitude, the mean of all relevants points is used to evaluate the ensemble.

Generally, the evaluation will take place over the ‘inner-core’ of the storm, which I define as being

within 0.5 - 1.5 of the normalised radius (r/RMW; dimensionless). This method assumes that

the distance between the storm centre and the RMW can be used to infer a general distribution

for the overall storm structure, and implies some level of axisymmetry. While I acknowledge

that this is not strictly true for all cases, some level of automation is needed to handle the

large amounts of data associated with ensemble simulations. Using a range of 0.5 - 1.5 r/RMW

should be able to capture the main characteristics of the acute inner core structure regardless

of storm heterogeneity, due to the maximum tangential winds being found within the eyewall.

Figures 4.1c and 4.1d further support this inner core range, with the majority of the eyewall

structure being contained within 0.5 - 1.5 r/RMW (the two inner-most dashed lines) in both
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the observations and model.

4.2.5 Evaluating Asymmetry

The tendency to overlook storm asymmetry when assessing tropical cyclone forecasts is common,

particularly when using entire ensembles. In some cases, asymmetry is neglected due to a lack of

data - for example, while satellite imagery can imply asymmetries in convection and moisture,

it is difficult to quantify the kinematic aspects using remote sensing methods. Ensembles add

another level of complexity due to the increased data volume. A standard practice to evaluate

storm asymmetry in an ensemble is to produce stamp plots and compare those with satellite

imagery. However, is there a better, more quantitative method?

There are some simple, quick metrics that could be calculated to estimate the overall ability of

the ensemble in replicating an asymmetrical storm. For example, to calculate asymmetry, one

could take the absolute difference between the maximum and minimum value of a diagnostic

at a given radius. Other metrics, such as the standard deviation, could provide some measure

of variability within an annulus. While these calculations would work on an overall basis (and

the skill/spread could be calculated as discussed above), they do not provide any practical

information about how the asymmetry is different between the observations and simulations.

In order to maximise the rich spatial wind data obtained from TDR, in which I can infer

differences in various relevant fields including boundary layer radial and tangential winds, more

experimental methods are needed. Several ideas will now be briefly discussed, before concluding

with the methods that were selected to produce the best results.

To quantify the similarity between the azimuthal distributions of a variable, one suggestion is

to normalise the model to the observations to ensure the maximum values are the same, and

then calculate the distance or area between two azimuthal profiles at a given height and radius.

Normalisation could be achieved by adjusting to the maximum winds, for example:

vnorm = vmod ×
max(vobs)

max(vmod)
, (4.3)

where vmod is the modelled wind speed and vobs is the observed wind speed.

The distance could be estimated by calculating the Fréchet distance (Eiter and Mannila, 1994),

which is an approximation of the shortest cord lengths joining the points of each curve. Alterna-
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tively, the area between the curves may be calculated as described in Jekel et al. (2019), whereby

the data is discretised and then quadrilaterals are constructed between the curves. While these

algorithms provide information about the similarity between the observed and modelled curves,

giving some indication of how well the overall asymmetry is reproduced, they do not provide any

spatial information relevant for operational or scientific use. Furthermore, small displacements

in the curve can result in high areal/distance values even if the distributions are overall well

represented.

A simpler method is to calculate the correlation between the two datasets, such as in a Pearson

correlation (Pearson, 1901). Using the correlation would provide information on how well the

asymmetry is represented by proxy, although this method is subject to the same drawbacks as

the difference and area algorithms described above - there is no location information and small

shifts in the distribution may lead to the asymmetry error being overestimated.

In order to retain the spatial information, two analysis techniques will be presented that can be

used with any observational source as long as the data is in a storm-centred coordinate system.

The first method is an alteration of the Contoured Frequency by Altitude Diagram (CFAD)

which is commonly used in the atmospheric sciences to demonstrate change in a variable with

altitude. For this work, I suggest picking a constant height level and replacing the altitude

coordinate with azimuth, producing a ‘Contoured Frequency by Azimuth Diagram’ (CFAzD).

Essentially, this is a two-dimensional (2D) histogram representing the frequency of a variable’s

magnitude at every azimuth. Any variable could be interrogated using this method, with wind

speed and reflectivity being of higher relevance for operational forecasters. I suggest that the

most appropriate use would be to produce the CFAzD for the observations and for the average

points separately, and then compare them qualitatively. Differences in the storm asymmetry

should be immediately observable.

While the CFAzD retains spatial information, no temporal information is used. Several CFAzDs

can be produced for different stages of the forecast time, but histogram style plots work best

with maximal data points, so it may be more appropriate to use all of the available data to get

an overall picture of the asymmetry differences.

The second technique is an azimuth-time or altitude-time Hovmöller diagram. Hovmöllers are

commonly used to diagnose temporal changes over the radial or azimuthal axis within tropical

cyclones, for example in diagnosing and calculating the propagation of vortex Rossby waves
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(Wang, 2002; Corbosiero et al., 2006; Otto and Soderholm, 2012). However, they can also be

used to track biases (via the mean absolute error) in tropical cyclone structure and the evolution

through time. This method can be adjusted based on the interests of the user. For example,

presenting errors in a radius-time Hovmöller diagram could give some information about biases

in horizontal extent of rainfall, convection, or even wind speed. For the purposes presented here,

I choose the azimuth-time Hovmöller to demonstrate systematic biases in the representation of

horizontal storm asymmetry, and the altitude-time Hovmöller to uncover variability in model

performance in the vertical dimension.

4.3 Results

To demonstrate the analysis methods, Hurricane Maria (2017) will be used as the model case

study. Maria was a relatively well-observed storm with several flight missions, equipped with

TDR and dropsonde deployments. During the simulation period (between 22 September 2017

00UTC and 27 September 2017 00UTC), Hurricane Maria was translating north-northwest and

was observed to weaken due to entering a region of moderate southwesterly vertical wind shear

(Pasch et al., 2019). According to the official NHC report (Pasch et al., 2019), Maria retained

major hurricane status until 24 September 0600UTC and retained hurricane status until 28

September, although the eyewall began degrading on 25 September. Whilst the purpose of this

work is to demonstrate new techniques rather than to perform an in-depth evaluation, it is

important to understand the context of the storm.

As previously discussed, many tropical cyclone evaluations tend to focus on the surface metrics

provided by the Best Track. These type of results are typically presented similarly to Figure

4.3, showing the mean errors and spread for the track, MSLP and maximum wind speed. For

the simulations shown here, the storm intensity was overestimated from approximately T+72

hours, and the track error increased significantly after this point. For the first 72 hours, the

track error was relatively low and on average the wind speeds were within 5m s−1 of the Best

Track.

Now, I will exemplify the techniques that were earlier discussed to evaluate the structure of the

boundary layer more thoroughly, using TDR and dropsondes.

Temporal and spatial coverage of TDR is not perfect, so in Figure 4.4 (which shows the ensemble
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Figure 4.3: Ensemble mean errors (solid line) and spread (filled) for a MetUM simulation of
Hurricane Maria, using the NHC Best Track as the control. For a) track, b) minimum sea level
pressure, c) maximum 10m wind speed. Initialised at 22 September 2017 00 UTC.

mean errors), breaks are made in the time axis to account for periods of no data. By presenting

the radar data as a Hovmöller diagrams of ensemble mean error, it is possible to identify any

systematic variation of biases in altitude, as well as providing information on the temporal

variation.

At a first look, it seems that there is no temporal variation in the vertical structure of the

biases. The expansive positive errors, shown in red in Figure 4.4, indicate a consistent over-

intensification in the model. An overestimation in the tangential wind (Figure 4.4a) is expected,

given the mean over-intensification of the storm shown by the Best Track metrics. There is also

a general over-estimation of the radar reflectivity in the model in the storm (shown in Figure

4.4d), which suggests there is too much moisture in the inner core.

Displaying the data in this way also allows for the immediate identification of systematic errors.

For example, Figure 4.4b seems to suggest a low-level negative radial wind error and a positive

error at higher altitudes, although this is not consistent across all sampled times. A positive

value implies that the model simulations are more positive than the observation.

To investigate the kinematic boundary layer structure in more detail, vertical profiles can be

produced from a dropsonde analysis. Figure 4.5 exemplifies this type of analysis for Hurricane

Maria. The methodology used to produce this figure was explained in Section 4.2.2 - the

dropsonde coordinates are transformed into storm-centred coordinates using a normalised radius

(r/RMW), and then the profile of the closest model grid-point is used.

The profiles shown here are for the inner core of Maria over the entire study period. Corrob-
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Figure 4.4: Hovmöller time-height diagram of ensemble mean errors (ensemble mean - radar) for
Hurricane Maria (2017) within the inner core (0.5 - 1.5 r/RMW). a) Tangential wind (m s−1),
b) radial wind (m s−1), c) vertical wind (m s−1), and d) radar reflectivity. Hatching denotes
regions where the ensemble spread captures the observed values. Gaps are evident where the
data is sparse.

orating the radar analysis, the vertical profiles show an over-intensification in the tangential

wind component across all of the storm quadrants. In the western quadrants (Figures 4.5a and

4.5c), the modelled spread overlaps with the observed spread; however, for the eastern quad-

rants (Figures 4.5b and 4.5d) this is untrue. Similarly, the radial wind profiles seem to match

well in the eastern quadrants, with a slight but consistent overestimation of the inflow speed in

the lowest 1 km in the ensemble in the western quadrants. The biggest error is in the southeast

quadrant (Figure 4.5d), where the modelled radial wind remains negative until the top of the

profile but the dropsonde suggests a deep outflow.

By splitting the dropsonde analysis up into quadrants, we begin the evaluation of storm asym-

metry. Figures 4.6a and 4.6b summarise the azimuthal distribution of the radial wind at 1.5 km.

The results from Figure 4.5 are supported here. For example, in the southeast quadrant, the

radial winds are generally negative in the model and positive in the radar. Since both indepen-

dent sources of observational data agree with each other, this gives us a high confidence that

the model is misrepresenting this aspect of the storm on average.

Considering the temporal variation, Figure 4.6c complements the dropsonde analysis in repre-
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Figure 4.5: Inner core vertical profiles for the mean tangential and radial wind speed (m s−1), for
the ensemble (blue) and dropsondes (red) across the study period. The transparent fill denotes
the spread. n is the number of dropsondes used. The quadrants are represented as follows: a)
northwest, b) northeast, c) southwest, d) southeast.
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Figure 4.6: (a,b) Contoured Frequency by Azimuth Diagrams (CFAzDs) for the radial wind at
the RMW and 1.5 km altitude in Hurricane Maria across the entire study period. (a) airborne
tail Doppler radar, and (b) 18-member ensemble mean. (c) Azimuth-time Hovmöller plot of
the corresponding radial wind errors (ensemble mean - observations). The same data points are
used to produce the top and bottom row of plots.
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senting the radial wind asymmetry. However, it also indicates that this error persists throughout

the entire forecast period.

When more in-depth horizontal analyses are needed, plan views such as those demonstrated in

Figure 4.1 can be used, either using a single radar swathe or by producing a composite of swathes

from a single flight mission. This method is simple and may be a first-thought approach to a

model evaluation using TDR. However, it is difficult to extract the value of an ensemble using

this method, unless either a) a stamp plot is produced, and then there can be an overwhelming

amount of data to process, particularly if each plot is from a single radar swathe; or b) the

ensemble mean is used, and then a lot of information is lost.

Figure 4.7 maintains much of the value of the ensemble while still being easier to interpret than

a stamp plot. In this example, a radar composite is used. There are two good radar swathes,

one approximately north-south and the second one east-west. Firstly, Figure 4.7a demonstrates

the maximum ensemble uncertainty is between 0.5 - 1 r/RMW in the south, and 1 - 1.5 r/RMW

in the north. In these regions, which define the inner core, the standard deviation sometimes

exceeds 8m s−1.

To put the standard deviation into context, Figure 4.7b shows how close the model is to the

observations in standard deviation units. From Figure 4.7b, the ensemble performance can be

evaluated in the 2-dimensional (2D) plane. There is an apparent change with radius, where

on average the best performance lays within 1.5 r/RMW of the storm centre and gets worse

in the outer radii. In the outer radius of the southeast quadrant, the values in Figure 4.7 are

particularly high (over 3 standard deviations) but the standard deviation itself is relatively low.

This result suggests that the model is under-spread in this region.

4.3.1 Combining Methods

The previous sections shed light on how radar and dropsonde observations can be used to

extensively evaluate the performance of forecasts in the boundary layer. No previous studies

have condensed all available flight-level data for a forecast period into a collection of simple

analyses which demonstrate systematic biases in asymmetry and their change over time. To

further motivate why this is necessary, in this section, I will investigate how consistent the radar

and dropsonde results are with the surface metrics, and whether the best track metrics can be

reliably used to infer the forecast quality in the boundary layer.
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Figure 4.7: a) The standard deviation of the tangential wind speed (m s−1) for the ensemble. b)
Number of standard deviations between the ensemble mean tangential wind speed and radar-
derived wind speed. Solid black lines denote 1 r/RMW and dotted black lines denote 0.5
r/RMW. Radar swathes were used from 26 September 2017 for demonstration purposes. Gaps
in (b) show regions where observational data was not collected.

So far, many of the techniques that have been demonstrated could be applied to deterministic

forecasts by using raw values rather than ensemble means. Figure 4.8 draws on the entire

ensemble to allow for an evaluation of individual members. The ensemble members were ranked

based on the value of their absolute error for each diagnostic, with lower values representing

increased forecast skill. The errors were calculated using the methods described in Section 4.2.

This ranking technique can be applied to an ensemble of any size, but is demonstrated here for

an 18-member ensemble, with member 0 being the unperturbed member.

From a first glance at Figure 4.8, it is clear that there is variability among the ensemble members

in terms of forecast skill. It is apparent that the chosen diagnostics are not completely well

correlated with each other, as some ensemble members perform well in one diagnostic but

poorly in others. It is reassuring that the ‘best’ performing members (which had the lowest

overall scores) exhibit some consistency across multiple diagnostics. For example, ensemble

member 6 - which was the best performer overall, ranked consistently in the top 50% for every

diagnostic except MSLP.

An interesting observation is that v10, which is routinely used as the sole intensity performance

indicator, does not seem to be well correlated with the overall rankings. For example, the worst

performing ensemble member according to v10 was member 16 in this example, which ranked

ninth overall.

This discrepancy begins to cast doubt on the quality of v10 as a performance indicator for the
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Figure 4.8: An ensemble member ranking system, demonstrated using Hurricane Maria data
for T+46. From top to bottom, the ranked diagnostics are: v10 - the maximum wind speed at
surface level, evaluated against the Best Track; MSLP - minimum sea level pressure, evaluated
against the Best Track; the track; v1500 - the tangential wind speed at 1500m, evaluated against
radar; u1500 - the radial wind speed at 1500m, evaluated against radar; radar reflectivity at
1500m, evaluated against radar; and θe, evaluated against dropsonde. The boundary layer
diagnostics are averaged within the inner core.
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overall storm performance. The advantages and limitations of this technique, along with a

discussion around the best track metrics, will be explored in more detail in Section 4.4.2.

4.4 Discussion

In the previous section, previously unused analysis techniques were presented to evaluate the

vertical and horizontal structure of tropical cyclone boundary layers, as well as temporal varia-

tions in the spatial planes. The demonstrated techniques allow for the evaluation of individual

ensemble members and their forecast skill, by distilling large quantities of observational and

simulation data into easily digestible figures and rankings. Now, we will discuss the advantages

and limitations of each analysis technique, which serve to guide future evaluations.

First, The vertical profiles of ensemble mean errors in Figure 4.4 allow for a more detailed

look at simulation performance. Demonstrated by the use of surface metrics, tropical cyclone

evaluations often neglect the vertical dimension. However, understanding how the performance

of the model changes with height is vital, since it provides information which may relate to

intensity or size fluctuations.

While Figure 4.4 contains data for the inner core, the annulus can be changes based on the

user’s needs. For example, the outer radii may be of interest to help to quantify precipitation

through the radar reflectivity, or to evaluate the dynamics of the secondary circulation. As

another example, while the inner core is the most impactful region, it is the outer radii from

which the secondary circulation can entrain dry environmental air in a process known as radial

ventilation (Alland et al., 2021b). Since this chapter is a demonstration of new techniques

rather than an evaluation in itself, it would be inappropriate to attempt to cover everything,

but the example in Figure 4.4 demonstrates how the analysis can be done.

The asymmetry evaluation presented by Figure 4.6 allows for a richer structural analysis which

is usually neglected in tropical cyclone forecast evaluations. The CFADs in Figures 4.6a and 4.6b

show a clear difference in the radial wind asymmetry between the observation and the model.

There seems to be an inverse relationship - in the east there is an outflow in the observations

and an inflow in the model. The opposite is true for the northwest. Acknowledging these types

of asymmetries can be important for understanding intensity changes. For example, if the radial

wind asymmetry is incorrectly represented in the model, the inflow layer could have different
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thermodynamic characteristics which would ultimately impact the available potential energy

in the inner core (Tang and Emanuel, 2012a), leading to changes in intensity (e.g. Tang and

Emanuel, 2012a; Riemer et al., 2010; Alland et al., 2021a).

As was previously mentioned, CFAzDs can be used to represent any diagnostic from any obser-

vational source as long as it is in a storm-centred cylindrical coordinate system. Operational

forecasters may have more interest in metrics such as total wind speed or reflectivity, which

have more obvious impacts. For this example, I use radar data due to the extensive coverage

provided by NOAA reconnaissance flight missions.

One issue that can arise is that the coverage of a storm is unlikely to be perfect, unless surveyed

by satellite. Because TDR can only retrieve wind data where there are water droplets, the

coverage will inevitably be skewed toward precipitating regions of the storm, which may lead to

unavoidable biases in the data collection. For example, tropical cyclone rainbands influence the

local thermodynamics through evaporation and condensation, but they have also been shown

to influence the kinematic diagnostics such as radial and tangential wind (Kepert, 2018). Since

CFAzDs are essentially 2D histograms, the frequency contours may also be skewed by these data

collection biases. This problem is somewhat accounted for in the technique used here, in which

I only use the model data for which there are corresponding data points in the observations.

However, this technique does not consider that the distribution of precipitation may be different

between the model and observation, which means that regions of limited precipitation may be

sampled from the model despite the fact that these areas would not be sampled by TDR.

Ultimately, it is not feasible to adjust the analysis methods to sample like-for-like precipitating

regions from the model. The reason for this is that if the precipitation distribution is different,

it is likely that the analysis would contain differently angled swathes, which would impact the

interpretation of the structural evaluation. The overall structure of the storm is likely to be

dominated by azimuthal-mean dynamics, although rainbands can have localised effects (Kepert,

2018). Therefore, these sampling limitations must be considered, particularly if there is a

strong rainband with the potential to substantially alter the local environment, but the method

presented here remains the most appropriate solution and should still provide a reasonable

approximation.

Figure 4.6c shows gaps in data collection, azimuthally and temporally. Now, it is clear to see

where the results from the CFAzDs in Figures 4.6a and 4.6b were coming from. The Hovmöller
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diagram also gives more information about the temporal variation. In the example shown here,

there is not much temporal variation in the errors but for more variable cases such as storms

making landfall, the temporal change in asymmetry would be obvious from a plot like this.

Figure 4.7 also addresses gaps in data collection spatially, but lacks the temporal component.

When there are so many degrees of freedom, it is important to reduce the information into

the relevant components to maximise the value obtained from the simulations. For example,

for a broad overview of model performance, the Hovmöller diagram and CFAzDs in Figure 4.6

provide a good summary of the asymmetry. However, studies of the intricate storm dynamics

would benefit more from presenting the data in the horizontal plane, such as in Figure 4.7.

Asymmetries can be analysed using the techniques presented in Figure 4.6 but with different

quadrant orientations depending on the context. In operational and impact-based evaluations,

the standard earth-relative quadrant system is likely the most relevant. However, if a storm is

known to be highly influenced by vertical wind shear, or if the wind shear changes significantly

in strength or direction throughout the forecast period, then using shear-relative quadrants may

be more appropriate for scientific analyses. Similarly, landfall and storm translation can also

be used to adjust the quadrants depending on the purposes of the study.

4.4.1 Ensemble Rankings

Next, I will discuss the ensemble ranking methodology and results presented by Figure 4.8. In

the previous section, it was acknowledged that overall ranked position according to this analysis

technique did not necessarily correlate with the best performing ensemble members when using

v10 as a performance indicator. An important consideration to make when interpreting Figure

4.8 is that the rankings are relative. They provide a means to compare the forecast skill of

different ensemble members within the same dataset, but they do not necessarily indicate the

absolute forecast skill of each. What this means is that when a diagnostic is unanimously well

predicted across the ensemble, very small differences in the error metrics can result in substantial

changes in the ranking. In situations where a datapoint presents as being unrealistic, the user

must make use of the other analysis techniques to establish whether there is a large spread in

the ensemble. When the ensemble spread is small, it is possible that the ‘anomaly’ is an artefact

of the ranking process. Despite this, ensemble members which are consistently better or worse

across the boundary layer should still produce a ranking that reflects their relative performance.
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For the demonstration in Figure 4.8, the 1.5 km height level was used for the radar diagnostics

as it provides information about the middle of the boundary layer, which is not captured by

surface metrics. However, the user can choose the height level that is the most appropriate

for their research questions. Similarly, the ranking diagnostics were chosen here to represent

both the surface metrics, and from the boundary layer: two dynamic features (radial and

tangential wind) and two thermodynamic qualities (reflectivity and θe). The rankings were

equally weighted. By balancing the rankings, this analysis aimed to provide a well-rounded

evaluation of overall performance. However, differential weighting can be applied and different

variables selected depending on the research question.

4.4.2 Performance Indicators

One of the key questions presented at the start of this paper was regarding the reliability of the

surface metrics to predict ensemble performance for the boundary layer. This question started

to be addressed in Figure 4.8, in which it was unclear to see a correlation between v10 and the

overall rank.

To address this question more thoroughly, exploration of the relationship between surface met-

rics and boundary layer ensemble performance was performed (not shown). A Pearson correla-

tion coefficient uncovered a statistically significant (P < 0.05) but weakly positive correlation

(0.20) between the overall score and v10 , and a weakly positive correlation (0.23) between the

overall score and MSLP, when each surface metric was omitted from the overall ranking.

This correlation suggests that while there is a weak relationship between the surface metrics

(v10 and SLP) and overall performance, they are not reliable predictors of the boundary layer.

Reasons for this discrepancy could be explored in more detail, although an in-depth model

evaluation is not the aim of the current paper.

A first glance at the correlation coefficients might raise the question around whether the model

misrepresents the storm intensity at the surface level. However, the MSLP and v10 are also not

perfectly correlated in the model, in regards to intensity change. For example, there are cases

within the ensemble where the MSLP decreases but v10 remains constant or increases slightly.

This disagreement between the MSLP and v10 can be inferred from Figure 4.8 - in some cases,

such as ensemble member 7, the performance for each surface metric can be quite different.

But, just how important is the ensemble performance in the boundary layer relative to the
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surface? For operational analyses of risk, such as assessing potential wind damage, perhaps the

surface metrics are sufficient - since surface metrics (or estimations of) are more readily available,

they may be more practical for operational purposes. Furthermore, the type of post-processing

presented here is better suited to ensemble simulations that have enough observational data to

evaluate against.

Alternatively, operational forecasters could make use of ensemble evaluation techniques in the

boundary layer to explore why a forecast performed more or less well than expected. For exam-

ple, forecasting the asymmetry of the inflow layer wrongly could result in the radial ventilation

of drier environmental air into the storm’s core, leading to a reduction in intensity and increased

forecasting error. This additional information cannot be provided by the Best Track metrics.

4.5 Concluding Remarks

Throughout this chapter, I have presented novel ways to utilise airborne observations in the

evaluation of tropical cyclone forecasts and ensemble simulations. There have been no previous

studies condensing the observational data in this way to use for a single case model evaluation.

There has been much work on composites of dropsondes (e.g. Zhang et al., 2013; Montgomery

et al., 2014; Ren et al., 2019; Ren et al., 2020) and radar composites (e.g. Fischer et al.,

2022; Wadler et al., 2023; Fischer et al., 2023); however, to our knowledge there have been no

published results using CFAzDs to summarise differences in storm asymmetry, and no tropical

cyclone ensemble evaluation work using Hovmöllers to demonstrate systematic inner core biases

in altitude over time.

There are several dimensions to consider, such as the horizontal x and y, vertical, temporal, and

the ensemble. It is challenging to distil this large amount of data into manageable, digestible

pieces of analysis, while maintaining the value added by each dimension. Often, the evaluation

of ensemble simulations will come down to single-point measurements compared to the Best

Track metrics, represented by the ensemble mean and spread. By evaluating an ensemble (or

deterministic forecast) using the surface metrics, the 3D spatial information offered by numerical

weather prediction models and airborne observations is deserted.

We have shown that the surface metrics, maximum 10m wind speed (v10) and MSLP, are

not good predictors for overall boundary layer performance for this case study and model set-
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up. To make broader conclusions about how well the surface metrics performance can predict

boundary layer skill, more work is needed using a composite of case studies and several models

or model set-ups. However, this preliminary result suggests that substantial value can be added

to forecast evaluation by exploring the boundary layer structure alongside dropsondes and tail

Doppler radar.

Techniques that have been presented here include:

• Hovmöller time-height diagrams of ensemble mean errors and spread: allows for the iden-

tification of azimuthal-mean biases on the vertical plane and for this bias to be tracked

over time.

• Contoured Frequency by Azimuth Diagrams (CFAzDs): provides an overview of how a

diagnostic varies azimuthally over the entire forecast period, to allow for a comparison

between TDR and model simulations.

• Hovmöller time-azimuth diagrams of ensemble mean errors and spread: complements the

CFAzDs by providing quantified errors in each azimuth, enables the tracking of biases in

asymmetry over time and provides context for azimuthal data coverage.

• Plan views of ensemble standard deviation, applied to the radar data: provides the user

with an overview of ensemble spread and error in the horizontal plane, to enrich the

asymmetry evaluation.

• Ensemble rankings: summarises individual ensemble member performance across a range

of diagnostics, allowing for selection of members for case study research.

This large range of techniques can lead to a deeper, more comprehensive understanding of en-

semble performance in simulating tropical cyclone boundary layers. While this is useful for

scientific analyses of tropical cyclone dynamics, it can also be used to identify why forecasts

performed less well than expected, and to identify systematic biases in the model for improve-

ment. Furthermore, once the model biases are identified, changes to the model can be tested

using these evaluation techniques to ensure that forecast quality is being improved. Overall,

this should have a positive impact on the development of tropical cyclone forecasts, and the

methods presented here can be applied to any numerical model.
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Chapter 5

Impacts of Free Tropospheric

Turbulence Parametrisation on a

Sheared Tropical Cyclone

5.1 Introduction

In tropical cyclones, turbulent processes play a contributing role in transporting momentum,

moisture and heat around the storm (Rotunno et al., 2009). Due to the large horizontal extent

of the tropical cyclone, it is often too computationally expensive to run operational forecasting

models at a high enough resolution to capture the small-scale turbulence (Rotunno et al.,

2009), warranting the need for turbulence parametrisations. For example, ‘turbulence-resolving’

models such as large-eddy simulations typically run at ≤ 100m horizontal resolution for tropical

cyclone studies (e.g. Rotunno et al., 2009; Chen et al., 2021a; Li and Pu, 2021). In fact, recent

work by Chen et al., 2021a suggested that to resolve turbulent processes in the tropical cyclone

boundary layer, horizontal resolutions as low as 10m may be the most effective. However,

despite recent advances in the in-situ measurement of turbulent fluxes in tropical cyclones

(Cione et al., 2020), such observational data is still rare, which means that it is difficult to

develop and test turbulence parametrisations for tropical cyclones in operational forecasting

models.

Much of the work on turbulence parametrisation (Zhang and Rogers, 2019; Chen et al., 2021b)
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has focused on turbulence in the boundary layer, and has established that tropical cyclone in-

tensity forecasts are sensitive to the choice of boundary layer turbulence parametrisation. While

many boundary layer parametrisation schemes only consider vertical diffusion, the horizontal

diffusion can also play a role in modulating tropical cyclone intensity forecasts (Rotunno and

Bryan, 2012). Varying the choice of turbulence parametrisation in the boundary layer has been

shown to directly impact the intensity forecasts of tropical cyclones, with lower diffusivity gen-

erally producing a more intense storm with a shallower inflow layer (Rotunno and Bryan, 2012;

Gopalakrishnan et al., 2013; Zhang and Marks, 2015; Zhang et al., 2017b). It is common for

studies of sub-grid scale turbulence to be conducted on an axisymmetric, idealised vortex, which

may be further complicated by increased horizontal diffusion to compensate for the omission of

resolved radial mixing.

More recently, the impact of such boundary layer parametrisations has been tested on a case

study of an asymmetric tropical cyclone experiencing moderate vertical wind shear during a

period of intensity change (Zhang and Rogers, 2019). The study demonstrated results whereby

smaller vertical diffusivity leads to a stronger storm. Not only did the reduction in diffusivity

impact the intensity, it also produced a more resilient vortex which limited the tilt thereby

reducing the downdrafts of low-entropy air into the inflow layer (Zhang and Rogers, 2019).

Vertical wind shear is of particular interest due to the import of low-entropy, or low-equivalent

potential temperature (θe), air from the upper-levels (so-called ‘downdraft ventilation’ - Riemer

et al., 2010; Tang and Emanuel, 2012a; Alland et al., 2021a; Ahern et al., 2021) or from the

environment (‘radial ventilation’ - Alland et al., 2021b), both of which can contribute to

intensity change, typically weakening a storm. Deep layer vertical wind shear (850-200 hPa)

can tilt the vortex and can cause the distribution of convection to become more asymmetrical

(Corbosiero and Molinari, 2002; Chen et al., 2006; Tang and Emanuel, 2012a). Convective

asymmetries caused by vertical wind shear can excite turbulent eddies in the free troposphere

through the production of local shear and buoyancy (e.g. Stull, 1988), further encouraging the

downward transport of low-θe air into the boundary layer.

Although the impact of diffusivity within the boundary layer has been well documented, there

is limited research on the relevance of sub-grid turbulence parametrisations within the free

troposphere. Operational forecasting models, including that used by the Met Office, use three-

dimensional ‘mixing length’ closures to approximate the areal extent of sub-grid scale atmo-
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spheric mixing. The mixing length (λ) determines the characteristic scale of turbulence, and the

relationship between the parametrised diffusivity and mixing length will be discussed in Section

5.2.3. The Met Office will soon be upgrading their standard tropospheric mixing routine in

their operational ‘Unified Model’ (hereafter ‘MetUM’) to include a 3D mixing length reduced

by between 1-2 orders of magnitude depending on the operational grid length. Exact details of

the current and experimental mixing schemes are detailed in section 5.2.3. Ensuring that the

operational MetUM remains robust and effective for forecasting tropical cyclone intensity is one

of the main motivations of this work.

The purpose of this study is to evaluate the impact of reduced tropospheric mixing on intensity

forecasts of sheared tropical cyclones. I will analyse the decaying phase of Hurricane Maria

which was an intense, high-impact tropical cyclone affecting the Atlantic basin in September

2017. The synoptic history of Maria is detailed in Section 5.3.1. Maria experienced a period

of moderate deep-layer vertical wind shear of around 12m s−1 on 22 September 2017 according

to both the Statistical Hurricane Intensity Prediction Scheme (SHIPS; DeMaria et al. 2005)

and the European Centre for Medium Range Weather Forecasting (ECMWF) ERA5 reanalysis

(Hersbach et al., 2018), which limited the storm’s intensity and likely contributed to its weak-

ening. The combination of moderate vertical wind shear and storm weakening suggests that

Hurricane Maria was likely subject to vortex tilting and subsequent turbulent processes such

as downdraft ventilation, making it a suitable case to evaluate the sensitivity to the sub-grid

turbulence parametrisation.

We aim to answer two main questions:

• To what extent does tropospheric mixing influence the intensity forecasts of Hurricane

Maria (2017) during a period of weakening and moderate to high vertical wind shear?

• How does the choice of sub-grid turbulence parametrisation in the free troposphere con-

tribute to the thermodynamic processes associated with weakening tilted tropical cy-

clones?

The rest of the paper is organised as follows: Section 5.2.3 will give an overview of the model

used and the storm-tracking method applied. Section 5.3.5 will begin by exploring the basic

storm metrics such as intensity and track, as well as shear-related conditions such as the vortex

tilt and vertical shear magnitude. Allowing for some basic evaluation between the observations
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and ensemble means, these metrics will lay the foundations for the following subsections, in

which I will systematically compare the azimuthally-averaged and asymmetric structures of

two sets of simulations with different turbulent mixing schemes. Analysis of the asymmetric

structures will then lead into the more shear-related aspects of the dynamics, such as the

ventilation processes and particularly the differences in the entropy. The paper will conclude

by summarising the significance of the sub-grid turbulent mixing and providing suggestions for

future tropical cyclone forecasting models.

5.2 Data and Methods

5.2.1 Met Office Unified Model

The Met Office Unified Model (MetUM) is described in Section 3.2. For this study, each 18-

member ensemble is run at a horizontal resolution of 0.04◦ (approx 4.4 km), with 70 vertical

levels up to 40 km. This horizontal resolution means that there are 380 longitude grid-points

(from -80 to -64.82◦E) and 550 latitude grid-points (from 16.02 to 37.98◦N). By using a domain

of this size, we minimise the impacts of the domain boundaries on the storm evolution. The

vertical resolution is 10m near the surface, and it is stretched quadratically with height. The

model timestep is 60 seconds.

The regional configuration is convection-permitting and uses a series of parametrisations to

represent sub-grid scale processes. In representing microphysical processes, the MetUM contains

a warm rain parametrisation based on Khairoutdinov and Kogan, 2000, which was developed

based on marine stratocumulus, extended by Boutle et al., 2014b to allow for subgrid variability.

For ice microphysics, we use the parametrisation of Field et al., 2007, developed based on mid-

latitude and tropical ice clouds.

The ‘boundary layer’ scheme of Lock et al., 2000, is used to calculate the turbulence across

the troposphere and is described in Section 3.2. Here, we focus on the stable free troposphere.

Boutle et al., 2014a aimed for the blending to relax towards the Smagorinsky scheme above

the boundary layer (in the absence of a well-defined length scale). Typically, in our cases this

means that the 3D mixing length initially drops down to λ = 40m at the boundary layer top

and then increases to λmax as an exponential function of the ratio of height to grid size. This

operational scheme will be referred to as λhigh, reflecting the scale of the mixing that results
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from using λmax in the free troposphere.

It seems unphysical that the mid-troposphere should have a much higher mixing length than the

lower troposphere. Therefore, for the upcoming experiments, λ in the stable free troposphere

is set to the background value of 40m ubiquitously, removing the reliance on grid size. This

experiment will hereafter be referred to as λlow. For each of the schemes (λhigh and λlow) an

ensemble of simulations was run initialised at 22 Sept 2017 00UTC (for 120 hours) and at 23

Sept 2017 00UTC (for 72 hours, to cover the same time period), which will be referred to as

the ‘earlier’ and ‘later’ initialisation times respectively. Each pair of experiments (λhigh and

λlow) is initialised with the same initial conditions from the respective global ensemble member,

so the only change is the mixing length. The primary analysis for this work is based on the

earlier initialisation time with the full 120-hour simulation; the ensemble initialised 24 hours

later serves to validate the results and strengthen the arguments. For the rest of the paper,

numerical results and figures will be produced using the earlier (120-hour) simulation, unless

specified otherwise. All results presented hereafter have been tested to be robust between both

initialisation times.

The tropical cyclone track, tilt and vertical wind shear is calculated as described in Section 3.6.

5.2.2 Distinguishing Ensemble Intensity Divergence Points

In section 5.3.5, I will use the minimum sea level pressure (MSLP) and maximum 10-m tangen-

tial wind speed (v) as the basic surface intensity metrics to identify the point at which pairs

of simulations begin to ‘diverge’. Although the results presented will not represent intensity

bifurcation, there will still be differences in the intensity evolution between the simulations.

Since the analysis will focus on understanding why this occurs, it is important to identify an

‘intensity divergence point’ for each pair of ensemble members. A ‘pair’ refers to a member

from the λhigh simulations and the corresponding member from the λlow ensemble. Dynamic

and thermodynamic processes occurring after the intensity divergence point may be a conse-

quence of the changing intensities and subsequent stochasticity, so most of the results presented

here will be based on the hours preceding the intensity divergence.

Since the wind-pressure relationship is not linear, I choose to combine the aforementioned

common intensity metrics to determine a more robust approximation of the intensity divergence
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times:

∆i = −(MSLPλhigh
−MSLPλlow

)× (vλhigh
− vλlow

), (5.1)

where MSLP is in hPa and v is in m s−1. The intensity divergence time is defined as occurring

when ∆i >= 25. This value is small enough to capture genuine intensity divergences but large

enough to allow for small variability in the intensity.

The ensemble members are then split into three groups based on the value of their maximum

intensity divergence. This decomposition will ensure that the signals of more divergent ensemble

members do not dominate the potentially weaker signals produced by less divergent members.

The groups were determined as ‘least‘ (25 <= ∆i <= 50); intermediate (50 < ∆i ¡= 100);

and ‘maximum’ (∆i > 100). If an ensemble member does not reach the minimum ∆i of 25

hPam s−1, it is removed from the analysis. Of 36 ensemble members (between two initialisation

times), six did not qualify. The reason for the removal is that the intensity divergence time is

a key component of the analysis. Once ∆i becomes much lower than 25, it becomes difficult

to identify a true intensity divergence point due to the inherent variability of the data. It is

important to note that all ensemble members across both initialisation times produce the same

overall results discussed in section 5.3.1.

5.2.3 Observations

The primary source of observational model verification comes from the metrics provided by the

Extended Best Track (part of IBTrACS; Knapp et al. 2010) - primarily the maximum wind

speed, MSLP, track (which allows for approximations of the translational speed) and radius of

maximum wind (RMW). These metrics can be summarised in Figure 5.1 and will be discussed

in more detail in Section 5.3.1. Stepped Frequency Microwave Radiometer data (Uhlhorn et al.,

2007), collected in aircraft missions operated by NOAA and the United States Air Force, was

independently used to verify the RMW from IBTrACS.

Airborne dual-Doppler radar systems (Reasor et al., 2000), known to measure wind speed with

high accuracy (Lorsolo et al., 2013), provide more information about the three-dimensional

storm structure of Maria. Figure 5.2f provides an example of the available data. From these

flight missions, NOAA (Fischer et al., 2022) have derived estimations of the 2 km RMW, the

2-7 km tilt and an approximate storm centre. These plan views are particularly useful for

assessing storm asymmetry and evaluating the approximate size of the system, although it is
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important to note that these are composites produced over approximately four hours from an

array of flight passes. In some cases, data is missing or not available due to constraints during

the mission and from quality control procedures.

Global positioning system (GPS) dropsondes were deployed in most of the NOAA flight missions.

The quality controlled data was used to validate the model at the early forecast times prior

to intensity divergence. The data provided by the dropsondes is analysed and used for model

evaluation in Section 5.3.2. In order to evaluate the model against the dropsondes, I approximate

the storm centre from the wind centre fixes calculated from aircraft data (Willoughby and

Chelmow, 1982) by the Hurricane Research Division. With a storm centre, it is possible to

calculate the radius and azimuth of the sonde. Next, to account for differences in storm size

between the model and observations, I normalise by the RMW (r/RMW). For the dropsondes,

the RMW is estimated by linear interpolation from the Best Track shown in Figure 5.1. The

process is repeated on the model data (using the track described in Section ??) to find the

closest relative gridpoint in the cylindrical coordinate system.

5.3 Results and Discussion

5.3.1 Synoptic Overview

In this section, the observed synoptic overview of Hurricane Maria will be described. A detailed

model evaluation will follow in Section 5.3.2. The study period for this paper begins at 22

September 2017 00UTC and ends on 27 September 2017 00UTC, which catches the most

relevant period of storm weakening, taking place after the initial intensification and just after

two major landfalls of Hurricane Maria. The purpose of this section is to provide context to

the rest of the discussion. Here, I will show that Maria encountered moderate deep layer wind

shear, along with a progressively increasing vortex tilt which lined up with an expansion of the

inner core and a reduction in storm intensity. By addressing the synoptic history in this way,

I motivate the further investigation into the shear-related weakening mechanisms explored in

Sections 5.3.4 and 5.3.5.

Throughout the study period, Figure 5.1a shows that Maria moved over the open ocean in a

generally north to northwestward direction, becoming approximately northward moving by the

25 September. During this period, Maria was affected by a deep layer of moderate vertical
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Figure 5.1: Storm metrics of simulations with a high (λhigh) and low (λlow) free tropospheric
mixing length turbulence parametrisation. Solid lines represent the ensemble means for simula-
tions initialised on 22 September 2017 00UTC, dashed lines represent the ensemble means for
the simulations initialised on 23 September 2017 00UTC. The black lines denote ‘observations’,
which are taken from the NOAA Best Track for a), b), c) and e). The observed translational
speed in panel d) is calculated from the latitude and longitude values from the Best Track.
The deep layer wind shear in panel g) is calculated from the ERA-5 reanalysis dataset, in a
200-800 km annulus from the storm centre. There is not enough data to calculate a timeseries of
observed storm tilt for panel f), but observed point values are discussed in section 5.3.1. Panel
a) includes white circle markers every 12 hours from 25 September 2017 00UTC for the Best
Track.

wind shear (Figure 5.1g), which was acknowledged in the National Hurricane Center (NHC)

report on Hurricane Maria (Pasch et al., 2019). Moderate vertical wind shear in the context

of tropical cyclones is generally defined as being between 4.5-11m s−1 (Rios-Berrios and Torn,

2017; Nguyen et al., 2019). While there was a sharp decrease in wind shear between the 23 and

24 September, Maria remained in a state of moderate vertical wind shear throughout the study

period and experienced a slow increase in shear after 24 September, which likely contributed to

tilting the vortex and stunting re-intensification.

Between 22 to 27 September, Maria gradually began to move more slowly and eventually started

to weaken, experiencing a steady decline in 10-m maximum wind speed, particularly from the

24 September. While the MSLP remained steady for three days, there was a sharp increase

beginning from 25 September. Maria’s MSLP increase coincided with a sizeable inner core
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expansion, going from a surface RMW of less than 40 km to over 125 km. The NOAA flight

mission 170922H11 which ran approximately between 19-23UTC estimated the 2-7 km tilt to

be 13 km, with a RMW at 2 km height of 52.5 km and a maximum wind speed of 46m s−1.

Discrepancies between the tail Doppler radar and Best Track estimates are likely affected by

the difference in altitude (surface versus 2 km height) and measurement techniques. It could also

be possible that an eyewall replacement cycle took place, which was detected by the airborne

radar but not represented by the NHC Best Track at this time. Approximately 24 hours later,

another NOAA reconnaissance flight mission (170923H1) demonstrated a distinct drop in the

2-7 km tilt, to 3.9 km.

The NOAA flight missions measured rapid increase in the RMW that occurred on 25 September.

Mission 170925H1 operated between approximately 0600UTC and 1100UTC and estimated the

RMW at 2.5 km height to be 52.5 km. Around 12 hours later, mission 170925H2 estimated the

RMW to be 137.50 km.

From the 25 September, observations of tilt from reconnaisance missions were more sporadic,

potentially owing to the lack of useful data swathes and a degradation of the eyewall structure.

Between approx 1900UTC and 0000UTC, NOAA flight mission 170925H2 estimated a center

tilt of 27.3 km, which is still lower than the RMW despite being a sharp increase. The apparent

rise in the tilt may be attributed to an increase in vertical wind shear, and could be compounded

by a loss of resiliency associated with a substantial increase in the RMW. The official NHC

report on Hurricane Maria (Pasch et al., 2019) speculated that the wind shear was the primary

mechanism preventing Maria from re-intensifying during this period. It is likely that the wind

shear also contributed to Maria’s weakening, evidenced by the large observed tilt which suggests

a lack of vortex resiliency. The extent to which vertical wind shear contributed to the weakening

of Maria will be explored further in the next sections. Another environmental factor that may

have contributed to Maria’s weakening was the progressively cooler sea surface temperatures

that were encountered as the storm translated northwards (Figure 5.1a). According to the ERA5

reanalysis (Hersbach et al., 2018), by 24 September 2017 00UTC, the sea surface temperatures

below Maria decreased by 4 ◦C to ≈ 22 ◦C when compared to the start of the simulation (22

September 00UTC). By 25 September 00UTC, the storm entered waters of ≈ 20-21 ◦C, where

the surface temperatures remained approximately constant until the end of the track shown in

1The notation of these flight missions is the date (YYMMDD) plus a plane identifier (H; NOAA42 in this
case), plus the number of the mission on that day.
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Figure 5.1a.

5.3.2 Model Evaluation

On average, the simulations initiated on 22 September at 00UTC followed the observed track

well until approximately T+96, on 25 September 00UTC, when the storm began to move

eastward in the model and slowed to around 2 m s−1 translation speed. Conversely, in the

simulations initiated on the 23 September at 00UTC Hurricane Maria continued to move more

to the west-northwest throughout the study period, continuously increasing the track error.

Every simulation was initiated with a lower wind speed than observed and began to overestimate

wind speed within around 48 hours, and this is supported by the trend shown by the ensemble

means in Figure 5.1.

The other intensity metric, MSLP, was more similar to the Best Track at the time of initial-

isation. On average, the ensemble simulations still missed the storm weakening, leading to a

lower central pressure than observed. The simulations initialised on 23 September resulted in

both a higher MSLP and higher wind speed when compared to their 22 September counterpart.

Table 5.1 summarises the average intensity error in each of the simulations. By T+72, the λlow

simulations produced storms with noticeably improved intensities than the λhigh tests. It is

important to note that the improvement in the intensity forecast was consistent across every

ensemble member and both initialisation times.

Table 5.1: Ensemble averages of minimum sea level pressure (MSLP; hPa) and maximum 10m
wind speed (u10; m s−1) forecast error and standard deviation for two tropospheric mixing
schemes at T + 72.

Initialisation time Run-time SLP error
(λhigh)

SLP error
(λlow)

u10 error
(λhigh)

u10 error
(λlow)

22 Sept. 2017 00 Z 120 hours -6.7 ±7.1 0.5 ±7.2 6.6 ±3.7 2.0 ±4.4
23 Sept. 2017 00 Z 72 hours -16.3 ±3.8 -9.3 ±4.0 12.5 ±2.1 9.5 ±2.8

In Section 5.3.1, emphasis was placed on the environment of the storm, particularly the deep

layer wind shear, which may have contributed to the weakening of Maria. The ensemble simula-

tions produced a moderate deep layer vertical wind shear (Figure 5.1g) with a trend consistent

with the ERA5 reanalysis and with the official NHC report (Pasch et al., 2019) and the mag-

nitude approximately consistent to within 1-2 m s−1 on average.

We use the 2-7 km tilt metric in this study to provide a direct comparison with the NOAA
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flight reconnaissance observations. The modelled tilt shown in Figure 5.1f is generally consistent

with the flight observations described in Section 5.3.1. The simulations initialised on the 22

September produced an average vortex tilt of approximately 10 km, comparable to the 13 km

measured in-flight. On 23 September, flight missions observed a drop in the vortex tilt to <

5 km, which was captured well on average by all of the ensembles. From 25 September, when the

observations became less certain for vortex tilt, all of the ensembles showed a notable increase.

However, no ensemble member captured the very large tilt of 27.3 km suggested by the NOAA

flight missions on 25 September, but neither did they produce an RMW larger than 130 km.

The highest simulated tilt on the 25 September was 10 km, produced by an ensemble member

in the λlow test.

Similarly, the observed rapid inner core expansion discussed in Section 5.3.1 was not captured

by the ensemble means (Figure 5.1e) but was captured to varying degrees in individual ensemble

members. It is likely that the observed storm expansion was linked to the breakdown in the

inner core structure consistent with a weakening storm system. The simulations that produced

a more similar intensity to the Best Track by the end of the forecast period (λlow) tended to

have a slightly higher surface RMW, although it was still much lower than the observed. This

may be partly attributable to the differences in storm track in Figure 5.1a, wherein the observed

storm moved much further north and encountered cooler waters.

More detailed information on the storm dynamics can be derived from the NOAA reconnaissance

flight missions. The tail Doppler radar plan views in Figures 5.2c,e verified that the simulations

were producing dynamically consistent storms. For this analysis, I chose to show ensemble

member 14 (initialised on 22 September), since this was an ensemble member that exhibited

an early intensity divergence that could be attributed with reasonable certainty to changes in

the model set-up rather than from a cascade of stochasticity. At the early initialisation times,

all ensemble members looked very similar, so this member should be generally representative of

the whole group.

Both sets of experiments (Figures 5.2a,b and Figures 5.2c,d) produced similar looking results,

with a reasonable sized eye, RMW and eyewall compared to the airborne radar in Figures

5.2c,e. While the distribution of the tangential wind (Figures 5.2a,b,c) is generally consistent,

there are some differences in intensity. The λhigh simulation (Figure 5.2a) shows the highest

wind speeds, which is consistent with the general trend shown in Figure 5.1b. Ideally, the
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Figure 5.2: A qualitative overview of model performance at T+19 to T+23. (a,b,c) The tan-
gential wind field at 2 km altitude (m s−1; filled). (d,e,f) The vertical velocity field at 2 km
altitude (m s−1; filled). The dotted circles represent 50 km intervals from the storm centre; the
solid circle is 100 km. The complete radius is 200 km. The model data (a,b,d,e) is produced of
a mean from 22 September 2017 19:00UTC and 23:00UTC. The tail Doppler radar fields (c,f)
are produced using the flight missions spanning between the same time period.

simulations would be evaluated against the radar observations at an earlier forecast time to

reduce the impacts of the parametrisation differences; however, this analysis is limited based on

observation availability.

The radar data can also be used to evaluate the vertical structure of the boundary layer, as

described in Chapter 4. Figures 5.3 and 5.4 show the vertical Hovmöller diagrams of the

tangential wind and radial wind errors respectively. The simulations generally overestimate

the tangential wind across the entire lower troposphere. Figure 5.3b shows that the spread of

the λlow simulations better captures the observations than λhigh. This finding is confirmed by

Figure 5.3c, which shows that the quality of the boundary layer tangential wind forecast across

the whole lower troposphere is improved in the λlow simulations, for almost all radar swathes.

It is possible that the values around T+70 are of lower observational quality, since these results

are inconsistent with the broad trend.

While the radial wind results in Figure 5.4 are more complicated to interpret, from Figure 5.4, it

does seem that the quality of the radial wind forecast was also improved in the λlow simulations,

but not to the same consistency as the tangential wind.
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Figure 5.3: Time-height Hovmöller diagrams of the absolute tangential wind errors (ensemble
mean - observations). (a) The λhigh ensemble mean, regions in which the ensemble spread
captures the observations are hatched. (b) The same as (a), but for λlow. (c) λhigh - λlow,
where the hatching denotes the regions in which λlow has a lower absolute error than λhigh.

Figure 5.4: Time-height Hovmöller diagrams of the absolute radial wind errors (m s−1; ensemble
mean - observations). (a) The λhigh ensemble mean, regions in which the ensemble spread
captures the observations are hatched. (b) The same as (a), but for λlow. (c) λhigh - λlow,
where the hatching denotes the regions in which λlow has a lower absolute error than λhigh.

The dropsondes provide insight into the vertical structure of the boundary layer and lower

troposphere - the results will be described here and shown in Figure 5.5. For the eyewall region

- defined for this analysis as being within 0.75 - 1.25 of the normalised radius (r/RMW), all

of the ensembles produced a mean maximum inflow velocity within 5 m s−1 of the dropsonde

throughout the entirety of the simulation time. In both the model and observations, the inflow

tends to reach the maximum magnitude on the order of 20-25 m s−1 between 100 - 200m

altitude. On average, the depth of the inflow layer (defined as 10% of the maximum inflow)

was consistently overestimated in all sets of simulations by approximately 500 m. There was no

apparent change in the depth of the inflow layer between the λhigh and λlow experiments.

Where available, eyewall dropsondes within the 12-24 hour period after initialisation (to allow

12 hours for model spin-up) provided a mean maximum tangential wind that was comparable

to all sets of ensembles, with an average error of < 4m s−1, shown in Figure 5.5a. The height

of the maximum tangential wind was overestimated in the simulations by a similar degree to

the depth of the inflow layer (around 500 m). There were no differences in the height of the

maximum tangential wind between the experiments across the entire simulation time (Figures

5.5a,c).
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Figure 5.5: Model simulations evaluated against dropsondes, methodology described in-text.
(a,b) The tangential and radial wind components respectively (m s−1) between 22 September
2017 1200UTC and 25 September 2017 00UTC. For this period, 9 dropsondes were classified
as being within the eywall. (c,d) As in (a,b), but between 25 September 2017 00UTC and 27
September 00UTC, using 8 dropsondes. The solid line denotes the mean and the transparent
fill is the spread.

The dropsonde analysis revealed that all of the experiments over-estimated the depth of the

kinematic (wind-based) boundary layer on average. For example, Figure 5.5c, the maximum

tangential wind in the dropsondes is around 500m, whereas in the model is it ≈ 1 km.

By the end of the simulation time, the maximum inflow velocity error remained low; however,

the tangential wind error grew (Figures 5.5c,d). The results from the boundary layer structure

support the conclusions from the intensity metrics in Figure 5.1b, where the maximum 10m wind

speed error remained higher in the λhigh simulations for the entire forecast period. It is useful

to analyse intensity metrics from various data sources, since the error is higher in the dropsonde

analysis than in the 10m wind speed for the λhigh experiments. Another consideration is that

dropsonde soundings are likely to show small-scale features that may not be represented by

the model simulations. While averaging over several sondes aims to reduce the signal of this

small-scale variability, the ability to represent the general inner core structure is limited by the

small sample size.

5.3.3 Asymmetric Storm Structure

Tropical cyclones experiencing moderate-high vertical wind shear tend to exhibit distinctly

asymmetrical structures (Corbosiero and Molinari, 2003), often dominated by the azimuthal

wavenumber-1 component (Reasor et al., 2000; Riemer et al., 2010; Zhang et al., 2013). In
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this section, I will address the convective asymmetries in Hurricane Maria to develop an under-

standing of how the wind shear is impacting the whole storm system.

Using the vertical velocity as a proxy for convective regions, the model analysis shows convective

asymmetry consistent with idealised models (Riemer et al., 2010) and observational studies

(Hence and Houze, 2012; Barron et al., 2022), in which generally convective precipitation occurs

in the right-of-shear regions and stratiform rainfall occurs left-of-shear (Figure 5.2a,b), although

this is not ubiquitous across all storm systems (e.g. Tao et al., 2017). This finding was verified

against the tail Doppler radar (Figure 5.2; Fischer et al., 2022), which shows that the observed

structure of Maria is consistent with the model simulations at the early forecast times (T <=

36). The vertical velocity fields exhibit an azimuthal wavenumber-1 asymmetry.

The distinctly asymmetric structure can be demonstrated by the depth of the inflow layer

in Figure 5.6. During the early forecast times, the storm is travelling toward the northwest

while encountering a moderate to strong southwesterly vertical wind shear. Figure 5.6 shows

that at the intensity divergence point for a representative ensemble member, the inflow layer is

much deeper in the downshear quadrants compared to the relatively shallow upshear quadrants.

These results are supported by a detailed dropsonde composite study (Zhang et al., 2013) which

suggests that the downshear right quadrant of sheared tropical cyclones tend to have the deepest

inflow layers.

Further analysis at the later forecast times suggests that the inflow asymmetry changes as

the time progresses. Once the wind shear weakens, the 530-m model level exhibits inflow

ubiquitously across all azimuths. Some symmetry is recovered, although the strongest inflow is

still situated downshear. Furthermore, the inflow layer depth is decreased at these lead times.

This may be a reflection of the general storm weakening. In all cases, changing the mixing

length (and thus the diffusivity) within the free troposphere produces no discernible change in

the inflow layer depth or strength preceding the intensity divergence points.

Previous work, including full-physics modelling (Zhang and Rogers, 2019) and boundary layer

modelling (Kepert, 2012), has investigated the effect of the boundary layer diffusivity on tropi-

cal cyclone intensity and structure. In both cases, increased mixing within the boundary layer

resulted in a weaker but deeper inflow layer. More specifically, Zhang and Rogers, 2019 inves-

tigated the effects of increased boundary layer diffusivity on a sheared tropical cyclone. Along

with producing a stronger inflow layer, the storm was also more symmetrical if the boundary
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Figure 5.6: Storm-relative radial velocity (m s−1) at different heights at the intensity divergence
point (approx T+18) for a representative ensemble member. The high mixing scheme (λhigh)
is shown in (a)-(d); the low mixing scheme (λlow) in (e)-(h). Dashed contours are at intervals
of 25 km radius. The wind barbs represent the deep layer vertical wind shear.

layer diffusivity was reduced.

In tandem with the findings presenting throughout section 5.3.5, the results given in Zhang and

Rogers, 2019 show that it is important to consider where the diffusivity is reduced, as changes

in the boundary layer versus changes in the troposphere can lead to very different results in

terms of storm intensity and resilience to shear. By keeping the boundary layer mixing the

same between the λhigh and λlow experiments, I have shown that the free-tropospheric mixing

can modulate the boundary layer structure.

5.3.4 Vertical Mixing

So far, the data analysis I have presented reveals unexpected results in which more diffusive

free-tropospheric environments increase the resilience of tropical cyclones against moderate

vertical wind shear, ultimately resulting in a more intense tropical cyclone. Zhang and Rogers,

2019 found that increasing the eddy diffusivity within the boundary layer produced the opposite

effect, in which the more diffuse scheme was less resilient to shear and produced a weaker storm.

In the case presented by Zhang and Rogers, 2019, the lower boundary layer diffusivity enhanced

low-level convergence, increasing the inflow strength and concentrating the convective bursts to
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Figure 5.7: (a) Minimum sea level pressure (hPa). (b) Maximum 10-m wind speed (m s−1). The
black line is the NHC best track. λhigh,3D corresponds to a simulation with a high 3-dimensional
mixing length. λlow,3D is the same, but for a reduced mixing length (described in-text). λhigh,1D

is the same as λhigh,3D but with no lateral mixing (only vertical).

within the RMW. Additionally, Zhang and Marks, 2015 identified a stronger eyewall updraught

in the low diffusivity case, linked to the more pronounced vertical gradients of the diabatic

heating rate. Since the experiments I conducted only alter the free tropospheric mixing, the

boundary layer convergence is unlikely to be directly impacted, although there may be indirect

impacts.

In order to understand these results in the context of the literature, I performed a sensitivity

test of ensemble member 14 to evaluate whether it was the vertical or lateral mixing having the

biggest impact on the storm intensity. The same model set-up was used as described in Section

5.2.3, except the lateral mixing was switched off for λhigh (hereafter λhigh,1D). The results

for this experiment are shown in Figure 5.7. For the first 36 hours, λhigh,1D followed almost

the exact same MSLP change as its three-dimensional (3D) counterpart, λhigh, and diverged

from λlow at precisely the same point, which strongly suggests that the primary control is the

vertical mixing. There is a change in intensification rate between 36-48 hours between the three-

dimensional and λhigh,1D simulations, which is likely due to stochasticity. Further simulations

would be needed to disentangle these effects. Nonetheless, Figure 5.7 provides strong evidence

that the initial divergence is due to changes in vertical mixing.

When considering vertical motions in tropical cyclones, the most significant tends to be the

eyewall updraught. The vertical mass flux associated with the eyewall updraught is slightly

higher for λhigh immediately preceding the intensity divergence point, when compared to the

λlow simulations. Although this would typically be more conducive to intensification, it appears
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Figure 5.8: Ensemble composite of azimuthally averaged vertical turbulent moisture flux (w′q′t)
in gm−2 s−1 in two mixing length (λ) schemes. Negative values (blue) indicate downward
transport of moisture. The black solid contour represents the cloud liquid water content at 0.01
g kg−1. The hatching indicates a statistically significant difference in the vertical turbulent
moisture flux using the Wilcoxon Rank Sum test, between the experiments. The composite
is averaged over the 6 hours prior to intensity divergence. The normalised radius is produced
using the surface RMW.

implausible that this change could be a consequence of a more diffusive environment. Due to

the scale of the eyewall, much of the vertical transport is handled by resolved processes (w).

To evaluate the role of the diffusive moisture fluxes in more detail, the parametrised vertical

turbulent moisture flux is shown in Figure 5.8 and is defined as:

w′q′t = −Km
δqt
δz

, (5.2)

where Km is the diffusivity defined by Eq. 3.1 and qt is:

qt = qv + ql + qf , (5.3)

where qv is the specific humidity, ql is the specific liquid water contents, and qf is the specific

frozen water contents.

Analysis of the vertical turbulent moisture flux in Figure 5.8 reveals that the diffusivity remains

comparable between the simulations within the boundary layer and low-level environment. Re-

gions where the two simulations are statistically significantly different across a 6 hour time

period, according to the Wilcoxon Rank Sum Test (Wilcoxon, 1992), are hatched.

There are two main points to take away from Figure 5.8: the downward flux of moisture is

significantly higher in the λhigh simulations than in the λlow runs in the main cloud base, and

there is also a significantly higher vertical moisture flux in the mid-levels in the λhigh runs.
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Figure 5.9: Ensemble composites of azimuthally averaged (a-c) θe (K) and (d-f) mixing ratio
(g kg−1), over a period of 6 hours before intensity divergence. For the θe plots in a and b, the
black contours indicate a threshold of cloud liquid water cumulative frequency (> 0.001), to
provide context into where the cloud layer is. In c and f, the black contours indicate regions of
statistically significant difference between the simulations according to a Wilcoxon Rank Sum
Test (p<0.05). The unfilled white contours represent vertical velocity ≥ 0.2m s−1, for λhigh

(solid) and λlow (dotted). The radius is normalised by the surface RMW.

Overall, this means that the low-entropy mid-levels are receiving more moisture from the cloud

layer and the boundary layer in the λhigh simulations, which is consistent with the relatively

higher θe shown in Figure 5.9. For the significantly increased upward flux, the λhigh simulations

reach up to 0.15 gm−2 s−1 higher than their λlow counterparts. For the increased downward flux

from the cloud base, the λhigh runs are up to 0.25 gm−2 s−1 higher. In the context of a 24-hour

period, this can mean a difference of ≈ 13 kgm−2 day−1 more moisture transported upwards

from the lower levels into the mid-levels, and ≈ 22 kgm−2 day−1 more moisture transported

downward from the cloud layer, in the λhigh simulations when compared to the λlow ensemble

members.

Further supporting the idea of increased moisture transport from the cloud layer, Figure 5.9

shows an ensemble composite of the difference in mixing ratio between λhigh and λlow. There is

a distinct decrease of moisture in the mid-levels in the λlow members, despite no real change in

the inflow characteristics that would indicate either (i) a reduction in the near-surface moisture

advection, or (ii) an increase in inflow ventilation (the inward transport of dry air from the

environment). Since the peak of the moisture change in Figure 5.9 is along the radially-outward
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edge of the eyewall, where the inflow layer turns into updraft, it is possible that the radial

wind has some impact on the moisture flux convergence. However, it is difficult to make this

conclusion when the inflow characteristics are very similar between the simulations prior to

intensity divergence (e.g. Figure 5.6), and the moisture is higher throughout the whole lower-

mid troposphere in the λhigh simulations.

5.3.5 Downdraft Ventilation

In this section, I will explore the role of downdraft ventilation in the weakening of Hurricane

Maria, and analyse how changing the free-tropospheric diffusivity can impact this process.

As explained in Section 5.1, downdraft ventilation is a process by which low θe (entropy) air

can enter the tropical cyclone boundary layer via downdrafts (Riemer et al., 2010; Tang and

Emanuel, 2012a; Molinari et al., 2013; Zhang et al., 2017c; Wadler et al., 2018; Alland et al.,

2021a). These downdrafts are asymmetrically distributed around the tropical cyclone and can

be induced by vortex tilting as a result of environmental wind shear (Riemer et al., 2010).

It is likely that Hurricane Maria was experiencing downdraft ventilation due to the following

evidence: Figure 5.1g shows that the storm was under the influence of moderate deep layer

vertical wind shear in the MetUM simulations and in the ERA-5 reanalysis, with vortex tilting

(Figure 5.1f) from the 25 September aligning well with an increase in minimum SLP (Figure

5.1c). The simulations have demonstrated a distinctly asymmetric structure (Section 5.3.3)

with a clear inflow asymmetry that aligns with the shear vectors (Figure 5.6).

Figure 5.9 then suggests that there is a difference in the moisture and θe profiles between the two

simulations, which implies that the downdraft ventilation process may be represented differently

between the more diffusive (λhigh) and less diffusive (λlow) ensembles.

By increasing the free-tropospheric mixing length, the cloud layer can become more diffusive

(demonstrated by Figure 5.8), thus increasing the sub-grid scale vertical moisture transport

between the cloud layer and the local environment. By increasing the downward transport of

moisture from the cloud layer, the entropy of the mid-levels - where the θe minimum typically

occurs (Emanuel et al., 1994) - may be increased. This is confirmed by Figure 5.9, in which all

composited ensemble groups display a higher entropy in the λhigh simulations.

An important contextual component for this analysis is the presence of a moderate vertical wind

shear and wavenumber-1 convective asymmetries discussed in Section 5.3.3. In environments of
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Figure 5.10: Mixing ratio (g kg−1) at 1.5 km for a representative ensemble member. Black
contours indicate downward motion of -0.5 m s−1. Three simulation times are shown: time of
intensity divergence (t), 1 hour before intensity divergence (t-1) and 2 hours before intensity
divergence (t-2). The deep layer vertical wind shear is shown as a wind barb. Dashed white
lines denote 50 km radius intervals, beginning with 50 km from the storm centre.

moderate wind shear, low entropy air from the mid-levels can be transported into the boundary

layer via downdrafts induced by the asymmetric convective structure (Riemer et al., 2010; Tang

and Emanuel, 2012a; Alland et al., 2021a; Wadler et al., 2021). Following Riemer et al., 2010, a

plan view at 1.5 km altitude of the representative ensemble member (Figure 5.10) suggests that

drier air is being drawn further into the inner core in the λlow simulations and is associated with

strong (<= -0.5 m s−1) downward motion in the left-of-shear quadrants. This result verifies the

presence of downdraft ventilation in the simulations and would explain why the boundary layer

θe has a higher value in the λhigh scheme, despite not being directly impacted by the change in

the free-tropospheric mixing parametrisation.

Downdraft ventilation is calculated using the following equation (Alland et al., 2021a):

V = ρw′θ′e, (5.4)

where ρ is the air density, w′ is the perturbation of downward vertical motion and θ′e is the
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perturbation of equivalent potential temperature (relative to their azimuthal means). Only

downward vertical motion is considered for this calculation, ensuring that the ventilation diag-

nostic is not influenced by convective upward motion such as in the eyewall updraft. For these

purposes, the downdraft ventilation is averaged within a 150 km radius, which is consistent with

the previous study (Alland et al., 2021a), with the inner 50 km removed, and should effectively

capture the inner core of the storm without including the impacts of the eye, demonstrated by

the RMWs in Figure 5.1e.

Although Figure 5.7 suggests that the primary influence is vertical mixing, for completeness

the radial ventilation (the inward transport of anomalously low θe) is also calculated within a

150 km radius of the storm centre, according to the following equation from Alland et al., 2021b:

Vr = ρu′θ′e, (5.5)

where u′ is the perturbation of inward radial velocity.

Firstly, the mid-level θe differences shown in Figure 5.9 cannot be explained by the radial

ventilation in Figure 5.11. While there is some evidence of improved boundary layer recovery

(shown by the enhanced negative ventilation in λhigh; Figure 5.11a), within the mid-levels (2-

5 km) it is evident that there is more radial ventilation in the λhigh simulations compared to

λlow. Note that positive values of radial ventilation suggest the inward transport of anomalously

low θe, so if radial ventilation were the cause of the mid-level moisture differences in Figure 5.9,

then the λhigh simulations may be expected to have lower θe. However, since this is not the

case, the downdraft ventilation may be playing the more dominant role. I will now explore this

possibility.

Figure 5.12 shows the signal of downdraft ventilation in both sets of simulations. From the full

field, shown in Figure 5.12a and 5.12b, it is clear that the downdraft ventilation is at its strongest

in the left-of-shear quadrants for both sets of simulations. In the λlow runs, the downdraft

ventilation signal peaks around the same altitude as λhigh (between 0.5 - 1.5 km), but extends

further upward. While this means that the λlow has more ventilation overall, it also suggests

that the low θe air in the λlow simulations is originating from higher altitudes. From Figure

5.9 and the associated discussion, in which the θe minimum was shown to be approximately

3-4 km, it follows that the penetrating θe should be even lower in the λlow simulations than if
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Figure 5.11: An ensemble composite of the radial ventilation in the 6 hours before the intensity
divergence point, performed over the inner 50-150 km of the storm. Subplots (a) and (b) are the
full field of radial ventilation (kgKm−2 s−1). (c) The difference between (a) and (b), with the
grey line denoting the 0 contour. Positive values represent the inward transport of anomalously
low θe.

the ventilation began closer to the boundary layer.

The structure of the wavenumber-1 ventilation signal is similar to an idealised study by Alland

et al., 2021a, in which the left-of-shear regions are dominated by a positive signal (which has a

drying effect) and the right-of-shear have a negative signal. Furthermore, the magnitude of the

wavenumber-1 component supports the findings of Alland et al., 2021a, producing a signal up

to about ± 3× 10−1 kgKm−2 s−1.

The overall structure of the ventilation in Figures 5.12a,b are also consistent with an observa-

tional study by Nguyen et al., 2017, which showed that convective downdrafts in the downshear

left quadrant can distribute relatively low θe air into the boundary layer, which reduces convec-

tion upstream. Nguyen et al., 2017 also found that the downdraft ventilation can contribute to

storm asymmetries by suppressing convection upstream.

In Figure 5.12, our results show a much stronger downdraft ventilation signal in the λlow sim-

ulations, suggesting that there is an increased transport of anomalously low-θe air from the

mid-levels into the boundary layer. In the hours leading up to the intensity divergence point,

and between 1.5 - 4 km altitude, there is no significant difference between the strength of the

downdrafts between the experiments; however, the downward flux of anomalously low θe is

significantly higher (t-test; p ¡ 0.05) for the λlow simulations. This shows that the ventilation

signal is a result of the lower θe, rather than a consequence of stronger downdrafts.

Further supporting this point, Figures 5.13a and 5.13b show the vertical distribution of the

downdrafts is comparable between the λ experiments, but Figures 5.13d and 5.13e demonstrate
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Figure 5.12: An ensemble composite of the downdraft ventilation in the 6 hours before the
intensity divergence point, performed over the inner 150 km of the storm. Subplots a) and
b) are the full field of downdraft ventilation (kgKm−2 s−1), where the black contour is the 0
line and subplots c) and d) are the wavenumber-1 components (× 10−1 kgKm−2 s−1), where
black contours indicate regions of statistically significant (p < 0.05) differences between the two
simulations. The radius is normalised by the surface RMW.

100



Chapter 5. Turbulent Mixing Parametrisation in Shear 5.3. Results and Discussion

Figure 5.13: An ensemble composite in the 6 hours before the intensity divergence point, per-
formed at 1 km height over the inner 150 km of the storm, removing the inner 50 km to ensure
the results were not skewed by the eye. a) and b) are contoured frequency by altitude diagrams
of vertical velocity (m s−1) for the λhigh and λlow ensemble members respectively. d) and e) 2d
histograms, to show the frequency distribution (K ms−1) of θe in the downdrafts. c) and f) the
probability density function of vertical velocity (m s−1) and θe (K) respectively.

that the downdrafts tend to have a much lower θe in the λlow simulations. A two-sample

Kolmogorov-Smirnov test, which compares the distribution of two independent samples (Hodges

Jr, 1958) showed no significant difference (p < 0.05) in the distribution of the vertical motion

between the simulations. This evaluation was carried out on averaged groups of ensemble

members at 1.5 km altitude, and the test was performed over radial and azimuthal averages

independently, to find no significant difference in the radial or azimuthal distribution of vertical

motion. Overall, the evidence suggests that the main mechanism of weakening is via a lower θe

in the low-diffusivity simulation within the downdrafts rather than the distribution or intensity

of the downdrafts being different. Also note that the statistical distribution analysis took into

consideration the upward motion too, suggesting no significant difference in the azimuthal or

radial distribution of the updrafts before intensity divergence.

Since the parcels entering the inflow layer of the λlow scheme have a lower entropy compared to

those in the λhigh scheme, parcels in the λlow simulations would have to either i) spend a longer

duration in the inflow layer, ii) have a shallower inflow layer, or iii) be subject to an inflow layer

with stronger entropy fluxes from the sea surface, for the parcels to recover their entropy to the
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same level as the λhigh simulations. If parcels do not sufficiently recover, before entering the

eyewall region, this could reduce available potential energy of the eyewall (Tang and Emanuel,

2012a), thereby dampening the most convective region of the storm. It follows that parcels

would be more detrimental to the storm’s intensity if they entered the inflow layer closer to the

eyewall. Within the outer vicinity of the eyewall, the inflow layer has the maximal potential to

recover its entropy from surface fluxes (Wroe and Barnes, 2003) due to the strong secondary

circulation reducing the convective vertical mass flux of high-θe air out of the boundary layer

(Wroe and Barnes, 2003). If a low-θe parcel enters the inflow within this region, it can very

quickly recover its entropy and may not inhibit the eyewall convection (Alland et al., 2021a).

Alland et al., 2021a showed that parcels entering the inflow layer via downdraft ventilation most

effectively reduce the convection when they enter in the upshear regions, where they have the

highest chance to reduce the areal extent of vertical motion. It is quite clear from Figure 5.12a,b

that the λlow simulations have a stronger downdraft ventilation signal in the upshear quadrants

than their λhigh counterparts, which supports the hypothesis that the downdraft ventilation is

a contributing factor to the weaker storm produced by the λlow simulations.

While a parcel trajectory analysis (such as in Alland et al., 2021a) would be the most effective

way to prove the hypothesis that λlow parcels which originate from downdrafts tend enter

the eyewall region more thermodynamically depleted than their λhigh counterparts, this would

require data outputted at much higher temporal resolution. Instead, I draw from the data

presented above. The change in θe and moisture (shown in Figure 5.9c and 5.9f) peak at

around 2 km, which suggests the change is not surface-driven. There are also no differences in

the sea surface temperature between the schemes.

Figure 5.13 demonstrates that despite the distribution and strength of downdrafts being similar

between the experiments, the downdrafts in the λlow simulations have significantly lower θe.

This is further supported by the ventilation diagnostic in Figure 5.12, in which the downdraft

ventilation signal is significantly higher in the λlow simulations.

5.4 Concluding Remarks

The main aims of this study were to quantify to what extent the tropospheric mixing controls

the intensity of Hurricane Maria, and to establish how the turbulence parametrisation con-
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tributes to these intensity-controlling processes. The most robust conclusion from our results

is that reducing the tropospheric mixing length (λ) improved the intensity forecast in this case

study. While the changes were made to the 3D mixing length, sensitivity tests showed that the

horizontal component made no significant difference to the simulations and that the primary

control was the vertical mixing length. All ensemble members in the λlow experiments produced

a lower maximum wind speed and a higher central pressure than their λhigh counterparts by the

end of the simulation time, which reduced the intensity errors when compared to the observed

track.

By evaluating the storm environment, it became apparent that Maria was under the influence

of shear-related processes contributing to the storm weakening. In this study, it has been shown

that a high vertical mixing length in the mid-levels of tropical cyclones can lead to a higher

parameterised transport of moisture (upward from the boundary layer and downward from the

cloud layer) into the low-entropy mid-levels. This moisture subsequently increases the θe of the

mid-level air. In moderately sheared tropical cyclones, the transport of this low-θe air into the

boundary layer via resolved convectively-induced downdrafts (‘downdraft ventilation’) is key to

stalling intensification or in some cases, inducing weakening. If the entropy of the mid-levels is

greater, then the effectiveness of downdraft ventilation is reduced. I propose that this is part of

the reason that the Met Office’s operational forecasting model, which used the λhigh settings,

produced a stronger storm than the Best Track during the forecast period (22 September - 27

September 2017).

The findings presented here are not in contradiction to the boundary layer study by Zhang and

Rogers, 2019, which showed that reduced vertical diffusivity in the boundary layer can produce

a more resilient, more intense vortex. Rather, these results complement the previous work by

highlighting how the choice of turbulence parametrisation can have different impacts on the

storm dynamics based on where the mixing length changes are applied.

Although the conclusions are robust for Hurricane Maria, further work should address the need

for more case studies in a diverse set of environments. The primary shear-related processes

addressed here (particularly downdraft ventilation) will not be applicable in all tropical cyclones

and future research should consider how the tropospheric turbulence parametrisation affects

the forecast quality in other stages of the tropical cyclone life cycle. Further work would also

benefit from a parcel trajectory analysis, which would require output data of a higher temporal
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resolution.

Recent changes to the sub-grid turbulence parametrisation in the operational MetUM, namely

the reduction of the free-tropospheric mixing length, are supported by the results presented

in this study, in which tropical cyclone intensity forecasts are shown to be improved using a

case study of a sheared, weakening tropical cyclone. These results provide confidence that

the forecasting quality will be maintained and likely improved by the changes made to the

free-tropospheric turbulence parametrisation. While this work is based on the MetUM, many

operational forecasting models make use of turbulence parametrisations. The results presented

here shed light on the importance of the free-tropospheric turbulence more generally, and should

contribute to advances in tropical cyclone modelling.
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Chapter 6

The Asymmetric Boundary Layer

Wind Structure of a Landfalling

Tropical Cyclone

6.1 Introduction

Landfall is the most destructive phase of a tropical cyclone’s lifetime, and the potential impact

of tropical cyclones becomes more dangerous as the global population rises. Quantifying the

distribution of wind speed is particularly important for assessing risk as the boundary layer

winds are the main mechanism responsible for generating storm surges (Needham and Keim,

2014), which are one of the most destructive aspects of tropical cyclone landfall. This risk is

becoming more important to consider, since the chance of extreme storm surges is correlated

with sea level rise (Calafat et al., 2022). High wind speeds are also destructive in themselves,

and the distribution of wind can impact precipitation.

In this study, we investigate Tropical Cyclone Veronica (2019), which made landfall in north-

western Australia and quickly developed an atypical wind distribution. A change in the maxi-

mum wind speed was detected in satellite-borne synthetic aperture radar (SAR) images, moving

from the left-of-motion side - common for storms in the Southern Hemisphere (Klotz and Jiang,

2017), to the right-of-motion side as it nears the coastline. Remaining almost stationary for

the next 24 hours or so, the wind field continued to become more asymmetrical, leading to an
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eyewall break on the offshore side and an expansion of the wind field inland. This asymmetric

evolution of the wind field, wherein the wind field expands inland and weakens less slowly than

over the sea, despite the storm’s proximity to land, challenges our understanding of tropical

cyclone behaviour and poses a hitherto unsuspected threat for vulnerable coastal communities.

Veronica is an ideal case study for studying the impacts of landfall on a real tropical cyclone due

to the environmental and synoptic conditions which will be summarised now but are discussed

in full detail in Section 6.3. For example, Veronica stalled for around 24 hours when it reached

the Western Australian coast, which almost completely eliminates the motion-induced asym-

metry caused by storm translation. Within the study area (western Pilbara), the topography

is relatively homogeneous and mostly low-lying (e.g. Figure 3.5), with a shallow incline up to

the highest point, which is still less than 400m above sea level. The land surface is relatively

homogeneous, mainly composed of sandy iron-rich substrate, with a low population density

and limited urbanisation which is concentrated around the local ports. The simple topography

and land surface characteristics reduce the complications typically associated with landfall case

studies.

Studying landfalling tropical cyclones can be extremely complicated due to the inherent hetero-

geneity of land surfaces, which can impact storm structure and intensity in different ways. For

example, increasing surface roughness can accelerate weakening and deepen the boundary layer

inflow (e.g. Tuleya and Kurihara, 1978; Kepert, 2001; Kepert, 2012; Hlywiak and Nolan, 2021),

as well as modulate the distribution of convection and convergence (e.g. Tuleya and Kurihara,

1978; Chan and Liang, 2003; Chen and Yau, 2003). Complex terrain can pose its own forecast-

ing and modelling challenges, causing large local variability in wind speed (Ramsay and Leslie,

2008), impacts on storm track (Bender et al., 1987; Wu and Kuo, 1999), and distribution of

precipitation (Chang et al., 2013). Similarly, soil moisture content can have a direct impact on

the amount and distribution of precipitation (e.g. Chan and Liang, 2003; Rao et al., 2019), and

varying impacts on storm intensity (e.g. Evans et al., 2011; Kellner et al., 2012; Hlywiak and

Nolan, 2021). All of these factors are further compounded by factors such as cyclone translation

(e.g. Shapiro, 1983; Corbosiero and Molinari, 2003; Kepert, 2001; Hlywiak and Nolan, 2022)

and wind shear (e.g. Chen et al., 2006; Riemer et al., 2010; Zhang et al., 2013).

In some instances, limiting variability by using idealised models is a good option to study isolated

aspects of tropical cyclone landfall dynamics. However, it is also important to study landfall in
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the context of full-physics operational-type simulations to provide a better understanding into

how real tropical cyclone systems interact with their environment.

In this study, I will study Tropical Cyclone Veronica (2019) using the Met Office Unified Model

(MetUM) which is an operational forecasting model. In tandem with the MetUM, I will make

use of a more idealised model which will assist in attributing the full-physics dynamics to

different physical processes. Both the MetUM and the boundary layer model are described in

more detail in Section 6.2.

The structure of this paper is as follows: first, the data and methods will be described. Next,

there will be a brief section on the synoptic history of Veronica to provide context for the rest

of the work. Following the synoptic history, the performance of the MetUM simulations will be

evaluated against observations to demonstrate that the model is a reasonable representation of

reality. With the context and justification in place, I will go on to investigate the dynamics of

Veronica’s wind distribution during landfall, which will include an analysis of the changing sur-

face characteristics, the spiral rainband, and vorticity, as well as consideration of environmental

wind shear and storm motion. I will aim to answer the following questions:

1) How do landfall, environmental vertical wind shear and rainband dynamics contribute to

the eyewall break of Tropical Cyclone Veronica (2019)?

2) To what extent, and by what mechanism, can eyewall breaks be explained by the synoptic

environment?

6.2 Data and Methods

6.2.1 Observations

Veronica was observed by four consecutive passes of a polar-orbiting satellite with synthetic

aperture radar (SAR; Mouche et al., 2019) technology, allowing for derivation of the surface

wind speeds. In passive microwave satellite imagery provided by the Naval Research Lab (ac-

cessible at www.nrlmry.navy.mil), temperatures such as the 91Hz brightness temperature and

91GHz polarization-corrected temperatures can be used to imply cloud characteristics of Trop-

ical Cyclone Veronica (2019) during landfall. These observations are used to guide the analysis

and model evaluation in Section 6.4.1.
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Several automatic weather stations captured surface-level data around Veronica. These are

shown in Figure 3.5 and discussed in Chapter 3. From these stations, data is available at

least every 30 minutes for surface air temperature, dewpoint temperature, surface wind speed

and direction, mean sea level pressure, and precipitation rate. The closest automatic weather

stations to Veronica, which are shown on Figure 3.5, are Varanus Island, Karratha, Roebourne

and Port Hedland. These measurements were used for model evaluation in Section 6.4.1.

6.2.2 Reanalysis Dataset

The ERA5 reanalysis dataset Hersbach et al., 2018; Hersbach et al., 2020 was used to form an

understanding of the larger-scale environment, including the steering flow. The full details of

ERA5 are in Chapter 3.

6.2.3 Full-Physics Model

For the full-physics simulations of Veronica, I use the Met Office Unified Model (MetUM) in the

regional tropical configuration (RA2-T, Bush et al., 2023). The full details of the MetUM are

discussed in Section 3. An 18-member ensemble is initialised on 23 March 2019 00 UTC, using a

2.2 km horizontal resolution and output every 1 hour. For deterministic member 0, I output at

higher temporal resolution (10 minutes) to allow for deeper analysis of the dynamics on a shorter

timescale. Robustness of the results was also confirmed using a deterministic forecast at 1.5 km

horizontal resolution. All simulations were run for a total of 72 hours. The majority of this

analysis will focus on the deterministic forecast - the ensemble is used to provide information

on the consistency of certain dynamical features, which will be discussed in further detail later.

Boundary Layer Model

To disentangle the dynamical effects of the landfall and of the vortex itself, I use the boundary

layer model of Kepert and Wang (2001), hereafter KW01, modified by Kepert (2018) to use

an asymmetric pressure field. All simulations were produced with no storm motion, to mirror

Veronica’s almost stationary state during the period of interest. The boundary layer model of

KW01 can use a variety of idealised vortices; for this study I chose to input the asymmetric

vorticity field from the MetUM. This vorticity field is used to compute an irrotational wind

field (Kepert, 2018), which then becomes the input vortex to the boundary layer model. To

investigate the impact of both the landfall and vorticity field on the wind distribution, a series
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of experiments were devised and will now be described.

Simulations were run in either an all-sea set-up or using a straight coastline rotated 15◦ an-

ticlockwise from the x-axis situated 15 km from the storm centre. These values were chosen

based on estimations from the coastal geometry of Northwest Australia (e.g. Figure 3.5). For

the inland roughness length, the MetUM suggests that a value of approximately 0.035m would

be the most representative, but for completeness I also tried sensitivity tests using 0.1m and

0.2m - the results are similar, so are not shown here.

We then performed a series of vorticity tests to determine the sensitivity of the dynamical fields

to the degree of anticyclonic vorticity present in the simulations. The rationale for focusing

on vorticity will be discussed in more detail in Section 6.4.4. The MetUM field was used as a

‘baseline’ and input for all of the sea and land tests listed above. Two main tests were carried out,

including: i) increasing by 50% all anticyclonic vorticity exceeding 2.5×10−4 s−1 (Figure 6.1b),

ii) removing and interpolating over all anticyclonic vorticity exceeding 2.5×10−4 s−1 (Figure

6.1e).

Figure 6.1: Vorticity (10−3 s−1). (a,d) The MetUM vorticity field. (b) The MetUM vorticity
field with all anticyclonic vorticity exceeding 2.5×10−4 s−1 enhanced by 50%. (c) a-b. (e)
The MetUM vorticity field with all anticyclonic vorticity exceeding 2.5×10−4 s−1 masked and
interpolated over. (f) d-e.

As a result, there were six tests that were placed into the KW01 model. These are:
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(1) Set-up: An all sea simulation with a symmetric vortex of similar radius of maximum

winds (RMW) and intensity to the MetUM vortex

Purpose: A control, to represent symmetric storm dynamics.

(2) Set-up: Same as above, but with a 15 ◦ coastline with 0.035m roughness, 15 km from the

storm centre

Purpose: To isolate the impacts of landfall on a symmetric vortex.

(3) Set-up: An all sea simulation using the asymmetric vorticity field from the MetUM as

an input (Figure 6.1a,d)

Purpose: To ensure the boundary layer model can reasonably reproduce the MetUM

fields.

(4) Set-up: Same as above, but with all anticyclonic vorticity exceeding 2.5×10−4 s−1 masked(Figure

6.1e)

Purpose: To evaluate the effect of reduced asymmetric anticyclonic vorticity on the storm

dynamics.

(5) Set-up: Same as above, but with all anticyclonic vorticity exceeding 2.5×10−4 s−1 en-

hanced by 50% instead of being masked (Figure 6.1b)

Purpose: To evaluate the effect of increased asymmetric anticyclonic vorticity on the

storm dynamics.

(6) Set-up: A simulation using the asymmetric vorticity field from the MetUM as an input,

but with a 15 ◦ coastline with 0.035m roughness, 15 km from the storm centre.

Purpose: To determine the impact of landfall on the asymmetric vortex.

6.3 Synoptic history

Tropical Cyclone Veronica was an intense tropical cyclone which affected Western Australia in

March 2019. According to the official report (Paterson, 2019), Veronica first obtained the status

of a tropical cyclone on March 19, 2019, reaching peak intensity (928 hPa minimum pressure

and 59m s−1 maximum winds) on March 21. At this point, Veronica had reached Category 5 on

the Australian tropical cyclone intensity scale (World Meteorological Organization, 2022) and

Category 4 on the Saffir-Simpson scale (Camelo and Mayo, 2021). By the 23 March, Veronica

had weakened slightly as it began to approach the West Australian coast, toward the Pilbara
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region. As the storm reached the coast on 24 March, it had maintained a Category 4 intensity

on the Australian intensity scale, reaching a minimum central pressure approximately 950 hPa,

and maximum winds around 90 kts (46 m s−1).

Figure 6.2a shows that as Veronica neared the coast on 24 March, it stalled and remained almost

stationary for around 24 hours. From Figure 6.2b, Veronica can be seen to weaken according

to both the maximum wind speed and the minimum sea level pressure from 24 March, which

aligns with the coastal influence.

For this study, I focus on the period shown in Figure 6.2 in which Veronica approached and

stalled at the coast (23 March - 26 March), weakening by around 30m s−1 from approximately

24 March 00UTC to 25 March 00UTC. Figure 6.3b shows the steering-level flow (the mass-

weighted mean wind between 850 - 200 hPa, as in Ashcroft et al., 2021) for 24 March 2019

00 UTC in the MetUM global deterministic run. In the lower tropospheric flow, there is an

anticyclone propagating eastward from the east Indian Ocean toward western Australia, which

is marked by a broad region of anticyclonic vorticity and high surface pressure in Figure 6.3a.

It is possible that the propagation of this system and the position of the subtropical jet south of

Veronica were producing a blocking effect on the southward movement of Veronica, leading to

the reduced motion. The environmental cause of Veronica’s stalling (Paterson, 2019) will not

be investigated in-depth here, I will instead focus on the storm dynamics that arose as a result.

The large-scale environment shown in Figure 6.3a suggests an asymmetry in the vorticity,

whereby there is a large area of anticyclonic vorticity in the south, and more cyclonic vor-

ticity in the north. The flow in Figure 6.3b northwest of Veronica suggests a weak influence

of the monsoon trough, which is likely contributing to the larger-scale cyclonic vorticity in this

region. This asymmetry will be shown to be an important feature of the synoptic situation and

will be explored in more detail in Section 6.4.4.

During the study period, the storm experienced high vertical wind shear according to both the

official report (Paterson, 2019) and calculations based on the MetUM global deterministic run,

which put the wind shear at values of ≥ 10m s−1 from the northwest and gradually increasing

for the majority of the study period (Figure 6.2c).
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Figure 6.2: a) Best track storm position (black) and modelled storm position (blue) with circles
denoting every 6 hours starting at 23 September 2019 00 UTC, where the first point is denoted
by a square. b) Best track (black), deterministic (blue) and ensemble mean (red) maximum
wind speed (m s−1), with the ensemble spread filled in red. c) Simulated 200-850 hPa wind shear
magnitude (m s−1; solid; left axis) and direction using meteorological convention (◦; dotted; right
axis). d) Best track (black), deterministic (blue) and ensemble mean (red) minimum sea level
pressure (hPa), with the ensemble spread filled in red.

Figure 6.3: MetUM global deterministic forecast at 23 March 2019 00:00UTC (T + 24). (a)
Relative vorticity at 850 hPa (filled; s−1), mean sea level pressure (hPa; unfilled contours). (b)
Steering-level flow (filled; m s−1) and streamlines.
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6.4 Results

6.4.1 Model Evaluation

In this section, the deterministic MetUM simulations will be evaluated against all nearby surface

observations to justify the use of the model in investigating the dynamics of Veronica. First,

the surface intensity and track metrics will be evaluated against the official best track, then

satellite observations will be considered, followed by an analysis of the surface observations.

When comparing the ensemble mean storm position in Figure 6.2a, the model track error is never

larger than 0.5◦ which outperforms average track performance for the Bureau of Meteorology

(Paterson, 2019). Around 24 March, it seems that Veronica was slightly eastwardly displaced

in the model, which could be due to a slight overestimation in the westerly steering flow shown

in the global ensemble mean in Figure 6.3b, discussed in the previous section. While this track

error is generally low, the storm centre misplacement needs to be considered when evaluating

the model against the satellite and surface-based observations.

The ensemble mean and spread (calculated as the mean difference between every unique ensem-

ble pairing, following Flack, 2023) is shown for the maximum wind speed (Figure 6.2b) and for

the minimum sea level pressure (Figure 6.2d). The model was initialised slightly too weak and

took approximately 12 hours to spin-up, which is anecdotally typical for tropical cyclones in the

MetUM. In general, although the ensemble mean did not capture the maximum storm intensity,

the weakening associated with the proximity to land was well captured. Some ensemble mem-

bers - generally those that over-predicted the southward translation onto land - decayed faster

than others, while ensemble members that remained over the sea retained a higher intensity.

Evaluating the deterministic forecast against the satellite observations, Figure 6.4 shows a

general agreement in the overall asymmetry between the observations (Figures 6.4a,b,c) and

the simulations (Figure 6.4d). For example, all of the satellite observations show a weakness

on the northern side, whether this is a lack of deep cloud (Figures 6.4a,b) or a drop in wind

speed (Figure 6.4c). While the simulated wind speed (Figure 6.4d) is slightly lower than the

SAR-derived wind speeds (Figure 6.4c), the wind distribution is generally consistent. There is

a wind speed decrease in the north, with a wind speed maximum in the offshore western part of

the storm, and the storm size is realistic. At this forecast time, the modelled wind speed in the

northeast (north of -19◦N and east of 118 ◦E) is slightly higher than that in the observations.
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Possible reasons for this will be investigated in Section 6.5. Note that the times are different

between Figures 6.4c and 6.4d due to the modelled storm translating eastwards in the first T

+ 24-36 hours (shown in Figure 6.2). The chosen time reflects the storm at a more realistic

position compared to the observations.

Figure 6.4: (a) Satellite 91H brightness temperature (K) from the Naval Research Lab on 23
March 2019 20:15UTC. (b) Satellite 91GHz polarization-corrected temperature (K) from the
Naval Research Lab, on 23 March 2019 22:20UTC. (c) Satellite-derived SAR 10-m wind speed
(m s−1; Mouche et al., 2019) on 24 March 2019 10:38UTC. (d) Modelled 10-m wind speed
(m s−1) on 24 March 2019 15:00UTC.

The closest surface observation sites with complete data are (from east-most to west-most):
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Port Hedland, Roebourne, Karratha, and Varanus (Figure 3.5). The MetUM deterministic

simulation is evaluated against the surface observation sites for the following diagnostics: air

temperature, dewpoint, wind speed, wind direction, sea level pressure, and precipitation rate. It

can be seen from Figure 6.5 that in general, there is good alignment between the model and the

observations. For the Port Hedland site (Figure 6.5i), the SLP had a realistic initialisation and

remained very close to the observations until approximately the 24 March 2019, where the model

seems to become too intense. This discrepancy is likely due to the misalignment between the

modelled and observed tracks; the modelled storm moves too far eastward during this period,

which places the storm nearer to the Port Hedland site. However, the general pressure trend is

well represented by the model, across all sites (Figures 6.5i,j,k,l).

Trends in the wind speed and direction are also generally well captured across all of the sites

(Figures 6.5e,f,g,h), with the highest wind speed being consistently captured at the Roebourne

site (Figure 6.5f). Precipitation (Figures 6.5m,n,o,p) is highest at the eastern-most sites and

reaches a peak in the Roebourne site during the passage of Veronica at the later forecast times

(Figure 6.5n, around the 26 March), which is consistent with the modelled precipitation distri-

bution, suggesting that the majority of precipitation occurred inland in the eastern quadrant

of the storm.

In the model there is a distinct trough in the SLP field (e.g. Figure 6.5j at around 25 March

18:00UTC), which can in some cases be correlated with the peaks in wind speed, just before 26

March. While this was not reflected in the observational data, it is possible that this short-lived

feature was the signal of a rainband-like structure, which will be discussed further in Section

6.4.2. Since rainbands can be very narrow, the position can be difficult to reproduce in the

model. However, there is further evidence to support the presence of this band outside of the

MetUM simulations, such as the banded feature oriented southwest of the storm centre in the

satellite data (Figure 6.4a).
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Figure 6.5: Evaluation of MetUM deterministic forecast (red) against the surface observation
sites (black). In east to west order (since east is closest to the initial storm landfall), the columns
represent: Port Hedland, (a,e,i,m), Roebourne (b,f,j,n), Karratha (c,g,k,o), Varanus (d,h,l,p).
(a,b,c,d) Surface temperature (solid; ◦C), dewpoint temperature (dotted, ◦C). (e,f,g,h) Wind
speed (solid; m s−1) and wind direction (dotted; ◦). (i,j,k,l) Mean sea level pressure (hPa).
(m,n,o,p) Precipitation rate (mmhr−1). There were no precipitation measurements available in
Port Hedland (m) due to instrument malfunction.

6.4.2 Simulated Storm Evolution

Figure 6.6: Tangential wind (filled contours; m s−1) at 950 hPa, with positive vertical wind in
black and downward vertical wind in white contours, at ± 0.5m s−1.
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Figure 6.7: 6-hourly rainfall accumulation (filled; mm), with 950 hPa vertical velocity in black
contours at 0.5m s−1. The thick black line denotes the coastline. The y-axis is the latitude in
◦N and the x-axis is the longitude in ◦E. The plot domain follows the storm centre.

At the start of the simulation time, Veronica presents as a broad, nearly axisymmetric vortex

with an RMW of around 75 km. There are two main rainbands, with the primary and dominant

rainband spiralling outwards from the northern eyewall into the southwest (front-right) storm

quadrant, and a secondary rainband originating from the southern eyewall and spiralling into

the northeast (back-left) quadrant. These rainband features can be seen in Figures 6.6 and

6.7, with the primary rainband being present across all simulation times and the weaker rain-

band sporadically appearing when its intensity fluctuations reach the 0.5m s−1 contour level for

vertical velocity.

As Veronica approaches the coast, the eyewall changes shape from relatively circular to polyg-

onal while the inner core decreases in size and the primary rainband becomes more convective,

with stronger ascent. Over time, the vertical velocity of the rainband becomes stronger, while

the equivalent potential temperature (θe) and mixing ratio (q) become lower suggesting that

the rainband is becoming thermodynamically depleted. This region of thermodynamically de-

pleted air near the rainband is apparent in Figure 6.8. The evolution of precipitation can be

seen in Figure 6.7, which shows a progressively more asymmetric structure as the simulation

progresses. The rest of the precipitation within the storm system (stratiform and convective)

is concentrated over land in the downshear quadrants, which can be seen in Figures 6.7d-j.

This pattern is consistent with observations of precipitation distributions in tropical cyclones

in sheared environments (Hence and Houze, 2012).

As the simulation progresses, this spiral band remains connected to the eyewall and extends

117



6.4. Results Chapter 6. Asymmetric BL Wind Structure

Figure 6.8: Equivalent potential temperature (θe; K) averaged between 0 - 1.5 km (a) and 1.5
- 3 km (d). (b,e) The same as (a,d) but for temperature (K). (c,f) The same as (a,d) but for
mixing ratio (g kg−1). During a period of prominent eyewall break (T + 59; 25 September 2019
11:00UTC). The black contours are the positive vertical velocity (averaged in the same layers)
at 0.25 m s−1.

over the land in the south. From as early as T+15, the western spiral band no longer has a

substantial cloud liquid water content. All metrics including the rainfall rate, radar reflectivity,

and cloud liquid water content suggest that this band has become relatively dry. The majority of

the precipitation and cloud is to the east of the spiral band and updraft, producing a stratiform

layer of mixed-phase cloud, with a non-precipitating cirrus shield extending to the west.

Although liquid water and precipitation in the band decrease with time, wind speed, vertical

velocity, relative vorticity, and convergence remain high, as shown in Figure 6.9. As the storm

slowly moves closer to land, the spiral band starts to become the strongest vertical velocity

feature in the lower troposphere, rivaling the main eyewall.

During the development of Veronica’s persistent rainband structure, the band became progres-

sively drier, especially to the upwind side which was defined by a downdraft. The majority of

the storm precipitation falls in a stratiform region on the southeastern/downshear-left quadrant

of the storm, which can be seen in Figures 6.7d-j. With the precipitation being heaviest (and

over the greatest area) in the downshear-left quadrant, this suggests that the shear is dominat-

ing the distribution of convection (Chen et al., 2006) more-so than the translation is (Shapiro,
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Figure 6.9: Total wind speed (m s−1), vertical wind speed (m s−1), relative vorticity (s−1) and
divergence (s−1) for ensemble member 0 at 900 hPa, at 25 March 2019 1200 UTC. The thick
black contour denotes the MetUM determined land-sea boundary, where the north side is sea.
The thinner contour is the wind speed at 40m s−1.

119



6.4. Results Chapter 6. Asymmetric BL Wind Structure

1983).

A contrast starts to appear between the drying spiral band and the precipitating stratiform re-

gion. Figure 6.8e,f shows a boundary between the higher-entropy air and the thermodynamically

depleted spiral band.

Once Veronica is close to the coast, the eyewall becomes elliptical with the long axis oriented in a

north-south direction. Figures 6.9a and 6.10d show this, and also demonstrate that the stream-

lines over the larger storm system become elliptical in shape, with the streamlines expanding

out into the northwest quadrants. Whilst near-stationary near the coast, Veronica begins to

develop a break or ‘gap’ in the northern eyewall. The 950 hPa tangential wind redistributes,

with the wind speeds substantially reducing over the sea and being maintained over land. Dur-

ing this period, Veronica translates very slowly (< 5m s−1) and is experiencing moderate-high

environmental vertical wind shear from the northwest (≈ 10-15m s−1).

There is a local maximum in the 950 hPa tangential wind field along the inland rainband system

(Figures 6.10d,f), which contributes further to the asymmetric storm structure. An asymmetry

is also presented in the radial wind field (Figure 6.10b), where the rainband seems to be collo-

cated with a region of ‘outflow’ (or, ‘reversed inflow’, since it does not fit with the classic image

of a tropical cyclone outflow). In either case, the flow is diverted radially outwards along the

band. Rainbands typically show weaker boundary layer inflow on their inner side (e.g. Powell,

1990; Kepert, 2018), although usually this perturbation is not so strong as to produce radial

outflow. Reasons for the unusually strong radial flow perturbation in this case are discussed

below.

Throughout the rest of the simulation (not shown), the storm system continues to weaken

primarily from the offshore side while maintaining intensity inland and along the rainband.

Across the ensemble, 15 out of 18 ensemble members presented a distinct eyewall break in the

950 hPa wind field and of the 3 members that did not, they still began to present an asymmetric

wind field that suggests an eyewall break would have formed if the simulations were allowed to

run for longer. All of the simulations showed an asymmetric precipitation distribution that was

concentrated inland in the downshear-left quadrants, with mixed-phase cloud downwind of the

dominant rainband.
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6.4.3 Contribution of Rainband, Landfall and Shear

The spiral rainband is a prevalent and consistent feature across the ensemble. Could it be pos-

sible that the rainband is contributing to the eyewall break, either through the inflow of ther-

modynamically depleted air from the rainband into the inner core, or by another mechanism?

Figure 6.10 shows azimuth-height sections of the tangential, radial and vertical winds at the

RMW (Figure 6.10a,b,c) and plan views averaged across the lowest 1.5 km (Figure 6.10d,e,f).

There are two major updraft maxima - the rainband system that spirals outwards from the

northern eyewall, and the southern inner core (Figure 6.10c,f). The rainband exists within an

increase in the tangential wind and a band of outflow. Note that due to the elliptical nature

of the storm center, representing the wind in cylindrical coordinates will give rise to regions of

apparent inflow and outflow. However, there is a robust positive signal in the radial wind along

the rainband, regardless of its orientation to the storm center. This result is surprising, since

idealised simulations (Hlywiak and Nolan, 2022) and observations (Rogers and Zhang, 2023)

suggest that in landfalling tropical cyclones the maximum inflow tends to be just offshore as

the flow accelerates off the coast.

In terms of the thermodynamics, Figure 6.8 shows the environment during the eyewall break.

The equivalent potential temperature (θe) is strongly correlated to the mixing ratio at both

height levels (0 - 1.5 km and 1.5 - 3 km). It is shown that the inner core θe is higher to the

north (offshore) and is lower over land. At outer radii, the θe is asymmetrically distributed

over the east and southeast, which agrees with the general distribution of precipitation. The

rainband at this time is relatively dry and warm, which implies diabatic heating. Between 1.5

- 3 km altitude, there is a narrow band of dry air penetrating the inner core from the rainband

system; however, this seems to be compensated in θe by the local increase in air temperature.

Conversely, at the 0 - 1.5 km level, cooler air from the land seems to be entering the inner core

but this is compensated by the high mixing ratio. Overall, there is no obvious decrease of θe

within the eyewall break, either from the rainband or from the land.
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Figure 6.10: (a,b,c) Cross-sections at the RMW (12 km) at 25 March 2019 1200 UTC for
tangential wind (m s−1), radial wind (m s−1) and vertical wind (m s−1) respectively. The unfilled
contour denote 0m s−1. (d,e,f) The same fields as (a,b,c) but in a plan-view averaged across
the lowest 1.5 km. The coastline is shown as a thick black line. Streamlines correspond to the
earth-relative wind field. The shear-relative quadrants are labelled as UL: upshear left, DL:
downshear left, DR: downshear right, UR: upshear right. Faint dashed circles denote the radius
at 25 km intervals.
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Figure 6.11: Wind fields outputted from the KW01 model at 10m. (a) - (f) tangential wind
(filled; m s−1) with a black contour denoting the 40m s−1 contour level. (g) - (l) The radial
wind component (filled; m s−1). (m) - (r) The vertical velocity (filled; m s−1). The thick black
line denotes the angle and position of the coastline. Units for the x- and y- axis are in km from
the storm centre.

Figure 6.12: As in Figure 6.11, for 298m altitude. The black contour in (g) - (r) is the vertical
velocity at 0.1m s−1.
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Figure 6.13: As in Figure 6.11, for 1648m altitude. The black contour in (g) - (r) is the vertical
velocity at 0.1m s−1.

To investigate the effects of the asymmetric environment and the coastline on the eyewall

break, I set up a series of experiments using the KW01 model detailed in Section 6.2. The

results are shown in Figure 6.11 (10m), Figure 6.12 (298m) and Figure 6.13 (1648m), and are

summarised in Table 6.1. At the 10m level (Figure 6.11), adding a coastline leads to a reduction

in the tangential winds over land in both the asymmetric (Figure 6.11e) and symmetric (Figure

6.11f) simulations, with some indication of the offshore flow to the west of the cyclone being

strengthened. It is also clear that the addition of the land leads to a substantial asymmetry

in the radial wind (Figure 6.11h vs Figure 6.11l), with the inflow velocity peaking offshore,

consistent with the findings of Hlywiak and Nolan (2022) and Rogers and Zhang (2023). To a

lesser extent, this increased inflow to the west of the cyclone is also shown in the asymmetric

simulations including a coastline (Figure 6.11g vs Figure 6.11k), accompanied by a reduction

in the outflow to the northwest of the eye.

When compared to the asymmetric all sea simulation (Figure 6.11a), at the 10m level, it seems

that masking the anticyclonic vorticity associated with the rainband feature leads to a more

symmetric tangential wind field and an increase in the radial wind within ≈ 50 km of the storm

centre (Figures 6.11c,i). On the other hand, artificially increasing the magnitude of this vorticity
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leads to a slightly more asymmetric tangential wind field, with a reduction in the north (Figure

6.11d), increased inflow in the southeast quadrant and increased outflow in the west (Figure

6.11j). These results are an indication that the vorticity is contributing to the eyewall break

of Tropical Cyclone Veronica. It should be noted that although only the anticyclonic vorticity

linked to the rainband was masked, the rainband also produced cyclonic vorticity. It is not

possible to say whether there was a net positive or negative effect on the vorticity from the

rainband and that is not the purpose of this analysis. Similar results are shown for the 298m

(Figure 6.12) and 1648m (Figure 6.13) levels. Next, we will discuss the main differences and

key results for these levels.

For all of the asymmetric vortexes, above 298m, the tangential wind maximum is in the south.

This includes the vortex with a coastline (Figure 6.12e). The symmetric vortex with a coast-

line (Figure 6.12f) does have an asymmetric wind distribution, but with the tangential wind

maximum offshore rather than to the south, suggesting that the wind asymmetry shown in the

MetUM is not predominantly the result of landfall dynamics. Similarly, the symmetric vortex

with a coastline has a radial wind west-to-east through-flow above the surface level (Figure

6.12l and Figure 6.13l), but it is the opposite to the east-to-west through-flow present in the

asymmetric simulations (e.g. Figures 6.12g,i,j,k). The symmetric simulation with a coastline

simulation suggests a westerly through-flow, whereas the asymmetric simulations suggest an

easterly through-flow whether or not the coastline is included. Thus, the through-flow in the

MetUM is not consistent with being produced by the dynamics of a landfall.

Similar to the 10m level, at 298m and 1648m, the strength of the anticyclonic vorticity associ-

ated with the rainbands and convective features seems to be correlated with the strength of the

radial wind. When the vorticity magnitude is increased, the strength of the through-flow also

increases (Figure 6.13g vs Figure 6.13d). The opposite is true for the reduced vorticity (Figure

6.12i). This correlation further suggests asymmetric vorticity as a modulating factor.

However, the 298m level demonstrates that the coastline does seem to play a role in modulating

the asymmetry and magnitude of the vertical velocity. Figure 6.12r (the symmetric vortex with

a coastline) demonstrates a clear maximum in the vertical velocity in the western quadrants,

suggesting a feature spiralling outwards from the northern eyewall to the west and south. Qual-

itatively, this is consistent with the MetUM simulations (e.g. Figure 6.10c). Furthermore, the

coastline has an enhancing effect on the magnitude of the vorticity, likely owing to frictional
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convergence. There is also some indication that adding a coastline leads to an increase in the

strength of vertical motion just offshore (Figures 6.12q,r). In fact, by comparing the symmetric

simulations (Figure 6.12n vs Figure 6.12r), it seems that the coastline contributes to asymmetry

in the low-level vertical velocity, shifting the maximum to the northwest quadrant. This feature

is important because it correlates with the location of the spiral rainband seen in the full-physics

simulations, suggesting a role of frictional convergence in modulating the intensity and position

of the rainband.

Within the asymmetric simulations in Figure 6.12, there seems to be weak outflow associated

with spiral bands of vertical velocity, particularly in the western quadrants of the storm, sug-

gesting that rainbands can modulate the flow. We will discuss this more in Section 6.5.

To summarise the effects of these various factors on the wind asymmetries in the context of the

eyewall break and asymmetric wind distribution, we devised a metric called the ‘eyewall break

ratio’. The calculation of the eyewall break ratio is summarised by the schematic in Figure

6.14. Taking the minimum and maximum tangential wind along a constant radius would be

inappropriate in this case due to the elliptical shape of the eyewall, which would project onto the

calculation. Therefore, the methodology is as follows: the maximum tangential wind is taken

from each radial around the storm (there are 72 points in our interpolation), with a maximum

radius of 150 km from the storm centre. The eyewall break (EWB) is then calculated from the

mean (vmax) and minimum (min(vmax)) of this dataset, taking the form:

EWB =
min vmax

vmax
. (6.1)

Thus, if the storm is completely symmetrical then the minimum should be equal to the mean,

and the ratio would be 1 (no eyewall break). The lower the ratio, the larger the magnitude of

the eyewall break. Results are shown in Table 6.1.

Firstly, it must be noted that although imposing a coastline onto a symmetric vortex does lead

to some level of asymmetry, the eyewall break ratio only reaches 0.95 even though there are

substantial asymmetries in the radial velocity that were absent in the all-sea case.

Looking at the simulations with an asymmetric vorticity field, there is no change in the mag-

nitude of the eyewall break between the all sea simulation and that with a coastline. The

major difference between these simulations is the maximum strength of the inflow layer, which
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Figure 6.14: Schematic demonstrating the calculation of the eyewall break ratio (EWB). (a) an
example asymmetric tangential wind field (v; filled). The black lines are radials from the storm
centre, with a white circle denoting where the maximum wind is. (b) Idealised asymmetric
maximum winds from each radial, plotted by azimuth. The eyewall break ratio is the ratio of
the minimum tangential wind (min(v)) to the mean (v).

increases by 5m s−1 and shifts by 60 ◦ cyclonically when a coastline is added. There is also

an effect on the maximum outflow, which is shifted anticyclonically by approximately 15 ◦ but

remains of the same magnitude.

Removing the impact of the coastline (but consider that the effects of landfall and shear on

the vorticity are already included due to the nature of the MetUM vorticity field used to input

into the KW01 model), and masking the anticyclonic vorticity primarily linked to the rainband,

leads to a reduction in all three of the following: the magnitude of the eyewall break, the

maximum inflow and the maximum outflow. In contrast, artificially increasing the magnitude

of the anticyclonic vorticity strengthens all three.
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Table 6.1: The eyewall break (at 1648m) and radial wind (at 298m) metrics, calculated within
150 km of the storm centre. The angle, denoted by ϕ, is the azimuth of the eyewall break, the
inflow maximum, and the outflow maximum for each dual column respectively.

Eyewall break Radial velocity
Simulation ratio ϕ (◦) min (m s−1) ϕmin (◦) max (m s−1) ϕmax (◦)
All sea: Symmetric vortex > 0.99 -9 2
Coastline: Symmetric vortex 0.95 285 -17 220 9 350
All sea: Asymmetric with
masked vorticity

0.7 310 -26 150 37 300

All sea: Asymmetric 0.66 310 -32 150 40 300
All sea: Asymmetric with en-
hanced vorticity

0.6 320 -37 150 42 300

Coastline: Asymmetric 0.66 305 -37 90 40 285

6.4.4 Vorticity Analysis

Although there are existing theories regarding the thermodynamics of eyewall break formation

(which will be discussed in detail in Section 6.5.2), current theories do not seem to fully explain

the Veronica case. Since the discontinuity is most prominent in the wind fields, it makes sense

to take a closer look at the kinematics.

There are several aspects of Veronica’s dynamics which may be explained by exploring the

relative vorticity in more detail, including the loss of symmetry of the maximum winds, lead-

ing to the development of an eyewall break. Notably, Veronica experienced a progression of

cyclonically-rotating polygonal eyewalls, before becoming elliptical and eventually breaking

open in the north, on the tip of the ellipse. Polygonal eyewalls have been linked to features

such as eyewall mesovortices (e.g. Schubert et al., 1999; Kossin and Schubert, 2001) and vortex

Rossby waves (VRW; e.g. Wang, 2001; Cha et al., 2020).

Figure 6.15 shows the wavenumber-2 asymmetry of the 900 hPa relative vorticity at the RMW,

where the estimated propagation rate for Figure 6.15a is 21 m s−1 and for Figure 6.15b is

26 m s−1. These figures represent approximately 43% and 52% (respectively) of the average

maximum tangential wind speed throughout the time period. Veronica is a southern hemisphere

storm, so the propagation of the asymmetry (denoted in dotted black lines) is cyclonic and

the rate is consistent with previous studies, suggesting values around 50% of the maximum

tangential wind (e.g. Reasor et al., 2000; Wang, 2002; Corbosiero et al., 2006).
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Figure 6.15: Azimuth-time Hovmöller diagram of the wavenumber-2 asymmetry of the 900 hPa
relative vorticity (s−1) at the RMW (12.1 km). Times correspond to 24 March 2019, prior to
the eyewall break which occurred distinctly in the simulations on 25 March 2019.

To further investigate the role of relative vorticity in the eyewall break of Tropical Cyclone

Veronica, I calculate the rotational and divergent components of the flow. If relative vorticity is

defined as the curl of the motion vector (∇× V ), then the rotational flow can be reconstructed

from the relative vorticity field. I refer to any part of the flow not represented by the rota-

tional component as being the divergent flow. This decomposition follows Helmholtz’s theorem

(Helmholtz, 1858) and is not in general unique, for there are flows which are both irrotational

and nondivergent. The decomposition is here made unique by smoothly masking the relative

vorticity to zero far from the storm. By separating the wind field into rotational and divergent

flow components, the contribution of the relative vorticity can be diagnosed and quantified.

Figure 6.16 shows these results, calculated using the MetUM relative vorticity field (Figure

6.16a) and wind field (Figure 6.16d) at a time during a prominent eyewall break (T + 59; 25

September 2019 11:00UTC). The relative vorticity is re-calculated (Figure 6.16b) from the total

flow (Figure 6.16d) to ensure the calculations are consistent with the MetUM outputted field

(Figure 6.16a), and the divergence is also calculated in Figure 6.16c.

Figure 6.16e shows that the eyewall break can be reproduced by the rotational flow calculated
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from the relative vorticity field. Since the non-linear balance equation for the mass field can

be solved from purely rotational fields, the reproduction of the eywall break in Figure 6.16

suggests that the feature is consistent with balanced flow dynamics. There is evidence that

the rainband contributes strongly to the divergent flow (Figure 6.16f) but it does not have

substantial signature in the rotational flow (Figure 6.16e), thus it must not be necessary to

produce the eyewall break. Overall, the results shown in Figure 6.16e support the hypothesis

that the larger-scale relative vorticity is playing a role in Veronica’s eyewall break, and that

such relative vorticity perturbations are not confined to the eyewall. To expand on this point,

it is apparent that there is a north-south relative vorticity gradient across the storm (Figures

6.16a,b), in which there is more anticyclonic vorticity in the southern quadrants compared to

the north.

In order to quantify this gradient, I removed the inner 40 km by 40 km of the relative vorticity

field in Figure 6.16a to remove the cyclonic perturbation of the inner core, and then I averaged

the relative vorticity over each 150 km by 150 km quadrant. By summing over a square in x-

y coordinates rather than a quadrant in storm-relative coordinates, I ensure that there are an

equal number of grid-points in each quadrant. The results are as follows: the northern quadrants

had the highest cyclonic vorticity, with -1.5×10−4 s−1 in the northwest and -1.1×10−4 s−1 in the

northeast. In the southeast quadrant, the overall relative vorticity falls to 6.9×10−5 s−1. The

relative vorticity reaches a maximum in the southwest quadrant, becoming only weakly cyclonic

overall, at -2.1×10−5 s−1. The north-south vorticity ratio is therefore 0.331. The impact of the

relative vorticity gradient will now be explored in more detail.
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Figure 6.16: (a) Relative vorticity at (10−6s−1) input from the MetUM simulations at T + 59;
25 September 2019 11:00UTC. (b) Relative vorticity (s−1) calculated from the wind field in (d).
(c) Divergence (s−1) calculated from the wind field in (d). (d) Wind speed (filled; m s−1) and
streamlines from the MetUM at the same forecast time as (a), where the thick black contours
denote the wind speed at 45 m s−1. (e) The rotational flow (filled; m s−1) and associated
streamlines, calculated from the vorticity field in (b), where the thick black contours denote
the wind speed at 45 m s−1. (f) The divergent flow (filled; m s−1) and associated streamlines,
calculated as the residual of (d)-(e). Units for the x- and y- axis are in km from the storm
centre and all fields are taken at 900 hPa.

The relative vorticity gradient present in Veronica is likely to be the result of a variety of contri-

butions. At the storm scale, there are the vorticity dipoles which are presumably convectively

modulated (since they align with the regions of precipitation in Figure 6.7), predominantly in

the south.

The earlier discussed rainband produces strong vorticity perturbations (both positive and nega-

tive), with a cyclonic element that emanates from the northern eyewall and down to the south.

In some cases, the rainband seems to encourage the elliptical shape of the inner core vorticity, by

adding a cyclonic element to the north of the eyewall, which can be seen in Figure 6.16a. How-

ever, the cyclonic perturbation caused by the rainband to the south of the storm is dominated

by the overall relative vorticity gradient in Figures 6.16a,b and Figure 6.3.

At the larger-scale, Figure 6.3a shows the large-scale environmental gradient of relative vortic-

ity. It is evident that the south is providing more anticyclonic vorticity, potentially related to

the eastwards propagation of a high-pressure system in the southwest of the domain. To the
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north (and particularly the northwest) of Veronica, Figure 6.3a shows that there is net cyclonic

vorticity, which may be related to the monsoon trough.

Considering that there are several factors which may be affecting the relative vorticity (for exam-

ple, high vertical wind shear, landfall, a prominent spiral band of vorticity, and an asymmetric

precipitation distribution), it makes sense to perform a Fourier decomposition in the horizon-

tal plane to disentangle these effects. Following Reasor et al., 2000, a Fourier decomposition

of low wavenumbers (0, 1 and 2) is shown in Figure 6.17. Wavenumber-0 (Figures 6.17a and

6.17e) represents the symmetric component. Wavenumber-1 and wavenumber-2 represent the

asymmetric components, namely the environmental and the elliptical components respectively.

Inferring from the sum of the symmetric and asymmetric environmental component (Figure

6.17f), there is a relative vorticity gradient whereby the southern quadrants have relatively

more anticyclonic vorticity. This asymmetry is shown in Figure 6.17b. The wavenumber-2

component projects as an ellipse, which may go some way to explain the elliptical streamlines.

Figure 6.17: Fourier decomposition of the relative vorticity (s−1) at T+59; 25 September
11:00UTC, during prominent eyewall break (as shown in Figure 6.16). The top row, (a,b,c,d)
represent: wavenumber-0, wavenumber-1, waveumber-2, and the residual, respectively. The
bottom row (e,f,g,h) as in (a,b,c,d) with the symmetric field (wavenumber-0) included. Each
dashed line denotes 50 km radius.

Guided by the wavenumber-1 asymmetry shown in Figure 6.17b and the raw relative vorticity

field in Figure 6.16a, I devised an calculation whereby I imposed a north-south vorticity gradient

onto a symmetric vortex to determine the effects on the rotational flow (Figure 6.18). Using

the north-south vorticity gradient (0.331) calculated from Figure 6.16a, I designed an idealised

vorticity gradient (Figure 6.18b) which produces a similar overall gradient (0.35) to the MetUM

simulations when imposed onto the full vortex relative vorticity field (Figure 6.18c).
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The asymmetric relative vorticity field in Figure 6.18b and its associated rotational flow in

Figure 6.18e are intended to represent an idealised environmental gradient of relative vorticity,

which is then imposed onto the stronger symmetric relative vorticity field in Figure 6.18a. This

gradient is not so large that it distorts the relative vorticity field completely; the summed field

in Figure 6.18c still looks nearly symmetric, but it has a noticeable effect on the rotational flow

in Figure 6.18f.

This experiment shows that an environmental relative vorticity gradient can produce an eyewall

break in the quadrants with a stronger cyclonic flow, and a redistribution of the winds to the

quadrants where there is more anticyclonic vorticity. Although the full relative vorticity field

in Figure 6.18c is not readily discernible as asymmetry, the velocity field (Figure 6.18f) has a

clear visible asymmetry.

To further investigate the impact of relative vorticity gradients on asymmetric wind distributions

and eyewall breaks, the experiment in Figure 6.18 was repeated for a series of vorticity gradient

magnitudes. These results are shown in Figure 6.19. There is a relationship between the strength

of the north-south vorticity gradient and the magnitude of the eyewall break. However, it is

also evident from Figure 6.19 that the general wind asymmetry is impacted, with a reduction

in the wind speed in the northern quadrants and an increase in the south. Furthermore, the

progression shown in Figures 6.19b,d,f,h suggest that a relative vorticity gradient across the

whole storm system can produce an elliptical eye and weakly elliptical streamlines, becoming

flatter in the quadrants with relatively higher anticyclonic vorticity.

Strengthening the argument that relative vorticity asymmetries can be related to eyewall breaks,

Figure 6.20 shows the correlation between the overall north-south vorticity ratio and the magni-

tude of the eyewall break for a series of experiments, following the methodology of Figures 6.18

and 6.19. The correlation coefficient, using Pearson’s correlation coefficient (Pearson, 1901), is

> 0.99.

From this correlation and consistent with the mathematics of the vorticity calculation, it is

apparent that there is a strong positive relationship between the vorticity gradient and the

magnitude of the eyewall break. In particular, Figure 6.20 shows that as the north-south

vorticity gradient increases, so does the magnitude of the eyewall break.
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Figure 6.18: (a) Idealised symmetric relative vorticity field (s−1) with a reference contour at
-0.0005 s−1. (b) Idealised north-south vorticity gradient (s−1). (c) The sum of (a) and (b)
with a reference contour at -0.0005 (s−1) for (a) (solid) and (c) (dotted). (d) The symmetric
rotational flow (s−1) calculated from (a). (e) The rotational flow (s−1) calculated from (b). (f)
The rotational flow calculated from (c) (s−1).

134



Chapter 6. Asymmetric BL Wind Structure 6.4. Results

Figure 6.19: (a),(c),(e),(g) Idealised relative vorticity gradients (10−3 s−1) with their overall
north-south vorticity ratio annotated. (b),(d),(f),(h) The rotational flow calculated from the
asymmetric vorticity field the symmetric field (e.g. Figure 6.18c). The eyewall break ratio is
annotated. Calculations for the eyewall break ratio and vorticity ratio are described in-text.
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Figure 6.20: Correlation between the north-south relative vorticity gradient (ζ ratio) and the
eyewall break (EWB) ratio. Correlation coefficient (annotated) is calculated using Pearson’s
correlation coefficient (Pearson, 1901) with a confidence level of > 99.9%.

6.5 Discussion

The results presented in the previous sections show that there are multiple influences on the

storm asymmetry, which we will now discuss. First, I demonstrated that the rainband structure

may be contributing to the eyewall break by outwardly diverting the flow in the west/northwest

quadrants, distorting the streamlines in Figures 6.9 and 6.10 into an elliptical shape. The radial

wind of this band (Figures 6.10c,f) is structurally different to idealised studies by Hlywiak

and Nolan (2022) which show the maximum inflow should be just offshore, attributed to an

acceleration caused by the abrupt decrease on frictional stress. There is also disagreement

with an observational study over landfall (Rogers and Zhang, 2023), which produced similar

results to Hlywiak and Nolan (2022). However, we were able to reproduce these previous results

by simulating a symmetric vortex within 15 km distance from a coastline (Figures 6.11l, 6.12l,

6.13l), which suggests that the radial wind in the rainband of Tropical Cyclone Veronica (Figures
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6.10c,f) is being dominated by asymmetric processes unrelated to landfall.

It is known that rainbands can modify the flow around a tropical cyclone. For example, Kepert

(2018) showed using the KW01 boundary layer model that rainbands can produce local wind

perturbations. While the focus was on the azimuthal velocity, the author showed that there

was also a local perturbation in the radial wind, in which the inflow velocity was reduced along

the inside of the rainband. At the surface level, this impact on the radial wind is supported

by observational studies which showed a decrease in the strength and depth of inflow along the

inner/upwind edge of rainbands (Powell, 1990; Skwira et al., 2005). I therefore hypothesise,

using the results of Kepert (2018) and Skwira et al. (2005), and the analysis shown in Figure

6.10, that the presence of a strong rainband can exert its own influence on the dynamics and

can reduce the boundary-layer inflow on its inner edge which, in this case, was strong enough to

lead to a narrow band of outflow below about 2 km height. In fact, this ‘outflow’ is likely to be

related to convergence into the rainband, rather than being a typical tropical cyclone outflow.

The ‘outflow’ along the band is also likely compounded by the through-flow imposed by the

relative vorticity gradient, which was shown in Figures 6.13g,i,j,k.

Through idealised simulations using the KW01 boundary layer model (Figures 6.11, 6.12 and

6.13), the strength of convection in the rainband (implied by w) was found to increase in

simulations with a coastline compared to those in an all-sea environment. This result suggests

that the land plays a role in modulating the convection via frictional convergence and would

further support the hypothesis that the radial wind perturbation is related to convergence.

Furthermore, having increased convection in this region is consistent with the direction of the

strong vertical wind shear. For example, an observational study over storms in the northern

hemisphere by DeHart et al. (2014) showed that in sheared environments, convection propagates

azimuthally, initiating downshear right, reaching a convective maximum in the downshear left

quadrant, and weakening upshear. The results presented here, for example in Figure 6.10, are

consistent with these findings when re-oriented for the southern hemisphere.

The relevance of the rainband is supported by simulations shown in Figure 6.13 which suggest

that masking (increasing) the strong anticyclonic relative vorticity signatures associated with

convection can reduce (enhance) the magnitude of the eyewall break. To clarify, the conclusion

is not that rainbands and convection have a net anticyclonic impact on the storm, but that

they contain anticyclonic and cyclonic elements. When the overall vorticity gradient is reduced
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by masking the anticyclonic regions, the magnitude of the eyewall break is reduced. In the

following paragraphs, I will discuss the relationship between relative vorticity asymmetries and

eyewall breaks, and the potential sources of vorticity asymmetries in Tropical Cyclone Veronica.

We showed in Figures 6.16 that the general structure of the eyewall break and asymmetric

wind distribution can be reproduced numerically from the relative vorticity field using only

the rotational flow. Through idealised experiments (Figures 6.18 and 6.19), eyewall breaks

were reproduced by imposing a vorticity gradient onto a symmetric relative vorticity field. The

eyewall break ratio calculated for the idealised experiments (Figure 6.16f; 0.76) was higher than

expected - all of the asymmetric simulations using the KW01 model (summarised in Table 6.1)

had eyewall break ratios ≤ 0.7, which suggests that although the bulk north-south vorticity

gradient could reproduce an eyewall break, that there were other contributing factors in the

deformation of Veronica’s eyewall. Such factors likely include the flow perturbations of the

rainband discussed above, and shown in Figure 6.10. Despite this, the experiment in Figure

6.16 did reproduce an asymmetric wind distribution similar to that in Veronica (e.g. Figure

6.9).

There is also a strong correlation between the strength of the vorticity gradient and the mag-

nitude of the eyewall break in the idealised experiments (Figures 6.19 and 6.20), suggesting a

positive relationship between relative vorticity and tropical cyclone wind asymmetries. Figure

6.19 showed that as the vorticity gradient became stronger, the overall wind field became more

asymmetric, with the highest wind speeds in the quadrants with the most anticyclonic vorticity.

This relationship can be explained by the rotational flow produced by the vorticity gradient.

The relative vorticity gradient in Figure 6.18b produces a cyclonic gyre in the north and an

anticyclonic rotation in the south. In Figure 6.18e, the rotational flow demonstrates why the

cyclonic perturbation causes an eyewall break. Due to the nature of the vorticity gradient,

the bottom half of the cyclonic perturbation (about 30 km north in Figure 6.18e) produces an

easterly flow, which disrupts the westerly tangential wind of the eyewall. Similarly, the top half

of the anticyclonic perturbation (about 30 km south in Figure 6.18e) also produces an easterly

flow, which enhances the easterly tangential wind in the southern eyewall. This effect takes

place across the domain, dampening the tangential wind in the north and enhancing it in the

south. The mechanism presented here, along with the strong positive correlation in Figure 6.20,

suggests that the relative vorticity gradient was a causal factor in the eyewall break of Tropical
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Cyclone Veronica.

Overall, the total effect of a relative vorticity gradient on the wind distribution of a tropical

cyclone will depend on the relative intensity of the symmetric (wavenumber-0; e.g. Figure

6.17a,e) and the asymmetric wavenumber-1 (e.g. Figure 6.17b,f) component of relative vorticity,

which has been approximated here using the north-south vorticity gradient from a wavenumber-

1 like asymmetry (Figures 6.18b and 6.19a,c,e,g) imposed onto a symmetric vortex. As I have

discussed, the magnitude of an eyewall break in a real tropical cyclone may also be affected by

smaller-scale dynamics, such as rainband-type features.

It is also evident from Figure 6.19 that increases in the relative vorticity gradient can make the

streamlines more elliptical, flattening out in the south. This was a feature in Veronica’s wind

field (Figures 6.9a, 6.10d,e,f and 6.16d). Similarly, from the same figures, Veronica exhibits an

elliptical eye. Such a feature begins to become increasingly evident in the idealised simulation

in Figures 6.19b,d,f,h as the vorticity gradient increases. These results strongly suggest that

the vorticity gradient of Tropical Cyclone Veronica contributed to key dynamics, such as: the

eyewall break, the overall wind asymmetry, the elliptical eye, and the elliptical streamlines.

Next, we will discuss the potential source of the vorticity gradient.

A Fourier decomposition of the relative vorticity field into the low wavenumbers (0, 1 and

2), shown in Figure 6.17, demonstrated a strong wavenumber-1 asymmetry with anticyclonic

vorticity in the south, and cyclonic in the north. This asymmetry broadly lines up with the

environment as a whole, whereby an anticylone is moving eastward in the south of the domain,

and the monsoon trough is providing anticyclonic forcing in the north of the domain. There is

some evidence for fine-scale relative vorticity inland, likely enhanced by wind shear and frictional

convergence; however, the convective vorticity dipoles are propagated azimuthally and tend to

contain a stronger cyclonic component (Montgomery and Smith, 2014), which is unlikely to

contribute to the overall imbalance of anticyclonic vorticity in the south. Additionally, the

ellipticity of the streamlines in the idealised experiment (Figure 6.18f) is less pronounced than in

the MetUM (e.g. Figure 6.16d,e), suggesting a contribution from the wavenumber-2 component

of relative vorticity (Figure 6.17c).

While it is plausible that vertical wind shear would cause a vorticity asymmetry in TCs, this

effect has not been widely studied and the observational evidence is not clear-cut (Figure 2.4

of Section 2.4). Therefore, it is difficult to conclude whether or not the vorticity gradient is
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shear-driven. For example, using radar observations Shimada et al. (2024) (Figure 2.4a), Boehm

and Bell (2021) (Figure 2.4c) and Reasor and Eastin (2012) (Figure 2.4d) suggest that vorticity

dipoles are oriented relative to shear, with the inner-core cyclonic perturbation on the left-of-

shear quadrants and the anticyclonic perturbations to the right-of-shear. These studies were

all performed in the northern hemisphere, so note that the cyclonic vorticity is positive and

that positive asymmetric vorticity left-of-shear in the NH would correspond to right-of-shear

negative asymmetric vorticity in the southern hemisphere. Therefore, the results of the inner

core vorticity asymmetries are consistent with the Fourier decomposition analysis shown in

Figure 6.17. All of these studies also suggest a reversal in the sign of the vorticity dipoles at

larger radii, again supporting the findings in Figure 6.17, which places the anticyclonic vorticity

perturbation to the right-of-shear (left-of-shear in SH) at larger radii. However, Boehm and

Bell (2021) suggest that the strength of the signal is maintained in the second dipole, whereas

Shimada et al. (2024) and Reasor and Eastin (2012) indicate a drop in the strength by about

50%. Furthermore, Boehm and Bell (2021) show a third vorticity asymmetry reversal at even

larger radii, which is not reflected in the other two studies (Reasor and Eastin, 2012; Shimada

et al., 2024).

While these results (Reasor and Eastin, 2012; Boehm and Bell, 2021; Shimada et al., 2024) seem

to be generally consistent with Veronica’s relative vorticity gradient (Figures 6.16, 6.17), Shi-

mada et al. (2024) also present a different result (Figure 2.4b), which suggests a more downshear-

upshear orientation of the shear. Figure 2.4b shows that in steady-state tropical cyclones, the

anticyclonic vorticity asymmetry is downshear and the cyclonic component is more upshear.

There also seems to be no reversal in the dipole at larger radii in Figure 2.4b. Although Shi-

mada et al. (2024) suggested that the variation in the asymmetry is related to the intensification

stage, this suggestion is not supported by the other cases - although Figure 2.4b is based on

steady-state tropical cyclones and Figures 2.4a,d are intensifying storms, both Figure 2.4b and

the present work on Tropical Cyclone Veronica are based on weakening storms. Therefore, while

we can say the results in Figure 6.17b are broadly consistent with the literature in terms of

the gradient of vorticity relative to shear, the impacts of shear on the horizontal distribution of

vorticity are still not entirely clear.

The environmental gradient presented by the wavenumber-1 asymmetry motivated the idealised

numerical analysis in Figure 6.17. By producing an idealised, weaker vorticity gradient similar
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to the overall asymmetry, and imposing this onto the vorticty field for a symmetric vortex, we

were able to reproduce an eyewall break from the rotational flow. This result suggests that

the asymmetric distribution of relative vorticity in the larger-scale environment, specifically the

wavenumber-1 asymmetry, plays a key role in producing an eyewall break. The break tends to

occur where the cyclonic vorticity is higher, whereas the bulk of the wind field gets redistributed

over the region of relatively lower cyclonic vorticity.

It has been shown using simple numerical experiments that an eyewall break can be reproduced

by imposing a largescale relative vorticity gradient onto a symmetric vortex. The cause of this

vorticity gradient may be complex in reality. In the case of Veronica, I suggest a range of

processes that may contribute to the vorticity gradient. For example, the largescale contribu-

tions of the eastwardly propagating anticyclone in the south and the monsoon trough providing

cyclonic vorticity in the north. More locally, vorticity asymmetries are likely to be modulated

by the moderate-strong vertical wind shear, frictional convergence induced by the land, and

tropographical influences. Overall, I have demonstrated using KW01 boundary layer model

that while the imposition of a coastline increases the frictional convergence and convection over

land, this does not have a substantial effect on the magnitude of the eyewall break, suggesting

the larger dynamical environment is the dominant influence.

However, in this case there is some evidence for the primary spiral rainband contributing to the

eyewall break and elevation of the BL wind speeds over land. For example, as previously dis-

cussed, the rainband induces an outward flow in the west/northwest storm quadrants, distorting

the flow and thus contributing to the elliptical streamlines shown in Figure 6.9. The rainband

also contributes to the vorticity budget (which is not shown), primarily through tilting, which

creates a spiralling band of cyclonic vorticity emanating from the northern eyewall. This strong

perturbation in vorticity at the tip of the eyewall, where we see the break, increases the local

vorticity gradient in the inner core. Therefore, while there is an environmental relative vorticity

gradient, the rainband still contributes on a local level.

6.5.1 Thermodynamic Contribution

We have presented a dynamical explanation for the eyewall break of Tropical Cyclone Veronica,

but thermodynamics are widely accepted to play a direct role in intensity change (e.g. Emanuel,

1986). At the most basic level, tropical cyclones making landfall would be expected to weaken
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due to a reduction in surface enthalpy fluxes, particularly the reduction in latent heating. During

landfall, thermodynamics can also play a role in the boundary layer and mid-levels. For example,

Hlywiak and Nolan (2022) showed that the boundary layer inflow velocity can accelerate as the

flow travels offshore, which very likely would transport drier air into the inner core, especially

given the extensive desert region in Australia’s northwest. Dry air intrusion during landfall

has been shown to induce storm weakening (Kimball, 2006) and rainband systems have been

observed to have relatively low surface θe signatures (Skwira et al., 2005), which has been linked

to the slowed intensification of landfalling tropical cyclones (Kimball, 2006).

Furthermore, Figures 6.10b and 6.10c show a region of strong mid-level inflow collocated with

a downdraft at approximately 270◦, which could suggest both radial and downdraft ventilation.

‘Ventilation’ here refers to the transport of dilution of the inner core θe, either by the radially

inward transport of low θe from the environment (radial ventilation, e.g. Tang and Emanuel,

2012b; Alland et al., 2021b), or by downdrafts from the dry mid-levels penetrating the inflow

layer (downdraft ventilation, e.g. Riemer et al., 2010; Tang and Emanuel, 2012a; Alland et al.,

2021a).

If there was a thermodynamic explanation for the eyewall break in this case, following the

above discussion, it would be expected that the stronger regions of the storm exist in a higher

θe environment. Figure 6.8 shows no substantial depletion of the θe within the region of the

eyewall break, at a time when the eywall break was already established. In fact, within the

inner core the θe is asymmetrically distributed over the northern (sea) side of the storm, with a

reduction along the landfalling rainband in the south and southwest. This does not immediately

appear to be consistent with the suggestion that the eyewall break is a result of thermodynamic

depletion by any of the processes listed above.

6.5.2 Other Theories and Cases

A recent study by Fischer et al. (2023) addressed a collapse of upshear inner core convection

in a 60-member ensemble. Though not related to landfall, this investigation is relevant due to

the shear-relative location of the eyewall degradation, which is consistent with Veronica. The

authors indicate that the collapse of convection was related to downdraft ventilation caused by

mid-level inflow with a downdraft below, similar to what is shown at around 270◦ in Figures

6.10b and 6.10c. Despite the similarities in the secondary circulation and the shear-relative
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location of the breakdown, I found no evidence to suggest that the depletion of inner core θe

via downdraft ventilation was a contributing factor to the eyewall break in the case of Veronica

(as discussed above).

We now consider the possible impact of VRWs. Wang (2002) found that outer rainband per-

turbations can contribute to eyewall breaks via the amplification of eyewall VRW, so long as

they are in phase with each other. The impact of VRW on the eyewall instability and shape

distortion was briefly discussed and supported by Figure 6.15. There are multiple other pro-

posed mechanisms by which VRW can contribute to eyewall distortion. For example, Wang

(2001) showed that when there is inner-core inflow associated with VRW activity, the eyewall

convection can be enhanced and pushed inward, with the outflow producing the opposite effect.

Contorting the inner core in such a way could disrupt the circular nature of the eyewall and

can even result in breakdown (Wang, 2001). In the previous sections, I discussed the outflow

collocated with the spiral band shown in Figure 6.10e, prior to the eyewall breakdown. The

outflow extends into the north-northwest region of the inner core. Following the arguments of

Wang (2001), in Veronica the VRW could have been propelled radially outward in the northern

eyewall, which would begin to explain the streamlines in Figure 6.9a. However, it is unclear

whether this caused an expansion of the eyewall; rather, the eyewall broke apart. The break-

down of eyewalls due to VRW has been documented (Reasor et al., 2000; Corbosiero et al.,

2006) and in effect, VRW can contribute both to changes in the shape, and to the breakdown

of, tropical cyclone eyewalls.

While it is possible that VRW contributed to instability in the Veronica’s eyewall, the VRW

activity was present during the polygonal eyewall stage, much prior to the eyewall break. Fur-

thermore, I have demonstrated that a larger scale relative vorticity gradient (which does not

seem to be present in the case of Wang (2002)) can produce an eyewall break similar to what is

observed in Tropical Cyclone Veronica, without any VRW activity. These results suggest that

Veronica was subject to a different eyewall break process, and that multiple factors may lead

to the formation of eyewall breaks depending on the environment and internal storm dynamics.

Chen and Yau (2003) present a similar case to Veronica whereby a landfalling tropical cyclone

undergoes an eyewall break which is collocated with a spiral band of elevated potential vorticity

(PV), although with the possibly significant difference that their storm did not stall on the

coast. In this case, the relative location of the eyewall break, the spiral band and the coastline
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are different compared to Veronica. There also seems to be no large-scale vorticity gradient, due

to the design of their experiment where asymmetries were removed prior to initialisation. Chen

and Yau (2003) agree that the spiral band is fuelled by frictional convergence and vertical wind

shear, and that it has relevance for the asymmetry of the inner core. Without a direct analysis

of their data, I propose that the study by Chen and Yau (2003) is consistent with the findings

presented here, in that their rainband contributes to a cyclonic vorticity perturbation within

the outer circulation, which is on the same side as the eyewall break, as it was in our simulation

of Veronica. In the absence of environmental asymmetries, the rainband perturbation may be

enough in itself.

One example of a case which is consistent with the Veronica findings and the relative vorticity

theory presented here, is Hurricane Idalia (2023). The radar data is shown in Figure A.1 and

the asymmetric tangential wind field mirrors Veronica, but bears an even more remarkable

resemblance to the idealised experiment presented in Figure 6.18f, in which a relative vorticity

gradient was imposed onto a symmetric vortex. A combination of the radar data in Figure

A.1c and the ERA5 reanalysis implies a strong vorticity gradient across Idalia, with the outer-

circulation cyclonic vorticity anomaly in the west, and the anticyclonic perturbations in the

east. The direction of the vorticity gradient in Idalia is consistent with the results shown here.

Furthermore, Idalia was under the influence of easterly shear, meaning that the asymmetries in

the wind and vorticity fields relative to the wind shear are similar to those in Veronica, placing

the relatively more cyclonic vorticity and eyewall break downshear. This relationship between

low-level vorticity anomalies and the direction of wind shear is also consistent with Boehm and

Bell (2021).

6.6 Conclusion

Throughout this chapter, we have explored the atypical wind structure of Tropical Cyclone

Veronica. As Veronica made landfall on a relatively flat and homogeneous land surface, and

remained almost stationary on the coast for approximately 24 hours, this case study presents

a unique opportunity to study the impacts of landfall on the storm asymmetry, without the

confounding influence of storm motion. Through our analysis, I have found that Tropical

Cyclone Veronica displayed an increasingly asymmetrical wind distribution as it approached

and remained almost stationary on the coast. Notable atypical features of the wind distribution
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include a rotation of the maximum wind speed as the storm approached land; the broadening

and maintenance of boundary layer wind speeds over the land; a near-surface eyewall break on

the offshore side of the storm; and elevated wind speeds and outflow collocated with a depleted

spiral rainband system, which was connected to the region of the eyewall break. Although the

increased near-surface inflow and tangential wind acceleration noted by Hlywiak and Nolan,

2022; Rogers and Zhang, 2023 appear to be present, they are not the dominant sources of

asymmetry.

The analysis presented here focuses on the eyewall break and the role of the spiral rainband. The

spiral rainband was not shown to detrimentally impact the thermodynamics of the inner core

within the eyewall break. However, the rainband did have some contribution to the diversion of

the flow to the north and northwest of the storm center, at the detriment of the northern eyewall.

Along the rainband, the flow seemed to be diverted radially outward from the storm center,

which was projected as a low-level outwards wind component. It is likely that this was a result

of strong near-surface convergence along the rainband, exacerbated by the increased friction of

landfall, which caused an inflection of the flow. Furthermore, the rainband contributed locally

within the inner core (just north/northwest of the storm center) to a local vorticity gradient.

Veronica was also under the influence of a large-scale vorticity gradient, with higher cyclonic

vorticity in the north and anticyclonic vorticity in the south, which were likely related to i)

environmental factors such as the monsoon trough in the north and an eastwardly propagating

anticyclone in the south, and ii) the impact of wind shear which can impose anticyclonic vorticity

perturbations downshear (Boehm and Bell, 2021). The orientation of the vorticity gradient and

eyewall break were consistent with the idealised numerical analysis.

Using a simple calculation, it was shown that an eyewall break could be replicated purely by

imposing a weak vorticity gradient onto a symmetric vortex. The break occurs in the region

with relatively higher cyclonic vorticity, while the wind speeds in the more anticyclonic sector

increase in magnitude. These results present a new paradigm for the development of eyewall

breaks and wind asymmetries in tropical cyclones.

As demonstrated by Tropical Cyclone Veronica, such asymmetric wind fields can lead to the

maintenance of boundary layer intensity inland while the storm weakens offshore. This study

motivates the analysis of the large-scale environment when evaluating risk for landfalling tropical

cyclones. While Veronica is just one case, the recent case of Idalia (2023) verified that this
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paradigm is consistent with other tropical cyclones. Future work could investigate this further

by analysing distinct case studies that present similar asymmetric wind distributions to those

presented here. This theory would also benefit from studies which vary the magnitude and

direction of vertical wind shear, to evaluate the impact of shear on the vorticity asymmetries

and resulting wind fields.
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Conclusions

In nature, tropical cyclones are inherently asymmetric, with the degree of asymmetry closely

related to environmental factors such as deep layer vertical wind shear and proximity to land.

Despite this, tropical cyclones are often defined by single-value metrics such as the 10-m max-

imum wind speed averaged over a period of minutes, which is used globally to define storm

intensity, and the radius of maximum wind - often used to describe storm size. Operationally,

understanding and adequately representing storm asymmetry is vital for quantifying risk to

coastal communities, but it is also important for determining storm intensification rates, via

processes of weakening (such as the radial and downdraft ventilation of low-entropy air into the

inner-core, e.g. Tang and Emanuel, 2012a; Riemer et al., 2010; Molinari et al., 2013; Alland

et al., 2021a; Alland et al., 2021b; Wadler et al., 2021) and intensification (such as the provision

of cyclonic vorticity to the storm system via stochastic convective updrafts, e.g. Montgomery

and Smith, 2014).

While track forecasts of tropical cyclones have been steadily improving, in recent years there has

not been the same amount of progress for intensity forecasts (Cangialosi et al., 2020; Gopalak-

ishnan et al., 2021). This thesis aims to contribute to the improvement of tropical cyclone

intensity forecasts by addressing all three pillars of numerical weather prediction, when applied

to the complex dynamics of these asymmetric systems. These pillars are: 1) observations and

their effective use, 2) numerical representation of the physics that governs the atmosphere, and

3) adequate understanding of the underlying science. I will now list how each results chapter

addressed these points, and the research questions set out in Chapter 1.
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Pillar 1: Observations (Chapter 4):

(1) How can in-flight observations be used to effectively evaluate the three-dimensional

asymmetric structure of tropical cyclone ensemble simulations?

(2) How well can single-value surface intensity metrics be used to infer the quality of the

ensemble in representing the boundary layer structure?

Pillar 2: Representation of Physics in Models (Chapter 5):

(3) To what extent does tropospheric mixing influence the intensity forecasts of Hurricane

Maria (2017) during a period of weakening and moderate to high vertical wind shear?

(4) How does the choice of sub-grid turbulence parametrisation in the free troposphere

contribute to the thermodynamic processes associated with weakening tilted tropical

cyclones?

Pillar 3: Advancing our Knowledge of the Underlying Science (Chapter 6):

(5) How do landfall, environmental wind shear and rainband dynamics contribute to the

eyewall break of Tropical Cyclone Veronica (2019)?

(6) To what extent, and by what mechanism, can eyewall breaks be explained by the

synoptic environment?

In the next section, I will address each question in order, discussing the main findings and

contextualising the results with the existing literature.

7.1 Addressing the Research Questions

Chapter 4 was primarily an exploratory chapter, demonstrating how different techniques could

be used to evaluate ensemble forecasts in detail, particularly in an asymmetric framework (Q 1).

The analysis of the correlation between the surface metrics and boundary layer performance

(Figure ??) suggested that the single-value Best Track metrics are not wholly reliable indica-

tors of model performance (Q 2), and motivated the investigation into three-dimensional model

evaluation techniques.

By using the available radar data, I showed that it is possible to identify systematic model

biases in vertical and azimuthal representation of the radial wind, which can be extended to
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other variables such as tangential wind, vertical wind and radar reflectivity (Q 1). From a single

figure (Figure 4.6), I demonstrated a consistent and strong systematic bias in the representation

of radial wind asymmetry for Hurricane Maria (2017).

Throughout the evaluation of Hurricane Maria in Chapter 4, it became apparent that the

MetUM was under-estimating the weakening that occurred in observations (e.g. Figure 4.3). It

has been established that Maria encountered a region of moderate vertical wind shear (e.g. Pasch

et al., 2019), which is associated with ventilation pathways that contribute to storm weakening

in shear (e.g. Tang and Emanuel, 2012a; Riemer et al., 2010; Alland et al., 2021a; Alland et al.,

2021b). I also discussed in Section 2.5 how turbulence can be generated in sheared tropical

cyclones through the production of local shear and buoyancy. Following these arguments, I

hypothesised that the shear-driven downdraft ventilation process could be directly impacted by

the representation of turbulence in the mid-troposphere (Q 3,4). I tested this hypothesis using

Hurricane Maria by substantially reducing the free-tropospheric sub-grid turbulent mixing, and

showed that the intensity forecasts for Hurricane Maria were significantly improved (Q4).

By altering the turbulence parametrisation, the vertical mixing was reduced between the top of

the inflow layer and the dry mid-levels, and between the dry mid-levels and the stratiform cloud

layer. Downdraft ventilation occurs via the resolved transport of dry air from the mid-levels into

the boundary layer (e.g. Tang and Emanuel, 2012b; Riemer et al., 2010; Alland et al., 2021a).

By reducing the moistening of the mid-levels, the downdraft ventilation process became more

efficient and weakened the storm in closer agreement with the observations (Q 3).

The result that a storm with stronger diffusion above the boundary layer is more intense is

unexpected. In previous boundary layer studies (e.g. Zhang and Rogers, 2019), increasing the

mixing within the boundary layer leads to a less convective, weaker storm with a weaker inflow

layer. In our results, increasing the mixing within the free troposphere leads to a stronger

storm. The important distinction is the region in which the changes were applied - our results

are complementary to the previous study by Zhang and Rogers (2019), and affect different

processes within the storm. In tandem, the results suggest that increased diffusivity within the

boundary layer is detrimental for storm intensification, whereas increased diffusivity above the

boundary layer can be beneficial.

Continuing the theme of asymmetries and intensity change, in Chapter 6, I used a case study

along with a full-physics model, boundary layer model, and basic calculations to develop a new
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theory for an additional mechanism which explains boundary layer wind asymmetries. Tropical

Cyclone Veronica (2019), which made landfall in north-western Australia, was selected to inves-

tigate the impact of landfall on the storm’s wind structure due to the relatively homogeneous

topography and slow storm translation. Veronica should be a good case study to investigate

landfall since there are limited impacts of environmental factors such as complex terrain and

fast translation, although there was significant vertical shear (Paterson, 2019). Landfall has

been shown to strongly impact boundary layer wind structure (e.g. Hlywiak and Nolan, 2022;

Rogers and Zhang, 2023) and the analysis in Chapter 6 showed an asymmetry consistent with

the landfall studies of Hlywiak and Nolan (2022) and Rogers and Zhang (2023). However, I

found that the landfall-induced asymmetry was not the largest source of asymmetry in this par-

ticular case. For example, in Chapter 6, I showed that landfall was not producing the dominant

effect on Veronica’s asymmetry when the storm was closest to the coast. For instance, Hlywiak

and Nolan (2022) showed that landfall induces an increased inflow in the region of offshore flow

due to the rapid reduction in surface friction compared to that inland, while the flow remains

subgradient. As a result, the enhanced convergence contributes to upward motion, promoting

the inward transport of absolute angular momentum, thus leading to an increase in tangential

wind speeds in the upper boundary layer in the offshore flow region. In contrast, I showed that

Veronica had a consistent offshore tangential wind minimum in the boundary layer, along with

apparent outflow in parts of the offshore flow (Figure 6.10). These results prompted further

analysis into the atypical asymmetric wind structure of Tropical Cyclone Veronica, which we

will now summarise.

Throughout this chapter, I built on results by Kepert (2018) that showed that tropical cyclone

rainbands can exert an influence on the flow (Q5). I demonstrated that the frictional effects

of landfall could increase the low-level convergence into an onshore rainband, leading to a flow

into the rainband and radially outward from the storm centre, diverting the flow. Such reduced

inflow (or in extreme cases, outflow) along the rainband was likely enhanced by the vorticity-

produced through-flow in the mid-boundary layer, further diverting the winds away from the

storm centre. It was also demonstrated that Veronica’s asymmetric structure could not be

attributed to the ventilation of low-θe air into the inner core from the rainband, since the region

of eyewall degradation had a relatively high θe compared to the inland storm quadrants (Figure

6.8).
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We discovered that the rainband was not the feature dominating the asymmetric wind distribu-

tion of Veronica, although it did contribute to the retardation of the local flow. I showed, using

an idealised model and analysis of the rotational flow, that an eyewall break and asymmetric

wind distribution could be reproduced by imposing a vorticity gradient onto a symmetric vortex

(Q 6). The strong positive correlation between the strength of the vorticity gradient and the

magnitude of the eyewall break (Figure 6.20) supports that a vorticity gradient was a causal

factor in the asymmetric wind distribution of Veronica by the following mechanism: the wind

field associated with the vorticity gradient influences the flow, which enhances the tangential

wind in the region of anticyclonic vorticity and reduces it in the region of cyclonic vorticity.

Although seemingly counter-intuitive, the mechanism can be summarised by Figure 6.18, which

shows an enhancement of the tangential wind in the top half of the anticyclonic rotation and a

reduction in the lower half of the cyclonic rotation. As seen in Figure 6.3, the large-scale vortic-

ity gradient present in Veronica was likely produced by the monsoon trough north of the storm

(providing cyclonic vorticity), and a high pressure system in the south propagating eastwards

throughout the study period.

The vorticity gradient theory to explain eyewall breaks appears to be new. Previous work has

suggested eyewall breaks to be related to: thermodynamic depletion via downdraft ventilation

(Fischer et al., 2023); vortex Rossby wave activity (e.g. Wang, 2001; Wang, 2002; Reasor et al.,

2000; Corbosiero et al., 2006); and rainband perturbations of potential vorticity (Chen and

Yau, 2003). While it is possible that there are various mechanisms by which eyewall breaks can

occur, it would be interesting to re-evaluate some of the existing studies in the new context of

a vorticity gradient. The results shown by the idealised studies (Figures 6.18, 6.19) support the

asymmetric wind distributions and vorticity gradient in Tropical Cyclone Veronica (e.g. Figure

6.16) and Hurricane Idalia (2023; Figure A.1), suggesting that it is a dynamically consistent

theory that is likely linked to many more storms.

7.2 Wider Context

This thesis contributes to the growing idea that storm asymmetry is important for storm inten-

sity change. We will now summarise the major contributions to the field.

Firstly, the parametrisation of turbulence in tropical cyclones has generally been viewed as a

boundary layer issue (e.g. Zhang et al., 2017b; Chen et al., 2021a) due to the intense turbu-
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lence (Lorsolo et al., 2010) which contributes to intensification via the turbulent surface enthalpy

fluxes (Riehl, 1950; Emanuel, 1986; Emanuel et al., 2023). However, I have shown that tur-

bulence above the boundary layer can also contribute to intensity change. While the focus of

Chapter 5 was on how the turbulence parametrisation impacts the downdraft ventilation weak-

ening process in tropical cyclones, there were broader implications from this chapter: turbulent

processes in the mid-troposphere can modulate tropical cyclone intensity. Consequently, these

results force us to reconsider how turbulence is parametrised within the troposphere; tropo-

spheric turbulence should be considered with importance alongside boundary layer turbulence.

There are wider dynamical implications of this work than turbulence parametrisation. With the

continuous improvements in computer technology and developments in large eddy modelling,

it is likely that the larger scales of turbulence will be resolved in higher-resolution numerical

weather prediction models. I have shown that turbulent processes do contribute to overall storm

dynamics, particularly intensity. I have proposed one possible mechanism here: the efficacy of

downdraft ventilation, which can be increased (decreased) when there is less (more) turbulent

mixing, since the dry mid-levels - which are key to downdraft ventilation, can be made moister

by turbulent mixing at the top of the boundary layer and at the base of stratiform cloud. Since

this work was conducted using turbulence parametrisations, motivation is provided for further

studies using turbulence-resolving scales such as large eddy simulations or novel observations

from unmanned aerial systems (discussed in Section 3.5) for a more detailed investigation and

verification of the role of mid-tropospheric turbulence on tropical cyclone dynamics.

Another major contribution to the study of storm asymmetry is the work on rainband dynamics

in Chapter 6. While previous work (Powell, 1990; Kepert, 2018) showed that the depth and

strength of the inflow layer are reduced on the inner side of spiral rainbands compared to the

outer side, the analysis in Chapter 6 went a step further and showed that landfalling rainbands

can exhibit this effect to such a degree that the storm-centred radial wind is reversed, diverting

the flow away from the storm centre. This result shows that rainbands can modulate the overall

boundary layer flow which can contribute to the asymmetry of eyewalls, but it also contributes

more widely to our understanding of tropical cyclone circulations. For example, although the

typical ‘in, up and out’ circulation has been acknowledged to improperly represent asymmetric

cyclones (Barron et al., 2022), storm-scale radial wind asymmetries are rarely considered in

relation to smaller-scale features such as rainbands.
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Lastly, in Chapter 6, we developed a theory for a new mechanism for boundary layer wind

asymmetry. I showed that large-scale vorticity gradients can be related to a cross-flow across

the storm system, contributing to storm-scale asymmetries and static eyewall breaks. Previous

work had suggested smaller-scale mechanisms for eyewall asymmetries, such as vortex Rossby

waves (Wang, 2001; Corbosiero et al., 2006), downdraft ventilation (Fischer et al., 2023), and

local perturbations of potential vorticity (Chen and Yau, 2003). While these theories are viable,

our additional large-scale vorticity gradient mechanism presented in Chapter 6 may be able to

be used to explain previous cases, and has practical implications for forecasting. For example,

large-scale anticyclonic and cyclonic features in the atmosphere are typically well represented

in global models. If such large-scale features are within proximity to a tropical cyclone, the

mechanism detailed in Chapter 6 can help forecasters to estimate storm-scale asymmetries in

the wind field. For example, large-scale cyclonic features can lead to reductions in the storm’s

tangential wind field by producing an opposing rotational flow (e.g. Figure 6.18). Conversely,

adjacent high pressure centres may enhance the storm’s tangential wind, by contributing to the

rotational flow on that side of the storm.

7.3 Limitations and Future Work Recommendations

While the results presented in this thesis have provided evidence for intensity-modulating mech-

anisms based on asymmetric processes within tropical cyclones, almost all of the results have

been based on case studies. Studying the small-scale dynamics of tropical cyclones requires high

precision and attention to detail, making it difficult to analyse a large amount of storms in the

amount of detail presented here. Although the model evaluation techniques in Chapter 4 are

designed to be relatively easy to implement, reliably testing the correlation between surface met-

rics and boundary layer performance would require a much larger sample of data. Performing

such statistical analyses is also challenging due to the nature of the data - since the data comes

from individual flight missions, it is difficult to do systematic analyses between models and

observation in the ways set out in Chapter 4. Similarly, ensuring that the model parametristion

changes in Chapter 5 consistently improve tropical cyclone intensity forecasts would require a

statistically-testable sample size of simulations. Both of these options would be beneficial to

operations and research to better understand and develop numerical weather prediction models

in the context of observations, but this is a task most suited to organisations with an archive of
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tropical cyclone regional model simulations and advanced supercomputing systems. However,

the case study approach herein indicates areas that would benefit from broader investigation.

Although Chapter 5 showed an improvement in tropical cyclone intensity forecasts by changing

the turbulence parametrisation, there is still a limited amount of data that can be used to

directly validate these changes, such as measurements of turbulence in the lower troposphere

of tropical cyclones. With the development of new unmanned aircraft systems (Cione et al.,

2024), much more data on tropical cyclone turbulence will soon be available. This new data

will allow for validation of the mixing length changes in Chapter 5, but can also be used to

improve our understanding of turbulence across the tropical cyclone system which can then be

used to inform numerical models.

Similarly, the new unmanned aircraft systems will provide more detailed data on lower boundary

layer wind structure, which could be used to build on the studies by Powell (1990), Skwira et

al. (2005), and Kepert (2018) on the kinematic impacts of tropical cyclone rainbands. Such

analysis could be used to validate the results in Chapter 6 that rainbands can divert the flow

and contribute to storm asymmetries.

Evaluation and verification has been a theme across the thesis. To reliably validate the eyewall

break theory in Chapter 6, the most robust option would be to analyse radar composites from

the NOAA TC-RADAR database (Fischer et al., 2022). This database includes the wind and

vorticity fields from NOAA flight missions into primarily Atlantic basin hurricanes, such as

the data shown in Chapter 4 and Appendix A.1. The main challenges associated with this

analysis would be to ensure some level of uniform azimuthal coverage in the data collection,

and to ensure the axisymmetric removal of the inner core cyclonic vorticity when computing

the vorticity gradients.

It is worth noting that the eyewall break theory in Chapter 6 revolved around a very idealised

set-up, with a perfectly centred vorticity gradient imposed onto a symmetric, stationary cy-

clone. However, the argument of the largescale vorticity having its own associated rotational

flow would stand for every possible orientation, size and structure of such largescale vorticity

perturbation. As such, the field would benefit from future work that investigates how different

vorticity gradients may impact tropical cyclone dynamics, including the impact of stationary

environmental vorticity gradients on translating tropical cyclones.
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One of the biggest open questions from the thesis is how vertical wind shear modulates vortic-

ity asymmetries, in the context of larger-scale vorticity gradients. It is difficult to answer this

question with observations (as demonstrated by Figure 2.4), since there are variable environ-

mental factors that may contribute to vorticity gradients, such as the distribution of convection,

the subtropical jet stream, and proximity to land, other cyclones or anticyclones. Therefore,

answering this question (regarding the impact of vertical wind shear on vorticity asymmetries)

is best suited to an idealised model such as CM1 (Bryan and Fritsch, 2002), where a series of

simulations could be set up removed from the stochastic external impacts of the environment,

with the re-addition of an environmental wind shear.

Convection-permitting simulations provide an opportunity to study storm asymmetry in detail,

but not without challenges. I showed in Chapter 6 that highly asymmetric boundary layer

processes can be well represented by a full-physics model, but it is difficult to attribute specific

processes to their causal factors, which is a common issue in meteorology usually addressed

by using idealised models. On the larger-scale, the impact of environmental factors such as

wind shear and the position of the sub-tropical jet are best investigated using a full-physics,

convection-permitting model, which can represent complex large-scale dynamics. Thus, I pro-

pose that the best way to study vorticity gradients and the environmental impact on storm

asymmetry is to use a combination of convection-permitting models, idealised models, and

observations where possible.

7.4 Closing Remarks

Asymmetric dynamics undoubtedly contribute to intensity changes in tropical cyclones. As

new observational techniques become available and computing capacity increases, our ability

to accurately represent and understand these processes will contribute to the improvement of

intensity forecasts. I have developed novel applications of analysis techniques to effectively

evaluate model forecasts in three dimensions, such as using Contoured Frequency by Azimuth

diagrams, which summarise the systematic biases of model simulations in a single figure. I

have shown how reducing the turbulent mixing in the free troposphere of tropical cyclones can

directly impact the boundary layer via shear-driven weakening processes involving the downward

transportation of dry mid-level air, in contrast to other studies have focused on boundary layer

turbulence. Furthermore, I have built on existing research suggesting rainbands influence the
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local flow (Powell, 1990; Skwira et al., 2005; Kepert, 2018), and developed a mechanism in

which a large-scale horizontal vorticity gradient can produce an asymmetric boundary layer wind

distribution and an eyewall break in tropical cyclones. Overall, this thesis presents an analysis

of asymmetric tropical cyclone structure, addressing impacts on dynamics and storm intensity,

which motivates further research and an operational focus on three-dimensional structure.
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Appendix

Figure A.1: Hurricane Idalia (2023) radar fields at 1.5 km, composited using five swathes from
a NOAA reconnaissance mission on 29 August 2023 over a four hour period from 21:44 UTC.
a) Tangential wind, b) radial wind, c) relative vorticity
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