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Abstract

Seismic observations of glacier beds are key to understanding processes of basal slip and incorporating

these processes into ice sheet models, which in turn inform predictions of global sea level rise. Observa-

tions of seismic reflection amplitude are a powerful tool for identifying glacier bed materials. Amplitude-

versus-angle (AVA) analysis is a technique commonly used to identify glacier substrates whereby the

amplitude of the basal reflection is measured as a function of its incidence angle at the ice base. Glacio-

logical AVA experiments conventionally consider only the compressional (P) wave component of the

wavefield, ignoring the shear wave (S) component; however, three-component seismic acquisitions are

proliferating in the glaciological community. To harness the full potential of three-component recording,

analysis of PS converted waves (incident P waves converted to S waves at the glacier bed) is necessary.

This thesis presents an investigation into the glaciological application of joint PP and PS AVA inversion.

Prior to inverting AVA data, amplitudes must be corrected for attenuation losses. The transition of

snow to firn and glacial ice represents a challenge to seismic study due to the continuous transition in

elastic properties with depth. I describe a method for measuring the seismic quality factor, Q, which

enables more detailed characterisation of firn’s attenuative structure than previous approaches allow. Q

increases from 56˘23 in the uppermost firn to 570˘450 between 55 and 77 m depth. This method offers

a strategy of constraining attenuation in seismic reflection experiments which do not record multiples,

also enabling improved constraint of source amplitude when compared with conventional methods.

I present an inversion scheme which jointly inverts PP and PS AVA data for the properties of the ice-

bed interface. Using synthetic AVA data, I investigate the improvement joint inversion of PP and PS

amplitudes makes to constraint of bed properties when compared with PP inversion. In general, joint

inversion improves upon PP inversion in both precision and accuracy over the same angular range. In

many cases joint inversion of data over 0 ´ 300 performs favourably with single inversion of data over

0 ´ 600. Joint inversion therefore has the potential to reduce ambiguity in substrate identification and

reduce the logistical requirements of glaciological AVA surveys.

The inversion scheme is applied to PP and PS data from Korff ice rise (KIR), in the Weddell Sea sector

of West Antarctica. Analysis of PP and PS AVA responses at KIR shows the reflection to arise from a

material with a P wave velocity of α “ 4.03˘ 0.05 km s´1, an S wave velocity of β “ 2.16˘ 0.06 km s´1

and a density of ρ “ 1.44 ˘ 0.06 g cm´3. The inverted properties are consistent with a reflection from

a layer of basal debris overlying frozen sediments, with a poorly-defined boundary between the two. I

propose that this results from a previous episode of flow as an ice rumple, followed by grounding on the lee

side of the bathymetric high occupied by KIR and subsequent freezing of basal sediments. The indication

of a reflection from a basal debris layer raises questions about whether conventionally-interpreted basal

reflections can truly be considered as such, and whether these interpretations may mask the true nature

of the underlying subglacial material.
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Chapter 1

Introduction

1.1 Motivation: Glacier bed properties and ice dynamics

Understanding the dynamics of the world’s glaciers and ice sheets is a matter of pressing global

importance: future sea level rise must be predicted to enable coastal communities to adapt

(Hinkel et al. 2018). Ice sheet models are used to understand the contributions to global sea

level rise of each part of the cryosphere and predict how this will evolve in the coming centuries,

but these models require field observations to verify and constrain input parameters.

The West Antarctic Ice Sheet (WAIS) contains enough fresh water to raise global sea level by

4.3 m (Fretwell et al. 2013), with an average global sea level rise resulting from a collapse of

the WAIS estimated at 3.2 m (Bamber et al. 2009). A large proportion of the WAIS’ bed is

below sea level, which means that the WAIS is potentially vulnerable to future ocean warming

and feedbacks such as the marine ice-sheet instability (MISI), which has been hypothesised to

trigger irreversible collapse of the WAIS (Mercer 1978). Understanding how the WAIS responds

to climatic conditions is therefore extremely important for predicting sea level rise.

There are three fundamental mechanisms of glacier flow: internal deformation of ice, sliding at

the ice-bed interface, and deformation of the subglacial material (Cuffey and Paterson 2010). In

ice sheet models, the relationship between slip resistance and slip velocity is determined by the

slip law (e.g. Weertman 1957; Zoet and Iverson 2020), which takes different forms depending on

the subglacial material properties. Flow velocities depend on a complex interaction between bed

topography, hydrology and material properties; in many of the ice streams which drain West
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Antarctica, the presence and distribution of saturated, deforming subglacial till and ‘sticky

spots’ of unsaturated tills are important controls on ice stream flow velocities and ice sheet

stability (e.g. Anandakrishnan and Alley 1997; Catania et al. 2006; Parizek et al. 2013; Peters

et al. 2006; Siegert et al. 2016; A. M. Smith 1997b). Ice sheet models are typically initialised

with basal conditions inverted from ice surface velocities; however, inverted bed conditions can

be contradicted by field observations (e.g. Bougamont et al. 2014; Harper et al. 2017). Model

predictions are highly sensitive to the distribution and type of bed material (Parizek et al. 2013).

This highlights the need of continued field observations to inform model processes.

Furthermore, studying a glacier’s basal conditions can help to better understand the physical

origins of subglacial landforms. This can both provide information about the history of a

particular glacier (e.g. Alley et al. 2021) and help to inform theories of the formation processes

of subglacial landforms. Studying the formation of subglacial landforms in situ (e.g. Schlegel

et al. 2022; A. M. Smith et al. 2007) can aid in interpreting these landforms as they exist in the

geological record, providing key information to constrain reconstructions of palaeo ice sheets

(e.g. C. D. Clark et al. 2000). Inferring the response of the WAIS to past changes in climate can

therefore aid predictive models of future ice sheet dynamics (e.g. DeConto and Pollard 2016).

The work presented in this thesis has two main purposes. The first is to explore novel methods

of seismic analysis and determine whether these new methods can provide better constraint

on subglacial material properties than conventional methods. The second is to improve under-

standing of the recent history of the WAIS in the Weddell Sea sector, by applying these methods

to data from Korff ice rise (KIR).

In this introduction, I will give an overview of the application of active-source seismic methods

to glaciological problems and describe the theory of amplitude-versus-angle (AVA) methods. I

will introduce the motivation for my methodological improvements concerning multicomponent

AVA analyses and advanced attenuation corrections. I will summarise previous work in the

Weddell Sea region and place work at KIR within this context. Finally, I will provide a road

map of this thesis, describing aims, objectives, and questions I hope to answer.
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1.2 Seismic reflection as a means of investigating subglacial con-

ditions

Active source seismic methods are concerned with measuring seismic waves emitted from a con-

trolled source (e.g. an explosive charge), rather than detecting waves produced by a geological or

glaciological event, or ambient noise. They form part of a suite of geophysical techniques avail-

able to glaciologists interested in basal conditions, which includes complementary techniques

such as radio-echo-sounding (RES, e.g. Bingham and Siegert 2007), electromagnetic methods

(e.g. Killingbeck et al. 2020) and passive seismic monitoring of icequakes (e.g. Kufner et al.

2021; E. C. Smith et al. 2015). Borehole measurements of basal conditions can provide essen-

tial information; however, these methods are inevitably spatially limited, and basal conditions

have been shown to vary significantly within individual ice streams (e.g. Muto et al. 2019b;

A. M. Smith 1997b). Furthermore, hot-water drilling to the bed of very thick ice can be costly

and logistically extremely difficult (Siegert et al. 2014). Geophysical methods hold the key to

understanding variations in basal conditions and their effect on ice flow, being able to measure

bed topography and material properties, as well as detect changes in hydrology (e.g. Kulessa

et al. 2017; Nolan and Echelmeyer 1999).

Controlled-source seismic studies are particularly responsive to the material properties of the

subglacial environment. Where data are of sufficient quality to observe subglacial layers, direct

measurement of interval velocity can help determine the glacier substrate (Blankenship et al.

1987). Where subglacial layering is not clear, the substrate can be determined by measuring the

amplitudes of wavelets reflected at the ice-bed interface. Commonly, these measurements aim

to distinguish materials by measurement of the bed’s acoustic impedance, Z, via the reflection

coefficient R. This is a well-established technique for identifying subglacial materials, and has

frequently been applied to Antarctic ice streams (e.g. Brisbourne et al. 2017; Clyne et al. 2020;

Muto et al. 2019b; A. M. Smith 1997a; A. M. Smith 1997b; A. M. Smith et al. 2013). At normal

incidence, the amplitude reflection coefficient R0 of a P wave is given by:

R0 “
Z2 ´ Z1

Z2 ` Z1
, (1.1)

where Z1 is the acoustic impedance in the first medium and Z2 is the acoustic impedance

in the second medium (Sheriff and Geldart 1995). If Z1 of ice is assumed to be known it is
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straightforward to calculate Z2 in the subglacial material from the reflection coefficient.

It is common to measure R0 from the normal-incidence primary reflection and its first multiple

using a method by Röthlisberger (1972). This technique has been used to distinguish bedrock

from stiff tills and those that are likely deforming, (e.g., Brisbourne et al. 2017; A. M. Smith

1997a; A. M. Smith 1997b; A. M. Smith et al. 2002; A. M. Smith 2007; A. M. Smith et al. 2013;

Vaughan et al. 2003), as well as identify areas of frozen and unfrozen subglacial sediment (Peters

and Anandakrishnan 2007). Where multiples are not clearly present, R0 can be determined by

measuring the amplitude of the primary ice-bed reflection, and making a correction for source

amplitude (Clyne et al. 2020; Muto et al. 2019b). Similar methods have also been used to

investigate the sediments within subglacial lakes (e.g. Brisbourne et al. 2023; A. M. Smith

et al. 2018).

Normal-incidence techniques are particularly useful as they enable measurement of basal prop-

erties at many points along a seismic line, providing a means of assessing the distribution of

subglacial materials and determining the distribution of subglacial water (Muto et al. 2019b;

A. M. Smith 1997b). However, incorporating acoustic impedance directly into ice-sheet mod-

els is difficult (Kyrke-Smith et al. 2017), and in many cases it can be beneficial to further

constrain subglacial properties by measurement of Poisson’s ratio, σ, which is related to poros-

ity. This can help to distinguish materials which may have similar acoustic impedances, but

whose Poisson’s ratios may have differing effects on ice flow. Amplitude-versus-offset (AVO), or

amplitude-versus-angle (AVA) techniques can deliver more comprehensive measurements of the

bed’s material properties due to their sensitivity to both Z and σ. This comes at the expense

of surveying over a more limited spatial area; AVA and normal-incidence measurements are

therefore complementary.

AVA techniques quantify the reflection coefficient R as a function of incidence angle θ. Glacio-

logically, they have been used to identify basal materials underneath ice streams and outlet

glaciers in Antarctica (Anandakrishnan 2003; Horgan et al. 2021; Peters et al. 2007) and Green-

land (Booth et al. 2012; Hofstede et al. 2018; Hofstede et al. 2023; Kulessa et al. 2017; Peters

2009), as well as mountain glaciers in Alaska (Gonzalez 2020; Zechmann et al. 2018). They can

be used to identify thinly layered substrates by consideration of interference effects (Booth et al.

2012), and have also been used to detect changes in subglacial hydrology (Kulessa et al. 2017;

Nolan and Echelmeyer 1999). Their sensitivity to subglacial water also makes them excellent
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methods for investigating possible subglacial lake locations (Hofstede et al. 2023; Horgan et al.

2012; Peters et al. 2008); in some cases, inference of subglacial lakes from RES may be refuted

by seismic measurements owing to the latter technique’s greater capability for measuring basal

properties (Hofstede et al. 2023).

AVA methods are a powerful tool for quantifying subglacial conditions. However, P wave AVA

inversions are highly nonunique (Castagna and Backus 1993). As three-component recording

and joint active- and passive-source experiments using technologies such as seismic nodes in-

crease in popularity in the glaciological community (e.g. Labedz et al. 2022; Veitch et al. 2021;

Young et al. 2023), datasets which include high-quality records of P to S wave mode conver-

sions (converted waves) will become more common. Converted wave AVA has been applied to

characterisation of hydrocarbon reservoir wells (e.g. Kurt 2007; Lu et al. 2015; Ramos and

Castagna 2001), and joint inversion approaches have been shown to be more accurate than sole

analysis of PP amplitudes (Ursenbach 2005); however to date, the extent to which the inclu-

sion of converted waves may mitigate nonuniqueness in glaciological AVA inversions has been

unexplored.

Recent work has demonstrated that the ice-bed interface can be significantly more complex than

is conventionally assumed in glaciological seismic studies, with thin layers of deforming sediment

observed overlying stiffer sediment (e.g. Booth et al. 2012; Brisbourne et al. 2017; Kulessa et

al. 2017). This influences the interpretation of geophysical measurements, as composite AVA

responses arise from interference at the thin layer, and the glaciological processes associated

with the characteristics of the glacier bed. Furthermore, the presence of basal debris is known

to affect glacier sliding (Zoet et al. 2013), and may have a significant effect on the sliding of

Antarctic ice streams (Hudson et al. 2023). Improved methods of seismic analysis may therefore

improve our understanding of the fundamental properties of the ice-bed interface, and enable

ice sheet models to better capture its complexity.

In this thesis, I address these knowledge gaps by presenting an inversion scheme for jointly

inverting PP and PS wave amplitudes, and investigate thoroughly the extent to which this

improves over conventional methods (Chapter 3). I then implement the method on data from

Korff ice rise (Chapter 4), discussing the glaciological implications of the observed response,

which is indicative of a basal debris layer.

Accurate constraint of attenuation losses is essential for AVA and normal-incidence methods.
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Figure 1.1: Schematic of an active-source seismic survey. The yellow star represents the seismic
source and the triangles represent the receivers. Curved ray paths result from continuous
refraction in the firn. x denotes source-receiver offset and θ refers to incidence angle.

However, in cases where multiple ice-bed reflections are not observed, attenuation is often

poorly constrained or must be assumed. This thesis (Chapter 2) also addresses this shortfall

by presenting a method for measuring seismic attenuation in firn from continuously refracted

diving waves. This method, since it does not rely on measurements from reflections, is applicable

even where multiples are not present, and allows the measurement of attenuation as a function

of depth in the firn column, also aiding seismic studies of the upper portions of glaciers and

ice sheets. In addition, the measurement of attenuation in firn aids accurate measurement of

source amplitude, which is necessary for correcting absolute basal reflection amplitudes.

1.3 Amplitude-versus-angle (AVA) analysis: theory

1.3.1 Measuring seismic amplitude

Figure 1.1 shows a schematic of a glaciological seismic survey. A seismic source is usually buried

and geophones laid out at increasing distances from the source. The amplitude A of a wavelet

arriving at a receiver a distance x from the source is:

Apx, fq “ A0pfqRpxqγpxqe´apfqrpxq. (1.2)

Here, A0 is the source amplitude, f is frequency, and R describes the effect of reflectivity along

the ray path, which has length rpxq. γ describes geometrical spreading factors and a is the

absorption coefficient:
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apfq “
πf

Qv
. (1.3)

Q is the seismic quality factor and v the velocity of the wavelet. Throughout this thesis I make

the common assumption that Q is independent of frequency (Kjartansson 1979); furthermore, I

assume a low-loss formulation of Q (O’Connell and Budiansky 1978; Toverud and Ursin 2005).

For the purposes of making amplitude corrections when Q and v vary over the ray path, it is

useful to make the substitution

t˚ “
t

Q
, (1.4)

where t is propagation time. t˚ is called the attenuated time (Carpenter et al. 1966) and is

cumulative along the ray path r1, i.e.:

t˚
ray “

ż r1“r

r1“0

tpr1q

Qpr1q
dr1, (1.5)

where r is the total ray path distance. For a ray travelling through n discrete homogeneous

isotropic layers:

t˚
ray “

n
ÿ

i“1

t˚
i “

n
ÿ

i“1

ti
Qi

. (1.6)

Substituting Equation 1.4 into Equation 1.2 and rearranging for R gives:

R “
A

A0

1

γ
eπft

˚

(1.7)

where t˚ is the attenuated time of the entire ray.

Glaciological seismic reflection experiments often aim to make an accurate measurement of R

in order to identify the material underlying a glacier and measure its properties. This requires

the measured amplitude A to be corrected for source amplitude A0, geometric spreading γ, and

attenuative effects. R is dependent on the elastic properties of the bed, and varies with angle

of incidence θ. The reflection coefficient at normal incidence, R0, can be used to calculate the
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1.3. AVA theory Chapter 1. Introduction

acoustic impedance of the bed using Equation 1.1. At non-normal incidence, AVA methods can

be used.

In Chapter 3, I assume Rpθq can be measured perfectly and discuss experiments using numer-

ical synthetics. Chapter 2 details a novel method for measuring Q which is applicable where

conventional methods may not be available. I discuss the attenuation, source amplitude and

geometric corrections in more detail as I apply them to real-world AVA data in Chapter 4.

1.3.2 Partition of energy at an interface: angular dependence of R

When a seismic wave is incident on an interface between two media, the energy is partitioned

into reflected and transmitted waves. This partitioning was described in terms of potentials by

Knott (1899), and subsequently in terms of displacement amplitudes by Zoeppritz (1919). When

a P wave is obliquely incident on an interface, some energy is converted into transmitted and

reflected shear waves; these are called converted waves. The proportion of energy partitioned

into each of the reflected and transmitted P and S phases is dependent on the incidence angle

θ and the elastic properties of the two media. Figure 1.2 shows a schematic of a P wave

incident at an interface of contrasting properties, and the resulting reflected and transmitted

waves. The fundamental principle of amplitude-versus-offset (AVO) and amplitude-versus-angle

(AVA) techniques is to deduce the elastic properties from measurements of the offset- or angle-

dependence of Rpθq.

The Knott-Zoeppritz equations describe Rpθq in terms of the the elastic properties of the media

on either side of the interface. These are the P wave velocities α1 and α2, the S wave velocities

β1 and β2, and the densities ρ1 and ρ2. The Knott-Zoeppritz equations are stated as four

equations with four unknowns RP , RS , TP and TS :

»

—

—

—

—

—

—

—

–

RP

RS

TP

TS

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

—

—

—

–

´ sinpθ1q ´ cospϕ1q sinpθ2q cospθ2q

cospθ1q ´ sinpϕ1q cospθ2q ´ sinpϕ2q

sinp2θ1q α1
β1

cosp2ϕ1q
ρ2β2

2α1

ρ1β2
1α2

sinp2θ2q
ρ2β2α1

ρ1β2
1

cosp2ϕ2q

´ cosp2ϕ1q
β1

α1
sinp2ϕ1q

ρ2α2

ρ1α1
cosp2ϕ2q ´

ρ2β2

ρ1α1
sinp2ϕ2q

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

´1 »

—

—

—

—

—

—

—

–

sin θ1

cos θ1

sin 2θ1

cos 2ϕ1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

. (1.8)

RP and RS are the P and S wave reflection coefficients and TP and TS are the P and S wave
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Figure 1.2: Partition of obliquely incident planar P wave energy at a planar interface between
two materials (e.g. the ice-bed interface).
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1.3. AVA theory Chapter 1. Introduction

transmission coefficients, respectively. θ1 is the (P wave) angle of incidence, and θ2 is the

angle of refraction. ϕ1 and ϕ2 are the S wave reflection and transmission angles, respectively

(Figure 1.2). θ2, ϕ1 and ϕ2 are determined by Snell’s law. At normal incidence to the interface,

the Knott-Zoeppritz equations reduce to Equation 1.1 and Rpθq is determined by the acoustic

impedances of the two media.

Z is related to the density and P wave velocity of a material by

Z “ ρα. (1.9)

Poisson’s ratio is related to the P and S wave velocities of a material by (Mavko et al. 2009):

σ “
α2 ´ 2β2

2pα2 ´ β2q
. (1.10)

The Knott-Zoeppritz equations can therefore be recast in terms of acoustic impedance and

Poisson’s ratio, which can aid in interpreting the results of AVA inversions.

It should be noted here that the term ‘converted wave’ in general applies to any mode conversion,

whether transmitted or reflected, P to S or S to P. From here on I use it to refer to the reflected

PS wave only.

1.3.3 Glaciological AVA responses

In this section, I use the Knott-Zoeppritz equations to model AVA responses for hypothetical

subglacial materials, discussing the qualitative characteristics of the AVA responses as basal

acoustic impedance and Poisson’s ratio are varied, after Booth et al. (2012). I extend the qual-

itative analysis of Booth et al. (2012) to consider characteristics of PS and SS AVA responses.

I then show AVA responses for a variety of real and previously observed subglacial materials,

discussing their characteristics, and extending previous work (e.g. Peters 2009) to consider PS

and SS AVA responses of these subglacial materials.

Thin layering can complicate analyses of seismic reflectivity. In particular, series of thin layers

can enhance the amplitude of reflected waves over transmitted waves, and act as a low pass

filter (Ziolkowski and Fokkema 1986). Booth et al. (2012) present an in depth exploration of

the effect of thin layering at the bed on glaciological AVA responses. A full consideration of thin
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Figure 1.3: Varying basal acoustic impedance Z (units 106 kg m´2s´1) while basal Poisson’s
ratio is kept constant at σ “ 0.4. Arrows are marked in the direction of increasing acoustic
impedance. (a) PP reflection coefficient, (b) PS reflection coefficient, (c) SS reflection coefficient
as a function of incidence angle θ. Units of Z are 106 kg m´2s´1.

layering is beyond the scope of this section, as I intend to highlight some qualitative aspects of

glaciological AVA interpretation. Implications of thin layering on the interpretation of the data

acquired at Korff Ice Rise are discussed in Section 5.2.4.

Effect of acoustic impedance and Poisson’s ratio on PP, PS and SS AVA responses

The character of an AVA response depends on the change in acoustic impedance Z and Poisson’s

ratio σ across the interface. Figures 1.3 and 1.4 show examples of modelled AVA responses for

glacial ice (Z “ 3.5ˆ106 kg m´2s´1, σ “ 0.34) over a variety of theoretical basal materials, after

Booth et al. 2012. Shuey (1985) simplified the Knott-Zoeppritz equations for incidence angles

less than 300, separating the effects of acoustic impedance and Poisson’s ratio into intercept

and gradient terms. While I do not follow Shuey’s approximation in this thesis, it can aid

qualitative interpretation to look at examples of AVA responses within this framework. Booth

et al. (2012) presented hypothetical PP AVA responses for subglacial materials, keeping one

of Z or σ constant while varying the other. I extend their observations to PS and SS AVA

responses, using the same values for Z and σ.

Figure 1.3 shows the effect of varying Z in the basal material while keeping σ constant at
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Figure 1.4: Varying basal Poisson’s ratio σ while basal acoustic impedance is kept constant at
Z “ 3.3 ˆ 106 kg m´2s´1. Arrows indicate the direction of increasing Poisson’s ratio. (a) PP
reflection coefficient, (b) PS reflection coefficient, (c) SS reflection coefficient as a function of
incidence angle θ. Units of Z are 106 kg m´2s´1.

σ “ 0.4. Z is varied between 3 ˆ 106 kg m´2s´1 and 5 ˆ 106 kg m´2s´1. The arrows indicate

the direction of increasing Z. The primary effect on the PP AVA response of an increase in

the basal material’s acoustic impedance is that the intercept increases (Fig. 1.3a). A negative

polarity at zero incidence is associated with a decrease in acoustic impedance across the interface

and a positive polarity is associated with an increase in acoustic impedance. The linearised PS

AVA gradient decreases with increasing basal Z at θ ă 300 (Fig. 1.3b), and the SS intercept

decreases with increasing Z (Fig. 1.3c).

At incidence angles ă 300 the PP AVA gradient is principally controlled by the contrast in σ

across the interface. Figure 1.4 shows PP, PS and SS AVA responses for ice over a hypothetical

subglacial material with Z fixed at Z “ 3.3 ˆ 106 kg m´2s´1 and σ varied between 0.1 and 0.5

at intervals of 0.1. A positive PP AVA gradient is associated with an increase in σ across the

interface, with the gradient increasing as the contrast in σ increases (Fig. 1.4a). An increase

in subglacial σ increases the PS AVA gradient, with the response associated with lowest σ

subglacial materials having a strong negative gradient at θ ă 30 and that associated with the

highest σ materials having a strong positive gradient (Fig. 1.4b). The SS intercept increases

with increasing σ (Fig. 1.4c). At incidence angles increase, interpretation of SS AVA responses
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Table 1.1: Seismic properties of bed materials simulated. a) properties taken from Peters et al.
2007. b) properties taken from Christensen 1989, after Peters et al. 2008. c) properties taken
from Peters et al. 2008.

Material α (m s´1) β (m s´1) ρ (kg m´3) Z (106kg m´2 s´1q σ

Icea,b 3810 1860 920 3.5 0.34
Waterb 1500 0 997 1.5 0.5

Basementb 5200 2800 2700 14 0.3
Stiff tilla 1800 ˘ 150 1000 ˘ 100 1900 ˘ 150 3.42 ˘ 0.4 0.28 ˘ 0.08

Dilatant tilla,c 1700 ˘ 150 200 ˘ 50 1800 ˘ 150 3.06 ˘ 0.4 0.49 ˘ 0.004
Lithified sedimentb 3750 2450 2450 9.19 0.128

becomes difficult due to their complexity.

Qualitative interpretation of PS and SS AVA responses is less straightforward than interpreta-

tion of PP AVA responses because Z and σ can not be separated into intercept and gradient

terms; they both act on the PS gradient and the SS intercept. However, since for many real-

world subglacial materials increasing acoustic impedance is often associated with decreasing

Poisson’s ratio (Booth et al. 2012; Peters et al. 2008), these effects may amplify each other; in

combination with a qualitative interpretation from PP amplitudes, a quantitative evaluation of

PS and/or SS wave amplitudes may provide useful constraint on basal properties.

AVA responses of typical glacier bed materials

Figure 1.5 shows the AVA responses for previously reported glacial substrates 1.5. The AVA

responses are computed from the properties detailed in Table 1.1, after Peters et al. (2008).

Together, these materials represent the full range of subglacial materials a glacial AVA survey

is likely to encounter. Subglacial water may be measured under ice shelves (e.g. Horgan

et al. 2021), at subglacial lakes (e.g Brisbourne et al. 2023), or in other locations where the

subglacial hydrological system allows water pooling (e.g. Muto et al. 2019b). ‘Basement’ refers

to crystalline bedrock. ‘Stiff till’ is used to mean a dry till which is not deforming (e.g. Peters

et al. 2007). During streaming flow, saturated subglacial till dilates, causing an increase in till

porosity (e.g. A. M. Smith 1997a). This saturated, deforming material is referred to as dilatant

till. Finally, lithified sediment can be interpreted as sedimentary rock.

The characters of these AVA responses follow the general observations of the previous section.

The PP intercept (Fig. 1.5a) is strongly negative for an ice/water interface, there being a

strongly decreasing acoustic impedance across the interface. The intercept is strongly positive

for an ice-basement or ice/lithified sediment interface, because of the strong increase in Z across
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Figure 1.5: (a) PP, (b) PS and (c) SS AVA responses for the glacier bed materials detailed in
Table 1.1
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the interface. The PP intercepts for beds of stiff and dilatant till are weakly negative, as they

have acoustic impedances only slightly less than that of ice.

The (linearised) AVA gradient associated with the PP response is strongly negative for beds

of lithified sediments or basement, and strongly positive where there is subglacial water. The

AVA responses of some substrates (e.g. dilatant till, lithified sediments) display a polarity

reversal, which is a highly diagnostic feature which can be used to classify glacial substrates.

Anandakrishnan (2003) identified a dilatant till layer at Ice Stream C (Kamb Ice Stream) by

measuring the angle at which this polarity reversal occurred. The angle of polarity reversal, or

crossing angle, supplies key information about the Poisson’s ratio of the material. If the polarity

reversal is not captured by the angular range of the survey (e.g. if σ ă 250 only), beds of stiff

and dilatant till may be difficult to distinguish from the PP response alone. However, analysis

of PS responses (Fig. 1.5b) jointly with PP responses (Fig. 1.5a) may enable identification of

these materials, as their PS responses are better separated than their PP responses.

The PS AVA gradient decreases with both increasing Z and decreasing σ: water, which has the

lowest Z and highest σ of a typical subglacial material, has the most strongly positive PS AVA

gradient. In general, a higher acoustic impedance is associated with a lower Poisson’s ratio,

so these effects amplify each other in the AVA gradients, leading to progressively decreasing

gradients as materials become stronger and stiffer (Figure 1.5b). However, when this is not

the case, it can lead to nonuniqueness: at θ ă 400, the PS responses of lithified sediments

and crystalline basement are very similar. This is because basement has a higher Z but also

higher σ than lithified sediments, so the decrease in gradient associated with higher Z and

increase in gradient associated with higher σ trade off against each other. These materials are

indistinguishable from PS amplitudes at θ ă 400 alone; however, consideration of PP and PS

responses together may enable identification.

The SS AVA intercept is most strongly positive for an ice/water interface and most strongly

negative for basement and lithified sediments; here a strongly positive intercept is associated

with a decrease in Z/increase in σ across the interface, and a strongly negative intercept asso-

ciated with an increase in Z/decrease in σ across the interface (Figure 1.5c). As seen with the

PS gradient, increasing Z and decreasing σ in the subglacial material have the same effect - a

decrease in the SS intercept. These AVA responses therefore exhibit the same tradeoff between

Z and σ which results in similarity between the responses for basement and lithified sediments.
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A qualitative interpretation from the SS intercept may have some value but is fundamentally

limited by this property. At incidence angles of θ “ 300 the SS responses become complicated,

making interpretation difficult.

The sharp peaks in the AVA responses represent the critical angle θcrit of the incident wave.

For example, a P wave incident at an ice/basement interface goes critical at θcrit „ 450, which

is clearly visible as a peak in the PP and PS AVA responses (Figs. 1.5a and b). Since the

Knott-Zoeppritz equations do not account for head waves, amplitudes at θ ě θcrit should not be

used, as the Knott-Zoeppritz equations do not accurately describe these amplitudes (Červený

1966). The SS responses show that for these glaciological substrates, the critical angle of an

incident S wave is at relatively small angles compared to the critical angle of the incident P

wave (Figure 1.5c). This means that only a small part (θ ă 200) of the SS AVA response can

be used.

Typically, glaciological AVA inversions look for the basal properties which give the minimum

misfit to a PP AVA response. However, these inversions are highly nonunique, especially when

the available angular range of data is limited; commonly, θ ă 300 (e.g. Booth et al. 2012; Horgan

et al. 2021). Jointly inverting PP and PS AVA data may help to reduce this nonuniqueness as

the PP and PS AVA responses contain different information about the substrate. Furthermore,

the converted wave detected at a given source-receiver offset is incident at a larger angle than

the PP wave received, due to the slower S wave velocity resulting in an asymmetric ray path

(Figure 1.6). Therefore analysing PS waves is a means of extending the angular coverage of

incident waves at the glacier bed, and offers an independent subset of seismic data with which

to constrain material properties.

While in principle SS wave AVA responses can be included in these inversions, in practice their

measurement is more challenging, due to the requirement of S wave sources and the greater

difficulty of measuring S wave source amplitude and attenuation. Therefore this thesis is mainly

focused on exploring the potential for PS converted waves to improve AVA inversions. I also

investigate the hypothetical value of joint inversion including SS amplitudes using numerical

synthetics. However, this does not form the main focus of the work.
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PP
PS

Figure 1.6: Schematic ray paths of a PP reflection (solid line) and converted-wave PS reflection
(dotted line). For waves incident at the same receiver, the PS incidence angle, θPS is larger
than the PP incidence angle, θPP , due to the slower S wave velocity.

1.3.4 Converted-wave AVA processing

To calculate the reflection coefficient of a P-to-S converted wave, the P wave and S wave portions

of the propagation path are dealt with separately, and Equation 1.7 becomes:

RPS “
A

A0

1

γPγS
eπft

˚
P eπft

˚
S , (1.11)

where γP is the geometric spreading factor applied to the P wave portion of the ray path, γS

is the geometric spreading factor applied to the S wave portion, t˚
P is the wavelet’s attenuated

time as a downgoing P wave, and t˚
S is its attenuated time as an upgoing S wave.

Analysis of converted wave amplitudes is more challenging when compared with PP wave analy-

sis due to the independent constraint needed for S wave velocity and attenuation. Furthermore,

the reflection points for PP and PS waves recorded at a single receiver are different (Figure

1.6), so either the ice-bed interface must be assumed homogeneous or the spatial variability of

reflection points must be accounted for.

1.4 Seismic attenuation in snow, firn and ice

Seismic Q is a main source of uncertainty in AVA studies (Luh 1993; Peters 2009). This thesis is

also concerned with the development of a method to measure Q in firn, with a view to improving
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attenuation corrections and better constraining glacier bed reflectivity.

As a seismic wave propagates, it loses energy in four generic ways: geometric spreading, par-

tial reflection at interfaces, scattering, and by conversion of kinetic energy to heat due to the

internal friction of the propagating medium (Section 1.3.1). The lattermost is termed anelastic

attenuation, and is quantified using the dimensionless seismic quality factor Q. Q is inversely

proportional to the fractional energy loss per wave cycle (Aki and Richards 2002; Sheriff and

Geldart 1995), with higher Q materials associated with more efficient propagation. A wide

range of P wave quality factors (Qp) have been found in both polar ice sheets and mountain

glaciers; field-based measurements have ranged from Qp “ 6 ˘ 1 in warm ice (Gusmeroli et al.

2010), to Qp ą 500 in cold polar ice (C. R. Bentley and Kohnen 1976). A dependence of Qp

on temperature has been demonstrated both in the laboratory (Kuroiwa 1964), and in the field

(Peters et al. 2012, using a method by Dasgupta and Clark 1998). Clee et al. (1969) measured

both Qp and the shear-wave quality factor, Qs, in ice near its melting point, finding Qp{Qs „ 3.

Attenuation measurements have been made across various depth ranges in glacial ice, with some

authors measuring Q over the entire ice column from the spectra of pairs of primary/multiple

reflections (e.g. C. R. Bentley 1971; Booth et al. 2012; Jarvis and King 1993; Robin 1958).

Others have measuredQ within narrower depth ranges, either by using strong basal and englacial

reflections (e.g. Jarvis and King 1993; Peters et al. 2012) or by measuring the amplitude decay

of the direct P wave in a vertical seismic profile (Booth et al. 2020).

The upper portions of polar glaciers are characterised by the gradual compaction of snow into

ice. The intermediate material, called firn, exhibits a continuous transition in elastic properties

with depth, presenting a challenge for seismic studies (Schlegel et al. 2019). Q has been measured

in the uppermost ice of a snow-free glacier (Gusmeroli et al. 2010), and at a single depth at

the base of the firn column (Peters 2009); however little attention has been paid to the depth-

dependence of attenuation at intermediate depths in the firn column. Measurements of Q are

therefore desirable to both provide further insight into the structure of the firn itself, and correct

seismic reflection amplitudes for attenuation losses.

Chapter 2 of this thesis focuses on the development of a new method of measuring seismic

attenuation in polar firn, preparatory to the AVA experiments. The method is applicable in

cases where conventional multiple-based methods may not be available, and provides a more

detailed model of the depth-dependence of Q than has previously been resolved. Correction for
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Figure 1.7: Location of the field site (red star) on Korff ice rise (KIR) in the Ronne Ice Shelf.
HIR = Henry ice rise, BIR = Bungenstock ice rise, SIR = Skytrain ice rise, FP = Fletcher
Promontory, BI = Berkner Island. IIS = Institute ice stream, MIS = Möller ice stream, RIS
= Rutford ice stream. Inset shows the location within Antarctica. MODIS imagery (Scambos
et al. 2007) is overlain by MEaSUREs flow velocities (Mouginot et al. 2012; Mouginot et al.
2017; Rignot et al. 2017), accessed through Quantarctica (Matsuoka et al. 2021). Red box in
main figure indicates the region shown in Fig. 1.8a.

depth-varying Q in firn can also aid with accurately measuring the source amplitude, necessary

for correcting absolute reflection amplitudes.

1.5 The study site: Korff ice rise, West Antarctica

Korff ice rise (KIR) is an ice rise in the Weddell Sea Sector of West Antarctica, which lies in

the Ronne Ice Shelf. Figure 1.7 shows the location of KIR within the Ronne Ice Shelf and

the Antarctic continent, showing the locations of other ice rises and rumples in the region -

Bungenstock ice rise (BIR), Henry ice rise (HIR) and Skytrain ice rise (SIR). Also marked are

the ice streams Rutford ice stream (RIS), Institute ice stream (IIS) and Möller ice stream (MIS).

The ice surrounding KIR flows from RIS and IIS.
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(a)

(b)

Figure 1.8: (a) Bed topography of the region surrounding KIR, from Bedmap 2 (Fretwell et al.
2013), showing the location of the field site (white cross) and present day grounding line (black
solid line). Bed elevation is with reference to sea level. Contours are at intervals of 100 m. The
dotted line from A to B indicates the location of the profile in (b). (b) profile showing bed
elevation, surface elevation and the ice base, from A to B. The South end of the ice rise is the
stoss side and the North end is the lee side. Ice is thicker on the stoss side. The vertical grey
dotted line shows the location of the field site. Reverse bed slopes of IIS and MIS are visible in
the basal topography.
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Figure 1.8a shows the regional bed topography around KIR, from Bedmap 2 (Fretwell et al.

2013), with the field site marked by the white cross. The region displayed in Figure 1.8a

is indicated by the red box in Fig. 1.7. Figure 1.8b shows a cross section of KIR’s basal

topography, as well as the ice surface and ice base, along its divide axis, indicated by the

dashed line AB in Fig. 1.8a. The field site is at the apex of the subglacial mound; the ice is

thicker on the upstream (stoss) side of the ice rise, and thinner on the downstream (lee) side.

Stoss (South) and lee (North) sides are defined with respect to the flow of the surrounding ice

shelf, which flows from South to North.

1.5.1 Ice rises and rumples: formation and temperature

Ice rises and rumples are areas of locally grounded ice within ice shelves. They play an important

role in buttressing ice shelves and thus regulating discharge from the Antarctic Ice Sheet (Favier

and Pattyn 2015; Reese et al. 2018; Thomas 1979). Furthermore, ice rises encode information

about past ice flow and are extremely valuable in constraining ice sheet history (Matsuoka et al.

2015). Ice rises and rumples are distinguished from each other in that at an ice rumple, flow is

coincident with the surrounding ice shelf, whereas an ice rise has a flow regime independent of

the surrounding shelf (A. M. Smith 1986). Ice rumples can be a precursor to ice rise formation

or be stable features in and of themselves (Matsuoka et al. 2015).

Ice rises can form in a number of ways, illustrated in Figure 1.9, reproduced from Matsuoka et

al. (2015). An ice rise or rumple can form following ice sheet thinning and retreat of a grounding

zone to upstream of the bedrock high, leaving the ice rise grounded (deglacial emergent, Fig.

1.9b). Alternatively, following grounding zone retreat, the ice may unground from the local high

and subsequently reground either as a result of glacial isostatic adjustment (GIA emergent, Fig.

1.9c) or ice shelf thickening (glaciological emergent, Fig. 1.9d). Depending on the scenario of

formation and its timing, signatures are left in englacial structures (e.g. Kingslake et al. 2016;

Siegert et al. 2013) and structures arising from basal processes (Wearing and Kingslake 2019).

Observing these structures geophysically can help to inform about the glacial history of an ice

rise and aid in the reconstruction of the wider region’s past glaciation.

Ice at the base of a floating ice shelf is relatively warm, as it is in contact with ocean water

and thus fixed at the pressure melting point. On grounding, the ice base and bed cool towards

a geothermal equilibrium temperature due to the ocean cavity no longer being a source of
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Figure 1.9: Formation mechanisms of ice rises, reproduced from Matsuoka et al. 2015. a)
Long-term stable, b) deglacial emergent, c) GIA emergent, d) glaciological emergent. Figure
reproduced from Matsuoka et al (2015).
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heat (Lyons et al. 1972; MacAyeal and Thomas 1980), with the englacial temperature profile

eventually reaching steady state. Temperature profiles at ice rises measured from boreholes

have been used to date the formation of ice rises and can provide useful constraint on the

glacial history of a region (e.g. Bindschadler et al. 1990; Montelli and Kingslake 2023). Seismic

measurements of the ice-bed interface may help in drawing inferences of bed temperature, since

frozen and unfrozen ice-bed interfaces will have different elastic properties. Identifying whether

the bed at KIR is frozen may therefore provide information about the temperature regime, and

inform the history of the Weddell Sea sector more broadly.

1.5.2 Grounding line retreat in the Weddell Sea sector following the last

glacial maximum

In order to project the future evolution of the Antarctic ice sheet, models must be constrained

based on our understanding of past ice sheet processes. Accurate reconstructions of the history

of the West Antarctic Ice Sheet (WAIS) are necessary to understand its past response to ocean

and climate forcings, and consequently its past contribution to sea level rise. The Weddell Sea

Sector is a key part of this puzzle, having undergone large changes in glaciation since the last

glacial maximum (LGM), „ 20 ka before the present day (e.g. M. J. Bentley et al. 2014).

A number of ice streams which drain the WAIS in this region (e.g. Institute and Möller ice

streams) rest on reverse bed slopes, meaning that the WAIS may be vulnerable to marine ice

sheet instability in the Weddell Sea sector (Siegert et al. 2019; Ross et al. 2012). Loss of ice

shelf buttressing from the Filchner-Ronne Ice Shelf may lead to accelerated ice flow from the

region’s ice streams and outlet glaciers and an increase in its future contribution to sea level

rise. In recent years, there has been considerable interest in this region; observations aimed at

constraining ice sheet history here have included studies focussing on cosmogenic nuclides (e.g.

Hodgson et al. 2012), ice core drilling (Mulvaney et al. 2007; Mulvaney et al. 2014; Mulvaney

et al. 2021), marine sediment sampling (e.g. Hillenbrand et al. 2012; Stolldorf et al. 2012)

and geophysical investigations (Brisbourne et al. 2019; Kingslake et al. 2016; Ross et al. 2012;

Siegert et al. 2013; Wearing and Kingslake 2019; Winter et al. 2015).

These measurements have greatly improved our understanding of the WAIS’ recent history in

the Weddell Sea sector. At the LGM, the WAIS had a far greater extent than it does today, with

grounded ice extending to the continental shelf break (M. J. Bentley et al. 2010; M. J. Bentley
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KIR

Figure 1.10: Maximum extent of the Antarctic Ice Sheet at the last glacial maximum, 20 ka
before present, modified from Bentley et al. (2014). The location of KIR is marked. Weddell
scenarios A and B are two possible scenarios of the ice sheet’s maximum extent in the Wed-
dell Sea embayment. The colour scale indicates bed elevation, which is taken from Bedmap2
(Fretwell et al. 2013).

et al. 2014; Hillenbrand et al. 2014; Le Brocq et al. 2011). Figure 1.10, modified from Bentley et

al. (2014) shows the likely extent of the Antarctic Ice Sheet at the LGM. The white and black

outlines describe two scenarios, A and B, which represent the maximum and minimum extents

of the grounding line at the LGM consistent with observations. The two prominent inlets in

scenario A coincide with bathymetric troughs.

While the extent of the grounded ice sheet at the LGM is now well understood, consensus has

yet to be reached on the evolution of the grounding line from its LGM extent to its present

position. Some authors have proposed monotonic retreat of the grounding line to its present day

position after the LGM (e.g. Hillenbrand et al. 2014; Siegert et al. 2013). The mechanism by

which the grounding line would stabilise on a retrograde slope is not clear due to the generally

unstable geometry (Schoof 2007); however some authors have demonstrated that grounding

lines can stabilise on retrograde slopes in particular circumstances (Gudmundsson et al. 2012;
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Jamieson et al. 2012). In this scenario, KIR and its neighbouring ice rises may be deglacial

emergent ice rises.

An alternative hypothesis is that of rapid grounding line retreat to a position significantly

inland of the current grounding zone. This is followed by GIA resulting from the widespread

ungrounding of ice, in turn leading to a readvance of the grounding line to the present day

position (Bradley et al. 2015; Kingslake et al. 2018; Siegert et al. 2013). The ice rises and

rumples in the Ronne ice shelf may have partially or completely ungrounded and subsequently

regrounded as GIA emergent ice rises. This hypothesis offers an explanation for the current

stability of the grounding line stability, as this would represent an advancing grounding line

reaching stability on a reverse bed slope.

Previous geophysical measurements imply Holocene flow reorganisation at KIR from englacial

layering (Kingslake et al. 2016) and observations of crystal orientation fabric (Brisbourne et al.

2019). Kingslake et al. (2016) inferred a change in flow at KIR 2.5 ka ago, observing from

internal stratigraphy that the current ice flow regime is not in steady state. Brisbourne et al.

(2019) observed a change in ice fabric below 230 m depth inconsistent with present-day divide

flow, but consistent with a previous episode of ice flow from the South. Observations from

Bungenstock ice rise (Siegert et al. 2013; Winter et al. 2015) also imply flow reorganisation in

the Holocene, consistent with previous streaming flow either leading to stagnation and divide

formation (in monotonic retreat) or grounding following GIA (retreat/readvance).

Basal crevasses observed at Henry ice rise (HIR) support the retreat/readvance hypothesis, and

formation of the ice rise has been dated to 6 ˘ 2 ka before present (Wearing and Kingslake

2019). The absence of basal crevasses at KIR appears to contradict this, implying either that

KIR has not ungrounded during the Holocene or that grounding occurred sufficiently long ago

that signs of basal crevassing have been advected away (Kingslake et al. 2016). However, a weak

ungrounding of KIR after the LGM and progression to a rumple, followed by GIA and divide

formation, can not be ruled out. In this scenario, the downstream (lee) side of the present

day ice rise would have ungrounded during rumple formation, and the grounding line may have

retreated to the stoss side of the basal high point (Henry et al. 2022). Following this, GIA

emergent ice rise formation and grounding of the lee side would represent progression to the

present-day flow regime.

A recent date of grounding at KIR raises the possibility that the bed might not yet be frozen.
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Mulvaney et al. (2021) report measurements of cold beds from three sites in the southern Wed-

dell sea embayment, of ´11.60C, ´180C and ´14.90C at Berkner Island, Fletcher Promontory

and Skytrain ice rise, respectively. However, Berkner Island is known to be long-term stable

and has maintained a flow regime separate from that of the ice shelf during the last glacial cycle

(Matsuoka et al. 2015). Fletcher Promontory and Skytrain ice rise are promontory-type ice

rises connected to the main ice sheet, which are less likely to have ungrounded after the LGM

than KIR or HIR.

Observations of the basal properties of KIR may therefore provide additional constraint on the

timing and nature of this flow reconfiguration. Inferences about the material underlying the

bed, its temperature and degree of freezing, may help to constrain the date of grounding at this

location and inform our understanding of the ice rise’s history to the present day; this in turn

will add to our understanding of the wider Weddell Sea embayment’s history.

1.6 Data

In the austral summer season of 2014/15, seismic surveys were carried out at KIR to investigate

the location as a potential drill site. Data were acquired along a line parallel to the ice divide

(the boundary separating opposing flow directions). Here, I give an overview of the dataset

used for the work described in this thesis.

Prior to the AVA experiments, a 4km long seismic reflection profile was acquired along the

divide to investigate bed topography. Figure 1.11 shows this reflection profile, courtesy of Alex

Brisbourne, who processed the data. The bed is planar and homogeneous along the divide axis.
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Figure 1.11: Reflection profile acquired along the divide axis. Data processed by and displayed courtesy of Alex Brisbourne. Approximate location
of PP reflection points are marked by the blue ellipse and approximate location of PS reflection points is marked by the red ellipse (see Chapter 4
for more detailed analysis).
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Diving P Diving P

Figure 1.12: a) Diving wave first breaks from the expanding spread refraction experiment
(Acquisition A1), used to constrain v and Q near the surface. Source: seismic detonator at
surface. b) First 400 m of diving wave first breaks from Acquisiton A2 used for the layer
stripping computation. Source: 150 g Pentolite at surface. Traces are normalised in both a)
and b).

1.6.1 Surface-source data (Acquisitons A1 and A2)

To constrain seismic velocity and Q in the uppermost firn, a line of vertically-oriented georods

(Voigt et al. 2013) was deployed with offset intervals progressively increased: 2.5 m between

offsets of 2.5 m and 20 m, 5 m to 50 m and 10 m thereafter to a maximum offset of 390 m. A

seismic detonator was used as the source. I call this Acquisition A1; data are shown in Figure

1.12a.

To constrain Q deeper in the firn, I use data from a second acquisition, which I call A2: a line

of vertically oriented georods, deployed at 10 m offset intervals between 30 m and 980 m. A 150

g Pentolite source was used, and 2 s of data were recorded with a 16 kHz sampling rate (data

are shown in Figure 1.12b). These measurements are described in Chapter 2.

1.6.2 Buried source data (Acquisitions B and C)

In addition to the layouts with the source at the surface, data were acquired from a line of

vertically oriented georods at 10 m intervals, installed between 30 m and 1940 m offset, with

a 150 g Pentolite source buried in a 20 m deep borehole. These data were recorded with an

8 kHz sampling rate. I call this Acquisition B, and use these data to measure Q using the

primary, multiple, source ghost and critical refraction, described in Chapter 2. I also use data
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PP

pPP

PPPP

pPPPP

Figure 1.13: Normal incidence traces from buried source data, acquired in Acquisition B. a)
The primary reflection (PP) and its source ghost reflection (pPP) are used to measure Q above
the source. b) The primary and first multiple (PPPP) are used to measure Q from surface to
bed. The source ghost (pPPPP) is also present.

recorded from acquisition B for the P wave AVA measurements described in Chapter 4. Four

separate shots were recorded, which are combined into the supergather shown in Figure 1.15,

with more detailed views of the normal-incidence primary, multiple and ghost wavelets used for

the attenuation measurements shown in Figure 1.13.

To record shear and converted waves, data were recorded in a third acquisition, which I call

Acquisiton C. While in a homogeneous, isotropic medium an explosive source produces only

compressional waves, in a layered medium such as firn, shear waves are produced by mode

conversions close to the source. To produce these mode conversions, which were needed for

measurements of crystal orientation fabric (Brisbourne et al. 2019), a 600 g Pentolite source

was used, buried at 20 m depth. Georods were installed at 10 m intervals, between 30 m

and 1940 m offset, alternating between radial and transverse orientations. Data were recorded

with an 8 kHz sampling rate. Again, four separate shots were recorded and combined into

a supergather. The radial and transverse components of these data are shown separately in

Figures 1.16 and 1.14, respectively. For the converted-wave AVA measurements (Chapter 4, I

use only the radial component; I show the transverse component here for completeness.

A summary of Acquisitions A1, A2, B and C is given in Table 1.2.
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Acquisi-
tion
name

Source Sample
rate
(kHz)

Receiver spread Measure-
ment

A1 Seismic detonator
at surface

16 Spread from 2.5 m - 390 m; progressively increasing georod intervals: 2.5 m
between 2.5 m and 20 m, 5 m between 20 and 50 m, and 10 m between 50 m

and 390 m.

Q and v in
uppermost

firn

A2 150 g Pentolite at
surface

16 Offsets from 30 m - 710 m, 10 m georod interval Q in deep
firn

B 150 g Pentolite
buried at 20 m

depth

8 Offsets from 30 m - 1940 m, 10 m georod interval, vertically oriented Q from
reflections,

RPP

C 600 g Pentolite
buried at 20 m

depth

8 Offsets from 30 m - 1940 m, 10 m georod interval, alternating radial and
transversely oriented

RPS

Table 1.2: Summary of acquisition geometries A1, A2, B and C, and the measurements for which each acquisition was used
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Diving P

Figure 1.14: Data recorded in acquisition B, shown with an automatic gain control (window length: 200 ms) applied, for visual purposes only.
Clearly visible are the diving wave first breaks, primary (PP), first multiple (PPPP) and second multiple bed reflections (PPPPPP), and their
source ghosts (pPP, pPPPP, pPPPPPP).
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Figure 1.15: Radial component data recorded in acqusition C, shown with an automatic gain control (window length: 200 ms) applied, for visual
purposes only. Labelled are the converted (PS) and shear wave (SS) reflections. These data were used for joint inversion as described in Chapter 4.
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Figure 1.16: Data recorded in acqusition C, shown with an automatic gain control (window length: 200 ms) applied, for visual purposes only.
Converted (PS) and shear wave (SS) reflections are labelled. These data were not used but are shown here for completeness.
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1.7 Road map of thesis

This thesis has two main aims, which are methodological and glaciological.

Firstly, I aim to explore how glaciological AVA inversions can be improved, a) by using advanced

methods of attenuation correction (Chapter 2) and b) by the inclusion of PS and SS wave

amplitudes in AVA inversion (Chapters 3 and 4). I will develop these methods, assess their

feasibility for use in glaciology, and evaluate their effectiveness when compared with existing

methods of glaciological seismic analysis.

The second aim of this project is to provide constraint on the dynamics of the Weddell Sea

sector in West Antarctica. This will be achieved through application of the improved methods

of analysis to data from Korff ice rise. The main question I aim to answer is whether the bed

at KIR is frozen. This will help inform our picture of the West Antarctic Ice Sheet’s response

to climate change over the Holocene.

Chapter 2 describes a novel method of measuring seismic attenuation in firn and comprises ma-

terial published in the Journal of Glaciology (Agnew et al. 2023). This method is motivated by

the requirement to better constrain attenuation in order to correct seismic reflection amplitudes

prior to AVA analysis.

Chapter 3 details the inversion scheme I use for converted-wave AVA analysis and describes

synthetic experiments aimed at investigating the potential improvement of joint PP/PS and

PP/PS/SS inversion over conventional P wave analysis.

Chapter 4 is concerned with the application of the PP/PS joint inversion method described

in Chapter 3 to data from KIR. I describe the processing of the AVA data and interpretation

of the results, as well as discussing interpretive difficulties and geophysical implications of the

converted wave analysis.

In Chapter 5 I expand on the geophysical interpretation of the results obtained in Chapter

4 and make glaciological interpretations, placing them in the context of the broader Weddell

Sea sector using approaches from rock physics and synthetic temperature modelling. I then

synthesise the findings of the previous chapters, discussing the geophysical experiments and

recommending best practice for future acquisitions. Finally, I discuss future work necessary to

improve our understanding of the geophysical techniques and the glacial history of the Weddell
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Sea sector.

1.7.1 Aims and objectives

The main questions I aim to answer in each of the chapters are laid out here.

Chapter 2 (Seismic attenuation in firn):

1. How does seismic attenuation vary with depth in firn?

2. How can uncertainties in attenuation measurement be accurately modelled?

3. Can advanced attenuation analyses improve AVA analysis?

Chapter 3 (AVA method and synthetic experiments):

1. To what extent do PS and SS wave AVA analysis improve constraint of subglacial material

properties when compared with conventional PP wave AVA?

2. Can interpretations of subglacial properties be made less ambiguous with joint inversion?

3. What sort of acquisition will deliver maximum value from a field campaign?

Chapter 4 (Bed conditions at Korff ice rise):

1. What are the bed conditions at KIR?

2. Does joint inversion improve constraint of bed properties at this site when compared with

PP inversion?

3. How can analysis of converted waves improve our interpretation of this dataset?

Chapter 5 (Synthesis):

1. Can observations of basal properties at KIR constrain estimates of its age?

2. What are the possible glaciological explanations for the observed bed properties? What

can this tell us about the Weddell Sea sector’s recent history?

3. How should an acquisition be planned for joint inversion?

4. What are the implications of these experiments for glaciological studies of seismic reflection

amplitudes?
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Chapter 2

Measuring seismic attenuation in

polar firn

In this chapter, I present a method of measuring the seismic quality factor, Q, in polar firn. I

present seismic measurements of the firn column at Korff Ice Rise, West Antarctica, including

measurements of compressional-wave velocity and attenuation. I describe a modified spectral-

ratio method of measuring the seismic quality factor (Q) based on analysis of diving waves,

which, combined with a stochastic method of error propagation, enables a more detailed char-

acterisation of the attenuative structure of firn than has previously been possible. Q increases

from 56 ˘ 23 in the uppermost firn to 570 ˘ 450 between 55 and 77 m depth. I corroborate the

method with consistent measurements obtained via primary reflection, multiple, source ghost,

and critically refracted waves. Using the primary reflection and its ghost, I find Q “ 53˘ 20 in

the uppermost 20 m of firn. From the critical refraction, I find Q “ 640 ˘ 400 at 90 m depth.

The method aids the understanding of the seismic structure of firn and benefits characterisation

of deeper glaciological targets, providing an alternative means of correcting seismic reflection

amplitudes in cases where conventional methods of Q correction may be impossible.

This chapter comprises work included in the publication:

Agnew, R. S., Clark, R. A., Booth, A. D., Brisbourne, A. M., and Smith, A. M. (2023).

“Measuring seismic attenuation in polar firn: method and application to Korff Ice Rise, West

Antarctica”. In: Journal of Glaciology, FirstView, pp. 1–12. doi: 10.1017/jog.2023.82.
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2.1 Introduction

Investigating the structure of polar firn is important for understanding the response of glaciers

and ice sheets to a warming climate. Modelling firn density is necessary for calculating ice

sheet mass balance from altimetry measurements (e.g. Alley et al. 2007; Wingham 2000). The

mechanical properties of firn are key to understanding processes of crevasse formation (e.g.

Rist et al. 1996), and potentially have implications for ice shelf rifting and hydrofracture (e.g.

Hubbard et al. 2016; Kuipers Munneke et al. 2014; Kulessa et al. 2019).

Interpreting these physical properties from a seismic dataset requires wavelet velocities and

amplitudes to be considered. Methods of measuring seismic velocity are well-developed: seismic

velocity can be used as a proxy for density (Kohnen 1972)) and can be used to estimate the

thickness of the firn column (e.g. Hollmann et al. 2021)). Combined estimates of compressional

(P) and shear (S) wave velocities can also be used to evaluate mechanical properties such as Pois-

son’s ratio (King and Jarvis 2007) and elastic moduli (Schlegel et al. 2019). In contrast, tools for

quantifying attenuation, derived from amplitude losses, are less well developed. Attenuation is

caused by both intrinsic mechanisms (elastic wave energy conversion) and apparent mechanisms

(e.g., tuning and scattering); their combined effect is measured using the dimensionless seismic

quality factor, or Q (O’Doherty and Anstey 1971; Schoenberger and Levin 1974).

Measuring Q is desirable for two main reasons. The first is that correcting for attenuation

through firn is an essential part of many glaciological measurements of seismic amplitude. These

include amplitude-versus-offset measurements, which are important for identifying glacial sub-

strates (e.g. Booth et al. 2012; Horgan et al. 2021; Peters et al. 2007; Peters et al. 2008), as well

as normal-incidence methods (e.g. Muto et al. 2019b; A. M. Smith 1997a). However, current

methods of measuring attenuation do not take into account the complex attenuative structure

of firn, and often rely on the presence of multiple reflections, which are not always present with

a sufficient signal-to-noise ratio (e.g. Dow et al. 2013; Muto et al. 2019b).

Second, because Q is influenced by the physical properties of the propagating medium, measur-

ing it has the potential to give further insight into the physical structure of firn. For example,

the relationship between the compressional- and shear-wave quality factors and velocities in

sands has been observed to be influenced by fluid saturation (Prasad and Meissner 1992), so

measuring Q in firn may have implications for characterising firn hydrology. Recent obser-
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Table 2.1: Summary of the survey layout used for each of the velocity and attenuation mea-
surements.

Measurement Depth
(m)

Ac-
quisi-
tion

Offset range used

Velocity 0 - 90 A1 0 - 390 m

Q in uppermost firn from
direct waves (Q1d)

0 - 12 A1 Reference trace at 17.5 m offset;
Comparison traces at 30, 35 and 40 m

offset.

Q in firn from layer
stripping (Q2´4)

27 -
77

A2 110 m - 710 m

Q in uppermost firn from
source ghost Q1pg, Q1mg

0 - 20 B 30 m - 140 m (normal incidence traces).

Surface-to-bed Q from
primary and multiple (Qtot)

0 -
530

B 40 m - 140 m (normal incidence traces).

Q at base of firn from
critical refraction (Qcrit)

90 B 990 m - 1460 m

vations of complex firn structure (Hollmann et al. 2021) and large ice lenses within the firn

column (Hubbard et al. 2016) highlight the need for continued in-situ characterisation of firn

and improvement of existing methods.

While the continuous increase in seismic velocity with depth enables the velocity-depth structure

to be measured in detail by relatively simple methods such as Wiechert-Herglotz inversion

(Herglotz 1907; Slichter 1932; Wiechert 1910), constraining the attenuation structure is less

straightforward, due to the lack of convenient collinear raypaths. In this paper, we present a

novel process of measuring the depth-dependence of Q in the firn from diving waves (downgoing

direct waves continuously refracted back towards the surface). We apply the process to data from

Korff Ice Rise, West Antarctica, providing a more complete description of the firn’s attenuative

structure than has previously been possible. We complement these results with measurements

made using primary and multiple reflections, their source ghosts, and direct waves, to validate

the firn Q model and obtain a complete Q vs depth model for the entire glacier.

2.2 Methods

The fundamental method we use is the spectral ratio method (Section 3.1), which we apply in

different ways to measure Q in various portions of the ice column. The process we present to

measure Q vs depth in the firn is layer stripping (Section 3.3). Layer stripping requires Q at the

surface, Q1, to be constrained independently, so we measure this using direct waves (Section
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Figure 2.1: Schematic of measurements made and their depths. Note that depths are not to
scale.

3.4.1), calling the result Q1d. By initialising the layer stripping process with Q1d, we obtain a

full Q profile of the firn.

The other measurements we present corroborate our firn Q results. We measure Q from the

surface to the bed, Qtot, using the primary reflection and first multiple (Section 3.2). By

combining Qtot with our firn Q profile, we obtain Q in the section between the base of the firn

and the bed, Qice. We compare this to a measurement made in the uppermost solid ice from

critically refracted waves, Qcrit (Section 3.5). Additionally, we independently measure Q in the

upper firn from the source ghosts of primary and first multiple phases, giving the results Q1pg

and Q1mg (Section 3.4.2). We compare these to the direct wave result, Q1d.

A summary of each measurement, its depth, acquisition type and offset range is given in Table

2.1; Figure 2.1 shows a schematic of the measurements and their depths.
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Figure 2.2: a) Wavelets, and b) spectra of diving waves used for the calculation of Q in the
second layer of the firn, Q2. Legends a) and b) indicate the source-receiver offsets of the traces
and spectra. The trace at 110 m offset (black) is used as the reference trace, with spectrum SA.
c) Logarithmic spectral ratios used for the calculation. The comparison trace has spectrum SB

and source-receiver offset xB. The spectral ratios are considered to be sufficiently linear within
the chosen bandwidth of 200 ´ 450 Hz, indicated by the grey vertical lines.

2.2.1 Spectral ratio method

Seismic attenuation is routinely measured using the spectral ratio method (B̊ath 1974; Teng

1968). The amplitude spectrum Spf, rq of a seismic wavelet of frequency f which has propagated

a distance r with no transmission or reflection at interfaces is given by:

Spf, rq “ S0pfqGprqe´apfqr (2.1)

where S0pfq is the initial spectrum, Gprq describes geometric spreading and a is the attenuation

rate, related to Q by a “ πf{Qv at frequency f and velocity v. The spectral ratio method

compares the spectrum SApfq of a reference wavelet A to that of a second wavelet B, SBpfq,

which travels for an additional time δt. The logarithmic ratio of the spectra is

ln
SBpfq

SApfq
“

´πδt

Q
f ` constant (2.2)

Linear regression of the spectral ratio’s logarithm against frequency allows a measurement of Q

to be made from the slope m:

m “ ´π
δt

Q
(2.3)

Figure 2.2 shows examples of wavelets, their spectra and associated logarithmic spectral ratios

used for a calculation of Q in the firn (Section 3.3.1). In all spectral ratio measurements, a

40



Chapter 2. Seismic attenuation in firn 2.2. Methods

Figure 2.3: a) The primary reflection (solid, PP) and first multiple (dashed, PPPP) are used to
measure effective Q across the glacier’s entire depth, Qtot. b) Diving waves travelling between
source S and receivers R1, R2. We define layers of constant Q and take the bottoming depth
of the rays to be the layer boundaries. c) The spectral ratio of the primary reflection (dotted,
PP) and source ghost (solid, pPP) can be used to calculate Q in the uppermost layer, above a
buried source. Note that this is schematic, and a) and c) do not show refraction of ray paths
due to the firn’s velocity gradient.

bandwidth must be chosen over which the spectral ratios are considered sufficiently linear; m

is the curve’s gradient within this bandwidth.

We use the common assumption that Q is independent of frequency (Kjartansson 1979). We

assume a low-loss formulation and definition of Q (e.g. O’Connell and Budiansky 1978; Toverud

and Ursin 2005) and a non-dispersive velocity (Kjartansson 1979; Liner 2012); we also assume

that Q is isotropic.

Appendix A.2 contains examples of traces, spectra and spectral ratios used for each application

of the spectral ratio method.

2.2.2 Surface-to-bed Q measurement (Qtot)

A common process for measuring Q to correct for attenuation in seismic reflection studies is to

use the spectral ratio of the primary reflection and its multiples (e.g. Booth et al. 2012) with

Equation 3. This gives the effective Q from surface to bed, Qtot, which includes the firn and its
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underlying ice (Figure 2.3a). We select non-clipped normal incidence traces from Acquisition

B for our measurement (Figure 1.13), taking incidence angles ă 100 as normal (A. M. Smith

2007). These wavelets and their spectra are shown in detail in Appendix A.2.

2.2.3 Deriving Q in the firn

The spectral ratio method usually measures the difference in frequency content of a propagating

wavelet at different locations on an otherwise collinear path. We use a modified process which

takes advantage of the firn’s continuous velocity gradient and the resulting diving wave paths

(e.g. Alsuleiman 2018; Crane et al. 2018; Hepburn 2016). We use Wiechert-Herglotz inversion

to obtain a velocity model (WHI: Herglotz 1907; Slichter 1932; Wiechert 1910); WHI has been

widely described for application to firn (e.g. Hollmann et al. 2021; Horgan et al. 2011; Jarvis

and King 1993; King and Jarvis 2007; Kirchner and C. R. Bentley 1990; Schlegel et al. 2019).

Layer stripping

For the purposes of this method, we represent the firn column as a sequence of layers of uniform

Q; the stated quality factor for an individual quasi-layer describes the aggregated effect of

attenuation over a defined vertical interval. Layer stripping is an established technique in

seismic tomography and attenuation analysis (e.g. Quan and Harris 1997; Yilmaz 2001), and

it is the process by which we calculate the quality factor of an individual quasi-layer in the

firn. This combines spectral ratio measurements of wavelets passing through that layer with an

evaluation of the cumulative attenuation through all overlying layers.

Figure 2.3b shows two diving waves A and B arriving at receivers R1 and R2, having passed

through different portions of the firn column. We trace these rays to find their depths of

maximum penetration, and interpret layers of uniform Q between these depths, discretising what

we assume to be a gradual change in attenuative properties with depth as the firn compacts.

The attenuated time t˚, defined as t˚ “ t{Q, is cumulative along each ray (Carpenter et al.

1966); i.e. for a ray which travels through n layers:

t˚
ray “

n
ÿ

i“1

t˚
i “

n
ÿ

i“1

ti
Qi

(2.4)

where ti is the time a ray spends in layer i, and Qi is the quality factor in that layer. A wavelet’s
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attenuated time is not measured directly; however, the difference in t˚ between two wavelets,

δt˚, can be measured from their spectral ratio gradient m “ ´πδt˚. Ray-tracing is used to

determine the time each ray spends in each layer; combined with the measured spectral ratio

gradients, this is used to calculate Q in each successive layer. Qn in layer n is calculated using

the spectral ratio gradient of two rays A and B, which penetrate to the bottom of layers n ´ 1

and n, respectively:

Qn “ tBn

„

´mB,A

π
`

n´1
ÿ

i“1

tAi ´ tBi
Qi

ȷ´1

(2.5)

Here, the superscripts denote the ray and the subscripts denote the layer; i.e., Qn is the quality

factor in layer n, tAi is the time ray A spends in layer i, and mB,A is the gradient of the spectral

ratio SBpfq{SApfq. A derivation of this equation is given in Appendix A.1.

It is apparent from Equation 5 that the calculation of Q in each successive layer depends on the

calculation of Q in all of the shallower layers. This process requires Q in the uppermost layer

to be known before the others can be calculated; we measure this using near-offset direct waves

(Section 3.4.1).

In principle, an attenuation-depth profile as smooth as the velocity-depth profile could be con-

structed using each successive offset pair; however, in practice, a vertical interval must be thick

and/or attenuative enough that its Q contribution is detectable above noise. To obtain more

robust results, we use clusters of 3 adjacent traces which, taken together, define the layer bound-

aries (Figure 2.3b), calculating and averaging nine 1{Qi results for each layer. Figure 2.2 shows

examples of traces, spectra and spectral ratios for the calculation of Q in the second layer. We

choose traces and bandwidths based on inspection of individual spectra, avoiding traces with

notched or unstable spectra.

We construct a 4-layer Qp model based on available stable spectra with sufficiently large offset

differences for a reliable measurement to be made, using data from the line of georods offset at

10 m intervals with a 150 g Pentolite source at the surface (Acquisition A2).

Stochastic error analysis

We estimate uncertainties in velocities by applying Gaussian perturbations to wavelet travel

times before Wiechert-Herglotz inversion, repeating the process to obtain distributions of veloc-
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ities as a function of depth. We then calculate the mean and standard deviation of the output

distributions to obtain velocity-depth curves.

To estimate the propagation of errors through the layer stripping process, we implement a

stochastic framework of error analysis. After Qi is calculated for layer i, a Gaussian perturbation

is applied to 1{Qi consistent with the uncertainty on the spectral ratio slope, and this perturbed

Qi is used to calculate the Qi`1 of the next layer. We repeat this process 1,000 times to obtain a

large number of credible models to analyse statistically. In order to ensure that each generated

Qpzq model is physically plausible, we assume two conditions, and accept only models which

satisfy these. We require that Q increases with depth (i.e., Qi`1 ą Qi), and that Q ą 0

always. We assume that the uncertainty is dominated by the spectral ratios, and that the

uncertainty from the travel-time measurement is comparatively small. While these assumptions

do not allow all theoretically possible results, we consider them necessary in order to obtain a

large enough number of usable models from which statistics can be robustly calculated, given

our computational constraints. All statistics are computed from distributions of the quantity

ρ “ 1{Q, and results and uncertainties are quoted as the mean and standard deviation of the

output distributions. The uncertainty in Q is then derived from ϵQ “ ϵρ{ρ2, where ϵQ is the

error in Q and ϵρ is the error in ρ (Topping, 1972).

2.2.4 Constraining near-surface Q

Qpzq profiles output from layer stripping reveal relative variations, but evaluating absolute

values requires Q in the shallowest layer, Q1, to be constrained. We initialise our layer stripping

process with a measurement of Q1 from direct waves, which we call Q1d, and use measurements

from primary and multiple source ghosts (Q1pg an dQ1mg) to support this result.

Direct wave measurement, Q1d

This measurement allows Q1 to be found without a buried source being necessary. Approxi-

mating near-offset diving waves as direct waves, we calculate Q1d using their spectral ratios.

The layer thickness d is the maximum thickness of the ray’s first Fresnel volume, given by

dpxq “
?
3λx{4, (2.6)
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where λ is the wavelength and x the source-receiver offset of the further offset ray in the pair

(Gusmeroli et al. 2010; Spetzler and Snieder 2004). For the direct wave calculation, we use data

acquired with a seismic detonator as source, which for our selected rays gives Q1d in a layer 12

m thick. We initialise our layer stripping computation with Q1d. For layer stripping, we use the

nearest-offset non-clipped traces from Acquisition A1; these rays reach 27 m depth, requiring

that we assume Q1 “ Q1d to 27 m.

Source ghost measurement, Q1pg, Q1mg

These results are used to corroborate the direct wave measurement of Q1d. We acquired data

with a buried source (20 m depth, Acquisition B) which generates a discrete source ghost. We

use these data to provide an independent measurement of Q in the upper 20 m. Figure 2.3c

shows the ray paths of the primary reflection and its source ghost. The spectral ratio gradient

for these two wavelets at normal incidence is used with Equation 3 to calculate Q, which we

call Q1pg. The traces used to calculate Q1pg are shown in Figure 1.13a.

Shown in Figure 1.13b are the normal incidence first multiple (PPPP) and its source ghost

(pPPPP). Measuring Q using these wavelets also gives Q in the firn above the shot, which we

call Q1mg. Ideally, we would expect Q1pg and Q1mg to be equal.

2.2.5 Constraining Q in the ice from multiples and critical refractions

Critical refraction, Qcrit

To validate the layer stripping approach to calculating Q, we make an independent measurement

of Q in the uppermost solid ice, Qcrit, using critically refracted waves (Peters, 2009). At this

depth, Qcrit can be straightforwardly measured using the spectral ratio of two critically refracted

arrivals and Equation 3. For this measurement, we use data with a 150 g buried Pentolite shot

(Acquisition B). We calculate the thickness of this quasi-layer using Equation 2.6.

Combining Qtot with a firn-Q model

We combine our layer-stripping measurement with our measurement of Qtot to provide an

estimate of Q between the base of the firn and the bed, Qice:

Qice “ tice

„

ttot
Qtot

´

firn
ÿ ti

Qi

ȷ´1

. (2.7)
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Q1d

Q2

Q3

Q4

QcritQice

Figure 2.4: a) Results from Wiechert-Herglotz inversion, showing the depth-dependence of
seismic velocity. b) Qpzq model. Q1d is measured from direct waves and assumed constant to
27 m. Q2 ´Q4 result from the layer stripping process. The blue dotted line shows Qice resulting
from combining the Qtot measurement with the layered model Q1 ´ Q4. The red dashed line
shows Q at the base of the firn, Qcrit, measured using the critical refraction. Shaded areas
represent uncertainties.

Here, tice is the travel time of a normal-incidence reflection between the base of the firn and the

bed, ttot is the travel time between surface and bed, ti is the travel time in a layer i of the firn,

and Qi is the quality factor of that layer.

Since the measurement of Qice is dependent on layer stripping, it is possible to validate the layer

stripping process by evaluating the consistency of Qcrit and Qice.

2.3 Results

WHI yields the velocity-depth model shown in Figure 2.4a. The P- wave velocity increases with

depth from 1200 ˘ 340 m/s at 1 m depth to 3779 ˘ 30 m/s at 90 m depth.

Measured using the primary and first multiple, the surface-to-bed Q is Qtot “ 250 ˘ 100.

The direct wave measurement of Q1 gives Q1d “ 56 ˘ 23 in the uppermost 12 m of firn. From

the primary reflection/ghost measurement, we find Q1pg “ 53˘20 for the uppermost 20 m, and

from the first multiple/ghost, we find Q1mg “ 53 ˘ 24 for the uppermost 20 m.

The results of our layer stripping computation in combination with stochastic error analysis are

shown in Figure 2.4b, which shows Q increasing to 570˘450 between 55 and 77 m depth. Table
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Table 2.2: Qp model from the layer stripping process, shown in Figure 2.4b. For the first layer,
0 ´ 27 m, we take Q1 “ Q1d from the direct wave measurement.

Layer Depth (m) Q

Q1 (from Q1d) 0 - 27 56 ˘ 23

Q2 27 - 41 89 ˘ 36
Q3 41 - 55 190 ˘ 130
Q4 55 - 77 570 ˘ 450

Qice from layer stripping/multiple 77 - 530 400 ˘ 310

Table 2.3: Summary of measurements independent of layer stripping.

Measurement Depth (m) Q

Qtot from primary/first multiple 0 - 530 250 ˘ 100

Surface Q from direct wave, Q1d 0 - 12 56 ˘ 23
Surface Q from primary source ghost, Q1pg 0 - 20 53 ˘ 20

Surface Q from first multiple source ghost, Q1mg 0 - 20 53 ˘ 24

Uppermost solid ice Q from critical refraction, Qcrit 90 640 ˘ 400

2.2 presents the Q model resulting from the layer stripping process.

By measuring Q at the critical refraction, we obtain Q “ 640 ˘ 400 at 90 ˘ 14 m. This is

indicated in Figure 2.4b by the dashed red line and shaded red area.

For a normal incidence reflection, our layered Q model, when combined with Qtot, implies

that for the entire ice column at depths greater than 77 m, Qice “ 400 ˘ 310. This result is

dependent on layer stripping and is shown in Figure 2.4b as the deepest layer with a dotted

blue line, with errors indicated by the shaded area. Table 2.3 summarises all Q measurements

which are independent of layer stripping.

2.4 Discussion

We have shown an effective process of deriving the velocity and attenuation profiles through firn

and ice, including a robust evaluation of uncertainties. Comparison of Q results obtained from

layer stripping with independent measurements at similar depths shows consistency between

methods. Our measurements of Q4 “ 570 ˘ 450, Qice “ 400 ˘ 310 and Qcrit “ 640 ˘ 400 agree

with each other within uncertainties, supporting the use of the layer stripping process.

In the shallow firn, our measurements of Q1d “ 56 ˘ 23, Q1pg “ 53 ˘ 20, and Q1mg “ 53 ˘ 24

agree closely, despite the fact that the direct wave samples the top 12 m (Q1d) and the source

ghost samples the top 20 m of firn (Q1pg, Q1mg). This is suggestive of a shallow Q gradient in

the upper firn.
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Figure 2.5: a) Bed reflectivities obtained from synthetic amplitude-versus-offset (AVO) data
simulating a reflection from an ice-bedrock interface with a Korff-like geometry, correcting
for attenutation with a layered Q model (solid blue line), and a uniform-Q assumption (dashed
black line). Data are not corrected for synthetic source amplitude and the y-axis is consequently
multiplied by a constant. b) Difference between layered-Q-corrected and uniform-Q-corrected
AVO curves (%)

A key motivation for measuring Q in the firn is the need to compensate for Q losses when the

amplitude of seismic waves is of interest, for example when using amplitude-versus-offset (AVO)

analysis to identify a subglacial material (e.g. Booth et al. 2012; Peters et al. 2008). We assess

the impact of a layered Q model by considering what difference such a model would make to an

AVO measurement versus a model which assumes a uniform Qtot throughout the whole glacier.

We produce a synthetic AVO gather of a reflection from 530 m thick ice over bedrock, dominant

frequency 200 Hz, which incorporates our detailed firn-Q model and velocity model. We then

pick the amplitudes, and recalculate the bed reflection coefficient using a) our detailed Q model

including Qice, and b) the assumption that Q “ 250 everywhere. We correct the amplitudes

for a single frequency, f “ 200 Hz. Figure 2.5a shows the two corrected reflectivity curves, and

Figure 2.5b shows the percentage difference between the layered-Q corrected and uniform-Q

corrected curves. The difference is small compared with typical signal-to-noise ratios at angles

ă 500, rising to ą 10% at angles ą 500. Layer stripping could therefore in theory provide a

small benefit to AVO surveys which have very high-quality and wide-angle data. However, for

typical glaciological AVO experiments layer-stripping will provide minimal benefits if Q can be

measured using the primary and first multiple.

There are circumstances in which it would be preferable to choose a layer stripping measurement
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over a multiple-based one. First, for seismic experiments studying the firn itself, a measurement

of Q in the firn is necessary, as clearly it is not valid to assume that Q at shallow depths is the

same as the effective Q that would be measured using multiples. Second, thin layering at the

ice-bed interface (Booth et al. 2012) can cause interference effects which change the apparent

amplitudes of the primaries and multiples, making a multiple-based measurement inappropriate

where a thinly layered bed is suspected. Third, multiples are not always clearly visible in a

seismic dataset (e.g. Clyne et al. 2020; Dow et al. 2013; Muto et al. 2019b); in such a case Q

would need to be estimated by layer stripping.

Our method has potential for improvement. A more detailed model could be produced if more

closely spaced, or even all, traces were used, resulting in a model with very thin layers and

providing a truer representation of the continuous nature of firn transformation; however, this

would require an extremely good signal-to-noise ratio that was not achieved with our dataset. In

principle, layer stripping could be used to measure the shear-wave quality factor; the acquisition

would need to be designed with this in mind, with an S-wave source and closely spaced receivers

at near offsets. In addition to our P-wave data, we acquired S-wave data using a 600 g Pentolite

source; however the size of the source needed to generate S-waves caused a high degree of clipping

and contamination with P-waves, rendering a Q-analysis impossible. In future, layer stripping

could be combined with measurements relying on englacial reflections (e.g., Peters et al. 2012)

in order to build up a more comprehensive englacial Q-profile; this could be supplemented by

a dedicated microspread to resolve detail at very shallow depths (e.g. Gusmeroli et al. 2010).

For complex firn structures such as those with ice lenses or hoar frost layers, WHI fails to

capture the true velocity-depth relationship, and more advanced inversion methods such as full

waveform inversion could be used to jointly invert for velocity and attenuation structures (e.g.

Pearce et al. 2023a; Pearce et al. 2023b).

2.5 Conclusions

We have demonstrated a novel application of the spectral ratio method for the measurement

of the seismic quality factor Q in firn, and applied the method to data from Korff Ice Rise in

West Antarctica. We have therefore been able to resolve the compressional-wave attenuative

structure of firn in greater detail than has previously been possible. We have combined our

layer stripping method with a stochastic method of error propagation. Our results show Q
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increasing from 56˘23 at the surface to 570˘450 between 55 and 77 m depth. We corroborate

results from layer stripping with independent measurements using critically refracted waves, the

source ghost and primary/multiple reflections. Using the primary reflection and source ghost

shows Q “ 53 ˘ 20 in the uppermost 20 m of firn, and using critically refracted waves shows

Q “ 640 ˘ 400 at 90 m depth. The layer stripping process can be used for seismic studies of

firn or seismic reflection studies where conventional methods of measuring Q are not possible.

Our results provide a fuller characterisation of firn’s seismic properties than has previously been

shown, and our methods will aid future seismic investigations of glaciological targets.
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Chapter 3

Joint AVA inversion of PP, PS and

SS wave amplitudes: method and

synthetic experiments

In this chapter, I explore the potential of joint PP, PS, and SS wave inversion to improve

glaciological amplitude-versus-angle (AVA) analysis. I present an inversion scheme which uses

a Bayesian Markov chain Monte-Carlo framework to invert seismic amplitudes for the elastic

properties of a glacier bed, namely the acoustic impedance Z and Poisson’s ratio σ. I test

the potential of converted and S wave data to improve glaciological AVA inversions using syn-

thetically generated AVA amplitudes for a variety of bed properties and a range of imagined

survey geometries. I find that joint inversion of PP and PS wave amplitudes is preferable to

inverting solely from PP amplitudes, with the degree of improvement greatest for bed materials

with high Poisson’s ratios such as dilatant till. In general, joint inversion using PP and PS

waves improves both inversion precision and accuracy, with joint inversion of data limited to

incidence angles ă 300 performing similarly to or better than PP only inversion of wider-angle

data (where θ extends to 600). There are exceptions to these general observations, notably in

the case of AVA curves which display polarity reversals at large incidence angles; in this case

ensuring that a single inversion captures the diagnostic polarity reversal gives a more accurate

result than joint inversion. I extend the inversion scheme to include SS wave information, and

find little meaningful improvement upon PP/PS joint inversion. In summary, jointly inverting
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PP and PS wave amplitudes offers improved constraint of glacier bed properties in many cases,

especially where the maximum offset in a survey is restricted by field conditions and where

acquisition of three-component seismic data complements other survey aims.

First, I describe the experimental setup and inversion scheme. I give an example of the inversion

output and demonstrate that it retrieves a known input model (Section 3.3). I then explore the

extent to which jointly inverting PP and PS AVA data can reduce nonuniqueness, resulting in

both improved precision and accuracy when compared with results from inverting PP data only

(Section 3.4). I also demonstrate the effectiveness of the inversion scheme in reducing ambiguity

when interpreting results from noisy datasets (Section 3.5), and investigate the robustness of

the inversions to noise. Finally I investigate the hypothetical benefits of inverting PP, PS and

SS waves (Section 3.6).

3.1 Synthetic experiments

All synthetic experiments were run using Mathworks MATLAB on a laptop computer. The syn-

thetic AVA responses were generated using the Zoeppritz function from the CREWES MATLAB

toolbox (Margrave and Lamoureux 2019, available from www.crewes.org), using material prop-

erties listed in Table 3.1, after Peters et al. (2007; 2008). MCMC inversions were carried out

in MATLAB. Code can be accessed at github.com/rognew91/mcmc-ava.

3.1.1 Forward modelling of AVA data

I use synthetically generated AVA data to test the performance of the inversion. The data are

generated from the exact Knott-Zoeppritz equations using the properties listed in Table 3.1. I

generate synthetic AVA curves for ice overlying each of water, basement rock, stiff till, dilatant

till and lithified sediment, after Peters et al. (2007; 2008). These represent a variety of likely

bed conditions for locations in Antarctica, and their AVA responses are shown in Section 1.3.3.

AVA inversions suffer from nonuniqueness resulting not only from noisy data, but also from the

Knott-Zoeppritz equations themselves; there are many possible solutions to produce AVA curves

which fit the data with an equal probability. This nonuniqueness arises partly from the linear

tradeoff between density ρ and P wave velocity α as they combine in the acoustic impedance

Z “ ρα. In order to investigate the extent to which joint inversion reduces this nonuniqueness,

I first use synthetic AVA data with no noise.
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Material α (m s´1) β (m s´1) ρ (kg m´3) Z (106kg m´2 s´1q σ

Icea,b 3810 1860 920 3.5 0.34
Waterb 1500 0 997 1.5 0.5

Basementb 5200 2800 2700 14 0.3
Stiff tilla 1800 ˘ 150 1000 ˘ 100 1900 ˘ 150 3.42 ˘ 0.4 0.28 ˘ 0.08

Dilatant tilla,c 1700 ˘ 150 200 ˘ 50 1800 ˘ 150 3.06 ˘ 0.4 0.49 ˘ 0.004
Lithified sedimentb 3750 2450 2450 9.19 0.128

Table 3.1: Seismic properties of bed materials simulated. a) properties taken from Peters et al.
2007. b) properties taken from Christensen 1989, after Peters et al. 2008. c) properties taken
from Peters et al. 2008. AVA responses of these materials are displayed in Section 1.3.

3.1.2 Experimental design

For the 5 chosen bed conditions, I run the inversion for 2 million iterations. I evaluate the

performance of the inversions using two metrics: the distance of the medians from the true

solution, and the width of the posterior distribution in the Z-σ directions, quantified by the

inter-quartile range. I compare the performance of the inversion when given a) PP AVA curves

only, b) PP and PS, and c) PP, PS, and SS AVA curves. Although I use noiseless synthetic AVA

data, for the purposes of computing a likelihood (Section 3.2.2) I assume a standard deviation

on the reflection coefficient Rpθq of ˘0.2. This corresponds with typical uncertainties in AVA

data such as those presented in Chapter 4.

Real-world glaciological AVA datasets have been acquired using a variety of survey geometries.

Although some datasets acquired over relatively thin ice, such as the one explored in Chapter

4, or those acquired with very large offsets (e.g. Peters et al. 2008), can obtain incidence angles

up to 600, it is common, especially for usual AVA targets such as ice stream beds, to obtain

incidence angles ď 300 (e.g., Booth et al. 2012; Kulessa et al. 2017; Peters et al. 2007). To

investigate the extent to which jointly inverting using PS or SS waves improves the inversion

for varying survey geometries, I test a) PP single inversion, b) PP/PS joint inversion and c)

PP/PS/SS joint inversion for two survey geometries: i) a ‘narrow-angle’ survey, from 0 ď 30o,

and ii) a ‘wide-angle’ survey from 0 ď 60o. If there is a critical refraction at the interface I

exclude the post-critical amplitudes, such that θ ă θcrit. For example, a joint inversion of PP

and PS waves for a wide-angle survey over basement rock would include incidence angles of

0 ď θ ď 460 for both PP and PS waves. If SS waves were included, RSSpθq would be truncated

at the incident S wave critical angle of 200. A summary of the extents of AVA curves used for

the inversions is given in Table 3.2.
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Bed material Narrow-angle survey Wide-angle survey

Water PP, PS, SS: 0 ´ 300 PP, PS: 0 ´ 600; SS: 0 ´ 300

Basement PP, PS: 0 ´ 300; SS: 0 ´ 200 PP, PS: 0 ´ 460; SS: 0 ´ 200

Stiff till PP, PS: 0 ´ 300; SS: 0 ´ 270 PP, PS: 0 ´ 600; SS: 0 ´ 270

Dilatant till PP, PS, SS: 0 ´ 300 PP, PS: 0 ´ 600; SS: 0 ´ 300

Lithified sediment PP, PS: 0 ´ 300; SS: 0 ´ 270 PP, PS: 0 ´ 600; SS: 0 ´ 270

Table 3.2: Angle ranges used for each of the synthetic AVA curves. In general, a narrow-angle
survey uses reflection amplitudes up to 300, unless a critical angle is reached. A wide-angle
survey uses amplitudes up to 600 unless a critical angle is reached. The SS angle ranges are the
same for the narrow and wide surveys because incident S waves reach critical angles at θ ă 300

for all of the tested basal conditions.

Although I have tested the performance of the inversion scheme when given PP, PS and SS

wave AVA data, I mainly focus my analysis on PP and PP/PS wave inversions (Section 3.4).

Acquisition of good quality SS wave AVA data is more challenging due to the effects of increased

travel times, attenuation, and the difficulties of measuring S wave source amplitude. Addition-

ally, the effect of S wave critical refractions (see Section 1.3) means that in many cases a much

smaller range of the SS AVA curve will be useable. Converted wave AVA will be easier to

implement with real datasets than SS wave AVA, and therefore has greater potential to improve

identification of glacial substrates at the present time.

Firstly, I present the details of the joint inversion scheme (Section 3.2). I then compare the

performance of PP and joint PP/PS inversions (Section 3.4). Following this, I investigate the

robustness of PP and PP/PS joint inversion to noisy AVA responses (Section 3.5). Finally, I

compare the performance of joint PP/PS/SS inversion with that of PP/PS inversion (Section

3.6).

3.2 Inversion scheme

I use a Bayesian Markov chain Monte-Carlo (MCMC) inversion scheme similar to others reported

for application to glaciological problems (e.g. Booth et al. 2012; Killingbeck et al. 2018) and

hydrocarbon reservoir characterisation (e.g. He et al. 2022; Pan et al. 2017). Bayesian MCMC

methods are a means of probabilistically evaluating proposed geophysical models in the context

of observed data and a priori knowledge of a physical system, approximating the model space

with an ensemble of models from which the solution can be statistically drawn and robust

estimates of uncertainties can be made.

Bayes’ Theorem relates the probabilities of two events A and B (Bayes 1764):
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PpA|Bq “
PpAqPpB|Aq

PpBq
, (3.1)

where P pAq is the probability of event A, called the prior, and P pB|Aq is the probability of B

given A, called the likelihood. P pA|Bq is termed the posterior probability, and P pBq the evi-

dence. I use the Metropolis-Hastings-Green algorithm (Green 1995; Hastings 1970; Metropolis

et al. 1953), which is a commonly used framework for geophysical inverse problems. The algo-

rithm evaluates posterior probabilities of models in relation to the neighbouring models so does

not require the evidence, PpBq to be computed. I give here a brief overview of the algorithm

as I apply it.

Bayes’ theorem can be re-stated as

Ppm|dq 9 PpmqPpd|mq, (3.2)

i.e. the posterior probability Ppm|dq is proportional to the product of the prior Ppmq and

the likelihood Ppd|mq. Ppm|dq can be interpreted as the probability of the model given the

observed data. The aim of geophysical inversion is to determine a model m which, when

physically simulated, produces an output of a forward model gpmq to maximise the posterior

probability, given observed data d and reasonable priors. d “ Rpθq is a measured AVA curve.

m “ rρ1, ρ2, α1, α2, β1, β2s contains information about the densities (ρ1, ρ2), P wave velocities

(α1, α2) and S wave velocities (β1, β2) on either side of a reflective interface. gpmq is a synthetic

AVA curve resulting from forward modelling of the Knott-Zoeppritz equations (see Section 1.3

for theoretical background).

First, a starting model m is defined. The Knott-Zoeppritz equations are used to forward model

the seismic response of this model, resulting in the reflection coefficients Rpθq. The likelihood of

m is calculated based on the misfit of Rpθq to the observed data (further details are in section

3.2.2). The posterior probability Ppm|dq is then evaluated from Equation 3.2.

A Gaussian perturbation is applied to m to produce a new candidate model, m1, and Ppm1|dq

is computed. The Metropolis algorithm relies on acceptance-rejection sampling to produce a

Markov chain, with the acceptance probability A determining whether a candidate model is

accepted or rejected:
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A “
Ppm1|dq

Ppm|dq
(3.3)

If A ą 1, the new model m1 is accepted, saved and used as the starting point for the next

perturbation. If A ă 1, the new model is accepted with the probability P pm1|dq. In other words,

if a perturbation increases the posterior probability of the model, the new model is accepted (i.e.,

mi`1 “ m1), and if a perturbation decreases the posterior probability, acceptance is dependent

on the degree to which it decreases the probability. In this manner, a large ensemble of possible

models is produced (the Markov chain), each with a measure of its posterior probability. In

the limit of a large ensemble, the distribution of explored models converges to the posterior

distribution, with regions of higher probability being explored with a greater frequency.

The Bayesian MCMC framework results in a posterior probability distribution of models. An

interpretation can then be made from the posterior distribution and the statistical quantities

by which it is characterised. The inversion program outputs the mean, standard deviation,

median, 25th and 75th percentiles, and the best individual model found. It also calculates the

basal acoustic impedance and Poisson’s ratio for each model:

Z “ ρα (3.4)

σ “
α2 ´ 2β2

2pα2 ´ β2q
. (3.5)

The median and quartiles of Z and σ are then computed from their marginal distributions (the

distributions of Z or σ when summed over all other variables). Since the form of the posterior

distribution is often unknown, I report the median and interquartile range as the most reliable

standard measurement of the distributions; mean and standard deviation statistics would only

be robust for normal distributions. The interquartile range is taken as the difference between

the 25th and 75th percentiles.

3.2.1 Priors

I set flat priors between reasonable bounds for the subglacial material: the density must be in

the range 920 ď ρ2 ď 4000 kg m3, the P wave velocity in the range 0 ď α2 ď 8000 m s´1 and

the S wave velocity in the range 0 ď β2 ď 5000 m s´1. I also specify that Poisson’s ratio must

56



Chapter 3. AVA method and synthetics 3.2. Inversion scheme

lie within 0 ď σ2 ď 0.5. If a model lies outside these ranges its posterior probability is zero.

While materials can exist with Poisson’s ratio outside of these bounds (Ting and Chen 2005), in

practice these σ are unfeasible for a glaciological scenario since they mainly exist in engineered

materials (e.g. Lakes 1987). Therefore it is reasonable to assume that the posterior probability

of a model with σ2 outside these bounds is zero.

The inversion is free to vary the basal ice properties somewhat, but they are constrained to

previous measurements (after Peters et al. 2008) with assumed Gaussian probabilities: ρ1 “

920˘20 Kg m´3; α1 “ 3810˘20 m s´1; β1 “ 1860˘20 m s´1. These numbers can be changed

for consistency with collocated measurements, if available.

Additionally, there is an option to force the modelled AVA curve to change polarity at a given

angle, with specified Gaussian errors. This can help further constrain the inversion in the event

that a clear change in polarity has been observed.

3.2.2 The likelihood and forward modelling

For forward modelling the AVA response, I use the exact Knott-Zoeppritz equations. Approx-

imations such as the Aki-Richards (Aki and Richards 2002) and Shuey (Shuey 1985) approx-

imations require that θ ă 400 and θ ă 300, respectively, and while they can be useful for

making intuitive interpretations from AVA results (Booth et al. 2016), especially when available

incidence angles ă 300, their use is fundamentally unsuited to wide-angle surveys.

To explore the potential improvement from including converted- and S wave data in AVA

analyses, the inversion can be run in three configurations. These are for inverting a) PP AVA

data only; b) PP and PS AVA data jointly; and c) PP, PS and SS data. I define a likelihood L

which depends on the error-weighted RMS misfit to the AVA curves in question. When inverting

PP amplitudes only, I use the likelihood function:

L “ exp

ˆ

ÿ

i

Ri
PP ´ giPP pmq

εiPP

˙

. (3.6)

Here, Ri
PP is the ith data point in a measured PP AVA curve (the data). giPP pmq is the ith

data point in a synthetically generated AVA curve given the model m. εiPP is the uncertainty

associated with the measurement of Ri
PP . When jointly inverting PP and PS AVA curves, the

likelihood is given by:
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L “ exp

ˆ

ÿ

i

Ri
PP ´ giPP pmq

εiPP

`
ÿ

i

Ri
PS ´ giPSpmq

εiPS

˙

. (3.7)

Finally, when PP, PS and SS AVA curves are used for the inversion, the likelihood is:

L “ exp

ˆ

ÿ

i

Ri
PP ´ giPP pmq

εiPP

`
ÿ

i

Ri
PS ´ giPSpmq

εiPS

`
ÿ

i

Ri
SS ´ giSSpmq

εiSS

˙

. (3.8)

In the above two equations, the subscripts PS and SS denote P-to-S converted waves and S

waves, respectively. Otherwise the notation follows equation 3.6.

3.2.3 Convergence

The inversion outputs running means of bed acoustic impedance and S wave velocity to check for

convergence. An inversion on noiseless synthetic data can converge to the posterior distribution

in 1 million iterations see Section 3.3), while for noisy synthetic or real-world data 2´ 5 million

iterations are usually required. The inversion scheme requires a burn-in period from which the

models are not included in the calculation of the posterior distribution; this is set to 10, 000

iterations.

3.3 Example of inversion output

To demonstrate the ability of the inversion scheme to retrieve known bed properties and illumi-

nate some interpretive aspects, I give an example of the inversion output for a bed of lithified

sediments (see Table 3.1), given noiseless synthetic PP and PS AVA responses. Figure 3.1 shows

the input AVA responses, along with the PP and PS AVA responses of the median model found.

This is used to visually inspect the inverted solution for goodness of fit. Figure 3.4 shows the

running medians of acoustic impedance and Poisson’s ratio, used to check for convergence. The

running medians change little after the iteration number has reached 1, 000, 000, showing con-

vergence to the posterior distribution. Figure 3.2 shows the marginal distributions of density,

P wave velocity and S wave velocity for the basal ice (a-c) and the bed (d-f), with model values

and distribution medians marked by black dashed lines and yellow dotted lines, respectively.

When viewed as a combination of ρ, α and β, the distributions of bed properties are compli-

cated, being multimodal for α and β. Due to nonuniqueness in the solution space, it is difficult
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for the inversion to resolve these variables; the median inverted properties of ρ2 “ 2778 kg m´3,

α2 “ 3232 m s´1 and β2 “ 2123 m s´1 are „ 13% away from the respective model values

(dotted yellow lines compared to dashed black lines in Fig. 3.2d-f).

In contrast, bed properties are better resolved by marginalising the distributions in terms of Z

and σ. Figure 3.3 shows the marginal distributions of Poisson’s ratio and acoustic impedance,

from which the medians and quartiles are drawn. The medians are Z “ p9.07 ˘ 0.3q kgm´2s´1

and σ “ 0.13 ˘ 0.08. The inverted basal properties are within 2% of the true values, printed

in Table 3.1 (Z “ 9.19 kgm´2s´1 and σ “ 0.128). This demonstrates that the inversion is

skilled at recovering known basal acoustic impedances and Poisson’s ratios; consequently when

comparing the performances of single and joint inversion under different survey parameters, I

quote the medians and quartiles of the marginal distributions of Z and σ.

Figure 3.5 shows the posterior distributions of Z and σ as a 2D histogram, along with the known

properties of subglacial materials given in Table 3.1. Viewing the distributions in this way is

helpful for putting inverted results in the context of other subglacial materials.

In the next section, I explore the performance of the inversion scheme when singly inverting

(PP only) and jointly inverting (PP/PS) synthetic AVA data.
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Figure 3.1: Synthetic AVA responses used as inputs to an inversion, simulated for ice overlying
lithified sediments (see Table 3.1 for properties). Horizontal grey line marks zero amplitude for
reference. The dashed lines are the AVA responses of the median model.

a b c

d e f

Figure 3.2: Marginal distributions of density ρ, P wave velocity α and S wave velocity β for basal
ice (a-c) and the bed (d-f). Model values are indicated by the black dashed lines and distribution
medians by the yellow dotted lines. Medians are ρ2 “ 2778 kg m´3, α2 “ 3232 m s´1, β2 “

2123 m s´1.
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a b

Figure 3.3: Marginal distributions of basal Poisson’s ratio and acoustic impedance. The medians
of these distributions, along with the 25th and 75th percentiles, are the most representative
quantities for interpretative purposes. The percentiles are expressed as an inter-quartile range.
(a) σ “ 0.13˘ 0.08, (b) Z “ p9.07˘ 0.3q kgm´2s´1. In both a and b, the dark grey dashed line
indicates the model value and the yellow dotted line indicates the distribution median.
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Figure 3.4: Running medians of basal Poisson’s ratio and acoustic impedance, used to check
an inversion for convergence. The running medians change little after 1 million iterations,
demonstrating convergence.
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Figure 3.5: 2D posterior distribution in terms of basal acoustic impedance and Poisson’s ratio.
The coloured dots represent the properties of known basal materials. The grey and black circles
with error bars, represent the median and mean models. The best model is represented as the
black dot without error bars. Colour bar represents the frequency with which models express
given quantities. (a) shows the context of this measurement within the space of known subglacial
materials. (b) is a zoom of the box shown in (a), showing the consistency of the mean, median
and best model metrics, as well as their accurate recreation of the input model.
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Basal material Inversion type Max angle (0) Z true (ˆ106 kg m´2s´1) σ true Z inverted (ˆ106 kg m´2s´1) σ inverted

Basement PP 30 14.04 0.3 13.71 ˘ 1.00 0.331 ˘ 0.095
Basement PP 46 14.04 0.3 13.36 ˘ 0.93 0.385 ˘ 0.045
Basement PP/PS 30 14.04 0.3 14.09 ˘ 0.75 0.290 ˘ 0.047
Basement PP/PS 46 14.04 0.3 14.03 ˘ 0.59 0.319 ˘ 0.027
Basement PP/PS/SS 30 14.04 0.3 14.09 ˘ 0.73 0.303 ˘ 0.037
Basement S 46/20 14.04 0.3 14.09 ˘ 0.55 0.313 ˘ 0.024

Dilatant till P 30 3.06 0.49 3.16 ˘ 0.15 0.460 ˘ 0.046
Dilatant till P 60 3.06 0.49 3.09 ˘ 0.13 0.486 ˘ 0.010
Dilatant till PP/PS 30 3.06 0.49 3.05 ˘ 0.11 0.492 ˘ 0.004
Dilatant till PP/PS 60 3.06 0.49 3.03 ˘ 0.10 0.492 ˘ 0.002
Dilatant till PP/PS/SS 30 3.06 0.49 3.06 ˘ 0.11 0.493 ˘ 0.001
Dilatant till PP/PS/SS 60/30 3.06 0.49 3.04 ˘ 0.10 0.493 ˘ 0.001

Lithified sediments P 30 9.19 0.128 8.99 ˘ 0.52 0.246 ˘ 0.098
Lithified sediments P 60 9.19 0.128 9.06 ˘ 0.43 0.133 ˘ 0.054
Lithified sediments PP/PS 30 9.19 0.128 9.29 ˘ 0.41 0.158 ˘ 0.056
Lithified sediments PP/PS 60 9.19 0.128 9.07 ˘ 0.31 0.130 ˘ 0.038
Lithified sediments PP/PS/SS 30 9.19 0.128 9.29 ˘ 0.39 0.157 ˘ 0.059
Lithified sediments PP/PS/SS 60/28 9.19 0.128 9.12 ˘ 0.30 0.130 ˘ 0.033

Stiff till P 30 3.42 0.28 3.36 ˘ 0.16 0.365 ˘ 0.102
Stiff till P 60 3.42 0.28 3.44 ˘ 0.15 0.264 ˘ 0.051
Stiff till PP/PS 30 3.42 0.28 3.44 ˘ 0.13 0.279 ˘ 0.049
Stiff till PP/PS 60 3.42 0.28 3.43 ˘ 0.10 0.270 ˘ 0.027
Stiff till PP/PS/SS 30 3.42 0.28 3.44 ˘ 0.13 0.276 ˘ 0.034
Stiff till PP/PS/SS 60/27 3.42 0.28 3.43 ˘ 0.10 0.273 ˘ 0.023

Water P 30 1.50 0.5 1.57 ˘ 0.08 0.457 ˘ 0.060
Water P 60 1.50 0.5 1.56 ˘ 0.06 0.498 ˘ 0.002
Water PP/PS 30 1.50 0.5 1.49 ˘ 0.07 0.499 ˘ 0.001
Water PP/PS 60 1.50 0.5 1.50 ˘ 0.05 0.500 ˘ 0.0002
Water PP/PS/SS 30 1.50 0.5 1.51 ˘ 0.07 0.500 ˘ 0.0001
Water PP/PS/SS 60/30 1.50 0.5 1.52 ˘ 0.05 0.500 ˘ 0.00004

Table 3.3: Results of synthetic tests. Results comparing PP and PP/PS inversions are discussed in 3.4. Results from PP/PS/SS inversions are
discussed in Section 3.6
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3.4 Inversion performance: PP versus PP/PS joint inversion

In this section I will discuss the performance of PP/PS joint inversion when compared with single

inversion. It should be noted that the following observations are taken from experiments with

noise-free data; I will explore their robustness to noise in Section 3.5. Table 3.3 summarises the

results of the single and joint inversion scenarios for the five bed types. For completeness, Table

3.3 includes the results of PP/PS/SS joint inversion; these results will be discussed in Section

3.6. Figure 3.6 shows the medians and quartiles of the posterior distributions of the single

PP and joint PP/PS inversions for the five bed types. The acoustic impedances and Poisson’s

ratios of the reference materials (Table 3.1) are plotted alongside the inversion results, to enable

identification of the basal regime. Figure 3.6 shows that the inversion scheme is effective in

retrieving known basal properties and is able to distinguish basal regimes from each other, even

for single inversion of data for which θ ď 300 (Fig. 3.6a). However, given the large errors

obtained by narrow single inversion (Fig. 3.6a), interpretation of these results may still be

ambiguous. Substrate identification becomes less ambiguous when jointly inverting or adding

wider angle data: comparing Figs. 3.6a-d, uncertainties reduce when going from narrow single

inversion to wide or joint inversionsm and in general medians approach the known solutions.

Furthermore, a comparison of panels b and c shows that narrow joint inversion of θ ď 300

data can deliver results of comparable quality to those obtained by wide single inversion of

θ ď 600 data. This has implications for future survey design, raising the question of whether it

is preferable to expend logistical effort carrying out a spatially large survey or recording three

components of data.

In general, then, a converted-wave joint inversion reduces the width of the posterior distribution

and brings it closer to the true solution; i.e. joint inversion improves both accuracy and precision

when compared with single inversion. It is clear from Figure 3.6 that joint inversion has the

potential to reduce ambiguity in glacial substrate identification.

To quantify the improvements joint inversion makes upon single inversion, I evaluate the per-

formance of the inversion scheme in two ways. To indicate precision, I look at half of the

inter-quartile range as a percentage of the median - in the following discussion this is referred

to as δZ or δσ, for Z and σ, respectively. To indicate accuracy, I look at the difference between

the median and true solution, as a percentage of the true solution - I refer to this as εZ or εσ.

These metrics are displayed in Figure 3.7 for all of the tested bed types. Single (PP) inversion
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Figure 3.6: Results from synthetic PP and PP/PS joint inversions. (a) and (b) show results
for single PP inversion, and (c) and (d) show results from joint PP/PS inversion. Plots on the
left (a, c) show the results from the narrow survey, where θ ă 300, and plots on the right (b, d)
show results from the wide survey, where θ ă 600 (or θ ă θcrit). (b) and (c) demonstrate that
joint inversion of narrow-angle data can deliver results of comparable precision and accuracy to
single inversion wide-angle data.
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Figure 3.7: Half inter-quartile ranges of posterior distributions (a, b), and the distance of the
medians from the true solution (c,d). Note the logarithmic scales and different scales for acoustic
impedance (Z) and Poisson’s ratio (σ) plots.
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results are shown in blue, while joint (PP/PS) inversion results are shown in red. Narrow survey

geometries (θ ď 300) are represented by the darker bars, with lighter bars representing wider

survey geometries (θ ď 600 or θ ă θcrit). In almost all cases, given the same angular range,

jointly inverting PP and PS waves improves both the accuracy and precision of the inversion

when compared with inverting PP waves only. In general, narrow joint inversion over θ ď 300

also performs better than wide single inversion over θ ď 600, despite these inversions being

given approximately the same quantity of data (as suggested by Figure 3.6). This suggests that

converted wave AVA data provide different information from PP wave AVA data, particularly

in measurements of Poisson’s ratio, and joint inversion therefore has value beyond merely pro-

viding more data points through the inclusion of a PS AVA curve. In the following discussion,

when referring to an average quantity (e.g. δZ) across the five bed types tested, this is the

median of the five results.

When comparing results for Z, it is apparent that joint inversion offers an improvement in

precision over single inversion (Figure 3.7a). Joint inversion is more precise given the same

angular range of data (over all bed types tested δZ is an average (median) of 24% smaller under

joint inversion than single inversion). Furthermore, narrow joint inversion is in most cases more

precise than wide single inversion (δZ is an average of 10% smaller across all bed types tested).

When it is not, the difference is small (i.e. for an ice/water interface, δZ “ 4.11% for wide PP

inversion versus 4.42% for narrow PP/PS inversion).

Similar observations are true of the precision in Poisson’s ratio (Fig. 3.7b). The degree of

improvement by joint inversion is largest for materials with high Poisson’s ratios (water, dilatant

till) and lowest for those with low Poisson’s ratios (lithified sediments). It is greatest for dilatant

till and water, for which materials δσ is 65% and 91% smaller, respectively, under joint inversion

than single inversion, given the same angle range. For both dilatant till and water, when θ ď 300,

by including PS AVA curves δσ is reduced from ą 10% to ă 1%. Given the same angular range,

δσ is an average of 49% smaller for joint inversion across all the bed types tested. In general,

narrow joint inversion is at least as precise as wide single inversion: δσ is an average of 14%

smaller for all bed types tested, with the largest difference observed for dilatant till, at 58%.

In certain cases, performing a wider-angle survey will improve the precision more than jointly

inverting (e.g. δσ for basement, figure 3.7b). However, even in these cases, accuracy is improved

more by jointly inverting than by increasing the survey angles (Figure 3.7c). In general, accuracy
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is improved in both Z and σ by joint inversion (Figures 3.7c, d), however the extent to which

this is the case is more strongly dependent on the subglacial material than is seen for precision.

Joint inversion is in most cases more accurate than single inversion given the same angular

range; εZ is an average of 47% smaller and εσ an average of 68% smaller for joint inversion.

This improvement is particularly pronounced for narrow inversions (dark orange bars compared

with dark blue bars). In these cases jointly inverting decreases εZ by 84% and εσ by 95% when

compared with single inversion (average across all tested bed types). In general, narrow joint

inversion is also more accurate than wide single inversion, for both Z and σ: εZ is an average

of 65% smaller, and εσ an average of 56% smaller, for narrow joint than wide single inversion.

A notable exception to the general observations stated above is that for ice over lithified sed-

iments, increasing the survey range from θ ď 300 to θ ď 600 under single inversion improves

accuracy in Poisson’s ratio far more than jointly inverting over θ ď 300 (Figure 3.7d) - εσ “ 4%

for wide single vs 24% for narrow joint inversion). While both of these results are an improve-

ment on narrow single inversion (εσ “ 92%), the deviation from the general result is striking.

I hypothesise that this results from the change in polarity at „ 500 shown by the AVA curve

in question (see Figure 3.1), which is a highly diagnostic feature of AVA data (Anandakrishnan

2003). This zero crossing puts a much tighter constraint on the AVA gradient, which is con-

trolled by the contrast in σ at the interface (see Section 1.3.3), and therefore much reduces the

number of plausible models.

It is not always the case that increasing the angular range increases accuracy; for ice over

bedrock, accuracy in both Z and σ is significantly worse (by 100% and 180%, respectively)

under wide single inversion than narrow joint inversion. This could be an effect of a local

minimum which represents a good fit only to the far offset AVA data, and only becomes present

when the data extend beyond θ ď 300. Wide joint inversion is more robust to the effect of this

local minimum, providing both improved accuracy and precision than wide single inversion.

Figures 3.7 and 3.6demonstrate that in most cases, extending to converted wave analysis im-

proves an AVA inversion at least as much as extending a survey to 60 degrees. In acquisitions

where three component recording is available, this may be easier than performing a very wide-

angle survey. For example, where the ice is very thick, which is the case at many Antarctic ice

streams, the logistical requirements of obtaining very wide-angle data significantly exceed those

of obtaining narrow-angle data. Furthermore, energy is more attenuated at large offsets, which
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will either result in poorer-quality data or necessitate the use of larger sources, further adding

to the logistical burden. Experiments which include three-component recording for complemen-

tary reasons such as the measurement of crystal orientation fabric by shear wave splitting (e.g.

Brisbourne et al. 2019) will also benefit from the potential to do converted-wave AVA with little

extra logistical effort required.

3.5 Inversion of noisy data

To illustrate the improvement joint PP/PS AVA inversion can make to interpretation of AVA

results, I use the example of distinguishing stiff till and dilatant till. While they have similar

acoustic impedances (3.42 ˘ 0.4 kg m´2s´1 and 3.06 ˘ 0.4 kg m´2s´1, respectively), they have

different Poisson’s ratios (0.28 ˘ 0.08 and 0.49 ˘ 0.08). Distinguishing these materials by mea-

surements of the acoustic impedance alone can be difficult, so they are good targets for AVA

study. To produce the synthetic AVA curves, I use the properties set out in Table 3.1 and apply

a Gaussian perturbation with a standard deviation of 0.2 to each point; this type of noise might

result from different coupling from receiver to receiver. The perturbation is chosen to demon-

strate the power of joint inversion when applied to poor-quality data; the standard deviation of

˘0.2 represents a reasonable estimate of a large AVA error, and reflects the largest uncertainties

in the AVA data presented in Chapter 4. In reality, AVA uncertainties are often smaller than

this in Antarctic settings, and uncertainties can be offset dependent (e.g. Peters et al. 2008, and

the data presented in Chapter 4 of this thesis). Although this presentation of noisy data relies

on a simplified representation of AVA uncertainties, it can nevertheless illustrate the power of

the joint inversion method.
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(b) Joint inversion, dilatant till
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(d) Joint inversion, stiff till
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Figure 3.8: Noisy AVA data used for (a) single inversion of PP data for a bed of dilatant till, (b) joint PP/PS inversion, dilatant till, (c) single
inversion, stiff till, (d), joint PP/PS inversion, stiff till. Note here that the PS wave data in red are not used as input data in inversions (a) and (c),
but the PS AVA curves resulting from the inversions have been simulated (solid and dashed curves) to illustrate the extra information provided by
converted waves.
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3.5.1 Joint inversion improves an ambiguous interpretation

The first question I ask is whether jointly inverting these noisy data can result in a less am-

biguous interpretation than singly inverting. To address this I compare narrow single and joint

inversions for the two basal materials. The modelled noisy AVA responses used for the inversion

are shown in Figure 3.8. I restrict the maximum incidence angle to 300 to simulate likely acqui-

sition constraints (e.g. Booth et al. 2012; Horgan et al. 2021) and demonstrate the efficacy of

the converted-wave method. I run the inversions for 2, 000, 000 iterations to ensure convergence,

with all other conditions as described in Section 3.4.

Figure 3.8 displays the synthetic data used as the input for the inversions. Additionally, it shows

the AVA responses associated with the true solutions (i.e. the unperturbed data, solid line) and

the AVA responses associated with the inverted medians (dashed lines). Figures 3.8a and d

show the input data used for PP inversion for dilatant till and stiff till, respectively. While

the PS AVA responses were not used for these inversions, they are shown alongside the PP

data. This is intended to demonstrate that while inverted basal properties obtained by single

inversion reproduce a good fit to the PP data, they are inconsistent with the PS data. Figures

3.8b and f show the PP and PS AVA responses associated with the medians resulting from joint

inversion. All of the data displayed were used as inputs to these inversions. Comparison of the

PP AVA responses associated with the inversion medians for single and joint inversion shows

similar inverted PP responses associated with single and joint inversion. In contrast, jointly

inverted models reproduce a good fit to the PS data, where singly inverted models do not. This

serves as a visual demonstration of the nonuniqueness of the solution space and its constraint

by joint inversion: joint inversion rules out models which provide a good fit to the PP data but

not to the PS data. Single inversion is unable to distinguish between these models.

The results of the narrow inversions are presented in Table 3.4, along with results from wide

inversions which will be discussed later. The posterior distributions are shown in Figure 3.9.

Figures 3.9a and b show the posteriors for dilatant till and Figures 3.9c and d show the results

for stiff till. Comparing Figures 3.9a and c (PP inversions), it is clear that the distributions

for dilatant and stiff till overlap significantly. In this case, identification of a substrate from

one of the distributions would be highly ambiguous. In particular, given the distribution shown

in Figure 3.9c, a substrate of stiff till would likely be misidentified as dilatant till owing to

the high apparent Poisson’s ratio. Comparing these distributions with those resulting from
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Bed Inversion Max Z true σ Z inverted σ
type type angle (ˆ106 kg m´2s´1) true (ˆ106 kg m´2s´1q inverted

Dilatant till PP 300 3.06 0.49 3.41 ˘ 0.2 0.46 ˘ 0.05
Dilatant till PP 600 3.06 0.49 3.34 ˘ 0.14 0.48 ˘ 0.01
Dilatant till PP/PS 300 3.06 0.49 3.24 ˘ 0.12 0.499 ˘ 0.001
Dilatant till PP/PS 600 3.06 0.49 3.20 ˘ 0.11 0.495 ˘ 0.001

Stiff till PP 300 3.42 0.28 3 ˘ 0.14 0.42 ˘ 0.07
Stiff till PP 600 3.42 0.28 3.14 ˘ 0.13 0.29 ˘ 0.05
Stiff till PP/PS 300 3.42 0.28 3.19 ˘ 0.12 0.19 ˘ 0.06
Stiff till PP/PS 600 3.42 0.28 3.33 ˘ 0.10 0.20 ˘ 0.04

Table 3.4: Acoustic impedances and Poisson’s ratios obtained from inverting noisy synthetic
AVA data. The 0 ď θ ď 300 portions of the noisy AVA responses are shown in Figure 3.8.

joint inversion (Figures 3.9b and d), it is clear that joint inversion would significantly help an

interpretation. Under joint inversion, the posterior distributions for dilatant till (b) and stiff

till (d) are effectively separated and have moved closer to their respective true solutions. It is

unlikely that results from one of these inversions would result in an incorrect interpretation; this

shows the clear potential of joint inversion to aid glaciological studies even when data quality

is poor.

3.5.2 Robustness to noise: wide single vs narrow joint inversions

The second issue I explore here is concerned with survey planning. In section 3.4, I observed

that in many cases narrow joint inversion is more precise and more accurate than wide single

inversion. How robust is this observation to noise - might it be preferable to acquire three

components of data over a smaller angular range than one component over a larger one?

To address this question, I repeat the tests described in section 3.1.2, comparing four inversions

for each bed type: narrow (θ ď 300) and wide (θ ď 600) single (PP) and joint (PP/PS) inversions.

I compare these for beds of dilatant till and stiff till; the noise model is the same as described

in the previous section.

The comparisons between the single and joint inversions are broadly consistent with those re-

ported in Section 3.4. Figure 3.10 shows the medians and quartiles resulting from the inversions.

Figure 3.11 shows the precision and accuracy metrics δZ , δσ, εZ and εσ for the inversions. Com-

parison of Figures 3.10b and c shows that, consistent with the earlier results, narrow joint

inversion (c) can deliver results of similar quality to wide single inversion (b). In both of these

cases an incorrect interpretation would be unlikely for either bed material. Wide single inversion

72



Chapter 3. AVA method and synthetics 3.5. Inversion of noisy data

Figure 3.9: Posterior distributions resulting from inverting θ ď 300 synthetic AVA curves for
ice over dilatant till (a, b) and ice over stiff till (c, d). The centre of the error bars is the
median of the posterior distribution, and the error bars represent the quartiles. The colour
bars represent the frequency with which explored models express the given quantities, as in
Figure 3.5. The inclusion of PS waves in the inversion separates the overlapping parts of the
posterior distributions, enabling identification of the substrates. In the case of (c), the substrate
would likely be misidentified as dilatant till. Joint inversion (panel d) rules this out, moving
the distribution away from dilatant till properties.
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or narrow joint inversion would likely be sufficient to determine the substrate; narrow single

inversion would result in an interpretive risk. Wide joint inversion (3.10d), while improving in

accuracy and precision on narrow joint inversion, may not improve an interpretation sufficiently

to justify the extra logistical effort required for this survey.

Figure 3.11 quantifies these observations; in general, given the same angular range, joint inver-

sion is both more precise and more accurate than single inversion. For narrow inversions, δZ is

21% smaller, δσ is 59% smaller, εZ is 48% smaller, and εσ is 53% smaller under joint inversion.

The picture is more complicated for wide inversions. For dilatant till, joint inversion reliably

improves both accuracy and precision in Z and σ. For stiff till, the accuracy of joint inversion

is „ 50% better than the accuracy of single inversion in obtaining Z. However εσ is „ 10 times

worse for joint inversion. This is an unusual case due to the extremely small εσ obtained by

wide single inversion for stiff till (Figure 3.11d). However, inspection of the inverted results

plotted next to the true solutions in Figure 3.10 shows both wide single (b) and narrow joint (c)

inversions lying within errors obtained by Peters et al. (2007); interpretations resulting from

these inversions would be consistent with one another.

While it is clear from Figure 3.11 that joint inversion represents an improvement in constraint

of Z when compared with single inversion, the interpretation for σ is less clear, and appears

more highly dependent on the interface’s AVA response and interaction with the noise model.

For dilatant till, both Z and σ are clearly better constrained by joint inversion. For stiff till,

Z is better constrained by joint inversion, but the constraint of σ is far better for wide single

inversion than any other case. This unpredictability likely arises from the effect of noise on

the posterior distribution; the presence of noise in an AVA response does not only broaden the

posterior distribution, it also translates the median in the Z ´ σ domain in an unpredictable

way. As such, noise represents a fundamental limit to the inversion’s capability.

Further tests should be done with more realistic noise models to improve the understanding

of the above observations’ robustness to noise. With real data, I recommend running inver-

sions which include varying subsections of the recorded AVA responses to check for consistency

between the inverted solutions.
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Figure 3.10: Medians and quartiles of posterior distributions resulting from (a) narrow PP
inversion, (b) wide PP inversion, (c) narrow joint inversion, (d) wide joint inversion. True
solutions and uncertainties (green, orange) are taken from Peters et al. (2007).
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Figure 3.11: Precision and accuracy metrics for noisy inversions for beds of dilatant and stiff
till. (a) δZ , (b) δσ, (c) εZ , (d) εσ.
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3.6 Joint inversion including SS amplitudes

We have seen that joint inversion which includes PS waves can improve constraint of basal

properties and reduce ambiguity in interpretations. In a three component acquisition, it is

likely that SS waves will also be recorded - can these also help AVA inversions?

To test this, I run inversions which include SS wave AVA responses. I simulate noiseless SS

responses for the five previously tested bed materials and cut the SS AVA responses off at the

critical angle, as described in section 3.1.2. An S wave incident at the glacier bed goes critical

at a much smaller angle than the respective P wave, typically in the region of 200 ď θcrit ď 300.

Therefore for the wide-angle AVA tests, I expand the range only of the PP and PS data, and

keep the SS data the same. The results are summarised in table 3.3, along with the results from

the PP and PP/PS inversions. In the following discussion, I call PP inversion single inversion,

PP/PS double joint inversion and PP/PS/SS inversion triple joint inversion. The accuracy and

precision metrics are presented in Figure 3.12. In general, precision and accuracy is improved by

inclusion of SS waves. However, the improvement triple inversion makes over double inversion

is smaller than the improvement double inversion makes over single inversion.

Triple inversion shows a very slight improvement in precision of Z when compared with double

inversion (Figure 3.12a). δZ is on average „ 4% smaller for triple inversion than double inversion.

For comparison, δZ is on average „ 24% smaller for double inversion than single inversion.

The degree to which precision in σ is improved by triple inversion is greater for materials

with high Poisson’s ratios, consistent with the observations made in Section 3.4 (Figure 3.12b).

For example, δσ for narrow triple inversion over dilatant till (high σ) is 4 times smaller than

the corresponding δσ for narrow double inversion, whereas for lithified sediments (low σ), the

precision is similar for the two inversions. However, the materials for which SS waves help

to improve δσ already have very well constrained Poisson’s ratios by double joint inversion:

δσ ă 1% for both dilatant till and water under joint inversion. Therefore triple joint inversion

offers little tangible benefit when compared with double joint inversion.

In some cases, triple inversion improves accuracy when compared with double inversion (Figures

3.12c and d). However, in other cases there is no improvement or the triple inversion accuracy is

worse than that for double inversion (e.g. basement, water). These improvements are equivocal;

where εZ is improved by triple inversion (stiff till, dilatant till), εσ is worsened. The converse
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is true; where εσ is improved, εZ is worsened (e.g. basement, water). In any case, double joint

inversion is consistently able to obtain results within 1% of the true Z, and within ă 5% of the

true σ, so again the inclusion of SS waves, while delivering a hypothetical improvement, will

make little difference to the glaciological interpretation arising from a measurement.

An interpretive danger arising from SS AVA data is that of critical refractions. The Zoeppritz

equations do not take into account head waves, and therefore can not be used at θ ą θcrit.

The characteristic sharp peaks associated with incident P waves going critical enable their

identification. However, the critical peaks in SS AVA responses are often smaller in magnitude

and appear at smaller incidence angles (Section 1.3.3, Figure 1.5c). Therefore the potential that

a critical peak is not visible above noise and remains unidentified makes the use of real-world

SS AVA data in these inversions perilous.

To conclude, while including analysis of SS waves hypothetically has the potential to further

improve glaciological AVA inversions, the improvement of triple joint (PP/PS/SS) inversion over

double joint (PP/PS) inversion is small compared with the improvement double joint inversion

makes over single (PP) inversion. Furthermore, difficulties in processing real SS data, such as

poorly constrained S wave attenuation measurements, as well as the difficulty in producing S

wave sources, remain barriers to the realisation of this technique. With current standards of

data acquisition and processing I consider it unlikely that a result from triple joint inversion

would be sufficiently better constrained than a result from double joint inversion to necessitate

the time and effort invested in the extra processing required.
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Figure 3.12: Accuracy and precision metrics for noiseless synthetic inversions. (a) δZ , (b) δσ,
(c) εZ , (d) εσ.
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3.7 Conclusions

In this chapter, I have investigated the potential of PP, PS and SS wave joint inversion to improve

upon conventional methods of AVA inversion. I have presented a Bayesian Markov-chain Monte-

Carlo method which uses the Metropolis-Hastings-Green algorithm to sample from the posterior

distribution of models, calculating the likelihood of a model based on forward modelling AVA

curves from the exact Knott-Zoeppritz equations. I have tested this inversion scheme on AVA

responses from a variety of possible glaciological targets, comparing the performance of single

(PP only) inversion, double joint (PP and PS) inversion, and triple joint (PP, PS and SS) on

AVA responses which have maximum incidence angles of 300 and 600.

My results show that in general, converted-wave joint inversion improves upon PP wave sin-

gle inversion in both accuracy and precision. Joint inversion on AVA data with a maximum

incidence angle of 300 performs similarly or favourably when compared with single inversion of

data with incidence angles extending to 600. The degree to which joint inversion improves over

single inversion is dependent on the character of the AVA response, so future surveys need to

be planned carefully to determine the optimal survey parameters for a particular glaciological

target. This should include forward modelling the AVA responses of the possible bed materials

and testing the inversion performance for wide single inversion and narrow joint inversion. De-

pending on the bed conditions and noise present, it may be difficult to predict whether inversion

accuracy is better for wide single inversion than narrow joint inversion. In this case either may

be sufficient, and the survey should be designed to complement other scientific aims as well as

minimise the logistical requirements of the survey.

Extension of the inversion scheme to include SS wave information, while hypothetically able to

deliver better-constrained results than PP/PS inversion, makes only a small improvement upon

PP/PS inversion. I consider it unlikely that PP/PS/SS inversion of real datasets will lead to

meaningfully better-constrained results than PP/PS inversion.

When designing an AVA survey, it may be logistically preferable to record three components

using a narrower-angle survey geometry than recording one component with a wide-angle survey.

For example, on ice 2.5 km thick, offsets of ą 8.5 km would be required to obtain incidence

angles of 600, which may be difficult given competing priorities and limited time in a field

deployment. An alternative survey design which may provide the best of both worlds may be to
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lay out a standard wide-angle AVA survey, with mostly vertically oriented receivers, but with

radially oriented receivers at regular intervals (e.g. every 4th or 5th receiver). In this manner,

some PS information would be recorded while minimising the cost to the PP wave dataset.

Converted wave joint inversion may therefore make acquisition of AVA data easier and maximise

the utility of acquisitions which include 3-component recording for complementary reasons such

as shear wave splitting measurements. This has the potential to simplify acquisitions and

optimise planning in time sensitive field deployments.
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Chapter 4

Basal conditions at Korff Ice Rise,

West Antarctica, from seismic AVA

measurements

In this chapter I describe measurements of the basal conditions at Korff Ice Rise (KIR), West

Antarctica. I investigate the utility of converted wave joint inversion when applied to a real

dataset. I apply the method presented in Chapter 3 to the data and describe the processing

to obtain absolute AVA responses, including geometric spreading, attenuation and source am-

plitude corrections (Section 4.2. For measuring source amplitude, I introduce a correction to

the direct-path method of Holland and Anandakrishnan (2009) which takes account of the Q

gradient in firn (Chapter 2), and find that the conventional direct-path method underestimates

source amplitude by a factor of „ 1.6 at this location (Section 4.2.3).

Jointly inverting the resultant AVA responses, I find that the bed has an acoustic impedance of

Z “ p5.79 ˘ 0.26q ˆ 106 kg m´2s´1 and a Poisson’s ratio of σ “ 0.298 ˘ 0.01. P wave velocity,

α, is 4.03 ˘ 0.05 km s´1, S wave velocity, β, is 2.16 ˘ 0.06 km s´1, and the density, ρ, is 1436 ˘

60 kg m´3. I interpret this response as arising from a bed of partially consolidated/lithified

and/or frozen sediment. I will discuss the basal properties and their glaciological implications

further in Chapter 5. I investigate the use of joint inversion at this site in a similar manner to

that described in Chapter 3, running single and joint inversions both with all available data,

and with data which is restricted to incidence angles of θ ď 300. I find that for a given survey
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geometry, uncertainties in Poisson’s ratio are 28% smaller under joint inversion than single

inversion, but joint inversion does not meaningfully improve constraint of acoustic impedance

for this dataset. I discuss a potential pitfall of this dataset owing to a possible misinterpretation

of a polarity reversal, and argue that joint inversion is more robust to interpretive errors of this

kind (Section 4.5.1). Finally, I make recommendations for future acquisition design.

4.1 Introduction

Chapter 3 shows the potential of joint inversion to aid glaciological AVA experiments. In

practice, AVA uncertainties are influenced by source amplitude and attenuation effects being

poorly known, but needing to be accounted for (Holland and Anandakrishnan 2009). In this

chapter, I apply my method to data from KIR, aiming to determine the bed conditions of the

site. KIR is an ice rise in the Weddell Sea sector of West Antarctica which may have ungrounded

and regrounded following deglaciation after the last glacial maximum, as discussed in Chapter

1, Section 1.5 (Brisbourne et al. 2019; Kingslake et al. 2016). Establishing whether or not

the bed at KIR is frozen has implications for the deglaciation history of the region, and could

potentially offer insight into the date of grounding.

The data used for the following analysis are described in Chapter 1, Section 1.6.2. I use data

from Acquisition B for the PP wave analysis, and Acquisiton C for the PS wave analysis.

Acquisition B used four separate shots of 150 g Pentolite, buried at 20 m depth, recorded on

vertically oriented georods. These gathers were then combined into a supergather and displayed

in Section 1.6.2. Acquisiton C used four shots of 600 g Pentolite, buried at 20 m depth. The

georods were placed alternately radially and transversely. I use the radial component only for the

PS wave analysis. For the purposes of the following chapter, the bed is assumed homogeneous

and the bed roughness is assumed small. This is considered reasonable given the reflection

profile presented in Figure 1.11.

To obtain AVA amplitudes, I pick the start and end of a wavelet, and take the root-mean-square

of the amplitude, as recommended by Horgan et al. (2021). Figure 4.1 shows the root-mean-

square (RMS) amplitudes of the PP and PS bed reflections as a function of source-receiver

offset, with interpreted polarities (i.e. RMS amplitudes are multiplied by ´1 for an interpreted

negative polarity reflection, as for the PS reflection shown in Figure 4.1b). As previously

described in Chapter 1, the equation used for calculating the P wave reflection coefficient from
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Figure 4.1: Raw RMS amplitudes of (a) PP and (b) PS reflection picks.

these amplitudes is:

RPP “
A

A0

1

γ
eπft

˚pxq, (4.1)

where A is the measured amplitude, A0 is the source amplitude, γ is the geometric spreading

factor, f is frequency and t˚ “ t{Q is the attenuated time of a ray having travel time t and

quality factor Q. For the PS converted wave, the P and S portions of the ray path are dealt

with separately, and the PS wave reflection coefficient, RPS is:

RPS “
A

A0

1

γPγS
eπft

˚
P eπft

˚
S , (4.2)

where γP and γS are the geometric spreading factors for the P and S wave parts and t˚
P and t˚

S

are the attenuated times of the P and S wave parts of the ray path. In the following sections,

I describe the stages of data processing necessary for the calculation of each of the terms in

Equations 4.1 and 4.2.

4.2 Data processing

ReflexW (www.sandmeier-geo.de) was used to pick wavelet arrival times. MATLAB was used

for all further processing.
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Diving S

Figure 4.2: Close up of radial component (acquisition C), showing the diving S wave used for
WHI

4.2.1 Velocity model and ray tracing to find θpxq and reflection points

Wiechert-Herglotz inversion was used to obtain P and S wave velocity models using the method

by Kirchner and Bentley (Kirchner and C. R. Bentley 1990), as described in Section 2.2. Figure

4.2 shows radial traces from Acquisition C, with the diving S wave used to pick S wave travel

times labelled.

I used the P velocity model from chapter 2. I then assumed a linearly increasing temperature

profile from the surface to the bed (as observed by Mulvaney et al. (2021) at the nearby Skytrain

Ice Rise). This implies a linearly decreasing velocity profile from the base of firn to the bed,

with velocities calculated from the empirical relation by Kohnen (1972). The velocities were

tuned to match normal-incidence arrival times of the primary reflection, after Brisbourne et al.

(2023). Figure 4.3 shows the P and S wave velocity-depth models used.

To find the incidence angles and reflection points for PP and PS reflections, I traced rays through

these velocity profiles. Figure 4.4 shows the reflection points for the four shots in the P wave

and S wave record. All of the PP reflection points lie in the same region of „ 200 m length.

Due to the asymmetric ray paths of PS waves and the symmetric progression of offsets, the
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Figure 4.3: Models of P wave velocity, α, and S wave velocity, β, used for ray tracing to find
reflection points and incidence angles

PS reflection points are spread over a wider region than those for PP. PS reflection points are

marked in red, with the circled numbers denoting the shot for which those reflection points are

recorded (e.g. for shot (1) at 960 m, the receivers were laid out between 990 and 1470 m, and

reflection points lie between 980 m and 1300 m). The PS reflection points span almost 1 km.

Given the observed bed homogeneity, I expect no variation on this scale (Figure 1.11). For a

less homogeneous bed, the survey would have to be designed in order to ensure a smaller spread

of PS reflection points, or alternatively heterogeneity could be preserved by processing the PS

data as individual gathers rather than the supergather presented here.

4.2.2 Geometric correction

I assume spherical spreading inversely proportional to the path length r. Amplitudes are also

corrected for the angle of the ray as it reaches the receiver. The geometric correction factor

γpxq is therefore

γpxq “
1

rpxq
cos θrec, (4.3)

where rpxq is the path length of the ray and θrec is the angle of the ray as it reaches the receiver
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0 1000

Distance (m)

2000

Figure 4.4: Reflection points for PP data (blue) and PS data (Red). Positions of shots along
the line are labelled with circled numbers. Reflection points from all four shots in the P wave
record fall in the same region. PS reflection points are spread over a wider area of the bed.
Distances are in metres measured from the end of the reflection line.

(Zechmann et al. 2018).

4.2.3 Source amplitude

4.2.3.1 Source variability

Prior to further processing, I examine the shot-to-shot variability in source amplitude. The

amplitude Apxq of a diving wave emerging at an offset x is:

Apxq “ A0γpxqe
´πf
Qv

rpxq
, (4.4)

where A0 is the source amplitude, γpxq describes geometric spreading, f is frequency, Q is the

quality factor, v is wavelet velocity and rpxq is the path length. Taking the natural logarithm

of Apxq gives:

lnApxq “ lnA0 ` ln γpxq ´
πf

Qv
rpxq. (4.5)

At sufficiently far offsets (here, for x ą 500 m), rpxq is proportional to x and lnApxq is linear

with offset. Figure 4.5 shows the natural logarithm of diving wave amplitude as a function

of offset, for a) Acquisition B and b) the radial component of Acquisition C. The amplitudes

shown are corrected for the angle of the ray as it reaches the receiver, θrec. For Acquisition B,

diving P waves were recorded on vertical georods:
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Figure 4.5: RMS amplitudes of the direct P wave recorded from acquisitions (a) B and (b)
C. Four shots were used for each acquisition, here labelled (a) B1-B4 and (b) C1-C4. Vertical
lines show the boundaries between amplitudes recorded with separate shots. B1-B4 are 150g
Pentolite sources and C1-C4 are 600g Pentolite sources.

A “
Av

cos θrec
, (4.6)

where A is the true amplitude and Av is the component of amplitude measured by a vertical

georod. This is the familiar cos θ obliquity term in the geometric correction (Equation 4.3).

Since Acquisition C records diving P waves on radially oriented georods, their amplitudes are

instead corrected using

A “
Ar

sin θrec
. (4.7)

A is the true amplitude and Ar the component of amplitude measured by a radial georod (a

sketch is shown in Figure 4.6).

Discontinuities in the linear trends of Figures 4.5a and b are assumed to result from differences

in source size, as for adjacent offsets x1, x2,l γpx1q » γpx2q. Figure 4.5a shows consistent source

sizes between shots B1-B4, with continuity between shots. Amplitudes recorded from shot B3

are noisier than B1-B2 and B4. Figure 4.5b shows the amplitudes of the diving P waves recorded

on the radial component geophones in Acquisition C. Shots C1 and C2 show good continuity,

but shots C3 and C4 are clearly larger than C1 and C2. Consequently I multiply amplitudes
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θrec

Ar Av

A

Figure 4.6: Component amplitudes of a diving P wave (black line) incident at the surface with
amplitude A, recorded on vertical (blue, amplitude Av) and radial (red, amplitude Ar) georods.
Ar “ A sin θrec and Av “ A cos θrec, leading to Eqs. 4.6 and 4.7
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Figure 4.7: Amplitudes of diving waves recorded by Acquisition C, corrected for source size
variability and incidence angle θrec. Amplitude decay is non linear at x ă 500 m due to the
diving waves recorded at these offsets penetrating only into the shallow firn, where velocity
increases with depth.

from shot C3 by 0.5 and C4 by 0.2 to ensure continuity. The diving wave amplitudes corrected

for source size variability and incidence angle are shown in Figure 4.7. I use these amplitudes

to calculate the PS wave source amplitude.

4.2.3.2 PP source amplitude

To measure the source amplitude of the PP reflection (Acquisiton B), I was able to use the

multiple-bounce method, which compares the amplitudes A1 and A2 of the primary reflection

and its first multiple at normal incidence. A0 is calculated using the equation

A0 “
A1

2

A2

1

2γ1
, (4.8)
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where γ1 is the geometric spreading factor for the primary reflection (Holland and Anandakrish-

nan 2009). The multiple-bounce method is considered the most reliable method of measuring

source amplitude (Horgan et al. 2021). Using this method, the source amplitude for the PP

reflection recorded in Acquisition B was measured as p2.22 ˘ 1q ˆ 108.

4.2.3.3 PS source amplitude

The PP and PS reflections were recorded using different sized sources (see Section 1.6.2), so the

source amplitude must be independently constrained for each acquisition. However, Acquisition

C included no vertically oriented georods, so the P wave first-order multiple (PPPP) was not

recorded. Consequently the source amplitude for Acquisition C was measured using diving P

waves measured on radial component georods.

The direct-path method by Holland and Anandakrishnan (2009) is commonly used to estimate

source amplitude in cases where multiples are not present (e.g. Clyne et al. 2020; Holland and

Anandakrishnan 2009; Muto et al. 2019b). It uses the amplitudes A1 and A2 of two diving

waves with path lengths r1 and r2, which are chosen such that r2{r1 “ 2, to compute A0:

A0 “
A1

2

A2

γ2
γ12

. (4.9)

γ1 and γ2 are the geometric spreading factors of the two diving waves.

Equation 4.9 assumes that the path-averaged attenuation is the same for the two ray paths.

As we have seen, the seismic quality factor Q increases with depth in firn (Chapter 2), so the

assumption of Equation 4.9 is not correct. The path-averaged Q, Qav, can be computed by

tracing the diving waves through n firn layers of quality factor Qi, in which the ray spends time

ti, to find the ray’s attenuated time, t˚
tot. Attenuated time is cumulative along the ray:

t˚
tot “

n
ÿ

i

ti
Qi

“
ttot
Qav

. (4.10)

Qtot can then be calculated from t˚
tot and ttot. As the source-receiver offset increases, the diving

waves penetrate deeper into the firn, and the path-averaged Q experienced by the ray increases.

Figure 4.8 shows the path-averaged Q for diving P waves of increasing offset in the firn at KIR.

For example, a ray emerging at 600 m experiences an effective Q “ 205, while a ray emerging
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Figure 4.8: Path averaged Q for diving P waves at increasing offsets, given the QP versus depth
model determined in Chapter 2, determined by ray tracing. ‘Steps’ in the curve at 100, 170,
560 and 820 m are artefacts resulting from the stepped Q model used.

at 1200 m experiences an effective Q “ 270, given the QP and velocity versus depth models

determined in Chapter 2. This is true even for rays which penetrate near to the base of the firn.

Consider two rays A and B which penetrate to similar depths in the firn, near to the critical

refraction, where the velocity increases only slowly with depth. The further offset ray can

emerge at a much larger offset while only penetrating slightly deeper (Figure 4.9). The depth-

averaged Q is similar for the two rays since they sample similar portions of the firn column. In

contrast, the path-averaged Q for the further offset ray is larger, since this ray spends a greater

proportion of its time in the higher-Q deep firn, leading to a larger contribution to the total

attenuated time from the deeper firn. Consequently the direct-path method using Equation 4.9

underestimates source amplitude.

To account for attenuation, Equation 4.9 can be modified with an exponential term:

A0 “
B1

2

B2

γ2
γ12

eπfp2t˚
1 ´t˚

2 q, (4.11)

where f is the frequency of the diving wave and t˚
1 , t

˚
2 are the attenuated times of rays 1 and 2,

respectively. If Q is assumed equal for rays 1 and 2, and t2 “ 2t1, then t˚
2 “ 2t˚

1 and Equation
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Figure 4.9: Two diving waves which penetrate near to the base of the firn, where velocity
increases slowly with depth. As determined in Chapter 2, Q increases with depth. Since rays
A and B penetrate to similar depths, their depth-averaged Q is similar. However since ray B
spends a larger portion of its time at the base of the firn, its path-averaged Q is larger than
that of ray A.

4.11 simplifies to Equation 4.9 (Holland and Anandakrishnan 2009). However, if Q is known

not to be constant, the exponential term is significant. Where r2 “ 2r1, the geometric spreading

terms reduce to γ2{γ21 “ r1{2. I call the method using Equation 4.11 the variable-Q direct-path

method.

I measure A0 using pairs of rays at offsets x1, x2 with path lengths r1, r2 for which 1.995 ă

r1
r2

ă 2.005 and x1 ą 500 m. This means that for all offset pairs, both rays penetrate close to

the base of the firn column. Rays are traced through the velocity and Q models determined in

Chapter 2 to estimate t˚ for each ray, and a single frequency of f “ 300 Hz is used.

The constraint of x1 ą 500 m is not necessary for the variable-Q direct-path method (Equation

4.11) since this equation makes no assumptions about attenuation, but the conventional direct-

path method (Equation 4.9) requires that rays penetrate to the base of the firn so Q can be

assumed equal for the two rays. I compute A0 using the two methods, using the same rays, in

order to directly compare results.

Using the conventional direct-path method, the source amplitude is measured as p2.6˘1.9qˆ108.

The variable-Q direct-path method results in a corrected source amplitude of A0 “ p4.1˘2.9qˆ

108, meaning that Equation 4.9 underestimates A0 by a factor of „ 1.6. Correspondingly, using

the conventional direct-path method with no Q consideration would overestimate reflection

coefficients by the same factor.

In all further analysis I use A0 “ p4.1 ˘ 2.9q ˆ 108 for the source amplitude of the PS wave.
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4.2.4 Attenuation correction

In Chapter 2, I detail measurements of attenuation over various depth ranges of the ice column.

Despite the depth-dependence of Q, the simplest way of correcting reflection amplitudes for

attenuation is to assume an equivalent uniform Q over the entire glacier (2.4). Furthermore,

correcting for uniform Q in this way has the advantage of smaller uncertainties than a layer-

stripping Q model, which propagates errors through the layers. Consequently I use the primary-

multiple measurement of QP “ 250 ˘ 100. As I was unable to measure QS over the whole ice

column, I assume QP {QS “ 3, after measurements by Clee et al. (1969), which results in

QS “ 83 ˘ 30. For the PP reflection I correct amplitudes for a single frequency of f “ 300 Hz,

and for PS, I correct for a single frequency f “ 225 Hz. These frequencies are determined by

inspection of individual reflected wavelet spectra.

4.2.5 Error Analysis

The errors on the reflectivity are assumed to be dominated by the errors in attenuation mea-

surement and source amplitude. I therefore estimate the error in reflectivity δR using the

equation:

δR “ R

„

`πfr

vQ2

˘2
pδQq2 `

1

A0
2 pδA0q2

ȷ1{2

. (4.12)

Here, f is the dominant frequency of the wavelet, r is the path length, v is the wave speed, and

Q is the quality factor. δQ is the error in the quality factor measurement.

4.3 Corrected AVA responses and inversion setup

The PP and PS AVA responses, corrected by the above source amplitude, geometric spreading

and attenuation terms, are shown in Figure 4.10. Incidence angles, obtained by ray tracing,

reach 630 for PP and 730 for PS reflections. The solid lines shown in Figure 4.10 represent the

median model found by jointly inverting RPP and RPS using all available data. RPP decreases

from 0.15 ˘ 0.1 at close to normal incidence to 0.03 ˘ 0.03 at 570, before rising again. RPS has

its greatest magnitude of ´0.6˘0.7 at 450. The Knott-Zoeppritz fit to the median model shows

a critical refraction at 720, 100 beyond the maximum incidence angle captured by the PP AVA

response. This is consistent with the rise in RPP towards 700, which would be expected from a

critical refraction.
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Figure 4.10: a) PP, and b) PS AVA responses at Korff Ice Rise. Solid lines indicate median
models from jointly inverting all available data. Cyclical amplitude variations are assumed
to result from inhomogeneities in basal properties between Fresnel zones across the area of
reflections.

Following the procedure described in Chapter 3, I run four separate inversions of the AVA

responses, which invert different subsets of the available data: i) the PP response only, with

data for 0 ď θ ď 300 only; ii) PP and PS, over 0 ď θ ď 300; iii) PP only, using all available data

(θ ď 630); and iv) PP and PS, using all available data (θPP ď 630, θPS ď 730).

I run each inversion for 5, 000, 000 iterations. The basal ice properties are assumed to be

αice “ 3830 ˘ 50m s´1, βice “ 1906 ˘ 50m s´1, and ρice “ 920 ˘ 50m s´1. The basal ice

properties are allowed to vary to account for the uncertainty in temperature at the base of the

ice column.

4.4 Results

Results of the four inversions are summarised in Table 4.1, which quotes the medians and inter-

quartile ranges of output marginal distributions for P wave velocity, S wave velocity, density,

acoustic impedance and Poisson’s ratio of the basal material. Figure 4.11 shows marginal

distributions of acoustic impedance and Poisson’s ratio as 2D histograms.
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Inversion
type

Extent α (km s´1) β (km s´1) ρ (kg m´3) Z (ˆ106 kg m´2s´1) σ

PP 300 3.4 ˘ 1 1.76 ˘ 0.7 1650 ˘ 600 5.59 ˘ 0.30 0.299 ˘ 0.075
PP/PS 300 3.3 ˘ 1 1.85 ˘ 0.65 1740 ˘ 640 5.69 ˘ 0.27 0.255 ˘ 0.055
PP All data 4.02 ˘ 0.07 2.15 ˘ 0.08 1418 ˘ 60 5.69 ˘ 0.26 0.300 ˘ 0.014
PP/PS All data 4.03 ˘ 0.05 2.16 ˘ 0.06 1436 ˘ 60 5.79 ˘ 0.26 0.298 ˘ 0.010

PP/PS All data 2.53 ˘ 0.4 1.04 ˘ 0.24 2150 ˘ 350 5.44 ˘ 0.23 0.40 ˘ 0.018

Table 4.1: Results from all inversions of Korff AVA responses. All results quoted are medians
˘ inter-quartile range of marginal distributions. Results quoted in the final row are obtained
from data interpreted to have a polarity reversal at 570, discussed in Section 4.5.1.

For the 0´300 inversions (panels a and c), acoustic impedance is well constrained but Poisson’s

ratio is not. In constraining acoustic impedance Z, single and joint inversion perform compa-

rably, with the uncertainty in Z 10% smaller in the case of joint inversion (Z “ p5.69 ˘ 0.27q ˆ

106 kg m´2s´1 for joint inversion vs Z “ p5.59 ˘ 0.3q ˆ 106 kg m´2s´1 for single inversion). In

contrast, joint inversion constrains Poisson’s ratio σ significantly better than single inversion

does, with the uncertainty in σ 27% smaller under joint inversion (σ “ 0.255 ˘ 0.055 for joint

inversion vs σ “ 0.299 ˘ 0.075 for single inversion).

When all available data were used, both acoustic impedance and Poisson’s ratio were better

constrained than in the restricted angle case, for single and joint inversion. However, the

improvement in constraint of Z by including the wide-angle data was small. When comparing

wide-angle joint inversion with wide-angle single inversion, I find no meaningful improvement

in constraint of acoustic impedance (Z “ p5.79 ˘ 0.26q ˆ 106 kg m´2s´1 for joint inversion vs

Z “ p5.69 ˘ 0.26q ˆ 106 kg m´2s´1 for single inversion). While extending the inversion to wide

angles does little to improve constraint of Z, it significantly improves constraint of σ. Using all

the available data, the uncertainty in σ is „ 80% smaller for both single and joint inversions

than when θ is restricted. Consistent with the 300 inversions, joint inversion of the wide-angle

data produces a result with an uncertainty in σ 28% smaller than that for single inversion.

Results from wide-angle and restricted-angle inversions are consistent with each other. This

demonstrates the robustness of the inversion, indicating that far offset amplitudes and near

offset amplitudes are consistent with one another for both PP and PS waves.

In all further analysis, I use the results from joint inversion of all data. Marginal distributions

of α, β and ρ for basal ice and he subglacial material are shown in Figure 4.12, with medians

indicated by the dashed lines. In this case, velocities and density of the subglacial material are
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Model frequency

Figure 4.11: Inverted bed properties at Korff Ice Rise. a) PP-only inversion, using θ ď 300. b)
PP-only inversion, using all available data. c) Joint PP/PS inversion, using θ ď 300. b) Joint
PP/PS inversion, using all available data.
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Figure 4.12: Histograms showing marginal distributions of explored model properties, of basal
ice (a-c) and the bed (d-f). Vertical dashed lines indicate medians of the distributions. Density,
P wave velocity and S wave velocity are all well constrained in this case. These distributions
are those resulting from joint inversion of all data.

very well constrained, which should help in identifying the subglacial material; in Chapter 5 I

will make a more detailed interpretation of these properties. Marginal distributions of Z and σ

are shown in Figure 4.13, with the medians indicated.

4.5 Discussion

Taking the result from joint inversion of all available data, the subglacial material has an acoustic

impedance of Z “ p5.79˘0.26q ˆ106 kg m´2s´1 and a Poisson’s ratio of σ “ 0.298˘0.01. This

rules out many common glacial substrates such as dilatant till and bedrock (e.g. of igneous

origin), and makes a bed of fully lithified sediments unlikely (see Table 3.1). I also rule out

pooling of liquid water at the bed in this location. The properties are closest to those of stiff

till previously reported by Peters et al. (2008), although the higher acoustic impedance implies

greater consolidation and/or freezing. I therefore interpret the response as that originating

from partially consolidated/lithified or frozen sediments. I will expand on this interpretation

and discuss it further in Chapter 5. I intend to use the following section to discuss the subtleties

and limitations of the geophysical inversion described in this chapter.
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a b

Figure 4.13: Histograms of marginal distributions of basal (a) Poisson’s ratio and (b) Acoustic
impedance resulting from joint inversion of all data, also shown in Figure 4.11. Dashed lines
indicate the distribution medians.

4.5.1 A polarity reversal at 570?

As demonstrated in Chapter 3, and shown by other authors (Anandakrishnan 2003), a polarity

reversal in an AVA response is highly diagnostic; if correctly interpreted, it can be a powerful

piece of information for identifying subglacial substrates. However, it presents a risk to AVA

analysis if the polarity is ambiguous and a polarity reversal may be misinterpreted.

Figure 4.14 shows the supergather for all vertical georods in Acquisition B, with enlarged views

of wavelets at offsets 720 m, 1550 m and 1930 ´ 1950 m. The polarity of the PP reflection is

ambiguous at offsets ą 1550 m. The amplitude of the reflection decreases to a minimum at

„ 1550 m („ 560), whereafter it increases. At near offsets, the wavelet is a clear ‘white-black-

white’ polarity. At „ 1550 m, the wavelet is still the same polarity but becomes difficult to

distinguish above noise. Looking at the furthest offsets, 1930´1950 m, the polarity is ambiguous

due to interference from refracted waves (red arrow, Figure 4.14): the largest amplitude portion

of the wavelet is the second white portion. The red and blue crosses in Figure 4.14 indicate

possible picks of where the wavelets begin and end: it is possible to interpret the polarity as

‘white-black-white’ (red picks), or alternatively, ‘black-white-black’ (blue picks). In the previous

sections, I have interpreted the red picks as correct, and interpret the the large white amplitude

and following significant black tail as resulting from interference. However, an alternative

interpretation is that of a polarity reversal in the AVA response at intermediate offsets, which

would imply the blue picks are correct.

How should we interpret the wavelet in question? To illustrate the effect of misinterpreting the
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Figure 4.14: PP reflection, with enlarged wavelets from a) 720 m, b) 1550 m, c) 1930 ´ 1950
m. Red and blue crosses indicate candidate locations for picking the wavelet at far offsets, with
red picks indicating no polarity reversal and blue picks indicating a reversal. The red arrow
indicates refracted waves which interfere with the reflection. Note that traces are normalised
so apparent amplitudes are not to scale.
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Figure 4.15: AVA responses of a) PP waves, reinterpreted with a polarity reversal at 570, and
b) PS waves. Solid lines show the AVA response of the median inverted model (joint inversion
using all data).

present data, I interpret a polarity reversal at 1580 m (57.40) and jointly invert the resultant

PP AVA response along with the previously presented PS response (inversion parameters are

as described in section 4.3). Figure 4.15 shows the reinterpreted PP and PS AVA data and

the AVA responses of the median inverted model. While the inversion captures the character

of the PP response excellently due to the forcing of the polarity reversal, the character of the

PS response is not captured as accurately. In particular, the data show the magnitude of RPS

increasing to a maximum at „ 400 followed by a decrease at larger angles; the inverted model

displays RPS increasing in magnitude to a maximum at „ 600 (Figure 4.15b). This contrasts

with the inverted model obtained when no polarity reversal is interpreted (Figure 4.10b), which

shows the maximum magnitude of RPS at „ 400. Given the nature of source amplitude and

attenuation corrections, if amplitudes of an AVA response are mis-estimated, it is more likely

that absolute amplitudes are incorrect while preserving the character of an AVA response than

the character being incorrect with correct absolute amplitudes. Qualitative inspection of the

AVA responses shown in Figure 4.15 therefore highlights an inconsistency between the PP and

PS AVA responses which indicates an incorrect interpretation.
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Figure 4.16 shows the posterior distributions of Z and σ for the reversed-polarity case, which are

summarised in the final row of Table 4.1. The acoustic impedance of Z “ p5.44˘0.23q kg m´2s´1

is consistent with the result from the correctly interpreted case (Figure 4.11d); however, the

reversed-polarity AVA responses imply a much higher Poisson’s ratio of σ “ 0.4 ˘ 0.018. This

higher Poisson’s ratio indicates a higher porosity than that obtained by inverting the correct

AVA curves, and may potentially imply a thin-layer response at the bed. Booth et al. (2012)

describe measurements of high acoustic impedance and high Poisson’s ratio as diagnostic of

thin-layer effects, as these measurements point to opposing substrate porosities.

To assess the potential for misinterpretation, it is useful to compare this result to the results

obtained by the restricted-angle single and joint inversions reported in Section 4.4 (Figures 4.11a

and 4.11c). The polarity reversal, occurring at 570, is irrelevant to these inversions. The median

of the restricted-angle single inversion (Fig. 4.11a) indeed points to a different Poisson’s ratio

to the reversed-polarity inversion, but the inversion does not rule out Poisson’s ratios of σ “ 0.4

or more, the distribution being relatively flat. If converted-wave information was unavailable,

the new information provided by the polarity reversal may not be interpreted as inconsistent

with the narrow-angle data.

In contrast, the posterior distribution resulting from the restricted-angle joint inversion con-

strains Poisson’s ratio better than single inversion, ruling out out very high Poisson’s ratios.

This posterior distribution is more clearly inconsistent with the distribution obtained by joint

inversion of the PP response containing a polarity reversal, and the misinterpretation of polarity

would more likely be identified. Joint inversion is in this case more robust to misinterpretation

of polarities due to the inconsistency of these results.

This example highlights the potential pitfalls of an interpretation which places too much em-

phasis on a polarity reversal, especially one where the amplitudes are small.

4.5.2 The value of joint inversion

For the AVA responses presented in this chapter, joint inversion improves constraint of bed prop-

erties when compared with single inversion, given the same angular range. The improvement is

small for constraint of Z, but joint inversion constrains σ more precisely than single inversion,

with uncertainties in σ „ 28% smaller for joint inversion. The improvement in constraint of σ

is greater when increasing the angular range than it is by the inclusion of PS inversion. This is
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Figure 4.16: Posterior distribution of acoustic impedance and Poisson’s ratio obtained from
joint inversion of the reinterpreted AVA responses shown in Figure 4.15. Grey cross indicates
the median obtained from the inversion when a polarity reversal is not interpreted.

consistent with the findings of Chapter 3: joint inversion improves constraint of bed properties

given the same angular range, but the extent to which it does this depends on the character

of the AVA response, and there are some characters of AVA response for which large angles

provide more information than converted waves. In Chapter 3, the case of a polarity reversal

at a large angle was identified as one for which the benefit of joint inversion is secondary to

that of obtaining large angles; the data presented for KIR demonstrate that there are also other

cases for which this is true. However, since a priori knowledge of the AVA response is rarely

available, and the angular range obtained is often limited by logistical constraints, I suggest

that the value of the joint inversion framework is the technique’s reliable improvement upon

single inversion for a given survey geometry, and its robustness to interpretive pitfalls such as

the polarity reversal discussed in Section 4.5.1. A valuable extension to this work would be to

validate the method where the interface characteristics are well known; for example, on an ice

shelf, where an ice-water interface is guaranteed (e.g. Horgan et al. 2021).

4.5.3 Attenuation considerations

A limitation of my analysis is that I had to assume the S-wave quality factor, QS . Englacial

measurements of QS are scarce, and collocated measurements of QP and QS at a wider variety of
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locations are desirable to inform our understanding of their physical relationship. This may also

provide a basis for assuming QS values where acquisition constraints render their measurement

impossible.

An acquisition designed to measure QS over the whole ice column could use the primary S wave

reflection, SS, and its multiple, SSSS (as described for P waves in Section 2.2.2). An explosive

source buried in the firn would be required to generate S wave energy from close-to-source

P-to-S conversions; the source would need to be very large in order to generate sufficient S

wave energy to record S wave multiples with an acceptable signal-to-noise ratio. Furthermore,

the ice would need to be relatively thin, so that a) the SSSS wave arrives before the recording

finishes, and b) the SSSS wave is recorded with a good signal-to-noise ratio. Experiments using

three-component nodes to record the wavefield are good candidates for including a number of

large shots as an additional experiment to measure QS , due to the existing three-component

capability and continuous recording.

To measure QS in firn, a dedicated S wave source such as stacked hammer blows (e.g. King and

Jarvis 2007) could be used at the surface, combined with the layer stripping method described

in Chapter 2. This method has recently been applied to attenuation measurements by Picotti

et al. (2023).

4.5.4 Effect of source amplitude on reflectivity measurements

Source amplitude is a large contributor to the uncertainty in RPP and RPS . For the data pre-

sented here, source amplitude had to be measured twice, by different methods, due to the nature

of the acquisition (i.e. separate acquisitions were used for vertical and radial components). In

future, acquisitions should have collocated vertical and radial geophones which record the same

shot, so A0 need only be measured once.

The variable-Q direct-path method (Section 4.2.3, Equation 4.11) introduces a correction to the

standard direct-path method which accounts for the varying effective attenuation experienced

by diving waves travelling in the firn column. Other authors have used the standard direct

path method (Equation 4.9) to measure seismic reflection amplitudes and deduce the presence

of subglacial water (e.g. Muto et al. 2019a; Muto et al. 2019b). When I compare the source

amplitudes obtained by the standard and modified methods, I find that the standard method

underestimates source amplitude by a factor of „ 1.6, and therefore would overestimate the
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reflectivity by the same factor. Note that the factor of 1.6 is derived from diving wave travel

times and the Qpzq relationship measured in Chapter 2, and will not necessarily be the same

for other locations, where accumulation and firn structure will be different. However, the

general argument remains that as long as there is a Q gradient in the firn column, the source

amplitude will be underestimated by the standard direct-path method. This may lead to errors

in interpretation of glacial substrates.

As an example of this, Muto et al. (2019a; 2019b) present reflectivity and acoustic impedance

measurements from Thwaites Glacier, West Antarctica, derived using the direct-path method for

source amplitude. A stacked and migrated seismic section, reflectivities and acoustic impedances

are shown in Figure 4.17 (Figure taken from Muto et al. (2019a)). They interpret seven

locations of subglacial water pooling along their profile, at which the reflectivity R “ ´0.4

lies within their quoted uncertainties. Assuming they overestimate the magnitude of R by

the factor 1.6, when the reflection coefficients are rescaled, there remain only four locations at

which R “ ´0.4 lies within the uncertainties. Therefore, I suggest that existing studies which

interpret subglacial water in this way and use the direct-path method (e.g. Clyne et al. 2020)

may overestimate the prevalence of subglacial water. Note that this is a very approximate

calculation, and a more comprehensive reinterpretation of the results from Thwaites Glacier

would require a consideration of the differing velocity and attenuation structures of the firn

column in an area of much higher accumulation than KIR (Arthern et al. 2006).

Horgan et al. (2021) established that the direct-path is the least reliable method for measuring

A0 and recommend the use of multiples to measure source amplitude. However, where multiples

are not recorded, the direct-path method must be used; in this case it is essential to consider Q

variability in the firn. This underlines the need for designing acquisitions to record good-quality

multiples, given the increased complexity of attenuation measurements in firn compared with

those involving multiples.
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Figure 4.17: a) Stacked and migrated seismic section, b) normal-incidence reflectivities and c)
acoustic impedances from a portion of Thwaites Glacier, West Antarctica, taken from Muto et
al. (2019a). Blue data points in c) are where subglacial water is interpreted. Light and dark
grey points are where they interpret a soft bed and hard bed, respectively. The reflectivities
presented here were calculated using the direct-path method for source amplitude, and therefore
may overestimate the true reflectivities.
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4.6 Conclusions

In this chapter, I have presented measurements of the basal properties of Korff Ice Rise, West

Antarctica (KIR), derived using amplitude-versus-angle analysis and an inversion scheme I de-

scribed and investigated in Chapter 3. I describe the processing steps used to obtain absolute

amplitudes and AVA responses, including geometric, attenuative and source amplitude correc-

tions. I introduce a modified source amplitude correction which takes account of the quality

factor gradient in firn, and compare it to the standard direct-path method by Holland and Anan-

dakrishnan (2009), and find that for the Q gradient at KIR, the standard method significantly

underestimates source amplitude.

Using joint inversion, I find that the bed has an acoustic impedance of Z “ p5.79 ˘ 0.26q ˆ

106 kg m´2s´1 and a Poisson’s ratio of σ “ 0.298 ˘ 0.01. I interpret this response as arising from

a bed of partially consolidated and/or frozen sediments; this interpretation will be discussed

further in Chapter 5. I evaluate the performance of the joint inversion scheme and find that

for a given survey geometry, joint inversion performs better than single inversion, particularly

in the constraint of Poisson’s ratio. For this substrate, joint inversion does not meaningfully

improve constraint of acoustic impedance. I also find that for the PP and PS AVA responses at

KIR, obtaining wide-angle data („ 600 ´ 700) for single inversion improves inversion precision

more than including PS wave amplitudes for a narrow survey (where θ ď 300). I discuss a

potential interpretive pitfall concerning a polarity reversal at large offsets, and argue that joint

inversion is more robust to errors of this nature. I suggest that the value of the joint inversion

framework lies in its reliable improvement over single inversion given a similar survey geometry

and its robustness to possible interpretive errors.
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Chapter 5

Synthesis

This chapter has four parts. In the first part, I will make a more detailed interpretation of

the geophysical measurements reported in Chapter 4. In the second part, I will place these

observations into their wider palaeoglaciological context and discuss possible explanations for

the observations. In the third part, I will frame the importance of the novel methodological

developments and make recommendations for future acquisitions. Finally, I will identify future

work needed to address knowledge gaps left by my analysis, both geophysical and glaciological.

5.1 Further geophysical interpretation

5.1.1 Density and porosity of subglacial material

The acoustic impedance Z “ p5.79 ˘ 0.26q ˆ 106 kg m´2s1 and Poisson’s ratio σ “ 0.298 ˘ 0.01

of the basal material at KIR, obtained by joint inversion of the PP and PS waves, suggest

a bed composed of partially consolidated and/or frozen sediments. In this section I aim to

interpret the results in more detail, noting that the marginal distributions of P wave velocity

α, S wave velocity β and density ρ resulting from the inversion are well constrained: α “

4.03 ˘ 0.05 km s´1, β “ 2.16 ˘ 0.06 km s´1, and ρ “ 1.44 ˘ 0.06 g cm´3.
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Figure 5.1: (a) P wave velocity and density, (b) P wave velocity and S wave velocity, and (c) density and S wave velocity plotted for ice, water and
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To view these results within the context of other materials, I plot them alongside properties

of various rocks (Mavko et al. 2009), glacial substrates (Peters et al. 2007; Peters et al. 2008)

and permafrost (Johansen et al. 2003). Figure 5.1 shows the densities, P and S wave velocities

of these materials, displayed in three separate plots which show (a) ρ against α, (b) β against

α, and (c) β against ρ. Viewed alongside these rock properties, the material observed at KIR

appears unusual. In particular, sedimentary rocks with similar velocities to that observed at KIR

(e.g. sandstones, porous sandstones) have much higher densities (e.g. ρ “ 2200 ´ 2500 kg m´3

for porous sandstones, Figure 5.1). This precludes an interpretation of consolidated to lithified

sediments at KIR. The low density implies a high porosity. A pore fill of free water and/or

air would be associated with a low β. The observation of high velocities coincident with low

density is therefore consistent with a subglacial material composed of a high-porosity matrix,

with a significant part of the pore space occupied by ice; i.e. a partially to completely frozen

bed.

The porosity ϕ of a composite material consisting of a mineral with density of ρm and another

material occupying the pore space with density ρp can be calculated using:

ϕ “
ρm ´ ρ

ρm ´ ρp
(5.1)

where ρ is the bulk density of the material (Mavko et al. 2009). We can put upper and lower

bounds on the porosity of the subglacial material at KIR if we assume the end-member cases of

the pore space being entirely occupied by saline water or entirely occupied by ice, and calculating

ϕ for each case. There are many possibilities for the mineral density ρm, and the present analysis

is inevitably limited by the choice. However sediment cores retrieved in the Weddell Sea exhibit

high proportions of sand and silt (Hillenbrand et al. 2012), and direct sampling of the bed at

Berkner Island retrieved fine sand (Mulvaney et al. 2007). This suggests that quartz, which has

density ρm “ 2.65 g cm´3, is a reasonable mineral choice. Using densities of ice and brine of

ρice “ 0.917 g cm´3 and ρbrine “ 1.04 g cm´3, porosities of ϕ “ 0.75 ˘ 0.04 and ϕ “ 0.7 ˘ 0.03

are estimated for an entirely unfrozen bed and for an entirely frozen bed, respectively.

These porosities are much higher than those observed elswhere subglacially: porosities of ϕ “

0.3 ´ 0.45 are typical for dilatant sediments beneath ice streams (e.g. Blankenship et al. 1986;

Blankenship et al. 1987; Brisbourne et al. 2017; Christianson et al. 2014; Dow et al. 2013;
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A. M. Smith 1997a). A porosity of 0.7 ´ 0.75 implies that the subglacial material is mostly

composed of ice and/or brine, a seemingly improbable subglacial scenario. It is possible that the

material underlying the ice is composed of much lower density minerals, which, combined with a

relatively high porosity (but still ă 0.7), would result in the observed density. Indeed, densities

as low as 1.4 ´ 1.6 g cm´3 have been observed upstream of the Thwaites Glacier grounding

zone (James Smith, personal communication). A bed consisting of a high-porosity glaciomarine

sediment composed of low density minerals and saturated with ice and/or brine is therefore a

possible explanation for the low density observed at KIR.

An alternative interpretation for the low density is that the observed seismic reflection is from a

layer of entrained basal debris at the base of the ice column. This would be a mixture of ice and

mineral grains which was either part of the ice shelf before grounding, having been entrained

perhaps at an upstream rumple, or entrained during streaming flow closely upstream. If the

bed at present is unfrozen or in a transient state of freezing, there may be brine present in

this mixture, originating from a glaciomarine sediment which was saturated with saline water

prior to grounding. To resolve the degree of freezing of this hypothesised mixture, it is useful

to predict its mechanical properties and compare these with the inverted model from KIR.

5.1.2 Using rock physics to constrain the degree of freezing

Rock physics approaches can be used to predict the bulk properties of a material from the

volume fractions and properties of its individual constituents, namely bulk modulusK and shear

modulus µ (Mavko et al. 2009). The Hashin-Shtrikman (HS) bounds (Hashin and Shtrikman

1963) describe the theoretical maximum and minimum values that K and µ can take for a given

porosity, regardless of grain or pore shape. A porosity of zero represents a case in which the

volume is entirely occupied by the stiffer material (in this case quartz), and a porosity of one

represents the case in which the volume is entirely occupied by the weaker material (water,

brine, or a mixture). The HS bounds are calculated using the equations:

KHS˘ “ K1 `
f2

pK2 ´ K1q´1 ` f1pK1 ` 4
3µ1q´1

, (5.2)

µHS˘ “ µ1 `
f2

pµ2 ´ µ1q´1 `
2f1pK1`2µ1q

5µ1pK1` 4
3
µ1q

, (5.3)

110



Chapter 5. Synthesis 5.1. Further geophysical interpretation

where K1 and K2 are the bulk moduli of the two constituents, µ1 and µ2 are the shear moduli

of the constituents, and f1 and f2 are the volume fractions of the individual constituents. The

maximum and minimum bounds are calculated by interchanging the indices 1 and 2 (Mavko

et al. 2009).

To constrain the degree of freezing of the hypothesised quartz-ice-brine mixture, I calculate the

HS bounds for three cases: (a) a quartz-brine mixture (e.g. entirely unfrozen marine sediment),

(b) a quartz-ice-brine mixture (partially frozen/transient state), and (c) a quartz-ice mixture

(entirely frozen). For the quartz-ice-brine mixture, I first calculate the predicted properties of

an ice-brine mixture, composed of 80% ice and 20% brine, using the Voigt-Reuss-Hill average

MVRH, which combines the Voigt upper bound MV and Reuss lower bound MR:

MV “

N
ÿ

i“1

fiMi, (5.4)

1

MR
“

N
ÿ

i“1

fi
Mi

, (5.5)

MVRH “
MV ` MR

2
. (5.6)

In Eqs. 5.4-5.6, the modulus M can be either K or µ. If one of the constituents is a fluid, MR

is defined as zero (Hill 1952; Mavko et al. 2009). The associated velocities are calculated using

the standard equations

β “

c

µ

ρ
(5.7)

K “ α2ρ `
4

3
µ. (5.8)

The properties used to model the Hashin-Shtrikman bounds are summarised in Table 5.1.

Figure 5.2 shows the HS bounds for the bulk and shear moduli of (a) the quartz-brine mixture,

(b) the quartz-ice-brine mixture and (c) the quartz ice mixture. The crosses represent the bulk

and shear moduli of the reflector at KIR (K “ 14.4˘0.9 GPa and µ “ 6.7˘0.4 GPa) plotted at

the porosity implied by the inverted density of 1.44 g cm´3. ϕ “ 0.75˘0.04 for the quartz-brine

mixture, ϕ “ 0.71˘0.04 for quartz-ice-brine, and ϕ “ 0.7˘0.03 for quartz-ice. Figure 5.3 shows
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Material K (GPa) µ (GPa) α (km s´1) β (km s´1) ρ (g cm´3)

Quartz 36 45 6.02 4. 12 2.65
Ice 8.9 3.2 3.79 1.87 0.917

Brine 2.2 0 1.45 1.04 0
Ice-brine mixture (80/20) 3.78 1.28 2.41 1.17 0.94

KIR 14.4 ˘ 0.9 6.7 ˘ 0.4 4.03 ˘ 0.05 2.16 ˘ 0.06 1.44 ˘ 0.06

Table 5.1: Properties used to model Hashin-Shtrikman bounds. The properties for an ice-brine
mixture of 80% ice, 20% brine were calculated using a Voigt-Reuss-Hill average.
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Figure 5.2: Predicted limits of bulk and shear moduli for (a) a quartz-brine mixture, (b) a
quartz-brine-ice mixture, (c) a quartz-ice mixture. Crosses are the observed properties at KIR,
at the porosities implied by the measured density. Blue = bulk, red = shear.
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Figure 5.3: Predicted limits of P (blue) and S (red) wave velocity for (a) a quartz-brine mixture,
(b) a quartz-brine-ice mixture, (c) a quartz-ice mixture. Crosses are the observed P (blue) and
S (red) wave velocities at KIR, plotted at the porosities implied by the measured density of
ρ “ 1.44 g cm´3.
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the HS bounds for P and S wave velocity which result from the moduli calculated for the three

scenarios.

The bulk and shear for the basal material at KIR both lie outside the HS bounds calculated

for a quartz-brine mixture (Figure 5.2a). The HS bounds calculated for the mostly frozen

quartz-ice-brine mixture are consistent with the shear modulus and S wave velocity at KIR,

but inconsistent with the bulk modulus and P wave velocity (Figs. 5.2b and 5.3b). The only

scenario tested for which the observed properties of the base-ice reflector at KIR lie within the

possible HS bounds is the scenario of a fully frozen bed (Figs. 5.2c and 5.3c).

This analysis rules out the hypothesis of warm, highly porous, low density saturated subglacial

sediments underlying the ice rise, and lends weight to the interpretation of the observed ‘base-ice’

reflection at KIR originating from a layer of entrained debris within the basal ice. The absence

of visible reflections beneath this horizon suggests a continuous transition from debris-rich ice

to frozen sediments with depth.

5.2 Glaciological interpretation

5.2.1 KIR and hypotheses of post-LGM grounding line retreat

In this section I will interpret my geophysical observations in the context of the glacial history

of KIR and the broader Weddell Sea region. The present-day grounding line in the Weddell

Sea sector is hypothesised to have originated in one of two ways (See section 1.5.2). After the

last glacial maximum (LGM), either the grounding line retreated monotonically to the present

day position (e.g. Hillenbrand et al. 2014), or the grounding line underwent a period of rapid

retreat, followed by a more recent advance (e.g. Bradley et al. 2015; Kingslake et al. 2018;

Siegert et al. 2013).

Work by previous authors (Brisbourne et al. 2019; Kingslake et al. 2016) has established that ice

flow reorganised at KIR around 2.5 ka before present, based on observations of stratigraphy and

crystal orientation fabric (COF). Brisbourne et al. (2019) detected a COF above 200 m depth

which is consistent with present-day divide flow, and a COF below 230 m depth consistent with

a previous episode of ice flow from the south. This indicates that prior to divide formation, ice

flowing over the present day location could have been (a) grounded and sliding over a warm

bed, (b) weakly grounded as an ice rumple, or (c) entirely ungrounded as an ice shelf. In the
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following section, I will evaluate the consistency of my observations with each of these scenarios.

I model the likely temperature evolution of KIR after grounding in order to constrain its possible

date of formation. Given that my previous analyses (Section 5.1.2) suggest that the bed at KIR

is likely frozen, the question arises of how long the bed takes to freeze. In other words, what is

the most recent date of grounding consistent with a frozen bed, and is this consistent with the

stratigraphy and COF at KIR?

5.2.2 Modelling the age-temperature-depth relationship at KIR

To provide context to my geophysical measurements, I model the time evolution of the temperature-

depth profile at KIR, using a 1D age-depth-temperature model supplied by Carlos Mart́ın

(British Antarctic Survey) and reported in a previous study by Jordan et al. (2018). The

conceptual framework is that of an ice shelf with steady-state temperature profile grounding

on the seabed: following grounding, the ice-bed interface will cool. The timescale on which the

bed freezes will inform the glaciological interpretation of my geophysical results.

The model solves the heat equation from an initial temperature profile T0pzq to a solution at

the present time tp:

ρpzqcpT q

ˆ

BT

Bt
` wpzq

BT

Bz

˙

´
B

Bz

ˆ

kpT q
BT

Bz

˙

“ 0. (5.9)

where T is temperature, z is elevation, ρpzq is the density and wpzq is the vertical velocity. kpT q

is the thermal conductivity and cpT q is the specific heat capacity. These vary with temperature

(Ritz 1987):

cpT q “ p146.3 ` 7.253 T q J kg´1 K´1, (5.10)

kpT q “ 9.828e´0.0057 T W m´1 K´1. (5.11)

In the above two equations, temperatures are in Kelvin. wpzq takes the form:

wpz, tq “ ´m ` r´a ` msηpzq, (5.12)
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Model parameter Symbol Value

Accumulation ratea a 0.56 m a´1

Surface temperaturea Ts ´290C
Ocean temperatureb T p0, 0q ´2.30C
Geothermal heat fluxc QG 60 ˘ 20 mW m´2

Table 5.2: Parameters used to determine temperature model boundary conditions. ataken from
KIR automatic weather station data. btaken from Nicholls and Jenkins (1993). ctaken from
Burton-Johnson et al. (2020).

where m is the basal melt rate, here assumed zero, a is the accumulation rate, and ηpzq is the

shape function, which depends entirely on ice rheology. This takes a form following the shallow

ice approximation (Hutter 1983):

ηpsq “ 1 ´ s

ˆ

n ` 2

n ` 1
´

sn`1

n ` 1

˙

, (5.13)

where s is the normalised depth, s “ H´z
H , for ice thickness H. n is a rheological factor which

is set to n “ 3 (Cuffey and Paterson 2010). The boundary conditions are set as:

T pz, t “ 0q “ T0pzq, (5.14)

T pz “ H, tq “ Tsptq, (5.15)

BT

Bz

ˇ

ˇ

ˇ

ˇ

z“0

“ ´
QG

k
, (5.16)

where T0pzq is an initial temperature profile, Ts is the surface temperature, and QG is the

geothermal heat flux. The initial ice temperature profile is set based on the steady-state tem-

perature of an ice shelf given a surface accumulation of a “ 0.56 m a´1, a surface temperature

of Ts “ 290C and an initial basal temperature of T p0, 0q “ ´2.30C, where it is in contact with

the ocean. Surface temperature and accumulation are taken from automatic weather station

data at the field site, and the ocean temperature is taken from measurements by Nicholls and

Jenkins (1993). The initial seabed temperature is based on the steady state temperature given a

geothermal heat flux of 60 mW m´2 (Burton-Johnson et al. 2020) and a temperature of ´2.30C.

The values used to calculate boundary conditions are summarised in Table 5.2.

Figure 5.4 shows modelled temperature profiles for KIR, displayed at intervals of 2 ka after

grounding, with the geothermal heat flux, QG, set to 60 mW m´2. The bed cools rapidly
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Figure 5.4: Modelled temperature profiles of KIR at intervals of 2 ka after grounding. The
solid black line is the steady state profile. Dashed line at zero elevation indicates the ice-bed
interface. Basal temperature at each time is given by the intersection of the dashed line with
the temperature profile. Black solid line indicates the steady state temperature profile.
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Figure 5.5: Modelled basal temperature of KIR as a function of time, for geothermal heat fluxes
of 40 mW m´2, 60 mW m´2 and 80 mW m´2. t “ 0 is the time of grounding. Vertical dashed
line is at t “ 2.5 ka, the likely length of time that has elapsed between flow reorganisation and
the present day (Brisbourne et al. 2019; Kingslake et al. 2016). If KIR was ungrounded prior to
flow reorganisation, and reorganisation coincided with grounding, the current basal temperature
would be ´12 ˘ 1.50C.

at first - the basal temperature reaches „ ´100C after 2 k annum (ka). The rate of cooling

then gradually decreases, with the basal ice eventually reaching the steady-state temperature

of ´210C (shown where the black line intersects the dashed line at 0 m elevation).

The largest source of uncertainty for dating ice rises based on temperature is geothermal heat

flux (Montelli and Kingslake 2023). To account for this, I run the model three times, for

QG “ 40 mW m´2, QG “ 60 mW m´2 and QG “ 80 mW m´2. Figure 5.5 shows the basal

temperature as a function of time after grounding for each of these scenarios; after 2.5 ka, the

basal temperature is ´12 ˘ 1.50C. This means that in order for the bed to be unfrozen, KIR

must have formed very recently; the basal temperature reaches ´50C after only 160˘ 50 years.

In light of this modelling, my observation of a bed which is likely frozen is consistent with divide

formation 2.5 ka before present. However, since the initial cooling is so fast, it is not possible

to put further constraints on the timing of divide formation using this technique.

5.2.3 Formation hypotheses for KIR

The seismic observations can be explained if prior to the present flow regime, KIR was weakly

grounded as a rumple, following rapid grounding line retreat and readvance. During grounding
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Figure 5.6: Possible stages of formation explaining the seismic observations. (a) debris is
entrained in the basal ice at the stoss side of the rumple and is carried to the lee side. (b) GIA
or ice thickening initiates grounding line readvance and divide flow. The lee side ice grounds,
bringing the debris-rich basal ice into contact with high-porosity sediments. (c) cross-section
of basal ice, ocean cavity and seafloor sediments prior to grounding. (d) during grounding,
the debris-rich basal ice comes into contact with the saturated sediments and the water in
the sediment pore space begins to freeze. (e) the water occupying the pore space has frozen,
resulting in a continuous change of elastic properties with depth.
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Figure 5.7: Possible origin of the current subglacial conditions in a monotonic grounding line
retreat scenario. (a, c) during streaming flow, debris is entrained in a basal layer while flowing
over dilatant sediments. (b,d) If subglacial water persists during flow stagnation, water in the
pore space freezes after grounding, leading to an ill-defined transition betweeen the basal debris
layer and the frozen subglacial sediment.

line retreat, the grounded area may have retreated upstream of the basal high point (Henry et al.

2022), ungrounding at the seismic field site. Figure 5.6 shows a schematic of the hypothesised

formation stages of KIR, and the associated basal conditions. During flow as a rumple (Fig.

5.6a, c), debris is entrained in the basal ice on the stoss side of the rumple and transported to

the lee side. The seabed is composed of saturated glaciomarine sediments. During grounding

line readvance (Fig. 5.6d) the basal debris layer comes into contact with these sediments. After

grounding, these sediments freeze. The transition between dirty basal ice and frozen subglacial

sediments is not well-defined, and there is now a continuous transition of elastic properties with

depth. The observed ‘ice-bed’ reflection comes from the top of the basal debris layer; due to

the continuous transition with depth, no futher subglacial reflections are observed at KIR. This

hypothesis of formation is consistent with my observations.

It is important to note that while this physical scenario can explain the seismic observations, it

can not unequivocally rule out grounded streaming flow followed by monotonic grounding line
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retreat. Fig 5.7 shows the potential steps of formation in a monotonic retreat scenario - retreat

of the grounding line, stagnation of streaming flow, and commencement of divide flow. During

streaming flow, KIR may have been underlain by dilatant sediments (Fig. 5.7c). If subglacial

water persisted during stagnation, then this basal water would freeze, leading to the same

physical conditions as in the retreat/readvance scenario. However, stagnation of streaming flow

is associated with dewatering and stiffening of subglacial sediments (e.g. during the stagnation

of Kamb Ice Stream, Anandakrishnan and Alley 1997; Catania et al. 2006). If this were the

case, the observed seismic response at KIR would be that of a stiff sediment bed or an associated

thin-layer response. It is unclear how or why subglacial water would persist during stagnation,

so while it cannot be ruled out, monotonic grounding line retreat less easily explains the seismic

observations.

5.2.4 Thin layer effects

The presence of thin layering at the ice-bed interface can lead to interference between reflections

from the top and bottom of the thin layer, altering the apparent results of AVA inversions (Booth

et al. 2012). A thorough interpretation of glaciological AVA results must therefore consider thin

layer interpretations which may be consistent with observations but result in contradictory

conclusions.

The Hashin-Shtrikman analysis (Section 5.1.2) strongly supports the interpretation of a cold

bed, implying that grounding occurred sufficiently long ago for the bed to freeze. This is

consistent with previous observations, which date a change in flow regime to „ 2.5 ka before

present (Kingslake et al. 2016; Brisbourne et al. 2019). It is nevertheless worth considering if a

thin layer response from a warm bed may be consistent with the observed reflectivity, as this

would signal an anomalously high geothermal heat flux or more recent grounding.

Shortly after grounding, water or brine would occupy the pore space immediately under the ice

base, as in Figure 5.6d. In this case, the observation of a subglacial reflector or a thin-layer

response originating from the interference between the clean ice-debris layer reflection and the

debris layer-wet sediment reflection would be expected. Booth et al. (2012) interpret that

in a thin layer AVA response, the apparent acoustic impedance is dominated by the acoustic

impedance of the lower layer and the apparent Poisson’s ratio is dominated by the Poisson’s

ratio of the upper layer. Consequently, if there were a thin layer of debris-rich basal ice overlying
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water or brine saturated sediments, we would likely see an acoustic impedance in the region of

3ˆ 106 kg m´2s´1, much lower than the inverted acoustic impedance at KIR of p5.79˘ 0.26q ˆ

106 kg m´2s´1.

Another plausible thin layer scenario for a warm bed would be that of a thin layer composed

of ice, brine and debris, overlying a bed of stiff sediments or crystalline bedrock. My inverted

acoustic impedance is far too low to accommodate bedrock underneath the basal ice, so this is

ruled out. I do, however, observe an acoustic impedance plausible in consolidated sediments,

so this scenario merits further consideration. If the bed was warm enough to accommodate

significant basal melting, the basal debris layer would likely not be fully frozen, but would be

a mixture of ice, debris and water. The apparent Poisson’s ratio would likely be higher than

the σ I observe, due to the liquid in the thin layer. This scenario is also inconsistent with my

observations, so a warm bed can be ruled out.

Stagnation of streaming flow is associated with dewatering and stiffening of subglacial sediments

(Anandakrishnan and Alley 1997; Catania et al. 2006). A plausible subglacial environment

resulting from monotonic grounding line retreat could therefore be characterised by a cold bed,

with a thin layer of debris-rich basal ice overlying stiff sediments. In this scenario, the apparent

Z would likely be similar to Z for the stiff sediments, and the apparent σ would be similar to

that of the basal debris layer. This would be consistent with our results. Consequently, this

scenario can not be ruled out. However, thin layer responses are often characterised by the

apparent Z and σ contradicting each other (Booth et al. 2012); since the argument invoked

in Section 5.2.3 fully explains the observed properties at KIR, they are not contradictory, so I

consider the model of a basal debris layer overlying frozen marine sediments with an ill-defined

boundary between the two the most convincing interpretation. Full-waveform modelling of the

AVA responses associated with a basal debris layer (e.g. Booth et al. 2012) is necessary if more

detailed interpretations are to be drawn.

5.2.5 Do these results tell us more about the recent history of the Weddell

Sea Sector?

The observation of a frozen bed at KIR is consistent with flow reorganisation „ 2.5 ka before

present. The analysis presented in Section 5.2.2 demonstrates that by 2.5 ka after grounding,

the bed is frozen. Due to the rapid cooling of the ice-bed horizon when an ice shelf grounds,
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the observation of a cold bed at KIR does not in and of itself provide much insight into the

recent history of the ice sheet. The utility of seismic methods to date ice rise formation is

fundamentally limited by the indirect dependence of elastic properties on basal temperature. In

the context of West Antarctica, improved seismic techniques such as converted-wave AVA will

primarily be of value in refining maps of the basal properties underneath ice streams.

Based on the scenarios discussed in Section 5.2.3, I consider the most likely interpretation that

of partial ungrounding as a rumple followed by regrounding. This scenario is indistinguishable

at the present day from a complete ungrounding, as during regrounding the ice would have

passed through an intermediate rumple stage. Previous authors (Kingslake et al. 2018; Wearing

and Kingslake 2019) have proposed complete ungrounding at Henry ice rise (HIR); however,

the bathymetric high occupied by KIR is higher than that at HIR (see Fig. 1.8), so complete

ungrounding is less likely to have occurred at KIR. The observations reported at KIR lend

weight to the rapid retreat/readvance hypothesis; however, it is not possible to rule out the

hypothesis of monotonic retreat unequivocally.

These observations imply an ill-defined boundary between the glacier and a frozen bed, both

seismically and glaciologically. Functionally, should the ice-bed interface here be considered

the inferred position of the ice base at grounding, or should it be considered the top of the

basal debris layer from which the reflection is observed? This may not matter for the current

glaciological context, because the ice is slow moving; however, it may have implications for

future seismic measurements where basal debris is present. In ice streams, the quantity and

character of debris in basal ice potentially has significant effects on the slip mechanisms (e.g.

Hudson et al. 2023). Poorly defined transitions between basal ice, debris layers and sediment

beds could also potentially have significant effects on observed reflectivities. This highlights the

need for further work on both the geophysical and glaciological properties of basal debris layers.

5.2.6 Can measurements of permafrost be used as an analog for a frozen

glacier bed?

When attempting to identify whether an AVA response could result from a frozen glacier bed, a

natural comparison to make is with permafrost, i.e. frozen soils in polar regions. Johansen et al.

(2003) model the P and S wave velocities of permafrost for varying degrees of porosity, saturation

and freezing. Here I discuss their results for fully saturated permafrost with a porosity of 0.38.
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Frozen fraction α pkm s´1q β pkm s´1q ρ pkg m´3q Z (106 kg m´2 s´1q σ

0 2.5 1.4 2023 5.09 0.272
0.2 2.6 1.4 2017 5.29 0.296
0.4 2.7 1.4 2010 5.49 0.316
0.6 3.55 2.35 2004 7.22 0.11
0.8 3.9 2.75 1998 7.94 0.0056
1.0 4.3 2.9 1992 8.75 0.0828

Table 5.3: Properties calculated for 38% porosity permafrost saturated with water/ice. Veloc-
ities are from Johansen et al. (2003). I calculate Z and σ from their published results, with
densities calculated using Eq. 5.1.

I calculate Z and σ for each of their measurements - the values are displayed in Table 5.3.

‘Frozen fraction’ refers to the fraction of the water occupying the pore space which is frozen;

e.g. fully saturated permafrost with a frozen fraction of 0.2 is composed of 62% quartz, 30.4%

water and 7.6% ice by volume.

Figure 5.8 shows the calculated Z and σ of permafrost alongside the previously discussed sub-

glacial materials. The properties exhibit a sharp change as the frozen fraction passes the thresh-

old of 0.4, clearly separating ‘less frozen’ and ‘more frozen’ materials. When viewed in isolation,

the observed Z and σ at KIR appear to place KIR in the ‘less frozen’ category. However, this

masks the very low density and high velocity implied by the reflection observed at KIR, and

would be an incorrect interpretation. The interpretation of the reflection at KIR as coming

from a basal debris layer explains the apparent contradiction with the properties reported by

Johansen et al (2003); the observed reflection does not come from a permafrost-like material, it

comes from an overlying layer. The material with origins in frozen marine sediments (i.e. the

palaeo seabed) may well display properties similar to Johansen et al.’s ‘more frozen’ permafrost;

however, the overlying debris layer and continuous elastic transition with depth means that this

cannot be observed. This illustrates a potential interpretive danger with using AVA to identify

frozen glacier beds. Direct comparison with reported properties of permafrost is not appropriate

in light of the presence of basal debris layers, and attempts to draw interpretations from these

comparisons may lead to incorrect conclusions.
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Figure 5.8: Properties of permafrost, calculated from Johansen et al. (2003), and plotted
alongside previously discussed glacier bed properties. Number labels beside crosses indicate the
frozen fraction. A sudden transition in properties is observed when the frozen fraction reaches
ą 0.4, clearly separating ‘less frozen’ and ‘more frozen’ permafrost. Superficial comparison of
these properties with Z and σ observed at KIR would lead to KIR being classified as ‘less
frozen’. This interpretation is incorrect and masks the low density and high velocity at KIR. In
light of the interpretation of a basal debris layer at KIR, this illustrates the potential dangers
of interpreting an AVA result on this basis.
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5.3 Improved techniques for the glaciological toolbox

5.3.1 Importance of improved techniques

Chapter 2 describes a method of measuring seismic Q which can be used in cases where multiple

reflections are not observed. This method will enable more accurate constraint of reflection

amplitudes. Furthermore, it will aid future seismic studies of firn structure using techniques

such as full waveform inversion, which currently do not take account of firn’s attenutative

structure (Pearce et al. 2023a).

In Section 2.4 I discussed the effect of correcting for a variable Qpzq model on AVA amplitudes,

and found that compared to a uniform Qpzq correction, the more detailed variable-Q correction

makes little difference to the corrected AVA amplitudes at incidence angles ă 500. However, this

analysis ignored the effect of Q on measurement of source amplitude, and therefore masked the

true value of the Q in firn method. In cases where multiples are not observed, both Q and source

amplitude A0 must be estimated using diving waves. Crucially, the commonly-used method by

Holland and Anandakrishnan (2009) assumes that effective path-averaged Q can be considered

equal for two diving waves which penetrate to similar depths at the base of the firn but emerge

at different offsets. The results presented in Chapter 2 demonstrate this is not the case. In

Section 4.2.3 I calculate A0 both using the direct-path method by Holland and Anandakrishnan

(2009) and by a method I call the variable-Q direct path method, which takes account of the

firn’s Qpzq gradient. I find that the conventional direct-path method underestimates A0 by a

factor of „ 1.6, for the Qpzq model observed at KIR. Therefore reflectivities estimated using

this method may be significantly overestimated. The chief importance of accounting for the

Q gradient in firn is therefore not through its direct effect on the attenuation correction, but

through the effect of Q on source amplitude correction.

Chapter 3 demonstrated that PP/PS joint inversion in general performs better in both accuracy

and precision than single PP inversion, given the same survey geometry. Furthermore, in

many cases jointly inverting PP and PS data acquired using a narrow survey geometry (where

θ ă 300) can deliver more accurate and precise results than singly inverting PP data from a wide

survey geometry (θ ă 600). This demonstrates that the information converted waves provide

goes beyond the mere provision of extra data points. Chapter 4 also demonstrates that joint

inversion is more robust to the interpretive pitfall of an ambiguous polarity reversal, due to the
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contradictory PP and PS AVA curves resulting from a misinterpretation.

5.3.2 Acquisition recommendations

Given finite logistical constraints, is it preferable to do a wide-angle survey or a three-component

survey over a narrower angular range? In principle, given the results presented in Chapter 3, if

no prior information was available about the substrate, it would be preferable to expend logisti-

cal resources acquiring three-component data. However, as Chapter 4 demonstrates, there exist

glaciological scenarios for which obtaining wide-angle data improves constraint of bed properties

more than three-component analysis does. In the case of the data acquired at KIR, the con-

straint of density provided by the wide-angle data is what enabled the interpretation as a basal

debris layer; the density as constrained by joint inversion over θ ă 300 (ρ “ 1740˘ 640 kg m´3)

would not rule out a reflection from an ice/stiff sediment interface, and the reflection would

likely have been interpreted as such. The observation of narrow joint inversion being preferable

to wide single inversion has yet to be confirmed with a real dataset. More work is required,

and more three-component AVA datasets must be acquired in glacial environments, to fully

understand the potential and limitations of converted wave joint inversion.

In Chapter 3, I highlighted the logistical advantage of performing a two or three component

AVA survey over a narrower spatial range on very thick ice. On an ice stream 2.5 km thick,

source-receiver offsets of 9 km are required to obtain θPP “ 600. In contrast, offsets of 3 km

are required for θPP “ 300, and offsets of 2.2 km are needed for θPS “ 300. There is a clear

logistical benefit to performing a three component AVA survey in this case. The possibility is

also raised of whether shorter-offset PS wave data may be better quality than long-offset PP

wave data, since they propagate for a much shorter distance.

Recalling Equation 1.2 (Section 1.3), we can compare the factor Γ “ γe
´

πf
Qv

r
, which combines

amplitude losses from geometric spreading and attenuation, for a ray A emerging at an offset

of 2.2 km (incidence angle „ 300, total path length „ 5.5 km) with that for a ray B emerging at

an offset of 9 km (incidence angle „ 600, path length „ 10 km). Assuming QP “ 300, f “ 300

Hz, and v “ 3.8 km s´1, ray B, the PP wave, has ΓB “ 2.6 ˆ 10´8. Because of the asymmetric

PS ray path, the converted wave has a P ray path length of 2.9 km and an S ray path length of

2.6 km. Assuming for the converted wave QP “ 300, QS “ 100, f “ 225 Hz, vp “ 3.8 km s´1

and vs “ 1.9 km s´1, the amplitude factor is ΓB “ 1.9ˆ 10´9. Therefore the amplitude loss for
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a PS wave emergent at 2.2 km is 14 times greater than those for a PP wave emergent at 9 km

offset. In this case, PS waves emergent at 2.2 km may have a worse signal-to-noise ratio than

PP waves emergent at 9 km, despite being logistically easier to acquire. This underlines my

reluctance to recommend sacrificing PP coverage for PS coverage if acquisition of wide-angle

data is logistically feasible.

Acquisition of radial-component data need not always come at the expense of vertical-component

data. When experiments plan to use equipment such as seismic nodes, joint inversion represents

a way to maximise the value of an AVA dataset. Furthermore, if a survey also aims to acquire

data suitable for shear wave splitting analysis, as was the case for the KIR dataset, designing a

survey with converted wave analysis in mind need not be detrimental to vertical acquisition.

If undertaking a conventional georod acquisition, one way to obtain PS wave data at minimal

cost to the PP dataset would be to bury most georods vertically as for a single-component

acquisition, but orient some georods radially at regular intervals (e.g. every 4th or 5th georod).

This way, a relatively small number of PP data points is sacrificed, and the potential value

added of the acquired PS data may outstrip the value lost by the sparser coverage of the PP

dataset. This acquisition design would have the added benefit of acquiring PP and PS data

with the same source, meaning that the same source amplitude correction could be used for

both AVA datasets.

In future, acquisitions should record for a long enough record length and use a sufficiently

powerful source to acquire P wave multiples from the bed. These multiples can then be used

to measure the source amplitude A0 and bulk Q of the ice column. While this was possible

for the PP data at KIR, the source amplitude correction for the PS data was more challenging

and required measurement of diving wave amplitudes. While it is possible to measure A0 from

diving waves, as I showed in Section 4.2.3, accurate measurement of A0 requires a correction

to account for the depth-dependence of Q in the firn column. Chapter 2 presents a method for

measuring Q in firn; however, these measurements are far more time consuming, and accumulate

more errors, than a simple measurement of A0 and Q from ice-bed multiples.

Nevertheless, the work reported in this thesis demonstrates a comprehensive strategy for Q and

A0 corrections for acquisitions which do not record multiples: QP can be constrained using layer-

stripping and the resulting QP pzq model used to accurately measure A0 from diving P waves.

This represents an improvement on previous measurement techniques, for which attenuation
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must either be assumed based on likely ice temperature (A. M. Smith 1997a) or measured from

the decay of diving waves reaching close to the base of the firn (Horgan et al. 2011; Peters 2009).

The latter measurement is sensitive to the attenuation at a single depth, so the assumption that

this is constant throughout the ice column is unlikely to be correct. The variable-Q direct path

correction I introduce connects the layer-stripping Q method to its usefulness for AVA.

If possible, S wave Q should be measured at the field site to ensure accurate Q corrections

are applied to the PS data. There are two ways to accomplish this. The first is to use a

very large source to generate high amplitude S waves, and a long record length to ensure the

S wave multiple is recorded. This is only feasible where the ice is sufficiently thin that the

reflected S waves do not attenuate to amplitudes too low to be recorded. The alternative way

S wave Q could be measured would be an acquisition based on the expanding-spread refraction

acquisition A (Section 1.6.1), with radially oriented georods placed at progressively increasing

offset intervals. An S wave source (e.g. King and Jarvis 2007; Picotti et al. 2023) would enable

QS to be estimated by layer stripping.

5.4 Future Work

5.4.1 Geophysical challenges

Impact of basal debris on the ice-bed reflection

One of the most significant questions arising from this work is that of the impact of basal debris

layers on the ice-bed reflection. Measurements of the normal-incidence reflection coeffcient R0

are commonly used to infer basal acoustic impedance Zbed, leading to interpretations about

substrate stiffness. Commonly these are separated into ‘stiff till’ and ‘dilatant till’ to represent

different mechanisms of basal motion - basal sliding vs pervasive till deformation (e.g. A. M.

Smith 1997b; Vaughan et al. 2003). These measurements assume that the acoustic impedance

of the basal ice Zice is known, and that the reflectivity arises from an interface between two

half-spaces. The acoustic impedance of the bed is then calculated using:

Zbed “
1 ` R0

1 ´ R0
Zice. (5.17)

I interpret a basal debris layer of unknown thickness at KIR, likely entrained during an earlier
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episode of flow on the stoss side of the bathymetric high where it is currently grounded (Section

5.2.3). This layer has approximately 30% debris by volume (Section 5.1.2), which significantly

raises Z in the basal ice. This interpretation raises the possibility that routine measurements

of the subglacial environment underestimate Zice.

A weak reflection with a negative polarity at normal incidence is characteristic of dilatant till

underlying the glacier. However, in these measurements, if Zice is raised by the presence of

entrained basal debris, a polarity reversal may be observed where stiffer materials underlie the

glacier. The acoustic impedances of stiff till and dilatant till that I have used throughout this

thesis are Zstiff till “ 3.42ˆ106 kg m´2s´1 and Zdilatant till “ 3.06ˆ106 kg m´2s´1 (Peters et al.

2007). Zice therefore need only be raised by a factor of 1.12 for a bed of stiff till to result in

a polarity reversal. Assuming this change in Zice comes entirely from a change in density, a

volume fraction of 6% basal debris is required for a stiff bed to result in a polarity reversal at

normal incidence. Hence, ignoring basal debris may result in misinterpretations of stiff/soft bed

locations, resulting in incorrect conclusions about ice slip mechanisms and incorrect boundary

conditions being fed into models. At Rutford ice stream, Hudson et al. (2023) interpret icequake

source mechanisms as originating from the differing interactions between entrained clasts and

the basal material: these observations, as well as laboratory studies (Zoet et al. 2013) suggest

that basal debris may have a significant influence on glacier slip. Therefore, failing to account

for basal debris in seismic observations may have wide implications for glacier models.

If interference occurs at this thin layer, this would further complicate an interpretation of

normal-incidence reflection amplitudes. The effect of basal debris layers on measurements of

basal acoustic impedance therefore represents a currently unexplored interpretive risk to glacio-

logical seismic studies. Further work to better understand the effect of basal debris should

include modelling the interference effects of a basal debris layer and investigating the sensitivity

of AVA and normal-incidence reflectivity measurements to such a layer. Comparison with direct

sampling is also desirable to quantify the distribution and composition of likely debris layers;

this would inform future analysis of seismic data and enable the refinement of workflows to

account for basal debris.
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Anisotropy

In the analyses presented in this thesis, I have not accounted for anisotropy. However, glacier

ice is highly anisotropic and anisotropy associated with crystal orientation fabric (COF) has

been observed at KIR (Brisbourne et al. 2019). Significant converted wave energy is present

on the transverse component (See Fig. 1.16, which would not be expected from a horizontal

planar bed and an isotropic propagating medium. This raises the possibility that either the bed

at KIR is obliquely dipping or the PS wave is polarised by the COF. The splitting of PS wave

energy potentially means that the radial-component PS AVA amplitudes reported in Chapter 4

do not accurately describe the true amplitude of the PS waves. Brisbourne et al. (Brisbourne

et al. 2019) inferred a COF model consistent with the splitting of shear waves observed at KIR:

polarisation of PS waves should be modelled using this COF to understand the effect this may

have on the AVA measurements.

Additionally, AVA experiments were performed at KIR both parallel to the ice divide (line K01,

reported here) and obliquely to the divide (called lines K02 and K03). Further experiments are

desirable to test the robustness of single and joint inversion at various orientations to the COF,

and investigate possible anisotropy in the basal debris layer.

Other further work

Nonstandard survey geometries should be synthetically tested, or tested by downsampling ex-

isting data, to determine the optimal geometry for hybrid vertical/radial acquisitions, following

my reccommendations in Section 5.3.2. This will enable future survey planning by determining

how many PP data points it is worth sacrificing for PS coverage. A similar question which

remains to be answered is how robust joint inversion is to varying patterns of offsets acquired.

The AVA responses in both my synthetic tests and analysis of real data were densely sampled,

at angular intervals of 0.50 for synthetic data, „ 0.30 for PP at KIR, and 0.750 for PS at KIR).

Many AVA datasets are not this densely sampled - it is common to obtain data points every

degree (e.g. Hofstede et al. 2018). Furthermore, data may be acquired at irregular intervals,

with clusters of data points separated by gaps (e.g. Hofstede et al. 2023). Gonzalez et al.

(2020) report data obtained at intervals of 20 between 200 and 400 only, due to interference from

groundroll at close offsets. Therefore it is desirable to test the robustness of both single and

joint inversion to more sparsely or irregularly sampled AVA curves, and investigate any benefit
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joint inversion may have in this case.

Further investigation of the robustness of the inversion to varying noise models is also desirable.

The noise model I chose was intended to demonstrate the efficacy of joint inversion to reduce

interpretative ambiguity even when faced with very noisy data 3.5. An investigation of more

realistic noise models would therefore further inform our understanding of the robustness of

joint inversion.

Glaciological AVA inversions can display cyclical amplitude increases and decreases such as

those observed in the PP data reported in Chapter 4. This has also been observed at Rutford

ice stream (Alex Brisbourne, personal communication) and other locations in Antarctica (Huw

Horgan, personal communication). These peaks are assumed to result from inhomogeneities in

the basal properties between Fresnel zones over the length of the reflection area. Further exper-

iments should investigate the robustness of AVA inversions to these features. The observation

of these cyclic features in an AVA response interpreted to be that of a basal debris layer also

raises the question of whether these features could be related to the presence of basal debris;

an investigation of this would therefore also be desirable.

If the full potential of converted and shear wave methods is to be realised, more widespread

measurements of S wave Q in polar ice are essential. QS is difficult to measure due to the large

S wave source and long record length required to record S wave multiples; the layer-stripping

method offers a way to address this shortfall. Concurrent measurements of P wave Q and S wave

Q are desirable. The relationship between QP , QS and temperature in firn and ice is currently

unknown. A better understanding of this relationship will aid further seismic reflection studies

where it is not possible to measure QS , allowing better informed assumptions to be made.

Joint inversion of multiple geophysical quantities (e.g. Killingbeck et al. 2020) can be a powerful

means of investigating subglacial conditions. In future, inversion of seismic reflectivity could be

combined with other measurements, such as that of radar reflectivity (e.g. Schlegel et al. 2022),

to further investigate basal processes of glaciers and ice sheets.

As discussed previously, thin layering at the ice-bed interface complicates interpretations of

glaciological AVA responses (Booth et al. 2012). A full investigation into thin layering was

beyond the scope of this thesis; however, further study would help to understand the effect of

thin layering on PS AVA responses.
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5.4.2 Further constraint of Holocene ice dynamics in the Weddell Sea sector

It remains ambiguous whether the current grounding line in the Weddell Sea sector has arisen

from a monotonic retreat since the LGM or from a rapid retreat and readvance. The ability

of seismic reflectivity methods to constrain the region’s history based on inferences of basal

temperature is limited, due to the low geothermal heat fluxes in the region resulting in rapid

cooling of the bed after grounding.

However, the interpretation described in Section 5.2.3 offers a glimpse of a retreat/readvance

scenario, as my seismic observations are consistent with frozen, soft marine sediments underlying

the debris layer at KIR, which may have been deposited at a time prior to the onset of the current

flow regime. The other ice rises in the region from which ice cores have been obtained are Berkner

Island, Fletcher Promontory and Skytrain ice rise (Mulvaney et al. 2007; Mulvaney et al. 2014;

Mulvaney et al. 2021). Fletcher Promontory and Skytrain ice rise are promontory-type ice rises

near to the current grounded ice extent, and are less likely to have ungrounded than HIR and

KIR (Kingslake et al. 2018). The only ice rise in the region at which the basal material has

been sampled is Berkner Island, which is known to be long-term stable (Matsuoka et al. 2015).

KIR and HIR are therefore the most promising candidates for further basal investigation due to

their possible ungrounding during rapid retreat/readvance. Direct sampling and analysis of the

bed at either KIR or HIR could therefore add valuable information which could corroborate or

rule out retreat/readvance. Since HIR is more likely to have ungrounded after the LGM than

KIR, due to the lower elevation of its bathymetric high, I suggest that HIR is the priority site

for further investigation.

Borehole temperature measurements at KIR and HIR (e.g. Bindschadler et al. 1990) remain a

promising way to constrain ice sheet history; comparison of the two sites may give clues as to

the differences between their recent dynamics. Additionally, analysis of ice cores linking water

isotopes to elevation (e.g. Goursaud et al. 2021) may provide important information about

Holocene ice thickness.
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Conclusions

6.1 Seismic attenuation in firn

• I have presented a method which successfully constrains the depth-attenuation relationship

in firn, which combines a modified spectral-ratio method with a stochastic method of error

propagation.

• Q increases with depth in firn.

• This method offers a strategy for constraining Q in seismic reflection experiments which

do not record multiples. The measurement of Qpzq in firn also enables improved constraint

of source amplitude.

6.2 Joint inversion of PP, PS and SS reflection amplitudes

• In general, joint inversion of PP and PS wave amplitudes improves the precision and

accuracy of AVA inversions, compared with PP inversion of data with the same angular

range.

• Joint inversion has the potential to reduce ambiguity in glaciological AVA interpretations.

• The extent to which joint inversion improves upon single inversion is dependent on the

character of the AVA responses and the properties of the substrate.

• In many cases, PP/PS inversion of data with an angular range of 0 ´ 300 can deliver

comparable or improved results when compared with PP inversion of data with an angular
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range of 0´600. Joint inversion therefore has the potential to reduce the logistical burden

of wide-angle AVA surveys.

• Joint inversion of PP, PS and SS amplitudes improves upon joint PP/PS inversion in

precision and accuracy, however PP/PS inversion constrains bed properties sufficiently

well that inclusion of SS data into analyses is unlikely to improve interpretations, given

the likely uncertainties introduced by the measurement of SS amplitudes.

• To maximise the potential of joint inversion, future acquisitions should be planned to

acquire PS wave data at minimal cost to PP data coverage.

• Future acquisitions should aim to record ice-base multiples for constraint of Q and source

amplitude.

• Concurrent measurements of QP and QS in glacial ice and firn are needed to inform their

relationship and enable their use in further AVA measurements.

6.3 Bed conditions at KIR

• Analysis of PP and PS AVA responses at KIR shows the reflection to arise from a material

with an acoustic impedance of Z “ p5.79 ˘ 0.26q ˆ 106 kg m´2s1 and a Poisson’s ratio of

σ “ 0.298˘0.01. The P wave velocity α, S wave velocity β and density ρ resulting from the

inversion are α “ 4.03˘0.05 km s´1, β “ 2.16˘0.06 km s´1, and ρ “ 1.44 ˘0.06 g cm´3,

respectively.

• Joint inversion improved constraint in bed properties at KIR when compared with single

inversion. The improvement was modest; however, joint analysis of PP and PS wave

data was observed to be more robust to the interpretive pitfall of an ambiguous polarity

reversal; confidence in the PP wave data was improved by corroboration with the PS AVA

response.

• The inverted properties are consistent with a reflection from a layer of entrained debris

at the ice base.

• The implied presence of basal debris highlights that the ice-bed interface is more complex

than seismic studies commonly assume. The possibility of entrained debris should be

accounted for in future studies of basal reflectivity.
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6.4 Ice flow reorganisation in the Weddell Sea sector after the

LGM

• The observations at KIR are consistent with a reflection from a debris-rich basal ice layer

overlying frozen sediments, with a poorly-defined boundary between the two.

• Modelling of basal temperatures at KIR is consistent with a frozen bed at 2.5 ka after

grounding.

• The implication of a basal debris layer at KIR is consistent with a previous episode of

grounding line retreat and weak ungrounding as an ice rumple, followed by regrounding

at the lee side of the bathymetric high.

• Monotonic grounding line retreat is not ruled out by the observations, but is considered

less likely due to the implied presence of frozen basal water occupying the sediment pore

space, which requires persistence of subglacial water during streaming flow stagnation.

• Direct sampling of the bed at KIR will help distinguish between monotonic retreat and

retreat/readvance scenarios.
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Appendix A

Appendices

A.1 Derivation

This is a derivation of Equation 2.5 seen in the main text. Here superscripts denote rays, and

subscripts denote quasi-layers in the firn; e.g. tB2 is the time ray B spends in layer 2, and Q2

is the quality factor in that layer. mB, A is the gradient obtained from the logarithm of the

spectral ratio SBpfq{SBpAq, where SBpfq is the spectrum of a wavelet following the path of

ray B, and SApfq is the spectrum of a wavelet following the path of ray A. Figure 2.3b shows

two rays A and B, which reach the bottom of firn quasi-layers 1 and 2, with quality factors Q1

and Q2, respectively. These rays would be used to calculate Q in the interval between their

maximum penetration depths, i.e. Q2. The difference in their attenuated times is:

δt˚B,A “ t˚B ´ t˚A

“

ˆ

tB1
Q1

`
tB2
Q2

˙

´
tA1
Q1

.

Assuming Q1 is known, rearranging for Q2 gives:

Q2 “ tB2

„

δt˚B,A `
tA1 ´ tB1

Q1

ȷ´1
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where δt˚B,A is computed from the spectral ratio gradient m “ ´πδt˚. Consider a ray C which

penetrates to the base of a third layer; by a similar argument,

Q3 “ tC3

„

δt˚C,B `
tB1 ´ tC1

Q1
`

tB2 ´ tC2
Q2

ȷ´1

(A.1)

To calculate Qn in an arbitrary layer n, we would use the spectral ratio gradient calculated from

two rays X and Y, one of which (Y) has penetrated to the base of layer n, and one of which

(X) has penetrated to the base of layer n ´ 1. By extension of Equation A.1, Qn is:

Qn “ tYn

„

mY,X

´π
`

n´1
ÿ

i“1

tXi ´ tYi
Qi

ȷ´1

.

A.2 Data examples

Here we show examples of the wavelets, spectral amplitudes and spectral ratios relied upon for

each of our measurements. In each figure, the legend indicates the source-receiver offsets of the

traces used. In spectral ratio plots, the vertical grey lines indicate the bandwidth over which the

gradient is measured. Figure A.2.1 shows the relevant wavelets for the measurement of Q1d in

the 12 m thick top layer. Figure A.2.2 shows the wavelets and associated spectra for the critical

refraction measurement, for Qcrit at the base of the firn column. An independent measurement

of Q near the surface, Q1pg was made using the primary reflection, PP, and its source ghost,

pPP. Figure A.2.3 (a-d) shows these wavelets and their spectra, and Figure A.2.4a shows the

associated spectral ratios, along with the bandwidth of measurement. A measurement was also

made over the entire ice column of Qtot, using the primary and its first multiple (PPPP). These

wavelets and spectra are shown in Figure A.2.3 (e, f), with associated spectral ratios in Figure

A.2.4b. Finally, a third measurement was made of Q close to the surface, Q1mg, from the first

multiple and its ghost, pPPPP. Figure A.2.5 shows these wavelets, their spectra and associated

spectral ratios. Table A.2.1 shows the bandwidth used for each measurement.
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Figure A.2.1: a) Wavelets, b) spectra and c) logarithmic spectral ratios of diving waves used for
the calculation ofQ1d in the uppermost layer (12 m thick). The spectral ratios are approximately
linear within the chosen bandwidth of 200 ´ 450 Hz, indicated in c) by the grey vertical lines.
The legends in a) and b) indicate source-receiver offsets of traces and their associated spectra.
In c), SA is always the spectrum of the reference trace, at 17.5 m offset. xB is the source-receiver
offset of the comparison trace, with spectrum SB, used to obtain the spectral ratio.
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Figure A.2.2: a) Wavelets, b) spectra and c) logarithmic spectral ratios of critically refracted
waves used for the calculation of Q at the base of the firn column, Qcrit. Legends a) and b)
indicate source-receiver offsets of traces. The reference trace, which has spectrum SA, is at 990
m offset. Legend c) refers to the source-receiver offset of the comparison trace, xB, used to
obtain the spectral ratio.

Table A.2.1: Bandwiths used for each spectral ratio measurement

Measurement Frequency range (Hz)

Q1d in uppermost layer (direct wave) 50 - 175
Q1pg in uppermost layer from PP/pPP 200 - 300
Q1mg in uppermost layer from PPPP/pPPPP 100 - 250
Q2´4 from layer stripping 200 - 450
Qcrit from critical refraction 200 - 400
Qtot from primary and first multiples 200 - 350
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Figure A.2.3: Wavelets and spectra recorded from buried-shot data. Primary reflection PP (a,
b), its ghost pPP (c, d), and its first multiple PPPP (e, f).
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Figure A.2.4: a) Logarithmic spectral ratios of the primary (PP) and first multiple reflections
(PPPP), used for the calculation of Qtot. b) Logarithmic spectral ratios of the primary and its
ghost (pPP), used for the calculation of Q1pg. Legend indicates source-receiver offset.
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Figure A.2.5: a) Wavelets and b) spectra of the first multiple (PPPP) used for calculation of
Q1mg. c) Wavelets and d) spectra of the first multiple ghost (pPPPP) used for calculation of
Q1mg. e) Logarithmic spectral ratios used to calculate Q1mg. Legend indicates source-receiver
offset of each ghost/multiple pair.
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