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Abstract 

The research project explores ways to improve the assessment of voice quality 
(VQ) for forensic voice comparisons. Until today, a speaker’s VQ is mainly assessed 
perceptually. However, the field has developed rapidly over the last two decades, 
prompting calls to objectify the analysis process by relying on voice acoustics in
stead. This poses a challenge as forensic audio recordings are degraded in several 
aspects. 
The first study focuses on creaky voice (CV), which is particularly multifaceted in 

production and thus also in acoustics. Therefore, perceptually relevant categories 
must first be defined and tested before acoustic analysis can be conducted. A new 
CV classification scheme is conceptualised and tested. It is hypothesised that differ
ences in speaker-specific CV spaces will facilitate speaker discrimination. 
Using the example of breathy voice (BV), the second and fourth studies analyse 

the interplay between perception and acoustics. Spontaneous speech samples of 
BV speakers are compared with those of non-BV speakers under the studio con
dition and under the mobile phone condition. Under the studio recording condi
tion, three parameters were found to correlate between perception and acoustics, 
i.e. H1*-H2*, H1*-A1*, CPP. Under the mobile recording condition, however, low fre
quency harmonics are attenuated and thus not meaningful. Therefore, the spectral 
tilt parameters of higher frequencies should be analysed instead. 
The third study explores the suitability of f0 estimators with respect to recording 

condition, and VQ. Valid f0 estimation is required to obtain valid spectral slope mea

surements. The is explored using sustained cardinal vowels of one male and one 
female speaker in modal, breathy, and creaky VQ under two recording conditions 
(studio, mobile phone). Results allow for an informed decision which f0 estimator 
to use. 
The research project sheds light on the needs and possibilities to refine VQ anal

ysis for forensic application. 
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Introduction 

1 The problem 

The forensic sciences are in a state of flux. A paradigm shift is currently taking place 
that calls for an objectification of the analysis and interpretation of evidence (Mor

rison, 2022). This poses a challenge for many forensic sciences, including forensic 
speech science. Many features assessed in a forensic voice comparison, the most 
common task for forensic speech scientist (Foulkes and French, 2012), can neither 
be measured quantitatively nor interpreted logically correctly – yet. One of these 
features is voice quality. 

2 Voice quality 

A speaker’s voice is not like a fingerprint: it is neither stable nor unique. Voice varies 
according to the speaker’s age and state of health, his/her emotional state, and the 
conversational situation. Nevertheless, studies have shown that human listeners 
recognise familiar voices very well even in cases of emotional and speaking style 
mismatch (e.g. Park et al., 2016). This is due to “the characteristic auditory colouring 
of an individual speaker’s voice” (Laver, 2009, p.1), namely voice quality (VQ). 
When it comes to describing the difference between two speakers with the same 

accent, VQ is one, if not the key parameter, as it is determined by anatomical and 
habitual conditions. Therefore, it is an extremely useful feature for forensic voice 
comparisons. In a study conducted by (Gold and French, 2011, p.301), 36 forensic 
caseworkers filled out a questionnaire to gain insight into their working practices 
when conducting forensic voice comparisons. One of the findings is the widespread 
practice of analysing a speaker’s VQ. 94% of the forensic phoneticians surveyed re
ported to analysing VQ. VQ is even considered by 32% of the respondents as the 
parameter with the greatest potential to discriminate between speakers (ahead of 
accent variants and vowel formants, both with 28% each). 
In recent years the number of research projects on VQ, particularly on laryngeal 

VQ settings, has steadily increased. Especially the group around Kreiman and 
Keating at University of California (UCLA) is leading the way. The current project 
focusses on creaky and breathy VQ, which are reported to be the most common 
laryngeal voice qualities in Southern British English speakers (San Segundo et al., 
2018), and very prevalent in German speakers (Kluge et al., 2019). Creaky and 
breathy voice quality contrast with each other in terms of glottal constriction: non- 
constricted breathy voice at one end and constricted creaky voice at the other end 
(Esling et al., 2019). 
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PHONATION ACOUSTICS

Laryngeal Articulator Model

Psychoacoustic Model

Legend

Figure 1 Levels of voice analysis and models investigating the link between the levels. 

Laryngeal VQ may be assessed from three different angles: (1) in terms of the 
speaker’s physiological phonation settings (phonation), (2) in terms of the acous
tic effects of adopting the particular organic settings (acoustics), and (3) in terms 
of the auditory effects of adopting the settings (perception). The relationship be
tween these levels appears to be extremely complex and often ambiguous. Many 
researchers from different disciplines, and thus with various perspectives on voice, 
investigate these relationships to obtain a clearer picture of the correlating param

eters. Two main models exist exploring the link between the three levels from dif
ferent perspectives: (1) the Laryngeal Articulator Model by Esling and colleagues (see 
Esling et al., 2019) which is grounded on the work of Laver (see Laver, 2009), and 
(2) the psychoacoustic model by Kreiman and colleagues (see e.g. Zhang et al., 2013; 
Zhang, 2016; Kreiman et al., 2014, 2021). The Laryngeal Articulator Model explores 
the relationship between phonation and perception based on visual evidence of the 
‘laryngeal articulatory mechanism’. The psychoacoustic model, on the other hand, 
seeks to decode the correlation between acoustics and perception, and between 
acoustics and phonation (see Figure 1). The insight from both models would allow 
for decoding the phonation–perception–acoustic-triangle. 
The summary in bullet points given below for the voice qualities of interest are 

largely based on very detailed publications by luminaries of voice quality, namely 
Gordon and Ladefoged (2001); Laver (2009); Esling et al. (2019); Garellek (2019, 
2022). 

2.1 Creaky and breathy voice quality 

The summaries below for the voice qualities of interest, i.e. breathy voice, and creaky 
voice, are largely Creaky voice (CV) 
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Creaky voice is exceptionally multidimensional. The listed aspects of perception, 
phonation, and acoustics are therefore unlikely to apply to all possible examples of 
creaky voice but serve as an initial overview. Paper 1 discusses the different modes 
of creaky voice in detail. 

2.1.1 CV perception 

Over the years various metaphorical CV descriptions have been used to describe the 
essential perceptual characteristics of CV. This is exemplified in the following list: 
• “a rapid series of taps, like a stick being run along a railing” (Catford, 1964, p.32, 

cited by Laver, 2009, p.122) 
• “a train of discrete excitations or pulses produced by the larynx” (Hollien and 

Wendahl, 1968, p.506) 
• “popping”, “frying”, “ticking”, “rasping” (Moore and von Leden, 1958, p.231) 
• “popping of corn” (Henton and Bladon, 1988, p.10) 
• “motor boat engine” (Blomgren et al., 1998, p.2650) 
• “food cooking in a hot frying pan” (Ishi et al., 2008, p.47) 
• “auditorily perceived as pulsatile, i.e., individual glottal cycles appear to be audi

ble due to temporal segregation” (Devaraj and Aichinger, 2021, p.11) 

These examples acknowledge the presence of distinct glottal pulses. Wendahl et al. 
(1963) and Coleman (1963), describe the highly damped vocal tract between glottal 
excitations as the source of individual pulse sensation. These energy losses in the 
vocal tract (Ishi et al., 2008) manifest themselves in dampened amplitudes between 
glottal excitations, i.e. a preceding glottal pulse has almost completely decayed be
fore the next glottal pulse arrives (Coleman, 1963). Furthermore, sensation of dis
tinct glottal pulses can also be triggered by aperiodic glottal pulses, often accompa

nied by very long pulses, i.e., low pitch, which is typically listed as characteristic of 
CV (e.g. Dallaston and Docherty, 2019; White et al., 2021). Human listeners are very 
sensitive to aperiodicity. Docherty et al. (1997) explain that the presence of only one 
or two slightly aperiodic pulses are sufficient for CV perception. 

2.1.2 CV phonation 

Following Esling et al. (2019), phonation is defined here as the result of involvement 
from three sets of folds: vocal folds, ventricular folds, and aryepiglottic folds. The 
phonation of CV seems to be not fully understood, probably as it may be highly 
variable. The characteristics typically described are listed below: 
• Vocal folds have high adductive tension, high medial compression, but low lon

gitudinal tension (Laver, 2009), they appear to be short and thick (Gerratt, 2001) 
• Only a small section of the membranous glottis oscillates (Catford, 1964 cited 

by Esling et al., 2019), the cartilaginous glottis is fixed by lateral cricoarytenoid 
activity (Moisik, 2013) 
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• Glottal closing is abrupt, glottal closure is elongated (Moore and von Leden, 
1958; Hollien, 1974; Childers and Lee, 1991; Gobl and Ní Chasaide, 2010) 

• Larynx is constricted (Moore and von Leden, 1958, p.231) and elevated (Moisik, 
2013) 

• Ventricular folds are adducted and coupled with vocal folds, building a com

pressed structure (Hollien, 1974; Esling et al., 2019) 
• Airflow rate is low due to strong adduction (Hollien, 1974; Gobl and Ní Chasaide, 

2010) 
• Different assumptions regarding the subglottal pressure: higher subglottal pres

sure than in modal voice reported by Murry (1971) and Hollien (1974), lower sub
glottal pressure reported by Blomgren et al. (1998) 

2.1.3 CV acoustics 

The following acoustic parameters are typically the sources of assessment. As with 
the phonatory characteristics, it is assumed that the acoustic characteristics do not 
apply to all CV modes but may differ due to differences in phonation. 
• f0 ranges between 30.9 and 43.7 Hz (Michel, 1968), but not universally low (Gor

don and Ladefoged, 2001) 
• Glottal pulses are mostly reported to be aperiodic (Ishi et al., 2007, 2008; Redi and 

Shattuck-Hufnagel, 2001; Drugman et al., 2014; Gordon and Ladefoged, 2001), 
but could also be periodic (Garellek, 2022) 

• Damping effects between glottal pulses (Drugman et al., 2014) 
• Reduced overall acoustic intensity compared to modal voice (Gordon and Lade

foged, 2001) 
• Formant bandwidths are narrow due to long closure phase (Gobl and Ní Cha

saide, 2010) 
• F1 is higher compared to modal voice (possibly due to raised larynx position, Kirk 

et al., 1993) 
• Open quotient is decreased, i.e., very prominent H2 relative to H1 (Gordon and 

Ladefoged, 2001) 
• Low-frequency harmonics have low amplitude levels due to low airflow (Gobl and 

Ní Chasaide, 2010) 
• High-frequency harmonics have an equally high or higher amplitude than H1 

(Gordon and Ladefoged, 2001; Laver, 2009; Garellek and Keating, 2011) due to 
a more abrupt glottal closure (Stevens, 1977 cited by Gordon and Ladefoged, 
2001), thus spectral tilt parameters (H1–H2, H2–H4, H4–H2 kHz, H2 kHz–H5 kHz) 
are low for most creaky voice modes (Garellek, 2019) 

• A1 is very prominent relative to H1 (Gordon and Ladefoged, 2001) 
• Spectral noise parameters (HNR, and less clear CPP) are typically low due to ir

regularity (Garellek, 2019; Garellek and Keating, 2011) 
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2.2 Breathy voice (BV) 

2.2.1 BV perception 

For breathy VQ not many metaphorical descriptions exist. 
• Similar to “sighing”, “voice mixed in with breath” (Catford, 1977, p.99 cited by 

Laver, 2009, p.132) 
• Two components are audibly co − present: a friction component and a modal 

voice component, but the modal voice component is “markedly dominant” 
(Laver, 2009, p.134) 

• Correlation with lowered larynx voice in terms of perception and physiology 
(Laver, 2009, p.31) 

BV needs to be distinguished from whispery voice, which is described by (Catford, 
1964, p.31) cited by (Laver, 2009, p.121) as “a relatively ‘rich’ hushing sound”, re
ferring to the more turbulent and more prominent friction component in whispery 
voice (Esling et al., 2019). 

2.2.2 BV phonation 

BV phonation is typically described as “inefficient” because the vocal folds do not 
close completely (Laver, 2009). According to (Catford, 1977, p.99) cited by (Laver, 
2009, p.132) the vocal folds “simply ‘flap in the breeze’ of the high velocity air-flow”. 
• Cartilaginous glottis remains open as arytenoids remains apart, only the mem

branous glottis oscillates, the resulting glottal gap generates the friction com

ponent (Esling et al., 2019) 
• Glottis and supraglottic space are unconstricted, resulting in a “more linear” air

flow compared to whispery voice (Esling et al., 2019) 
• Vocal folds have minimal adductive tension, weak medial compression, and 

rather low longitudinal tension (Laver, 2009), they appear to be short, relatively 
separate, and loose/thick (Esling et al., 2019) 

• Pitch is typically low (Fairbanks, 1960, p.179 cited by Laver, 2009, p.133) 
• Larynx is lowered (Laver, 2009) 

2.2.3 BV acoustics 

In contrast to CV, there is broad agreement with respect to BV acoustics. 
• f0 is lower compared to modal voice (Fairbanks, 1960 cited by Laver, 2009; Gor

don and Ladefoged, 2001) 
• Reduced overall acoustic intensity compared to modal voice (Gordon and Lade

foged, 2001) 
• F1 bandwidth is broad (Fant, 1972; Gordon and Ladefoged, 2001) 
• F1 is lower compared to modal voice (possibly due to lowered larynx position, 

Thongkum, 1988) 
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a) Breathy voice 
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b) Modal voice 
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c) Creaky voice 
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Figure 2 Representatives of drawings of the larynx (first row), waveforms (second row), and har
monic spectra (third row) in the state of breathy voice (left), modal voice (middle), and creaky voice 
(right). (Drawings of the larynx are taken from Esling et al., 2019, p.45, 57, 65 with permission of 
the authors and Cambridge University Press. Waveforms and harmonic spectra are taken from 
the /schwa/ vowel of a male speaker from the cardinal vowel corpus of Hemmen, 2014.) 

• Open quotient is increased, i.e., very prominent H1 relative to H2 (Gordon and 
Ladefoged, 2001), higher H1-H2 compared to modal voice (Garellek, 2019, 2022) 

• High-frequency harmonics have a lower amplitude than H1 (Gordon and Lade
foged, 2001) due to a less abrupt glottal closure (Stevens, 1977 cited by Gor
don and Ladefoged, 2001), thus spectral tilt parameters (H2–H4, H4–H2 kHz, H2 
kHz–H5 kHz) are higher compared to modal voice (Garellek, 2019) 

• H1 is very prominent relative to A1 (Gordon and Ladefoged, 2001) 
• Spectral noise parameters (HNR, CPP) are lower compared to modal voice 

(Garellek, 2019; Garellek and Keating, 2011) due to high frequency spectral 
noise (Gordon and Ladefoged, 2001) 

Figure 2 shows examples of laryngoscopic drawings (taken from Esling et al., 2019) 
together with waveforms and harmonic spectra to illustrate physiological and 
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acoustic differences (summarised above) between breathy voice and creaky voice 
compared to modal voice. 

3 Forensic voice comparison 

As it is not possible to obtain information on phonation directly in a forensic set
ting, forensic caseworkers need to rely on information gained from perception and 
acoustics. 
Before 1990, VQ was assessed purely holistically, without relying on categories 

of a formal scheme (French, 2017). Since the 1990s, analysis has mostly been con
ducted using some kind of scheme. There are several existing schemes that provide 
impressionistic VQ categories. Gold and French (2011) found that 61%, of the 94% 
forensic caseworkers who reported analysing VQ, used a recognised VQ scheme to 
conduct the analysis. One such scheme is the Vocal Profile Analysis scheme (VPA), 
developed by Laver and colleagues in the early 1980s (Laver, 2009; Laver et al., 
1981). The VPA assesses a speaker’s overall habitual long-term VQ perceptually. 
Originally developed to meet the requirements of speech therapists (Mackenzie, 
2005, p.295), the VPA appears to be suitable for forensic VQ analysis and is there
fore often used in a modified form in casework. 
However, as early as in the 1990s there were calls for VQ to be assessed on the ba

sis of acoustic analysis (Nolan, 1991, p.490), and studies were conducted to explore 
for correlations between long-term VQs and signal acoustics (Jessen, 1997; Nolan, 
1983). 

4 Advantages and challenges of objectification 

By relying on signal acoustics a method enables transparency and reproducibility, 
whereas a method based solely on human perception lacks transparency and the 
ability to independently reproduce the results. In addition, signal acoustics are re
sistant to cognitive bias (Morrison, 2022). However, there are several reasons why 
implementing an acoustic VQ analysis in a forensic application is challenging. 
For some multidimensional VQ settings, such as creaky voice, perceptual relevant 

categories must first be defined before the search for correlating signal acoustics 
becomes meaningful. Besides, to the present day, the linkage between perception 
and acoustics does not seem to be fully understood – even with high-quality record
ings. The poor recording quality typical of forensic evidential recordings is an addi
tional obstacle. While the parameter Cepstral Peak Prominence (CPP) – a measure of 
periodicity – seems promising as it correlates with the percept breathiness (Hillen
brand et al., 1994; Barsties et al., 2017), it does not seem clearly distinguish breathy 
VQ from other less-periodic VQs (Fraile and Godino-Llorente, 2014), such as creaky 
voice (Garellek and Keating, 2011). 

20 



To assess within-speaker variation, large-scale studies, such as Park et al. (2016), 
are needed in which speakers are investigated under a variety of mismatch condi
tions, such as emotional mismatch, speaking style mismatch, as well as under non- 
contemporaneous conditions. 
A further aggravating factor is technical mismatch and the limited knowledge we 

still have so far about its effect on signal acoustics. The influence of the mobile 
speech codec is just one example that produces noise when exploring the corre
lation between perception and acoustics. It also complicates plausibility checks of 
the acoustic measurements. The codec affects the signal in unpredictable manners 
as it constantly switches between different modes of operation (Guillemin and Wat

son, 2008). In addition, lost or corrupted speech frames are replaced based on in
formation from previous frames and therefore partly contain synthetic speech that 
has been shown to degrade same-speaker comparisons and falsely improve differ
ent-speaker comparisons when conducting forensic automatic-speaker recognition 
(Nair et al., 2015). 
To drive the paradigm shift, the linkage between long-term VQ perception and 

signal acoustics needs to be better understood, and the impact of technical factors, 
such as the mobile speech codec, needs to be factored into the analysis. 

5 Thesis outline 

The current thesis consists of four papers. Paper 1 explores creaky VQ and the possi
bility of describing it more precisely on the basis of perception. Paper 2 investigates 
whether signal acoustics can be used to underpin the perception of dominantly 
breathy VQ based on sonorants from spontaneous speech samples. While Paper 2 
analysed the spontaneous speech samples under studio recording condition, Paper 
4 examines the same material under the mobile recording condition. The method

ology adopted in Paper 4 is based on findings from Paper 3, which investigates the 
impact of recording quality and VQ on the performance of f0 estimators. The differ
ences between the results obtained when the analysis is based on the f0 estimator, 
which was found to be the most accurate in Paper 3, and the results obtained when 
f0 estimation is based on a less suitable f0 estimator are discussed. The conclusion 
chapter links the papers together and proposes a future process for assessing a 
speaker’s VQ in forensic voice comparisons. 
The thesis shows possibilities to improve the analysis of a speaker’s VQ for foren

sic application. While many features analysed in a forensic voice comparison are 
nowadays investigated using the auditory-acoustic approach, the feature VQ is an 
exception as it still relies predominantly on a perceptual-guided approach. Foren
sic sciences should analyse and interpret data objectively (Morrison, 2022). For the 
feature VQ, this means that the relationship between perceptual aspects of VQ and 
signal acoustics must be better understood. It is equally important to be able to 
assess the possible effects of technical influences, e.g. mobile phone transmission. 
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Abstract: This study examines the multifaceted nature of creaky voice production (here
inafter CV), which results in diverse perception and acoustics. Therefore, CV categories need 
to be defined which are relevant for both perception and acoustics. Here, perceptually rel
evant CV categories are explored. A CV classification scheme is conceptualised and tested, 
which distinguishes between four CV modes (clean CV, harsh CV, breathy CV, and aperiodic 
creak) and acknowledges transitions into CV (e.g., modal voice – clean CV) as well as tran
sitions between CV modes (e.g., harsh-breathy CV). The scheme is tested by four forensic 
speech scientists analysing spontaneous speech samples of six male English speakers. Re
sults revealed that speakers vary with respect to the nature and frequency of preferred CV 
modes, i.e., CV space. We conclude that the nature of CV production may be useful to facili
tate speaker discrimination. 

Keywords: creaky voice, perceptual analysis, forensic voice comparison, speaker-discrimi

nating potential 

1 Introduction 

Creaky voice (henceforth CV) is frequently 
used in many languages as a short-term voice 
quality setting to mark various functions, e.g.: 
(1) contrastive phonation types, (2) lexical 
tone and register, (3) intonation, (4) vowel- 
initial glottalisation, and (5) coda − /t/ glot
talisation (see Garellek 2022 for a summary). 
Within forensic speech science, however, CV 
as a long-term setting is of particular interest. 
Dilley (1996) reported speakers of American 
English not only to differ in their use of CV 
as a short-term or long-term setting, but 
also in their characteristic acoustic CV prefer
ences. This variation is assumed to be based 
on anatomical, physiological, and habitual 
idiosyncrasies (Redi & Shattuck-Hufnagel, 
2001). The aim of the present study is to 

determine if “persistent creakers” (Henton & 
Bladon, 1988), who employ CV as a long-term 
voice quality setting, can be distinguished 
based on their particular CV production. 
Forensic speech scientists analyse audio 

recordings related to legal (usually crimi

nal) investigations. Frequently, the expert 
is asked to compare the speaker in an ev
idential recording with the recording of a 
known suspect, to address the likelihood of 
identity or non-identity. Analysing individual 
features like fundamental frequency, for
mants, rhythm, tempo, lexical choices, and 
voice quality, the level of similarity between 
the recordings is assessed, as well as the 
level of typicality in a defined reference pop
ulation. Voice quality (henceforth VQ) is an 
important feature for the purpose of this task 
because of its potential power to discriminate 
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between speakers (Gold & French, 2011). We 
consider that this speaker-discriminatory 
power can be further exploited by taking 
advantage of the multifaceted nature of CV 
through analysing it on a finer scale. 
CV production is typically characterised by 

short and thick vocal folds (Gerratt & Kreiman, 
2001), with only the membranous part of the 
glottis being able to vibrate (Ladefoged, 1971; 
Moisik, 2013a). Laver (2009) describes high 
adductive tension, high medial compression, 
and low longitudinal tension. The larynx is 
tensed (Moore & von Leden, 1958) and typi
cally elevated (Moisik, 2013a), which causes 
the adducted ventricular folds to couple with 
the vocal folds (Hollien, 1974). The airflow 
rate is low due to strong adduction (Hollien, 
1974; Gobl & Ní Chasaide, 2010). 
Various metaphors were used over the 

centuries to describe the perception of CV: 
(Catford, 1964, p.32) refers to “a rapid series 
of taps, like a stick being run along a railing”. 
(Moore & von Leden, 1958, p.231) compares 
it to “popping”, “frying”, “ticking” or “rasping” 
and (Blomgren et al., 1998, p.2650) associates 
it with a “motorboat engine”. All these analo
gies describe individual glottal pulses which 
are separately perceivable. Thus, we consider 
the presence of distinct glottal pulses to be the 
main characteristic of CV. 

1.1 Previous work 

Some studies acknowledged the multifaceted 
nature of CV and suggested potential ways 
to differentiate between types or modes. 
The following studies – ordered by year of 
publication – were chosen to be most rele
vant for forensic application and should be 
considered when developing a classification 
scheme, designed to meet the requirements 
for forensic application. 

The Vocal Profile Analysis protocol (VPA) 
developed by Laver (2009); Laver et al. (1981) 
has proven useful in analysing a speaker’s VQ 
for forensic purposes and is used by foren
sic phoneticians in various adapted forms 
around the world (San Segundo, 2021). The 
VPA assesses a speaker’s VQ using a compo

nential approach by capturing individual VQ 
aspects including vocal tract features (e.g., lip 
and larynx position), overall muscular tension 
(i.e., vocal tract and laryngeal tension), and 
phonation features (e.g., creaky, and harsh 
voice). Each setting is assessed perceptually 
on a long-term basis using a 6-point scale, 
with a scalar degree of 4 to 6 being used for 
pathological voices. As for CV, according to 
Laver (2009) it is compatible with whispery 
voice, harsh voice, and falsetto and various 
combinations, e.g., harsh-whispery creaky 
voice. 
Batliner et al. (1993) developed the ‘MÜSLI’ 

scheme (Münchner Schema für Laryngal
isierungs-Identifikation) which differentiates 
between glottalisation, damping, diplopho
nia (i.e., amplitude variations), subharmonics 
(i.e., frequency variations) and aperiodicity. 
Slifka (2006) studied CV production, which 

occurs at the end of utterances. It is char
acterised by irregular glottal pulses, abrupt 
glottal closing, and relatively rapid glottal 
opening. The vocal folds often lack proper 
glottal closure, resulting in increased airflow. 
Slifka (2006) reported that incidences of this 
irregular CV mode are also found in non-final 
position. 
Ishi et al. (2008) highlighted the challenge 

to clearly distinguish between distinct and 
non-distinct glottal pulses, and thus the chal
lenge to distinguish between presence and 
absence of ‘vocal fry’, a popular synonym for 
CV. They therefore introduced ‘transitions’ 
between vocal fry and modal voice, period- 
doubled voice, and harsh voice, recognising 
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the phonation continuum. However, the au
thors did not study transitions systematically. 
An example of a more systematic approach 

on the issue of transitions can be seen in De
varaj et al. (2023). Using synthesised vowels, 
the authors systematically varied fundamen

tal frequency, open quotient, and amplitude 
quotient to assess the level of ‘impulsiveness’, 
i.e., the level of “temporal segregation of indi
vidual glottal pulses” (Devaraj et al., 2023, p.2) 
on a 7-point-Likert scale. They demonstrated 
that different graduations of vocal fry impul

siveness can be perceived, which seemed to 
correlate primarily with f0 and somewhat with 
open quotient. Therefore, transitions into CV 
should also be considered within a CV classi
fication scheme. 
Moisik (2013a) described two different CV 

modes based on laryngeal height: raised 
CV and lowered CV. Although CV is typically 
produced with a raised larynx position, CV 
can also be produced with a lowered lar
ynx which prevents vocal-ventricular fold 
coupling and biases “phonation towards 
breathiness” (Moisik, 2013a, p.211). The 
longitudinal tension of the glottis and the 
aryepiglottic constriction above the glottis 
are considerably less than in raised CV. 
Keating et al. (2023) described low f0 and 

irregular f0 to be sufficient to generate CV 
perception. They list glottal constriction as 
a further key property, which, on its own 
however, is not sufficient to generate creaky 
perception. All three key properties can occur 
in combination with each other as prototyp
ical creak (low f0 + irregular f0 + constricted 
glottis), spread glottis creak (low f0 + irregular 
f0), and vocal fry (low f0 + constricted glottis). 
Furthermore, low f0 can occur together with 
multiple pulses. 
Each of the classification approaches sum

marised above provided valuable perspec
tives on the multifaceted nature of CV and 

was taken into account when developing the 
proposed CV classification scheme. 

1.2 Scope and Research Questions 

The scope of the study is to explore the possi
bility of improving the analysis of CV by imple

menting a workable CV classification scheme 
with perceptually relevant categories. The 
approach is based on perceptual analysis, 
with visual signal characteristics used to com

plement the perceptual categories. Given 
the project’s scope, the following research 
questions are posed: 

RQ1 

CV assessment: Is it possible to assess the na
ture of CV production using the proposed CV 
classification scheme? How consistently do an
alysts perform? 

RQ2 

CV production: Can speakers be distinguished 
by the nature of their CV production? 

2 Method and Data 

2.1 Method 

The current study considers the presence of 
distinct glottal pulses as the main criterion 
of CV perception. Distinct glottal pulses can 
have two causes: (1) damping effects, i.e., 
amplitude attenuation, or (2) aperiodicity. 
(1) The vocal tract in CV is described to be 
highly damped between glottal excitations 
(Wendahl et al., 1963; Coleman, 1963). Pos
sible causes for these damping effects are 
coupling effects between the vocal folds and 
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the ventricular folds (Esling et al., 2019), a 
long glottal closure phase (Fant, 1979), or 
a slow glottal opening phase (Murry, 1971). 
Damping effects cause energy losses (Ishi 
et al., 2008), thus enabling the perception 
of individual pulses. (2) The perception of 
distinct glottal pulses, however, can also be 
generated by aperiodic glottal pulses, which 
often appear as long pulses, i.e., low pitch, 
typically listed as a CV characteristic, e.g., Dal
laston & Docherty (2019); White et al. (2021). 
Human listeners are very sensitive to aperi
odicity. Docherty et al (1997) revealed that the 
presence of only one or two slightly aperiodic 
pulses are sufficient for CV perception. These 
two causes for CV perception, i.e., damping 
effects and aperiodicity, form the core of the 
proposed CV classification scheme. 
The CV scheme (Figure 1) is divided into a 

blue inner section surrounded by a grey outer 
section. The blue section displays the pres
ence of distinct glottal pulses and thus CV, 
while the grey section displays adjacent non- 
creaky VQs which lack distinct glottal pulses. 
CV is separated into four CV modes. Three 
of them, i.e., clean, harsh, and breathy CV, 

Figure 1 Proposed CV classification scheme illustrat
ing CV modes and adjacent non-creaky VQs 

produce CV by amplitude damping effects. 
Aperiodic creak (henceforth aperiodic C) is 
characterised by aperiodically spaced glottal 
pulses and thus segregated from the ampli

tude damped CV modes in the scheme. The 
CV modes are ordered according to percep
tual proximity and/or distance. Aperiodic C is 
perceptually furthest from clean CV but may 
slightly overlap with harsh CV and breathy 
CV. Gerratt & Kreiman (2001) reported that 
aperiodic noisy voices perceptually overlap 
slightly with period-doubled voices. Aperiodic 
C results in a noisy and rough quality, com

parable to harsh and breathy CV. Therefore, 
aperiodic C perceptually borders on harsh- 
breathy CV. 
Within the grey section, phonation types 

which are most closely related to CV are dis
played, i.e., modal voice, harsh voice, and 
breathy voice. We follow Ishi et al. (2008) and 
Devaraj et al. (2023) in acknowledging the 
continuity of glottal pulse distinctiveness and 
thus between CV and non-CV and between CV 
modes, as indicated by the dashed lines. 
Examples of waveforms and broad-band 

spectrograms (window length 0.03s) for each 
CV mode are shown below (Figure 2–Figure 5). 
They were selected based on 100% agree
ment between all analysts from the main 
study. In the absence of a clear example of 
breathy CV, the transition harsh-breathy CV is 
illustrated instead. Dashed lines mark the CV 
section. 

2.1.1 Clean CV 

Clean CV is characterised by distinct glottal 
pulses and the absence of additional per
ceptual characteristics. Clean CV can appear 
tense. The larynx is typically elevated (Moisik, 
2013a). Figure 2 clearly shows the damping 
between the glottal pulses. In the waveform, 
excitation amplitudes are clearly separated 
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Figure 2 Example for clean CV 
(speaker 004 <so>) 

from each other by damped amplitudes. 
The same phenomenon can be seen in the 
spectrogram below: the dark vertical lines 
are followed by white lines, indicating the 
absence of energy. The vertical distinct lines 
in the spectrogram, which extend over the 
entire frequency range indicate the distinct 
glottal pulses (Laver, 2009). 

2.1.2 Harsh CV 

With harsh CV, the perception of distinct 
glottal pulses occurs simultaneously with 
the perception of harshness, i.e., roughness. 
Harsh voice quality is produced by coupling 
the vocal folds with either the ventricu
lar folds or the aryepiglottic folds (Moisik, 
2013b). This coupling effect results in ampli

tude modulations, subharmonics, or chaos 
(Anikin et al., 2021). Acoustically, subhar
monics and amplitude modulations result 
in multiple pulses. Perceptually, either two 
simultaneous pitches (Kramer et al., 2013) 
or an indeterminate pitch is to be expected. 
Chaos is perceived as particularly harsh as 
the vocal folds oscillate highly irregularly, re

Figure 3 Example for harsh CV 
(speaker 006 <be applying>) 

sulting in harmonic smearing and broadband 
noise (Anikin et al., 2021). The waveform of 
harsh CV in Figure 3 shows regular amplitude 
modulations resulting in two repetitive pat
terns. These amplitude modulations are also 
evident in the spectrogram as weak vertical 
lines between the strong vertical lines. 

2.1.3 Breathy CV 

Breathy CV is generated when distinct glot
tal pulses occur simultaneously with high 
frequency noise, and thus the impression 
of breathy/whispery voice quality that oc
curs together with CV. According to Klatt & 
Klatt (1990) the high frequency noise is 
particularly apparent in the frequency re
gion around F3. The larynx is lowered 
(Moisik, 2013a). Previous studies use the 
following terminologies: whispery CV (Laver, 
2009), breathy-laryngealized mode of vibra
tion (Klatt & Klatt, 1990), lowered/lax creaky 
voice (Moisik, 2013a), or spread glottis creak 
(Keating et al., 2023). The example in Figure 4 
displays harsh-breathy CV, the transitional 
mode between harsh CV and breathy CV. 
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Figure 4 Example for harsh-breathy CV 
(speaker 005 <uh>) 

Here, distinct glottal pulses occur simul

taneously with high frequency noise and 
chaos. This becomes apparent by the less 
periodic waveform with irregular ampli

tude modulations. The spectrogram reveals 
less distinct vertical lines with considerable 
energy in between and less prominent for
mants, all of which indicates the presence of 
noise. 

2.1.4 Aperiodic Creak 

Aperiodic Creak is characterised by distinct 
glottal pulses resulting from aperiodic vocal 
fold oscillation rather than amplitude damp

ing alone. Aperiodicity inherently prevents a 
clear pitch perception, and thus tends to be 
perceived as “noisy”. The lack of pitch is also 
reflected in the term creak rather than creaky 
voice. In contrast to the three CV modes which 
are based on long-term amplitude damping 
effects, aperiodic C occurs as a short-term 
setting. As stated above, human listeners 
are very sensitive to even slightly aperiodic 
pulses (Docherty et al, 1997), and thus very 
susceptible to aperiodic C. An example is 

Figure 5 Example for aperiodic C 
(speaker 002 <California>) 

shown in Figure 5. The aperiodicity becomes 
apparent through the irregular main excita
tion peaks in the waveform, which are also 
clearly visible as irregular occurring dark 
vertical lines in the spectrogram. 

2.1.5 Adjacent voice qualities 

The proposed VQs adjacent to CV are modal 
voice, harsh voice, and breathy voice. As de
scribed by Ishi et al. (2008), adjacent VQs are 
not clearly delineated from CV, either in terms 
of production or perception. The proposed 
adjacent VQs are hypothesised to share a 
continuum with CV. This continuum may 
result in analyst-specific thresholds when 
assessing presence or absence of distinct 
glottal pulses and could therefore affect the 
consistency between (and within) analysts 
when applying the CV classification scheme. 

2.2 Data 

A corpus of six speakers was compiled. The 
samples contained spontaneous speech of 

34 



male English speakers, provided at 44.1 kHz 
sampling frequency and a bit depth of 16- 
bit. Each speaker was represented by three 
samples that were taken from the same 
recording, each about 30 seconds long. This 
resulted in a total of 18 samples. The record
ings were obtained from five corpora of 
conversational speech, all involving UK or US 
English: WYRED (Gold et al., 2018), SpeechBox 
ALLSSTAR (Bradlow, n.d.), The Life Scientific 
(Al − Khalili, 2022), Northern Englishes (Had
dican & Foulkes, 2017) and Deceptive Speech 
(Kirchhübel, 2013). The speakers were se
lected by the lead author to represent a wide 
range of CVs, including speakers who strad
dle the line between creaky and non-creaky 
VQ. Praat TextGrid files (Boersma & Weenink, 
2023) were provided, specifying the syllables 
to be analysed. Only stressed syllables were 
chosen to exclude syllables phonated with 
low subglottal pressure. Filled particles uh 
and um were included too, as they are prone 
to creaky phonation (Muhlack et al., 2023). 
20 syllables were labelled within each sam

ple, resulting in 60 syllables per speaker, 360 
syllables per analyst and 1440 syllables in 
total. 

2.3 Procedure 

To test the proposed CV classification scheme, 
a focus group was formed, consisting of four 
forensic speech scientists (the first to fourth 
authors), selected for their interest in VQ and 
CV in particular. All focus group participants 
had similar training in perceptual VQ analysis, 
based on the application of the Vocal Profile 
Analysis by Laver et al. (1981) and regularly 
analysed VQ for forensic casework and/or VQ 
research. The testing procedure involved an 
alternation of individual analytical listening 
tasks followed by in−depth online discussion 

sessions to address challenges and evaluate 
results. For the pilot test, training material 
was provided to the focus group participants 
to ensure familiarisation with the proposed 
CV classification scheme. This included (1) 
a summary with basic perceptual charac
teristics of the three amplitude damped CV 
modes, i.e., clean CV, harsh CV, and breathy 
CV, and (2) three short sample recordings se
lected by the first author to represent each of 
the CV modes. Aperiodic C was not included 
as it was only introduced after the pilot test. 
In the subsequent online discussion session, 
difficulties were discussed which provided 
helpful insight for the design of the main 
study. 
In this paper the main study is discussed. 

Within the main study the participants were 
instructed to follow a strict assessment 
method, dividing the classification process 
into the following steps: 
1. DistGloPuls: Is the syllable produced with 

distinct glottal pulses? 
• yes 
• no → NO CV 

2. OVQ (Other Voice Quality): If the syllable 
is not produced with DistGloPuls, please 
state how you would characterise the syl
lable’s main VQ instead. (e.g., modal voice, 
harsh voice, breathy voice) 

3. f0A/AmD: If the syllable is produced with 
DistGloPuls, are these generated due 
to frequency aperiodicity (f0A) or due to 
amplitude damping (AmD)? 
• f0A → APERIODIC CV 
• AmD 

4. FurChar: If the DistGloPuls are due to 
AmD, are there any further characteristics, 
i.e., multiple pulses (MulPul), high frequency 
noise (Noi)? 
• no → CLEAN CV 
• MulPul → HARSH CV 
• Noi→ BREATHY CV 
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Table 1 Flowchart for assessing CV modes 

Absent NO CV 

Frequency 
aperiodicity 

APERIODIC CV 

Absent CLEAN CV 

Multiple pulses HARSH CV 

Distinct 
glottal 
pulses Present 

Amplitude 
damping 

Further character
istics 

Present 

High frequency noise BREATHY CV 

5. CVmode: Depending on the entries of the 
tiers above, the respective CV mode can be 
determined (see Table 1). As VQ is contin
uous, ‘in-between’ transitional modes are 
also possible (e.g., harsh-clean CV, clean 
CV − modal voice). 

6. Notes: Any comments or questions can be 
entered here. 

The flowchart in Table 1 illustrates the step
wise classification process. This fine-grained 
procedure was designed to test the worka
bility of the CV classification scheme in the 
first instance. Thus, a highly controlled con
text was chosen where samples were ’pre- 
processed’, i.e., analysts were directed to 
examine isolated syllables specifically chosen 
by the experimenter. If the scheme proves 
feasible in this context, then there are strong 
arguments for further exploring its feasi
bility in a less controlled (and forensically 
more realistic) environment, i.e., by applying 
it to samples of speech which are not pre- 
processed. 
Calibration for the main study was carried 

out by providing sample recordings for each 
proposed CV mode together with a descrip
tion of the expected characteristics visible 
in waveforms, broad-band and narrow-band 
spectrograms and FFT spectral slices (see 

Appendix). Analysis was based primarily on 
perceptual cues. Visual signal inspection 
could be used to corroborate perception. 

2.4 Data analysis 

For visualisation purposes, the syllable clas
sifications provided by the four analysts 
(e.g., harsh CV) were transferred into x − y- 
coordinates. Using Microsoft Excel the CV 
classification scheme was placed on a grid so 
that all syllable classifications made for each 
speaker could be plotted into the scheme. By 
using a bubble chart, the frequency of occur
rences of each classification was represented 
through bubble size. Colour was used to 
represent the ratings of individual analysts. 
Figure 7 shows the resulting bubble charts, 
which allow for comparisons between ana
lysts within a chart, and between speakers 
across charts. 
Quantitative analysis was performed by 

calculating the frequency with which each 
CV mode was assigned per speaker, both per 
analyst and across analysts (Table 2). 
Agreement between analysts was assessed 

in two ways: (1) Agreement in classifying 
presence or absence of distinct glottal pulses 
(DistGloPuls) was calculated using Gwet’s 
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Figure 6 Preferred CV modes per speaker across all 
analysts 

agreement coefficient (AC2). (2) Agreement 
in classifying the phonation mode of individ
ual syllables was analysed using a distance 
measure calculated for each analyst pair. 

3 Results and Discussion 

The results are presented in terms of (1) CV as
sessment, and (2) CV production. Table 2, Fig
ure 6, and Figure 7 illustrate the results. 
Table 2 lists the preferred CV modes for each 

speaker. Speaker 001, for example, preferred 
three CV modes – clean CV, harsh CV, and 
clean-harsh CV. The percentages illustrate 
the proportions with which particular CV 
modes were assigned. Thus, 41% of speaker 
001’s syllables were rated as clean CV when 
averaged across the four analysts. To be clas
sified as a preferred CV mode, two conditions 

must be met: (1) the CV mode occurs in at 
least 10% of all CV ratings across all analysts 
(see % across analysts, 1st row in Table 2), 
and (2) the same CV mode occurs in at least 
10% of all CV ratings by at least two analysts 
to ignore analyst-specific outliers (see % per 
analysts, 2nd row in Table 2, percentages of 
individual analysts separated by slashes). 
Figure 6 displays the same information as 

in Table 2 (% across analysts, 1st row) visually 
within the CV classification scheme. Each 
speaker is represented by a different colour. 
Only the part of the scheme covering CV is 
shown, while adjacent VQs are ignored. 
The bubble charts in Figure 7 illustrate the 

ratings of each analyst for each of the six 
speakers separately. Here, different colours 
represent different analysts. 

3.1 CV assessment 

To assess the level of consistency between 
analyst, we need to differentiate between two 
aspects: (1) determination if CV is present, 
i.e., whether a syllable can be characterised 
by distinct glottal pulses (DistGloPuls), and (2) 
assessment of phonation mode. 

3.1.1 DistGloPuls 

The threshold between distinct and non- 
distinct glottal pulse oscillation is continu
ous. Therefore, we distinguish between three 
perceptual gradations to specify DistGloPuls: 
presence, absence, and inconclusiveness. 
Inconclusiveness of DistGloPuls was inferred 
when analysts indicated uncertainty when 
assessing DistGloPuls by either adding a 
question mark or indicating “slightly” or 
“borderline” in the comment box. 
Analyst agreement on DistGloPuls was 

calculated using the Gwet’s agreement coef
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Figure 7 Ratings of all labelled syllables per speaker and per analysts 
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Table 2 Preferred CV modes per speaker. Numbers indicate the percentage with which the classification was 
assigned from all CV ratings made, both across all analysts and per analyst (separated by slashes). 

001 002 003 004 005 006 
Preferred CV mode clean CV clean CV clean CV clean CV clean CV 
% across analysts 41 32 66 36 14 
% per analyst 4/74/41/46 13/57/33/25 64/79/58/63 43/68/24/14 17/13/13/14 

harsh CV harsh CV harsh CV 
11 19 21 

0/0/32/14 14/30/38/3 38/33/17/6 
aperiodic C aperiodic C aperiodic C 

27 31 33 
6/35/43/25 19/42/43/26 17/46/50/23 

clean- 
harsh CV 

harsh- 
breathy CV 

29 25 
68/9/18/20 54/0/10/26 

clean CV- 
modal voice 

clean CV- 
modal voice 

harsh CV- 
harsh voice 

clean CV- 
modal voice 

29 11 16 14 
55/5/23/33 18/5/6/13 5/6/10/40 25/8/13/11 

ficient (AC2) for more than two analysts from 
the irrCAC package (Gwet, 2019) in Rstudio 
(R Core Team, 2021). The calculation was 
based on the ordinal raw ratings for each 
syllable and each analyst. Percent agreement 
reached AC2=0.56 for all analysts, indicating 
moderate agreement (according to Landis & 
Koch, 1977), while individual analyst pairs 
ranged between AC2=0.48 (moderate) and 
AC2=0.61 (substantial). Note that this scale 
indicates that the degree of agreement was 
well above chance level. Overall, the analysts 
in the current study seem to be in broad 
agreement when assessing the presence of 
distinct glottal pulses. 

3.1.2 Phonation mode 

The agreement between analysts when as
sessing the phonation mode of each syllable 
was calculated for each analyst pair by de
termining the perceptual distances between 
each syllable’s ratings. Distances were deter
mined as follows: (1) the distance between 

two amplitude damped CV modes (e.g., clean 
CV and harsh CV) was defined as 1 distance. 
The non-creaky VQs were treated similarly, 
e.g., modal voice and breathy voice were 
considered as 1 distance point apart. (2) As 
aperiodic C is perceptually further away from 
clean CV than it is from harsh and breathy 
CV, disagreement between aperiodic C and 
clean CV was classified to be greater (dis
tance 2) than between aperiodic C and harsh 
or breathy CV (distance 1). (3) When analysts 
differed in their classification only by an adja
cent transitional mode (e.g., clean CV vs. clean 
CV−modal voice) the distance between both 
classifications was rated to be 0.5. (4) The 
largest possible perceptual distance within 
the proposed CV classification scheme was 
considered between aperiodic C and modal 
voice and rated as 3 distances. 
For four speakers, namely 001, 002, 003 and 

005, all analyst pairs classified the same syl
lables with an average distance of 0.5, which 
corresponds to distance category (3) above, 
i.e., the distance between clean CV and clean- 
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harsh CV (see % per analyst of analysts 1 and 
2 for speaker 001 in Table 2), or clean CV and 
clean CV − modal voice (speaker 002 in Table 
2). For these four speakers, the individual 
analyst pairs ranged between 0.05 distances, 
which is almost perfect, to 0.9. 
For speakers 004 and 006 analysts showed 

lower values of agreement when classifying 
the phonation mode. Across all analysts pairs 
the averaged distance was 0.9 with individual 
analyst pairs ranging between 0.4 and 1.3 dis
tances. 
Across all speakers each analyst pair 

showed similar agreement performances 
with distance values ranging between 0.6 
and 0.7 distances. Consequently, no analyst 
pair was in greater agreement across all 
speakers than all other analyst pairs. 

3.1.3 Further insights 

The focus group discussion sessions revealed 
that apparent disagreement between ana
lysts regarding DistGloPuls and phonation 
mode did usually not stem from differences 
in perception, but rather from the way in 
which the perception was classified. Often 
this was due to analyst-specific thresholds. 

3.2 CV production 

It can be seen from Figure 6 and Figure 7, 
that breathy CV featured much less frequently 
compared to the other CV modes. Indeed, it 
did not qualify as a preferred CV mode for 
any of the speakers. This may suggest that 
breathy CV is more unusual compared to the 
other CV modes. 
In contrast, clean CV featured much more 

extensively among the speakers analysed. 
Although clean CV appears to be a more 
frequent and therefore a more typical CV 

mode, this does not mean that two speakers 
cannot be distinguished from each other 
just because they use clean CV as their pre
ferred CV mode. This is because, generally, 
speakers have more than one preferred CV 
mode and that combination of preferred 
CV modes differs between speakers. For 
example, while speakers 001 and 002 both 
have clean CV as a preferred CV mode, they 
differ in terms of additional preferred CV 
modes, with speaker 001 using harsh CV and 
speaker 002 preferring aperiodic C. In fact, it 
is only speaker 003 (grey in Figure 6), whose 
preferred CV modes only revolve around 
clean CV. Whether a lack of diversity of CV 
modes within a speaker can be considered 
more unusual than a speaker displaying a 
variety of CV modes warrants further investi
gation. 
Speaker 005 (purple) was the only speaker 

who did not prefer clean CV at all but instead 
spanned the upper-right corner of CV modes, 
i.e., aperiodic C and all modes which include 
some degree of harshness. This may suggest 
that the absence of clean CV is more unusual 
and therefore has a higher speaker idiosyn
cratic value. 
Some pairs of speakers, such as 003 and 

005, can be clearly distinguished from each 
other. Other speakers’ CV spaces overlap to 
a greater degree, e.g., 003 vs. 004 (grey vs. 
yellow), 002 vs. 006 (orange vs. green), and 
001 vs. 004 (blue vs. yellow). Despite the oc
currence of overlap, none of the six speakers 
share the same CV space, i.e., there is no 
complete overlap between any of the speak
ers with respect to the nature and frequency 
of their preferred CV modes. 
Figure 7 supports the results by also includ

ing the syllables that were classified as non- 
creaky but directly bordered the speaker’s CV 
spaces. This is most evident in speakers 002 
and 005. 
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4 Conclusion 

Based on spontaneous speech samples of 
six male English speakers, the present study 
explored the possibility to assess the multi

faceted nature of CV further by subdividing 
it into four main CV modes, i.e., clean CV, 
harsh CV, breathy CV, and aperiodic C. Explicit 
recognition was given to transitional modes 
such as harsh-breathy CV, or harsh CV−harsh 
voice. Looking back at the research questions, 
we conclude as follows. 

RQ1 

CV assessment: Is it possible to assess the na
ture of CV production using the proposed CV 
classification scheme? How consistently do an
alysts perform? 
Analysts showed moderate agreement 

when assessing the presence/absence of 
distinct glottal pulses, which was defined 
as the main characteristic of CV in the cur
rent study. When assessing the nature of 
the CV modes, the analysts showed strong 
agreement on four out of the six speakers 
using the proposed CV classification scheme. 
Discussion sessions revealed that disagree
ment between analysts usually did not stem 
from different perceptions; instead, often the 
same perception was just differently classi
fied. Particular attention should therefore be 
paid to the calibration of the analysts, e.g., by 
providing more detailed training materials or 
conducting regular calibration sessions. 

RQ2 

CV production: Can speakers be distinguished 
by the nature of their CV production? 
Overall, the speakers in the current study 

differed in the nature with which they pro
duced CV. While some of the speakers could 
be more easily distinguished than others, 

even those with a higher level of similarity 
still did not fully overlap in their preferred 
CV space. Further, some CV modes or com

bination of CV modes appear to be more 
unusual than others. The results suggest 
that the fine-grained assessment of CV in 
a forensic voice comparison could help to 
discriminate between speakers. Thus, the 
speaker-discriminating potential of CV pro
duction should be further explored by apply
ing the proposed CV classification scheme 
to a larger set of speakers. Analysing a 
larger sample would shed more light on 
the typicality of CV modes and CV spaces. 
Further testing would also reveal whether 
the proposed CV classification scheme 
captured the most important dimensions 
of CV production or whether revision is 
needed. 
Successful implementation of the method 

in casework practice requires the provision of 
training material that enables calibration and 
thus harmonises analyst-specific threshold 
values. The training material should include 
sample recordings from various speakers 
which exemplify (1) thresholds for distinct 
glottal pulse presence, and (2) highlight 
expected perceptual characteristics of po
tential CV modes. In addition, visual cues 
from waveforms and spectrograms should 
be made explicit which may be used to cor
roborate perception. The analysis process 
also requires simplification, as it is too time- 
consuming for a casework application – 
comparing one speech sample with another 
speech sample may already take up to 15 
hours. 
A future aim could be to determine the na

ture of CV not just based on perceptual-visual 
analysis but to also use acoustic informa

tion to corroborate perception. A combined 
auditory-acoustic approach adopts the “com

plementary strengths of the two approaches” 
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(Nolan, 1997, p.765). To incorporate acoustic 
analysis, it needs to be discovered which 
acoustic measurements correlate with the 
perceptually relevant CV categories. Ap

proaches such as Devaraj et al. (2023) and 
Keating et al. (2023) provide suggestions for 
relevant acoustic parameters which could 
be explored in this respect. Implementing 
an auditory-acoustic approach for assessing 
laryngeal VQ such as CV may further increase 
transparency and comparability of these 
assessments. 
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Analysing breathy voice in forensic speaker 

comparison using acoustics to confirm perception 
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2Soundscape Voice Evidence, Lancaster, UK 
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Abstract: This study explores the interplay between perception and acoustics, focussing 
on breathy voice. Using perceptual analysis, four forensic speech analysts rated 22 sponta
neous speech samples with regard to whether they were breathy or non-breathy. The voices 
rated to be the most extreme on the breathy/ non-breathy continuum were then analysed 
acoustically. Spectral slope and additive noise characteristics were obtained from vowels 
and sonorant consonants using VoiceSauce. Significant correlations were found between 
the perception of breathiness and three acoustic measures, namely the intensity difference 
between the lowest two harmonics, the intensity difference between the lowest harmonic 
and the harmonic closest to the first formant, and cepstral peak prominence. Our results 
confirm that the findings from previous studies in relation to non-spontaneous speech are 
also applicable to spontaneous speech samples. Further, there appears to be no detriment 
when broadening the sample to include sonorant consonants as well as vowels. 

Keywords: voice quality, breathy voice, forensic speaker comparison 

1 Introduction 

Voice quality (VQ) can be a highly individual 
marker of a speaker’s voice, due both to its 
anatomical and habitual origin (Laver et al., 
1981). It is widely considered an important 
variable for forensic speech science (Gold & 
French, 2011), a field that seeks to identify 
features with power to discriminate between 
individuals. 
Owing to its multidimensional nature (Beck, 

2005), VQ is generally analysed perceptually. 
However, there are ongoing efforts to utilise 
acoustic analysis in order to confirm percep
tual VQ judgements. 
Perceptual judgements are inherently sub

jective, as standards and thresholds may vary 
from rater to rater (Kreiman et al., 2005). 

Also, individual raters’ standards often lack 
stability. For example, the range of voices 
presented in one rating session can cause a 
drift in VQ judgement when re − rating the 
same voice (Gerratt et al., 1993). 
Nonetheless, the perceptual approach does 

have advantages over acoustic approaches. 
Perceptual analysis enables a holistic assess
ment of a speaker’s overall VQ, including 
aspects of respiration, phonation, and ar
ticulation (Beck, 2005). In contrast, acoustic 
measurements can only provide information 
on very specific VQ aspects, e.g. the open glot
tal quotient. Furthermore, the human ear is 
capable of capturing fine-grained VQ differ
ences even under less than optimal conditions 
(Köster & Köster, 2004). Typically, the record
ings which forensic speech experts face are of 
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poor technical quality and contain only par
tially analysable speech. This may limit or even 
prevent accurate acoustic measurements. A re
duction in low-frequency energy, for example, 
which is common for telephone-transmitted 
speech, often affects the frequency of the first 
formant (Byrne & Foulkes, 2004). Therefore, 
further research is needed into how stable var
ious acoustic parameters are within speakers, 
and across different transmission channels 
and speaking styles. 
Given that both perceptual and acoustic ap

proaches have strengths and weaknesses – it 
is preferable to combine the strengths of both 
approaches to assess the multidimensionality 
of VQ. This would position VQ assessments in 
line with other variables commonly assessed 
in forensic casework using a combined audi
tory-acoustic approach (e.g. vowels and con
sonants). 
This study focuses on breathy voice, to 

assess the extent to which it is possible to 
combine auditory-perceptual and acoustic 
approaches. 

2 Acoustics of Breathy Voice 

2.1 Spectral slope parameters 

Breathiness arises from incomplete or non- 
simultaneous glottal closure resulting in a 
higher open quotient. This, in turn, yields a 
strong first harmonic amplitude (H1, Klatt & 
Klatt, 1990) and a steep spectral slope (Hillen
brand et al., 1994). 
Previous studies analysed spectral slope 

using harmonic-based and formant-based 
measurements. Harmonic-based measure

ments obtain amplitude differences between 
(1) the first and the second harmonic (H1–H2), 
(2) the second and fourth harmonic (H2–H4), 
or (3) the fourth harmonic and the harmonic 
closest to 2 kHz (H4–H2K). Formant-based 

measurements calculate the difference in 
amplitude between H1 and the harmonics 
closest to the first three formants (A1, A2, A3, 
i.e. H1–An). 

2.2 Additive noise parameters 

In breathy voice high frequency aspiration 
noise is generated via a persistent glottal 
gap, causing a decrease in additive noise 
measurements (Hillenbrand et al., 1994). 
Respiration noise is commonly measured 
by obtaining harmonic-to-noise ratio (HNR) 
and cepstral peak prominence (CPP). HNR 
displays the amplitude difference between 
harmonic and noise energy (de Krom, 1993) 
and decreases in breathy voice, e.g. Garellek 
(2012). HNR can be measured for various fre
quency bands, typically 0–500/1500/2500Hz 
(labelled HNR05/15/ 25). 
CPP is a measure of cepstral peak ampli

tude relative to the overall amplitude. As a 
measure of periodicity, it is helpful in detect
ing less periodic signals, e.g. mid and high 
frequency ranges in breathy voice due to 
aspiration noise (Hillenbrand et al., 1994). 
Lower CPP values correlate with breathy 
phonation due to the low-intensity higher 
harmonics, e.g. Wayland & Jongman (2003). 

3 Corpus Data 

3.1 Previous studies 

Studies of the modal/breathy distinction 
have investigated either contrastive phona
tion types of various languages (Garellek 
et al., 2013; Garellek & Keating, 2011; Keating 
et al., 2011) or pathological voices, e.g. Alpan 
et al. (2009). Non-pathological voices and 
non-contrastive uses have been neglected. 
Furthermore, most studies have based their 
analysis on sustained vowels, e.g. Alpan et al. 
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(2009); Hillenbrand et al. (1994), vowels from 
isolated words, e.g. Garellek et al. (2013); 
Garellek & Keating (2011); Wayland & Jong
man (2003), read speech, e.g., Hillenbrand 
et al. (1994), or synthetically manipulated 
stimuli, e.g. Garellek et al. (2013); Klatt & 
Klatt (1990). Studies of spontaneous speech 
are rare (San Segundo et al., 2018). How
ever, Zraick et al. (2005) reports significant 
differences in perceptual judgements due 
to shorter vowel duration and assimilation 
processes found in spontaneous speech. 

3.2 Current study 

A selection of non-pathological breathy voice 
samples was compiled using six corpora of 
spontaneous conversation from male speak
ers of British English (Gold et al., 20118; 
Haddican & Foulkes, 2017; Kirchhübel, 2013; 
Llamas et al., 2016-19; Nolan et al., 2009; 
Wormald, 2016). The samples were all pro
vided at 44.1 kHz frequency and 16-bit res
olution sampling. The first author chose 22 
voices based on auditory-perceptual analysis, 
aiming to reflect a natural mixture along 
the breathy/non-breathy continuum. Ap

proximately three minutes of speech was 
extracted from each sample. Using Audacity 
(version 2.1.2, Audacity Team, 2017) the max

imum intensity level was equalised across 
samples (max. amplitude -1.0 dB, remove DC 
offset, centre on 0.0 vertically). 

4 Methodology 

4.1 Auditory-perceptual 

investigation 

A survey was conducted to generate percep
tual ratings for breathiness. Four listeners 
were engaged, all experts in forensic speech 

analysis, involved in training and research 
on VQ. All regularly use the same analysis 
scheme – a modified Vocal Profile Analysis 
(VPA, Laver, 1980) – to rate VQ in forensic 
casework. 
Using the survey tool Qualtrics, the par

ticipants were provided with the 22 voices 
in random order. For each sample they were 
asked: ‘Would you mark breathiness as a dom

inant feature of this speaker’s voice?’ Three 
answer choices were given together with a 
comment box: ‘(1) Yes, (2) No, it is present but 
not dominant, (3) No, it is absent’. The survey 
took 30–40 minutes. The listeners were al
lowed to listen to the samples as often as 
they liked and could leave and resume the 
survey at any point. They used closed-cup 
headphones in a quiet environment. 
The voices which were rated by all four 

listeners to be the most extreme on both 
ends of the breathy/ non-breathy continuum 
were chosen for acoustic analysis. 8 voices 
qualified: 5 were rated as dominantly breathy 
and 3 as non-breathy. The between-rater 
consistency for these 8 voices was estab
lished. Cohen’s Kappa (𝜅) was calculated for 
each rater pair using RStudio (Version 1.1.463 
RStudio Team, 2016). Table 1 shows that all 
pairs of raters reached at least ‘moderate’ 
agreement. Two pairs (1–2, 2–4) reached ‘sub
stantial’ agreement, and one pair (1–3) ob
tained ‘almost perfect’ agreement (𝜅 = 0.86). 

Table 1 Between-rater agreement in the perception 
survey (Cohen’s Kappa for rater-pairs; weights: equal; 
subjects: 8; raters: 2) 
Rater − 
pair Kappa z p − value Agreement 

1–2 0.65 2.83 0.005 substantial 
1–3 0.86 2.66 0.008 almost perfect 
1–4 0.50 2.19 0.029 moderate 
2–3 0.56 2.83 0.005 moderate 
2–4 0.75 2.19 0.029 substantial 
3–4 0.43 2.19 0.029 moderate 

50 



4.2 Acoustic investigation 

Acoustic analysis was carried out on the se
lected voices. Generally, acoustic analysis 
of phonation is based on vocalic segments 
only (Garellek & Keating, 2011; Hillenbrand 
et al., 1994), as vowels by nature contain 
source-specific information. However, foren
sic recordings might be of very short duration 
and therefore can be restricted in terms of 
analysable speech available. Therefore, the 
data used in the present study included all 
sonorants (vowels, glides [j, w], liquids [l, r] 
and nasals [m, n, ŋ]), as they all contain glot
tal source characteristics. Sonorants were 
manually segmented using oscillographic, 
spectrographic and perceptual-impression

istic information and labelled on a seg
ment-by-segment basis using Praat textgrids 
(Boersma & Weenink, 2017). When compar

ing breathy voices with non-breathy voices, 
initial visual examination suggests that sono
rant consonants and vowels behave similarly 
in terms of central tendency. Accordingly, in 
the following acoustic investigation vowels 
and sonorant consonants were combined. 

4.2.1 Measurement procedure 

VoiceSauce (version 1.31 Shue et al., 2011) 
was used to take measurements from la
belled segments. Default settings were ap
plied: 0.96 pre-emphasis, 25 ms window 
length, measurements at 1 ms frame shift. 
The lower F0 range was adjusted to 40Hz to 

capture potential intermittent low frequency 
creak components. The maximum measure

able F0 limit was set to 300Hz. To prevent 
formants from boosting nearby harmonic 
amplitudes, the formant-corrected harmonic 
amplitude measurements (Iseli et al., 2007) 
implemented in VoiceSauce were obtained 
and marked by an asterisk (e.g. H1*–H2*). All 
measurements were averaged across each 
labelled sonorant. Thus, there were 680–1149 
averaged measurements per speaker. 

4.2.2 Hypotheses 

Table 2 summarises the acoustic measure

ments taken. We predicted the voices rated as 
dominantly breathy to show steeper spectral 
slope and lower additive noise. Furthermore, 
we predicted H1*–H2* to be most useful, 
as it is a rough indicator of open quotient 
(Stevens & Hanson, 1995). 

4.2.3 Data analysis 

We generated boxplots for each acoustic 
parameter using RStudio (Version 1.1.473, 
RStudio Team, 2016), and we used the lme4 
package (Bates et al., 2011) to perform linear 
mixed effects analyses on the relationship 
between perceptual ratings and acoustic 
parameters taken from all sonorants. VQ 
classification (breathy/non-breathy) was 
entered into each model as a fixed factor. 
Speaker-specific variation was accounted for 
by including by−speaker random slopes. The 
alpha level was set at 𝑝 < 0.05. 

Table 2 Predicted effects for spectral slope and additive noise measurements in breathy voice. 
Measure Parameter Predicted Effect Prev. Studies 

H1*–H2* Klatt & Klatt (1990) 
H2*–H4* Garellek et al. (2013); Kreiman et al. (2011) 
H4*–H2K* Kreiman et al. (2011) Spectral slope 

H1*–An* 

non-breathy < breathy 

Garellek & Keating (2011); Wayland & Jongman (2003) 
CPP Hillenbrand et al. (1994) 

Additive noise 
HNR non-breathy > breathy 

Garellek (2012) 
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5 Results 

Figure 1 illustrates the results from the acous
tic analysis of all sonorants. Overall, clear dif
ferences can be seen between the speakers 
rated to be dominantly breathy (in grey) and 
those rated to be non-breathy (in white). In
deed, the distributions for each speaker re
veal very little overlap between breathy and 
non-breathy VQ for H1*–H2*, H1*–A1* and, 
in particular, CPP. 
Table 3 shows the results from the linear 

mixed effects modelling for all sonorants 
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Figure 1 Boxplots for acoustic parameters revealing 
the clearest differences comparing breathy with non- 
breathy voices (H1*–H2*, H1*–A1*, CPP). 

for each acoustic parameter. Confirming the 
impressions gained from Figure 1, signif
icant differences were found in H1*–H2* 
(p<0.05), H1*–A1* (p<0.05) and CPP (p<0.01). 
Results close to significance were obtained 
for HNR05 (p=0.097) and HNR15 (p=0.077). 
The other measures did not show signifi
cant differences between breathy and non- 
breathy ratings based on all sonorants. 

Table 3 Estimate, standard error estimates (SE), 
t statistics, Satterthwaite approximated degrees 
of freedom (df) and predicting VQ classification 
(Pr(>|t|)) for each model (acoustic parameter). All 
models included by − speaker random slopes. 

Model Estimate SE t df Pr(>|t|) 
H1*–H2* 
(Intercept) 9.20 1.47 7.27 4.00 0.003 
non-breathy –8.51 2.84 –3.00 3.50 0.047* 
H2*–H4* 
(Intercept) 8.44 1.27 7.73 4.00 0.003 
non-breathy –0.01 1.72 –0.01 5.94 0.994 
H4*–H2K* 
(Intercept) 5.27 0.97 5.42 3.98 0.007 
non-breathy –1.17 2.10 –0.55 3.11 0.719 
H1*–A1* 
(Intercept) 28.78 1.70 17.92 4.00 0.000 
non-breathy –11.15 3.21 –3.47 3.35 0.034* 
H1*–A2* 
(Intercept) 31.70 1.40 22.73 4.00 0.000 
non-breathy –12.04 4.75 –2.53 2.39 0.107 
H1*–A3* 
(Intercept) 25.19 1.34 18.82 4.01 0.000 
non-breathy –9.73 5.13 –1.89 2.30 0.182 
HNR05 
(Intercept) 8.03 2.47 3.25 4.00 0.031 
non-breathy 9.73 4.44 2.19 3.81 0.097 
HNR15 
(Intercept) 17.73 1.94 9.13 4.00 0.001 
non-breathy 7.57 2.93 2.24 4.88 0.077 
HNR25 
(Intercept) 21.94 1.70 12.93 4.00 0.000 
non-breathy 5.28 3.01 1.75 3.88 0.157 
CPP 
(Intercept) 17.78 0.41 43.27 4.00 0.000 
non-breathy 4.19 0.79 5.31 3.52 0.009** 
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6 Discussion 

The present study confirms the capability of 
two low frequency spectral slope parameters 
(H1*–H2*, H1*–A1*) and one additive noise 
parameter (CPP) to distinguish auditory- 
impressionistic judgements of dominantly 
breathy voices from non-breathy voices. 
These results are in line with previous stud
ies (Alpan et al., 2009; Garellek et al., 2013; 
Garellek & Keating, 2011; Hillenbrand et al., 
1994; Keating et al., 2011; Wayland & Jong
man, 2003), but extended the findings from 
elicited speech to spontaneous speech sam

ples. Mid-to-high frequency spectral slope pa
rameters have previously been found to sup
port the perception of breathiness (H2*–H4*: 
Garellek et al., 2013; Kreiman et al., 2011, 
H4*–H2K*: Kreiman et al. 2011, H1*–A2*: 
Garellek & Keating 2011 and H1*–A3*: Way

land & Jongman 2003). This was not the case 
here. 
Given the more complex nature of spon

taneous speech and the weaker intensity 
of sonorant consonants the results of the 
present study are promising. 

7 Conclusion and future work 

Our results indicate that the perception of 
breathy VQ in spontaneous speech is cap
tured mainly in a steep spectral slope of low 
frequency ranges (H1*–H2*, H1*–A1*) and 
in a low cepstral peak prominence (CPP). 
This outcome lays open the potential to for
mally adopt the combined auditory-acoustic 
approach for the assessment of VQ when 
breathiness is involved. 
The auditory-perceptual approach is still 

the ‘gold standard’ in VQ analysis (San Se
gundo et al., 2018), which we do not want to 
challenge. However, our results demonstrate 

that there is potential for perceptual analysis 
to be corroborated by acoustic measure

ments. This would most likely have a positive 
effect on within-rater and between-rater 
consistency. Including sonorant consonants 
increases the practicability of this analysis in 
the forensic setting as speech samples are 
often short. 
It remains to be examined how the mea

surements investigated here perform in 
recordings of poorer quality. Work in progress 
will test the effect of a mobile-landline tele
phone filter on acoustic measurements to 
assess the robustness under forensically 
realistic conditions. 

Acknowledgements 

We thank our two additional expert listeners 
Richard Rhodes and Jessica Wormald. Further 
thanks go to Amanda Cardoso and Már

ton Sóskuthy for assistance with statistical 
analysis. 

References 

Alpan, A., Schoentgen, J., Maryn, Y., Grenez, F., 
Murphy, P. (2009). Cepstral analysis of vocal 
dysperiodicities in disordered connected 
speech. Proc. 10th Interspeech Brighton, 
959–972. 

Audacity Team (2017). Audacity (R): Free Au
dio Editor and Recorder [Computer applica
tion]. Ver- sion 2.1.2. released 25/11/2017. 
URL: http://www.audacityteam.org 

Bates, D., Maechler, M., Bolker, B. (2011). lme4. 
R package version 0.999375-38. 

Beck, J. M. (2005). Perceptual analysis of voice 
quality: the place of vocal profile analysis. 
In: Hardcastle, W. J., Mackenzie Beck, J. (eds) 

53 

http://www.audacityteam.org


A figure of speech. A festschrift for John Laver, 
285–322. New York: Routledge. 

Boersma, P., Weenink, D. (2017). Praat [com

puter program]. Version 7.0.22 (released 
15/11/2017) URL: http://www.praat.org/ 

Byrne, C., Foulkes, P. (2004). The ‘mobile 
phone effect’ on vowel formants. Interna
tional Journal of Speech Language and the 
Law 11.1, 83–102. 

de Krom, G. (1993). A cepstrum-based tech
nique for determining a harmonics-to- 
noise ratio in speech signals. J. Speech 
Lang. Hear. Res. 36.2, 254–266. 

Fraile, R., Godino-Llorente, J. I. (2014). Cepstral 
peak prominence: A comprehensive analy
sis. Biomedical Signal Processing and Con
trol 14, 42–54. 

Garellek, M., Keating, P. (2011). The acous
tic consequences of phonation and tone 
interactions in Jalapa Mazatec. JIPA 41.2, 
185–205. 

Garellek, M., Keating, P., Esposito, C. M., 
Kreiman, J. (2013). Voice quality and tone 
identification in White Hmong. Journal of 
the Acoustical Society of America 133, 
1078–1089. 

Garellek, M. (2012). The timing and sequenc
ing of coarticulated non-modal phonation 
in English and White Hmong. Journal of 
Phonetics 31, 152–161. 

Gerratt, B., Kreiman, J., Antonanzas-Barroso, 
N., Berke, G. S. (1993). Comparing inter
nal and external standards in voice quality 
judgments. J. Speech Lang. Hear. Res. 36, 
14–20. 

Gold, E., French, P. (2011). International prac
tices in forensic speaker comparison. Inter
national Journal of Speech, Language and 
the Law 18.2, 293–307. 

Gold, E., Ross, S., Earnshaw, K. (2018). The 
‘West Yorkshire Regional English Database’: 
Investigations into the generalizability of 
reference populations for forensic speaker 

comparison casework. Proc. 19th Inter
speech Hyderabad, 2748–2752. 

Haddican, W., Foulkes, P. (2017). A compar

ative study of language change in North
ern Englishes. [Data Collection]. Colchester, 
Essex: ESRC. URL: http://reshare.ukdataser
vice.ac.uk/851013/ 

Hillenbrand, J., Cleveland, R. A., Erickson, R. 
L. (1994). Acoustic correlates of breathy 
voice quality. J. Speech Lang. Hear. Res. 37, 
769–778. 

Iseli, M., Shue, Y.-L., Alwan, A. (2007). Age, sex, 
and vowel dependencies of acoustic mea

sures related to the voice source. Journal 
of the Acoustical Society of America 121.4, 
2283–2295. 

Keating, P., Esposito, C., Garellek, M., Khan, S., 
Kuang, J. (2011). Phonation contrasts across 
languages. Proc. 17th ICPhS Hong Kong, 
1046–1049. 

Kirchhübel, C. (2013). The acoustic and 
temporal characteristics of deceptive 
speech, Doctoral dissertation, University of 
York. 

Klatt, D. H., Klatt, L. C. (1990). Analysis, syn
thesis, and perception of voice quality varia
tions among female and male talkers. Jour
nal of the Acoustical Society of America 87, 
820–857. 

Kreiman, J., Vanlancker-Sidtis, D. Gerratt, B. 
R. (2005). Perception of voice quality. In: 
Pisoni, D. B., Remez, R. E. (eds.) Handbook of 
speech perception, 338–362. Oxford: Black
well. 

Kreiman, J., Garellek, M., Esposito, C. M. 
(2011). Perceptual importance of the voice 
source spectrum from H2 to 2 kHz. Journal 
of the Acoustical Society of America 130, 
2570. 

Köster, O., Köster, J. P. (2004). The auditory- 
perceptual evaluation of voice quality in 
forensic speaker recognition. The Phoneti
cian 89, 9–37. 

54 

http://www.praat.org/
http://reshare.ukdataservice.ac.uk/851013/
http://reshare.ukdataservice.ac.uk/851013/


Laver, J., Wirz, S., Mackenzie, J., Hiller, S. (1981). 
A perceptual protocol for the analysis of vo
cal profiles. Edinburgh University Depart
ment of Linguistics Work in Progress 13, 
139–155. 

Laver, J. (1980). The phonetic description of 
voice quality. Cambridge: Cambridge Uni
versity Press. 

Llamas, C., Watt, D., French, J. P. 2016–19. The 
use and utility of localised speech forms 
in determining identity: forensic and socio
phonetic perspectives. ESRC ES/M010883/1 

Nolan, F., McDougall, K., de Jong, G., Hud
son, T. (2009). The DyViS database: style- 
controlled recordings of 100 homogeneous 
speakers for forensic phonetic research. In
ternational Journal of Speech, Language 
and the Law 16.1, 31–58. 

RStudio Team (2016). RStudio: Integrated de
velopment for R. RStudio, Inc., Boston, MA 
URL: http://www.rstudio.com/ 

San Segundo, E., Foulkes, P. French, P., Har
rison, P., Hughes, V., Kavanagh, C. (2018). 

The use of the vocal profile analysis for 
speaker characterization: Methodological 
proposals. JIPA [online]. 

Shue, Y.-L., Keating , P., Vicenik, C., Yu, 
K. (2011). VoiceSauce: A program for voice 
analysis. Proc. 18th ICPhS Hong Kong, 
1846–1849. 

Stevens, K. N., Hanson, H. M. (1995). Classi
fication of glottal vibration from acoustic 
measurements. In: Fujimura, O., Hirano, M. 
(eds.) Vocal fold physiology: Voice quality con
trol, 148–180. San Diego: Singular. 

Wayland, R., Jongman, A. (2003). Acoustic cor
relates of breathy and clear vowels: the 
case of Khmer. Journal of Phonetics 31.2, 
181–201. 

Wormald, J. (2016). Regional variation in Pan
jabi-English, Doctoral dissertation, Univer
sity of York. 

Zraick, R. I., Wendel, K., Smith-Olinde, L. 
(2005). The effect of speaking task on per
ceptual judgment of the severity of dyspho
nic voice. Journal of Voice 19.4, 574–581. 

55 

http://www.rstudio.com/


Research Degree Thesis Statement of 

Authorship 

University of York 

York Graduate Research School 

Candidate name Katharina Klug 

Department Language and Linguistic Science 

Thesis title Assessing a speaker’s voice quality for forensic 
purposes – Using the example of creaky voice and 
breathy voice 

Title of the work (paper/chapter) Assessing the suitability of f0 estimators with 
respect to recording condition and voice quality 

Published 

Accepted for publication 

Submitted for publication 

Publication status 

Unpublished and unsubmitted x 

Citation details (if applicable) 

Description of the candidate’s 
contribution to the work 

Conceptualisation 
Data curation 
Formal analysis (supporting) 
Investigation 
Methodology (equal) 
Writing – original draft 

Percentage contribution of the 
candidate to the work 

90% 

Signature of the candidate 

Date (DD/MM/YY) 26/02/24 

56 



Co − author contributions* 
By signing this Statement of Authorship, each co − author agrees that: 
(i) the candidate has accurately represented their contribution to the work; 
(ii) if required, permission is granted for the candidate to include the work in 

their thesis (note that this is separate from copyright considerations). 

Name of co − author Markus Niermann 

Contact details of co − 
author 

Forensic Science Institute, Bundeskriminalamt, Wies

baden, Germany 
markus.niermann@bka.bund.de 

Description of the co − 
author’s contribution to 
the work** 

Formal analysis (lead) 
Methodology (equal) 
Software 
Writing – review and editing 

Percentage contribution of 
the co−author to the work 

10% 

Signature of the co−author 

Date (DD/MM/YY) 26/02/2024 

Copy and paste additional co − author panels as needed. 
* Note that where a paper has multiple authors, the statement of authorship can 

focus on the key contributing/corresponding authors. 
** The description of the candidate and co− authors contribution to the work may 

be framed in a manner appropriate to the area of research but should always 
include reference to key elements (e.g. for laboratory-based research this might 
include formulation of ideas, design of methodology, experimental work, data 
analysis and presentation, writing). Candidates and co−authors may find it help
ful to consider the CRediT (Contributor Roles Taxonomy) approach to recognising 
individual author contributions. 

57 

https://www.elsevier.com/authors/policies-and-guidelines/credit-author-statement


Assessing the suitability of f0 estimators with 

respect to recording condition and voice quality 

Katharina Klug1, and Markus Niermann2 

1Department of Language and Linguistic Science, University of York, UK 
2Forensic Science Institute, Bundeskriminalamt, Wiesbaden, Germany 

Abstract: This exploratory study aims to test the suitability of fundamental frequency (f0) 
estimators with respect to recording condition and voice quality, which are hypothesised to 
negatively affect the validity of f0 measurements. In voice studies, f0 estimators are often 
blindly trusted because the extraction methods are difficult to understand. Valid f0 mea

surements are required to obtain valid spectral tilt measurements, because voice analysis 
programs as VoiceSauce (Vicenik et al., 2023) locate harmonics based on f0. Controlled pro
ductions of sustained cardinal vowels phonated in modal voice, breathy voice, and creaky 
voice are used to assess the validity of six f0 estimators: Praat Autocorrelation, Praat Cross- 
Correlation, REAPER, Snack, Subharmonic-to-harmonic ratio and STRAIGHT. The f0 estima

tors are tested under two recording conditions (studio, mobile phone). The results allow an 
informed choice of f0 estimators for future voice studies. 

Keywords: f0 estimators, fundamental frequency, pitch, recording condition, voice quality 

1 Introduction 

The acoustic assessment of voices is be
coming increasingly important in various 
disciplines dealing with speech in general 
and voice in particular. Signal processing, 
speech and language pathology, language 
acquisition, automatic speech and speaker 
recognition and forensic speech science are 
examples of disciplines that would benefit 
from a better understanding of the factors 
that influence voice acoustics. One of the 
crucial factors is the performance of f0 esti
mators, which often form the basis for further 
analysis steps. VoiceSauce, for example, is a 
voice analysis program (Shue, 2010) that 
performs automatic voice measurements. 
The f0 values estimated here are used to 
determine the location of the harmonics by 
looking for the highest amplitude within 10% 
of the estimated multiples of f0. Invalid f0 

measurements therefore lead to the selec
tion of spectral peaks that are not the actual 
harmonics, which in turn results in incorrect 
assumptions regarding the signal’s spectral 
tilt (Shue et al., 2011, p.1846). 
Most f0 estimators are expected to pro

vide valid f0 values for modal voice samples 
from studio recordings. However, we hy
pothesise that voice qualities deviating from 
neutral phonation as well as degraded audio 
recording conditions cause problems. Voice 
qualities that deviate from modal voice are 
characterised by “confounding variables” that 
can affect the performance of f0 estimators. 
Breathy voice samples are characterised by 
high frequency noise and low-amplitude har
monics reflected in a low harmonic-to-noise 
ratio Wayland et al. (henceforth HNR 1997). 
Creaky voice (hereon CV) has a multifaceted 
nature (see, e.g., Keating et al., 2023a; Klug 
et al., in Press) that can cause various prob
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lems in f0 estimation. Klug et al. (in Press) 
distinguish between CV modes which are 
caused by amplitude damping effects (clean, 
harsh, and breathy CV), and aperiodic creak 
which is caused by aperiodicity of the glottal 
pulses. While aperiodicity is a challenge for 
f0 estimation in aperiodic creak, additional 
features of the amplitude damped CV modes 
can cause problems, e.g., multiple pulses in 
harsh CV or high-frequency noise (and thus 
low HNR) in breathy CV. 
In contrast to studio recordings, the quality 

of a mobile phone filtered recording is de
graded in several respects. The transmitted 
frequency range is band-pass limited, i.e., 
spectral components below and above this 
range are so weak that they are no longer 
detectable and components near the band
pass cut-off frequencies are attenuated. In 
addition, the codec has an influence on the 
speech signal. Speech codecs compress the 
digitized speech signal for a transmission 
at a lower data rate, often accepting quality 
degradations. Other factors such as indoor 
locations, tall buildings nearby or a moving 
signal, e.g., when a call is made from a moving 
car, further degrade the signal. The specific 
frequency range that is transmitted varies de
pending on mobile device, network provider 
and operating mode, which is determined 
by the channel conditions such as the num

ber of simultaneous users. Codecs constantly 
switch between these operating modes which 
differ with respect to signal compression and 
transmitted frequency range (Cox et al., 2009, 
p.106). Using the example of the GSM-AMR 
narrowband codec, a long-established codec 
in the mobile network, the lower frequency 
limit for all modes is 100Hz, while the upper 
frequency limit varies between the modes 
and ranges between 2.8kHz and 3.6kHz 
(Guillemin & Watson, 2008, p.201). All codecs 
either correct speech frames that have been 

damaged or lost during transmission or re
place them by repetitions or extrapolations 
of previous speech frames (ibid.). 

2 F0 estimators 

F0 estimators may operate in different do
mains. The f0 estimators of interest in the 
current study perform either in the time do
main, in the frequency domain, or in both 
domains (see Table 1). In the following, the 
operating principles of the f0 estimators are 
presented in a highly condensed and sim

plified way to derive hypotheses about their 
performance with respect to voice quality 
and recording condition. To facilitate read
ability, the names of the f0 estimators are 
abbreviated throughout the paper. Abbrevia
tions are based on those used in VoiceSauce: 
PRAAT Autocorrelation – pF0ac, PRAAT Cross- 
Correlation – pF0cc, REAPER – rF0, Snack – 
sF0, Subharmonic-to-Harmonic-Ratio – shrF0, 
and STRAIGHT – strF0. 

Table 1 Overview of f0 estimators tested, sorted by 
working domain. 
Domain F0 estimators 
Time pF0ac pF0cc rF0 sF0 
Frequency shrF0 
Time-frequency strF0 

2.1 pF0ac 

pF0ac – Praat Autocorrelation – estimates 
the local f0 and evaluates the local harmonic 
strength to determine the harmonic-to-noise 
ratio as an indicator of the degree of peri
odicity (Boersma, 1993, p.98). It is a subtype 
of cross-correlation, as the windowed signal 
is cross-correlated with itself at various time 
lags. Since the correlation is greatest when 
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the time lag is ‘0’, i.e., when the signal is 
correlated with the exact copy of itself, the 
lag with the next largest correlation peak is 
considered the f0. 
To prevent the autocorrelation from de

clining, the autocorrelation function of the 
windowed signal is divided by the autocorre
lation function of the window (ibid., 100). This 
processing step prevents octave jump errors. 
pF0ac spans the analysis window over three 
periods. The length of these three periods is 
determined by the pitch floor specified. 
During post-processing, the global path 

finder searches for the global best path 
through the f0 candidates in each analy
sis frame. The path with the lowest cost of 
voiced/unvoiced decisions and octave jumps 
is preferred. pF0ac is the default method 
for pitch analysis in Praat (Boersma and 
Weenink, 1992–2023b). 

2.2 pF0cc 

The pF0cc – Praat Cross-Correlation – de
termines acoustic periodicity by forward 
cross-correlation (Boersma and Weenink, 
1992–2023b). The cc function implemented 
in Praat basically corresponds to the RAPT 
algorithm, here sF0 (see explanation below, 
Boersma, 2020). pF0cc has a better temporal 
resolution than pF0ac as the analysis window 
spans only one actual period. It is imple

mented in Praat mainly for experimental 
purposes or for particularly short time win
dows (Boersma and Weenink, 1992–2023b). 
However, surprisingly, it is implemented as 
default method within VoiceSauce when 
picking the Praat f0 estimator. 

2.3 rF0 

The Robust Epoch And Pitch EstimatoR 
– REAPER – was developed by Talkin (2015) as 
a speech processing system. Epochs are time 
instants that indicate zero crossing points in 
the waveform which are assumed to repre
sent glottal closure (Murty & Yegnanarayana, 
2008, p.1602). The underlying EpochTracker 
detects the glottal closure instants (GCI), 
from which f0 is derived. This procedure 
roughly resembles the manual approach for 
determining f0. 
After applying a high-pass filter to remove 

direct current (DC) bias and low-frequency 
noise, various features are extracted, e.g., 
graded GCI candidates. The GCI candidates 
are scored with respect to the preceding 
and following pulses and transformed into 
transition costs between successive periods 
in the signal. Finally, the best path of the 
GCI candidates is sought by starting at the 
end of the signal and tracing the path back 
through the signal. The period candidates 
with the lowest cost are considered the best. 
The output consists of f0 estimates and the 
estimated GCI location. 
Epochs are also used by the SoE algorithm 

(strength of excitation) in VoiceSauce, which 
indicates the “relative amplitude of impulse- 
like excitation in each pitch pulse” (Keating 
et al., 2023b). Although both algorithms 
define epochs in the same way, they use 
different approaches to determine them. rF0 
performs an adaptive LPC analysis to sub
tract the vocal tract from the signal and uses 
backtracking to find the optimal epoch track. 
Thus, each epoch largely depends on its pre
decessors and successors The SoE algorithm, 
on the other hand, uses a rigid filter function 
to derive to zero crossing points and is less 
dependent on adjacent zero crossing points. 
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2.4 sF0 

sF0 – Snack – applies the RAPT algorithm 
which is released in the ESPS package (En
tropic Speech Processing System) of the Snack 
library. It was developed by Talkin (1995). 
sF0 operates a normalised cross-correla

tion function (NCCF) in two passes, using two 
differently sampled versions of the speech 
signal: (1) the version with the original sam

pling rate and (2) a version with a significantly 
reduced sampling rate. The reduced version 
(2) is used for the NCCF of the first pass to 
roughly search for locations of local max

ima. The second pass uses the version with 
the original sampling rate (1) and performs 
the NCCF only in the vicinity of the already 
found local maxima to determine frequency 
and amplitude estimates (ibid., 508). In the 
process, f0 candidates are assigned to each 
frame or alternatively are hypothesised to be 
voiceless. Based on transition cost, octave- 
jump cost, and voicing-state transition costs, 
the best possible f0 path is determined. 

2.5 shrF0 

The shrF0 estimator – Subharmonic-to-Har

monic-Ratio – was developed by Sun (2000, 
2002) with the aim of handling voices with 
alternating pulse cycles, i.e., amplitude and 
frequency modulations. Two basic require
ments shaped the development: (1) the f0 
estimator should reflect human perception, 
and (2) the magnitude of the subharmonics 
relative to the harmonics determines the 
degree of cycle alternation. 
According to (Sun, 2002, p.135f.), shrF0 is 

less prone to pitch doubling and pitch halving 
errors. It is the only f0 estimator tested in the 
current study that operates in the frequency 
domain based on spectrum compression. 

This involves transforming the linear fre
quency scale into a logarithmic frequency 
scale and interpolating the results. To obtain 
the sum of the subharmonic amplitude (SS) 
and the sum of the harmonic amplitude (SH), 
the spectrum is shifted on the logarithmic 
frequency abscissa at even orders for SH and 
respectively at odd orders for SS and added 
together. This process resembles spectral 
compression. The position of the global max

imum and the next local maximum, i.e., SH 
and SS, are located. The relative magnitude 
of the two maxima determines which one is 
considered f0. Dividing these two summation 
values yields the subharmonic-to-harmonic- 
ratio (henceforth SHR). 
Sun & Xu (2002) found pitch perception 

to correlate with SHR. If SHR is below the 
threshold value of 0.2, subharmonics have 
no influence on perception. With a SHR value 
above 0.4, the subharmonics are perceived as 
f0. The range between 0.2 and 0.4 seems to 
be perceptually ambiguous (ibid., p. 333). Ac
cordingly, the shrF0 estimator uses a default 
threshold value of 0.4. Subharmonics exceed
ing this threshold value are considered F0 
candidates. 
Due to interpolation and harmonic sum

mation, the method produces higher fine 
error rates, i.e., errors below 20% (Sun, 2000, 
p.678). 

2.6 strF0 

strF0 – STRAIGHT – examines f0 detection 
in the two domains, time and frequency, 
and thus takes another perspective on sig
nal periodicity. In VoiceSauce (Vicenik et al., 
2023), the XSX version from the VOCODER 
package TANDEM-STRAIGHT is implemented. 
STRAIGHT is a speech synthesis tool and 
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was originally developed for perception- 
oriented speech research (Kawahara et al., 
2012, p.387). TANDEM-STRAIGHT is the latest 
version. 
Essentially, the f0 algorithm splits a sound 

into source and filter information and is 
therefore called eXcitation Structure eXtractor 
(XSX) (Fujimura et al., 2009, p.136). In this 
process, a temporally stable power spectrum 
(TANDEM spectrum) is divided by its corre
sponding spectral envelope (STRAIGHT spec
trum). What remains is a power spectrum 
that only contains periodicity information, 
the fluctuation spectrum (Kawahara et al., 
2008, p.3934). The f0 candidates generated 
in this way are evaluated by a set of period
icity detectors distributed over the specified 
frequency range. The periodicity detectors 
estimate the salience of each f0 candidate. 
Thus, multiple, coexisting quasi-periodic fre
quency candidates and transitions between 
harmonics and subharmonics are gener
ated, which are considered to reflect pitch 
perception (Fujimura et al., 2009). 
(Kawahara et al., 2012, p.387) revealed 

that even fast temporal f0 variations can 
be extracted, as the fundamental period is 
updated at each glottal cycle. Since even sin
gle, repetitive events are captured (Fujimura 
et al., 2009, p.169), strF0 is found to reliably 
represent transient phenomena, e.g., on- and 
offset. strF0 does not make voiced/unvoiced 
decisions and therefore yields f0 candidates 
even for voiceless or aperiodic segments 
(Penney et al., 2020, p.3243). 

3 Data 

A corpus compiled by Hemmen (2014) was 
used to analyse the acoustics. The original 
corpus contained cardinal vowel produc
tions from five speakers producing four VQs: 

modal voice, breathy voice, creaky voice, and 
nasal voice (henceforth MV, BV, CV, NV). A 
subset of the corpus could only be used. The 
recordings of two male speakers contained 
clipping. These speakers were excluded be
cause clipping distorts the signal’s spectrum 
(Bie et al., 2015; Boersma & Weenink, 2023) 
and thus has an unpredictable effect on 
acoustic analysis. A further female speaker 
was eliminated as her creaky voiced sample 
was judged by the lead author (KK) to be not 
creaky but harsh. As nasal voice is a velopha
ryngeal rather than a laryngeal VQ feature, 
the results for nasal voice are not reported 
in this paper. This leaves one male and one 
female speaker producing primary and sec
ondary cardinal vowels (plus [ə]). Cardinal 
vowel 12 [ɶ] was not recorded in the original 
corpus. This left 16 sustained vowels, which 
were each repeated three times. The total 
48 token per speaker per VQ result in 144 
token per speaker, which leads to a total of 
576 tokens for two recording conditions and 
two speakers. 
The data was analysed in two recordings 

conditions: studio and mobile. The mobile 
condition is generated by transmitting the 
recordings through an actual GSM mobile 
network. This was done in two recording 
sessions (1st rec session male speaker, June 
2022/ 2nd rec session female speaker, Febru
ary 2023). Differences in the equipment used 
between the two recording sessions were 
small and are specified in brackets (1st/2nd 

recording session). The individual recordings 
per speaker in studio quality were concate
nated into one sound file. This enabled 
transmission within a single mobile phone 
call. The concatenated studio recording was 
replayed from a laptop using the audio soft
ware Sound Forge (version 9.0e/Sound Forge 
Pro version 11.0) via an audio interface (M- 
Audio M − Track Hub USB) connected via a 
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Figure 1 The effects of the codec (male speaker, modal voice, cardinal vowels 13(2)) 

cable to the input of a smartphone audio in
terface (Tascam iXZ) which was connected to 
the headset port of a mobile phone (Samsung 
Galaxy S8). A call was in progress between 
the mobile phone and a landline telephone 
(Audioline AUB 1) which was connected to a 
telephone balance unit (Prospect TC − 30). 
The output of the balance unit was routed 
via a mixer (Behringer Ultralink Pro) to in
crease the signal level before going to the 
input of an audio interface (M-Audio Delta 
66) in a desktop computer. The mobile phone 
transmitted speech was recorded on this 
computer using Sound Forge (version 9.0e). 
This approach allowed the speech signal to be 
transmitted through the mobile phone net
work instead of producing an acoustic copy 
through the loudspeaker, which degrades 
acoustic detail. The transmitted frequency 
range is approximately 100Hz to 3.6kHz, 
although the frequencies below 400Hz are 
highly attenuated. The impact of the codec 
is demonstrated in Figure 1 and Figure 2. 
Figure 1 displays differences in the waveform 
and the spectrogram between the studio 
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Figure 2 Comparing LTAS on a logarithmic scale of 
the studio (black) and the mobile recording condi
tion (red) (male speaker, modal voice, cardinal vowel 
13(2)) 

and the mobile recording condition. In the 
mobile condition, the waveform is strongly 
attenuated at some points and less periodic. 
The spectrogram shows indistinct spectral 
energies with scarcely prominent formants. 
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Figure 2 compares the long-term average 
spectra on a logarithmic scale of the studio 
recording (in black) with those of the mobile 
recording (in red). The lower frequency limit 
shows a gradual increase in amplitude, i.e., 
the channel is minimally stimulated around 
100Hz, but stays highly attenuated up to 
about 400Hz and slightly attenuated up to 
about 500Hz. The upper frequency limit ends 
quite abruptly around 3.6kHz. 
The two speakers differ in their production 

of creaky voice. The female speaker mainly 
produces aperiodic creak, which is charac
terised by aperiodically spaced glottal pulses. 
The male speaker, on the other hand, pro
duces periodic clean CV and periodic harsh 
CV. While clean CV is characterised by per
ceptually distinct glottal pulses only, harsh 
CV is characterised by perceptually distinct 
glottal pulses together with harshness gen
erated by amplitude modulations and/or 
subharmonics. 

4 Hypotheses 

Based on the f0 estimators’ operating princi
ples outlined in section two, the following hy
potheses are derived. 
pF0ac is described to be “accurate, noise- 

resistant and robust” (Boersma and Weenink, 
1992–2023b). Since the method is said to 
measure HNR reliably, pF0ac is expected to 
perform well on VQs with low HNR. Those are 
VQs where the noise component is high and 
the amplitude difference between harmonics 
and noise is low (De Krom, 1993). Breathy 
voice and modes of creaky voice are charac
terised by a low HNR. However, (Sukhostat & 
Imamverdiyev, 2015, p.411) report pF0ac (and 
pF0cc) to be less robust for speech signals 
characterised by low f0. Creaky voice often 
occurs in connection with low f0 (Dallaston & 

Docherty, 2019). Therefore, the performance 
of pF0ac for creaky voice samples is difficult 
to predict. 
Since pF0cc corresponds to the method 

of sF0, it is assumed that the two f0 esti
mators perform approximately the same. 
pF0cc was developed to detect frequency 
and amplitude modulations that are charac
teristic of harsh voice (not considered here) 
and certain modes of creaky voice. There
fore, pF0cc may be more reliable for creaky 
voice samples. However, as stated above, 
this hypothesis contradicts the findings from 
(Sukhostat & Imamverdiyev, 2015, p.411), 
that pF0cc is error-prone for low-frequency 
signals. Consequently, the performance of 
pF0cc on creaky voice samples is also highly 
questionable. 
REAPER is said to be particularly suitable 

for estimating f0 from creaky voiced signals. 
It is designed for application on studio-qual
ity recordings but is reported to be “fairly 
robust to recording quality” (Talkin, 2015). 
However, phase distortion negatively affects 
the performance of the EpochTracker. Phase 
distortions can be caused by non-specialised 
recording equipment and filter effects (Ó Cin
néide, 2012). Therefore, the mobile condition, 
which can result in phase distortions, can be 
challenging. 
sF0 is reported to be robust to f0 height 

and noise condition and is suitable for “pecu
liar voice[s] and recording conditions” (Talkin, 
1995, p.508). Therefore, sF0 is hypothesised 
to outperform other f0 estimators under 
mobile condition and when VQ differs from 
modal voice. 
Keelan et al. (2010) reported that pF0ac, 

pF0cc and sF0 perform worse on female 
voices than two other algorithms in their 
study not considered here (SWIPE and SHS). 
They show that pF0ac, pF0cc and sF0 produce 
more pitch halving errors for female speak
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ers. In the current study, pF0ac and pF0cc are 
therefore expected to produce more errors in 
female voices. Whether sF0 is prone to errors 
in female speakers is questionable, as (Talkin, 
1995, p.508) reports robustness for f0 height. 
The shrF0 estimator is also hypothesised 

to outperform other f0 estimators for voices 
characterised by amplitude and/or frequency 
modulations, i.e., for harsh creaky voice. The 
shrF0 is assumed to produce errors in speak
ers with SHR values between 0.2 and 0.4, 
as also perception is unambiguous within 
this range (Sun & Xu, 2002). Since the shrF0 
method contains interpolation and summa

tion processes, the performance of the f0 
estimator is hypothesised to be less precise. 
Therefore, we expect fewer octave errors for 
shrF0, but more small-scale errors. 
Fujimura et al. (2009) have shown that strF0 

accurately determines f0 in multiple-pulsed 
voices, which may also be characteristic for 
harsh creaky voice. Furthermore, strF0 is 
expected to provide more reliable results in 
syllable on- and offset due to its ability to 
capture fast temporal f0 variations. However, 
as strF0 is designed for high-quality input 
signals, the mobile condition is expected to 
cause problems. In addition, strF0 requires 
segment labelling, as it does not perform 
voicing decisions. Thus, breathy voices, char
acterised by too little voicing as well as ape
riodic creak will be prone to voicing decision 
errors. 
Table 2 summarises the hypotheses re

garding the performance of the f0 estimators 
examined in the current study. A plus sign 
‘+’ indicates that the f0 estimator is hypothe
sised to outperform other estimators for the 
independent variable indicated, e.g., VQ. In 
contrast, a minus sign ‘−’ predicts that the 
independent variable in question will chal
lenge the respective f0 estimator. A question 
mark ‘?’ indicates that there is conflicting 

Table 2 Summary of hypotheses regarding the 
performance of tested f0 estimators. (Abbreviations: 
BV–breathy voice, CV–creaky voice, Mob–mo

bile recording condition, f–female speaker, plus 
sign–good performance, minus sign–bad perfor
mance, question mark–unknown performance, 
brackets–performance of specific CV mode) 

Independent variables f0 estima
tors VQ Rec cond Speaker sex 
pF0ac +BV ?CV –f 
pF0cc ?CV –f 
rF0 +CV −Mob 
sF0 +BV +CV +Mob ?f 
shrF0 (+)CV 
strF0 –BV ?CV –Mob 

information about the f0 estimator’s perfor
mance, e.g., ‘+’ for low HNR voices but ‘−’ for 
low-frequency voices as in creaky voice for 
pF0ac. All signs in brackets () refer to a specific 
mode of creaky voice, i.e., harsh creaky voice 
(according to Klug et al., in Press). 
In addition to the strengths and weak

nesses of specific f0 estimators under de
graded recording conditions, also the po
tential impact of a missing fundamental 
frequency on f0 detection in general should 
be addressed. Figure 3 shows the effect of a 
highpass-filter in which f0 is missing on the 
time and frequency domain. The normative 
power spectrum (top) compares the power 
spectrum of the original signal (dashed red 
line) with the power spectrum of the high
pass-filtered signal (solid blue line). It can be 
seen that an absent fundamental frequency 
(here 100Hz) has a negligible effect on (1) 
the amplitude or (2) the frequency of higher 
harmonics. We therefore assume that state- 
of-the-art f0 estimators also operate reliably 
even in the limited frequency range of a 
mobile filtered recording. 
The centre image in Figure 3 shows the 

differences in the time domain. Although 
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Figure 3 Comparison of an original unfiltered signal, 
f0 = 100Hz (dashed red line) and a highpass-filtered 
signal, f0 missing (solid blue line), in the frequency 
domain (top), time domain (centre) and its autocor
relation function (bottom) 

the complex waveforms differ between the 
original and the highpass-filtered signal, the 
peaks occur every 10ms, indicating that the 
time domain is not affected by a missing 
fundamental frequency. This conclusion is 
supported by the autocorrelation function, 
depicted in the bottom image, which shows 
the second highest peak at a time lag of 
10ms for the highpass-filtered signal. Thus, 
the limited frequency range in a mobile fil
tered recording should also not affect the 
performance of f0 estimators operating in 
the time domain. 

5 Methodology 

5.1 Pre-processing 

Not all f0 estimators perform voicing deci
sions, e.g., strF0. Therefore, the vowels in the 

signal were segmented using Praat TextGrids 
(Boersma and Weenink, 1992–2023b) in order 
to base acoustic analysis on vowels only, A 
Praat script was used to delete the pauses 
between the vowels, leaving the cardinal 
vowels only. 
Segmentation was performed separately 

for both recording conditions, as the codec 
also affects the time signal, resulting in dif
ferent vowel lengths (see Figure 1). This 
approach also allows to test correlations be
tween the performance of f0 estimators and 
vowel characteristics (i.e., vowel height, vowel 
backness, lip rounding). 

5.2 Manual assessment of ground 

truth f0 

To assess the performance of the f0 estima

tors, the f0’s ground truth was determined 
manually using the vowel-only recordings in 
the two recording conditions (studio, mobile). 
To do so, a Praat pitch object was created 
per recording which generated f0 candidates 
and suggested an f0 path. The pitch object 
enables the user to manually correct the path 
by either choosing different candidates or 
devoice frames, i.e., measure points. The lead 
author (KK) went through each recording pe
riod-by-period, manually determining each 
period’s length to derive f0 (f=1/T). The f0 
path was manually corrected accordingly. If 
none of the suggested f0 candidates within 
the Praat pitch object corresponded to the 
manually measured period, the measure 
point was devoiced and thus removed from 
analysis. This left only reliable measurements 
for analysis. In the creaky voice samples of 
the two speakers, the f0 was rarely ever be
low 30Hz. Since the lower f0 limit for the f0 
estimators for the creaky voice samples was 
set at 30Hz, these sections were devoiced 
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to match the frequency range specified for 
the f0 estimators. The manually corrected 
f0 path was exported as list and imported 
in VoiceSauce using the manual data input 
option. Using the option resample to length, 
the manually determined measure points 
were interpolated with the data from the f0 
estimators. 
For two recordings it was difficult to de

termine the ground truth f0: the creaky 
voice sample for the female speaker and the 
breathy voice sample for the male speaker. 
The creaky voice sample was characterised by 
a high level of aperiodicity and thus included 
sections of highly variable period lengths 
with barely two periods of the same length. 
The breathy voice sample showed a tendency 
towards whispery voice which distinguishes 
from breathy voice by laryngeal constriction 
(Esling et al., 2019, p.58). In whispery voice, 
f0 estimators may confuse non-harmonic 
friction energy with harmonics (Laver et al., 
1982). Furthermore, the degree of voicing 
was at some points very low, resulting in sec
tions of rather breath, respectively whisper, 
which lacked a clear f0. As the two recordings 
suffered further from the mobile transmis

sion, two versions of ground truth f0s were 
produced for the mobile condition. Ground 
truth 1 (henceforth gt1) contained the results 
of a very precise pulse-by-pulse measure

ment strategy. It thus captured the aperiodic 
f0 values for the creaky voice sample of the fe
male speaker and the barely voiced sections 
in the breathy voiced sample of the male 
speaker. Ground truth 2 (henceforth gt2), in 
contrast, was generated according to percep
tion. If a stretch of speech was perceived as 
noisy or voiceless rather than voiced due to 
aperiodicity or the lack of voicing, the corre
sponding frames were devoiced. This led to 
substantially less f0 values in the gt2 which 
could be used for analysis. 

5.3 Acoustic analysis 

VoiceSauce (Shue, 2010) was used to con
duct the acoustic analysis. The software 
automatically outputs a wide range of voice 
measurements (e.g., f0, formants, spectral 
tilt measurements, CPP, additive noise mea

surements). VoiceSauce is increasingly used 
in voice analysis. It proved useful for the 
current analysis as it already includes four f0 
estimators, namely strF0, sF0, pF0, and shrF0, 
the latter two having been implemented 
after the first release (ibid.). The pF0 is im

plemented as cross-correlation, i.e., pF0cc. 
To also determine the performance of pF0ac, 
the source code was changed accordingly by 
changing vars.F0Praatmethod in line 48 from 
‘cc’ to ‘ac’ in the vs_Initialize.m file (Y. Shue, 
personal communication, Dec 17 2020). 
Additionally, rF0 (Talkin, 2015) was im

plemented as it is repeatedly reported to 
outperform f0 estimation on creaky voices 
(Doreen, 2017; Dallaston & Docherty, 2019; 
Szakay & Torgersen, 2019; Penney et al., 
2020)). 
F0 measurements were taken every 10ms. 

Within VoiceSauce most f0 estimators do 
not use a fixed window length but operate 
pitch synchronously. Only sF0 uses a fixed 
window size of 25ms. Pre-test showed that 
a wide frequency range that was set con
stant across all voice qualities (30–300Hz for 
the male speaker, 30–500Hz for the female 
speaker) led to higher error rates for most 
f0 estimators, especially for shrF0. rF0, in 
contrast, was not affected by a wider fre
quency range. Specific frequency ranges per 
speaker and VQ were evaluated to reduce 
the number of f0 detection errors. The two- 
pass detection process (De Looze & Hirst, 2008; 
Hirst & de Looze, 2021) was used to find 
the most suitable frequency range. In the 
first pass Praat’s recommended range for a 
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Table 3 Specified f0 ranged per speaker and VQ 
based on the two-pass detection process (De Looze & 
Hirst, 2008) 
VQ Male ( Hz) Female ( Hz) 
Breathy voice 80–200 130–300 
Modal voice 80–200 160–370 
Creaky voice 30–130 30–430 

male voice (75–300Hz), respectively a female 
voice (100–500Hz) was used (Boersma and 
Weenink, 1992–2023b) to detect the speakers’ 
broad f0 range. For creaky voice the lower 
frequency range was adjusted to 30Hz to en
able the detection of very low-pitched creaky 
sections, which may be as low as 38.1/43.3Hz 
(Keating & Kuo 2012, studying male/female 
American English speakers). From the result
ing f0 range the first and the third quartile 
values (25% and 75%) were multiplied by a 
coefficient, i.e., 0.75 and 1.5. The results ob
tained yielded the defined frequency range 
that was used in the second pass to generate 
the final f0 estimates. Table 3 lists the spec
ified f0 ranges per speaker and VQ. All data 
points were used for analysis, resulting in 
2403–4060 measure points per VQ condition. 

5.4 Statistical analysis 

All data points for which the ground truth 
data and/or the f0 estimator data returned 
the value ‘0’ and were thus rated to be voice
less are excluded from the analysis. The 
performance of each f0 estimator was com

pared to the f0 ground truth (gt1). This allows 
us to evaluate the performance of each f0 es
timator. These comparisons were made with 
respect to the following independent vari
ables: voice quality and recording condition. As 
only one male and one female speaker were 
analysed, limited conclusions on speaker 

sex could be drawn. The same applies to 
vowel characteristics, i.e., vowel height, vowel 
backness, and lip rounding, given the small 
sample size. 
Two error measures were used, indicating 

the difference between the ground truth f0 
and the specific f0 estimator in Hz. The Mean 
Error Absolute (henceforth MEA) is defined as 

MEA = 1
𝐾

𝐾−1 
∑ 
𝑘=0

∣ ̂𝑓 (𝑘) − 𝑓𝑔𝑡 (𝑘)∣ ,

where ̂𝑓 (𝑘) denotes the f0 estimate at frame 
𝑘, 𝑓𝑔𝑡(𝑘) the ground truth at frame 𝑘, and 
𝐾 the total number of frames. It specifies 
the distance between these two frequencies 
without weighting the error. Thus, few large 
errors are not punished more than many 
small errors. We favoured this error measure 
over its weighted counterpart, the root mean 
square error, because we consider octave er
rors to be less serious than errors that are not 
harmonic-related. For voice qualities charac
terised by multiple pulses, such as harsh 
creaky voice, uncertainty in octave height 
even reflects perception as the amplitudes of 
𝑓0/2 and 𝑓0, or 𝑓0 and 2𝑓0 may be equally high 
in magnitude. To reflect this view, a new error 
measure is introduced by the second author 
(MN), which does ignore all errors related to 
octave: Octave-Corrected Mean Error Absolute 
(henceforth OMEA) 

OMEA = 1
𝐾

𝐾−1 
∑ 
𝑘=0

|𝑒 (𝑘)| ,

where 𝑒(𝑘) is defined as specified below, omit

ting 𝑘 for readability: 

𝑒 = min(∣ ̂𝑓 −
𝑓𝑔𝑡 
4 

∣ , ∣ ̂𝑓 −
𝑓𝑔𝑡 
3 

∣ , … 

… , ∣ ̂𝑓 − 3𝑓𝑔𝑡∣ , ∣ ̂𝑓 − 4𝑓𝑔𝑡∣) 
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As explained in section 4.3 the performance 
of the f0 estimators for two voice qualities in 
mobile condition are compared to two differ
ent ground truths (gt1, gt2), i.e., the creaky 
voice sample of the female speaker and the 
breathy voice sample of the male speaker. 

6 Results 

The Tables 4–7 summarise the most im

portant findings arranged by independent 
variables, shaded in dark grey. The most strik
ing results are shown in bold. For each tested 
(combination of) independent variable(s), 
the three best performing f0 estimators are 
listed. 
Table 4 summarises the differences in 

recording condition across both speakers 
and across all three VQs. In studio condition 
pF0cc, sF0 and pF0ac performed best, de
viating between 4.1 and 4.8Hz from the f0 
ground truth. The same f0 estimators outper
formed in the mobile condition deviating on 
average between 3.7 and 5.6Hz. Surprisingly, 
the best f0 estimator, pF0cc, produced a lower 
error rate in the mobile condition compared 
to the studio condition, although the studio 
condition was hypothesised to be less error- 
prone. 

Table 4 Best performing f0 estimators in studio and 
mobile recording condition (across the two speakers 
and all VQs). 
Recording 
condition Best f0 estimator f0 MEA (Hz) 

pF0cc 4.1 
sF0 4.5 Studio 

pF0ac 4.8 
pF0cc 3.7 
pF0ac 4.8 Mobile 
sF0 5.6 

By adding the independent variable speaker 
sex (see Table 5), it became clear that the f0 
estimators produced substantially higher 
errors for the female speaker (5.7-6.8/ 4.6- 
7.8Hz) than for the male speaker (1.2-1.8/ 
0.9-1.6Hz) in both recording conditions. 
Table 6 reveals the most valid f0 estimators 

in studio and mobile recording condition with 
respect to speaker sex and VQ. It shows that 
the female’s high MEA values across all VQs in 
Table 5 were due to the poor f0 performances 
of the creaky cardinal vowels. While the other 
VQs deviated from the ground truth f0 by 
a maximum of 1.6Hz, the best f0 estimator 
for CV, rF0, yielded a MEA of 6.3Hz in the 
studio and 4.2Hz in the mobile condition. 
The error rate of the second best f0 estimator 
pF0cc of the female’s CV sample was much 
higher in both recording conditions (26.1Hz/ 
19.9Hz). These high MEA values were prob
ably due to the specific mode in which the 
female speaker produced CV. While the male 
speaker used periodic clean CV and peri
odic harsh CV, according to the classification 
scheme proposed by Klug et al. (in Press), 
the female speaker produced aperiodic creak. 

Table 5 Best performing f0 estimators in studio and 
mobile recording condition with respect to speaker 
sex (across all VQs). 
Recording 
condition Speaker sex Best f0 

estimator(s) f0 MEA (Hz) 

sF0 1.2 
strF0 1.5 male 

pF0ac/pF0cc 1.8 
pF0cc 5.7 
pF0ac 6.7 

Studio 

female 
sF0 6.8 
sF0 0.9 

pF0ac 1.4 male 
pF0cc 1.6 
pF0cc 4.6 
pF0ac 6.4 

Mobile 

female 
sF0 7.8 
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Table 6 Best performing f0 estimator in studio and mobile recording condition with respect to speaker sex and 
VQ. 

Recording condition Studio Mobile 
Speaker sex VQ Best f0 estimator(s) f0 MEA (Hz) Best f0 estimator(s) f0 MEA (Hz) 

sF0 1.5 sF0 1.4 
pF0ac 1.8 pF0ac 2.8 BV 

strF0/pF0cc 2.0 pF0cc 4.1 
sF0 0.7 sF0 0.7 

pF0ac 0.8 pF0ac 0.8 MV 
strF0/pF0cc 0.9 pF0cc 0.9 

sF0 1.4 sF0 1.2 
strF0 1.6 pF0ac/pF0cc 1.6 

male 

CV 
rF0 2.2 rF0 3.0 
sF0 1.6 sF0 1.6 
strF0 2.0 pF0ac 3.1 BV 
pF0ac 2.2 pF0cc 3.5 

pF0ac/strF0 1.1 pF0ac 1.1 
pF0cc 1.2 pF0cc 1.2 MV 
shrF0 1.8 strF0 1.6 
rF0 6.3 rF0 4.2 

pF0cc 26.1 pF0cc 19.9 

female 

CV 
sF0 29.9 sF0 25.2 

As aperiodicity is characterised by extremely 
variable pulse lengths, the female CV sample 
was especially challenging for f0 estimation 
and thus produced considerably higher error 
rates. The fact that the MEA of rF0 in the 
mobile condition was lower compared to its 
MEA in the studio condition was somewhat 
surprising and cannot be explained. 
As hypothesised, MV produced the lowest 

error rates across the tested VQs for speaker 
sex and recording condition. The lowest MEA 
diverged from the ground truth by only 0.7Hz 
for the male speaker (sF0) and by 1.1Hz for 
the female speaker (pF0ac/strF0). With the 
exception of rF0, all tested f0 estimators 
performed well on MV in studio condition, 
producing MEA values of 2Hz maximum. 
The mobile recording condition did not 

pose problems for the best f0 estimators 
listed in Table 6 but yielded equally low or 
even slightly lower error rates. However, this 
did not apply to all f0 estimators tested. strF0 

produced considerably higher MEA values for 
all three VQs produced by the male speaker 
in the mobile condition than in the studio 
condition. For the high pitched VQs of the 
female speaker the error rate of strF0 was 
surprisingly low in the mobile condition, 
namely 1.6Hz in MV and 5.2Hz in BV. 
Overall, the best f0 estimator for the male 

speaker in both recording conditions was sF0. 
For the female speaker, the result was more 
divers, but seems to be driven by VQ rather 
than by the recording condition: pF0ac for MV, 
sF0 for BV, and rF0 for CV. 
Looking at the OMEA measure, which 

ignores octave jump errors, it becomes ap
parent that octave errors mainly occurred in 
the female’s CV samples of most f0 estima

tors tested, especially in shrF0 (see Table 7, 
also deducible from Figure 5). 
As expected, the performance of most f0 

estimators improved when evaluated against 
the ground truth 2 (gt2), which devoiced sec
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Table 7 Performance of f0 estimators for CV of the 
female speaker, performance under studio recording 
condition is compared to gt1 only, comparison un
der mobile recording condition is compared to gt1 
(shaded white) and to gt2 (shaded grey) 
Recording 
condition f0 estimators F0 MEA (Hz) F0 OMEA 

(Hz) 
pF0ac 34.4 3.9 
pF0cc 26.1 4.0 
rF0 6.3 2.8 
sF0 29.9 3.8 
shrF0 75.6 10.5 

Studio 

strF0 42.0 8.3 
33.3 3.4 

pF0ac 
14.2 1.3 
19.9 2.8 

pF0cc 
4.1 1.4 
4.2 2.5 

rF0 
2.9 1.9 
25.2 3.0 

sF0 
10.7 1.5 
92.2 9.9 

shrF0 
83.5 8.8 
59.0 8.5 

Mobile 

strF0 
63.9 8.5 

tions with apparently low degree of voicing 
in the male’s BV sample and the female’s CV 
sample in the mobile recording condition. 
This perception-based approach removed 
challenging frames from the analysis. Espe
cially for the CV sample of the female speaker 
the error rate lowered for five out of the six 
f0 estimators (see entries in Table 7 shaded 
in grey). 
No clear effect was found when assessing 

a correlation between the performance of 
f0 estimators and vowel characteristic, i.e. 
vowel height, vowel backness, and lip round
ing. The neutral vowel [ə] seems to cause 
the least challenge for f0 estimators for 
both speakers in both recording conditions. 
However, especially for this independent pa

rameter the sample size was way too little to 
allow for conclusion. 
Figure 4 and 5 illustrate the performances 

of all f0 estimators for the male speaker (Fig
ure 4) and the female speaker (Figure 5). The 
f0 estimators are arranged vertically, while 
the voice qualities (ordered by recording con
dition) are arranged horizontally. The error 
metric MEA is indicated above each plot. 
The thick blue line illustrates the f0 ground 
truth 1, while the thin red line represents the 
performance of each f0 estimator. Deviations 
from the f0 ground truth occur mostly as 
octave jump errors visible as large orange 
spikes. Smaller spikes indicate small-scale 
errors. 
Some errors only became apparent through 

the visualization, which were not detected on 
the basis of the error metrics alone. For ex
ample, strF0 produced striking errors for the 
CV samples of both speakers, but only in 
the mobile condition. The f0 estimator pre
dominantly outputs f0 values around 50Hz 
without much variation, while the ground 
truth was (1) higher and (2) more variable for 
both speakers. This applies even more to the 
female speaker than to the male speaker. We 
suspect that the electrical network frequency, 
which varies between 49.5 and 50.5Hz in the 
UK, was misinterpreted as f0, as it is very 
prominent in the mobile recording condition. 
Interestingly, none of the other f0 estimators 
tested showed similar tendency. Since the 
lower frequency limit for MV and for BV was 
considerably higher, i.e., 80/130/160Hz, the 
mains hum for these voice qualities could not 
be misinterpreted as f0. 
In addition, strF0 produced fewer errors 

in the mobile recording condition when the 
samples were generally high in pitch. More 
specifically, while the error metric for the 
female’s MV and BV samples in the mobile 
condition produced an MEA of 1.6Hz and 
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Figure 4 Performance of the individual f0 estimators for the male speaker across all cardinal vowels in both 
recording phone conditions. The thick blue line illustrates f0 ground truth 1, the thin red line shows the perfor
mance of each f0 estimator. The name of each f0 estimator and the error metric MEA are shown above each 
plot. 
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Figure 5 Performance of the individual f0 estimators for the FEMALE SPEAKER across all cardinal vowels in 
both recording phone conditions. The thick blue line illustrates f0 ground truth 1, the thin red line shows the 
performance of each f0 estimator. The name of each f0 estimator and the error metric MEA are shown above 
each plot. 
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5.2Hz respectively, the male’s MV and BV 
samples had much higher error rates, i.e., 
30.4/14.6Hz. However, for CV, which is pro
duced at a very low f0 by both speakers, 
the MEA was higher for the female speaker 
(59.0Hz) than for the male speaker (18.4Hz). 
From this we conclude that a low f0 in the 
mobile condition leads to difficulties with 
strF0. 

7 Discussion 

The current explorative study assessed the 
performance of six f0 estimators with re
spect to recording condition, voice quality, and 
speaker sex. Results suggest that for MV in 
the studio recording condition, almost all 
tested f0 estimators showed very low error 
rates, with the exception of rF0. However, 
when estimating f0 in samples containing 
BV or CV, caution is needed in the choice of 
the f0 estimator. In both recording condi
tions, the f0 of aperiodic CV samples were 
best determined using rF0. The f0 of BV was 
best captured in both recording condition 
using sF0. Generally, the mobile phone filter 
degraded the performance of most of the 
f0 estimators tested, but not of all, e.g., sF0 
for the male speaker. The shrF0 estimator 
produced very poor results when detecting 
the f0 of CV samples for the two speakers in 
the two recording conditions, although the 
speakers produced different modes of CV. We 
therefore do not recommend using shrF0 for 
f0 estimation of CV. rF0, on the other hand, 
should be avoided for the f0 determination 
of MV and BV. As the study only included two 
speakers, the conclusions about the impact 
of speakers’ sex are extremely vague and 
should be treated with caution. However, 
strF0 appeared to cope better with high- 

pitched voices than with low-pitched voices 
in the mobile recording condition. 
Harsh voice was not considered as VQ in the 

current study. Many f0 estimators, focused 
specifically on amplitude and frequency mod

ulations which may appear in voices, rated to 
be harsh. Future studies should expand the 
VQ dimensions and include harsh and whis
pery voice to assess the effects of laryngeal 
irregularities and laryngeal constriction on 
the performance of f0 estimators. 
Furthermore, the sample size should be 

considerably increased, to expand the ex
plorative nature of the current study and to 
confirm results. 
By using controlled speech in the form 

of cardinal vowel productions which were 
recorded in studio quality and transmitted 
in the same manner, the study provided an 
important baseline for establishing causality 
between the performance of the f0 estima

tors and the independent variables tested. In 
this way, factors causing noise such as diver
sity of speech sounds, recording device and 
transmission mode could be controlled. The 
results obtained provide an essential starting 
point for further exploring the performance 
of f0 estimators under conditions reflecting 
forensic casework. 
As previously shown by Keelan et al. (2010), 

specifying the frequency range for each 
recording substantially improved the perfor
mance of all tested f0 estimators. Pre-tests 
showed that a constant large frequency range 
(male speaker: 30–300Hz, female speaker: 
30–500Hz) led to substantially larger error 
rates, especially for the mobile condition. 
BV was affected the most. Here, the best 
f0 estimator for the male speaker, pF0cc, 
yielded an MEA of 11Hz, while the same f0 
estimator based on the specified frequency 
range deviated only 4.1Hz from the ground 
truth f0. 
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Given the very low upper frequency limit 
transmitted in our samples which were mo

bile phone filtered (only 3.6kHz), we spec
ulate that the GSM-AMR narrowband codec 
was used in the two recording sessions to 
transmit the studio recordings through the 
actual GSM mobile network. Since more 
modern networks and codecs are available 
for mobile telephony today, the use of the 
GSM-AMR narrowband codec was probably 
related to the hardware used, i.e., the con
ventional landline telephone. So far, it cannot 
be ruled out that a bandpass-limited, strongly 
degraded recording (with weak harmonics 
and a pronounced noise floor) may cause 
problems due to the limited frequency range 
when estimating f0. However, tests revealed 
that the f0 can still be detected even when 
absent, both in the time and frequency do
main. We therefore hypothesise that it is not 
the limited frequency range that causes prob
lems for some f0 estimators under mobile 
recording conditions, but other aspects of 
mobile telephony, e.g. the codecs. 
The present study shows the importance of 

choosing the f0 estimator wisely, considering 
the speaker’s dominant voice quality and the 
recording condition of the voice sample to be 
analysed. This allows the most valid f0 path 
to be determined, which is used to obtain 
valid harmonic measurements required to 
assess precise spectral tilt characteristics. 
Thus, f0 estimation forms the base to search 
for correlations between perception and sig
nal acoustics. It is hypothesised that previous 
studies which could not find such correlations 
may have suffered from invalid f0 estimates. 
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Abstract: In a previous study, Klug et al. (2019) investigated the relationship between the 
perception of ‘breathiness’ and signal acoustics using spontaneous speech samples from 
male speakers rated as dominantly breathy and dominantly non-breathy. Under studio 
recording conditions, three acoustic measures were found to differ significantly between 
breathy and non-breathy speakers, namely H1*-H2*, H1*-A1*, and CPP. 
The current study examines the same data under mobile phone recording conditions – 
typical of evidential recordings submitted for forensic speaker comparison – to deter
mine whether acoustics survive the mobile phone transmission (Byrne & Foulkes, 2004; 
Guillemin & Watson, 2008)). 
VoiceSauce (Shue et al., 2011) was used to generate the speech acoustics. A pre-test showed 
that the software’s default f0 estimator, STRAIGTH (Kawahara et al., 1999), may not be the 
most suitable f0 estimator for mobile phone transmitted recordings. The main study there
fore relies on the results of Klug & Niermann (2024), who found that the Snack f0 estimator 
(Talkin, 1995) performs best for breathy voice quality under mobile recording condition. 
As mobile phone transmission attenuates frequencies up to about 400Hz, all spectral tilt 
measurements in relation to H1 and H2 are considered to be invalid. Four acoustic param

eters showed systematic differences between breathy and non-breathy speakers under the 
mobile recording condition, namely CPP, HNR05, and the spectral tilt parameters A1-A3, and 
H4*-A2*. 
The results indicate that an informed choice of the f0 estimator to be used is necessary to 
generate meaningful acoustics. 

1 Introduction 

In a forensic voice comparison, voice quality 
(henceforth VQ) settings are usually assessed 
auditorily, due to the lack of knowledge 
about which acoustic features are still re
liable indicators of VQ characteristics even 
in degraded forensic recordings. Acoustic 
correlates are usually obtained from high- 
quality studio recordings that are based on a 
very clean phonetic input, such as sustained 
vowel phonation or lists of minimal pair (Hil
lenbrand et al., 1994; Wayland & Jongman, 
2003; Garellek & Keating, 2011). In a foren
sic context, however, the voice samples to 

be analysed are degraded. Therefore, the 
findings from high-quality studio recordings 
cannot be uncritically transferred to forensic 
case material. 
Hughes et al. (2019) and Chan (2023) inves

tigated the evidential value of laryngeal VQ 
acoustics using on semi-automatic speaker 
recognition systems (henceforth SASR). Both 
studies relied on the same methodology 
using large sample sizes of forensic-realistic 
recordings. Interestingly, they arrived at dif
ferent conclusions. Hughes et al. (2019) found 
that the tested laryngeal VQ parameters do 
indeed capture speaker-specific information, 
as speaker-discrimination performance im
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proved – even under the mobile recording 
condition. Chan (2023), in contrast, reported 
that the analysed laryngeal VQ acoustics 
carried only limited speaker-discriminatory 
power. 
The current study highlights two possible 

factors that could be responsible for this 
discrepancy in. results. Both studies included 
spectral tilt parameters of low frequency 
ranges, which may be attenuated in mobile 
phone transmitted recordings. Furthermore, 
they relied on the STRAIGHT f0 estimator 
which was found by Klug & Niermann (2024) 
to be not suitable for mobile transmitted 
speech. Both factors can have a major influ
ence on the results. 
In a previous study (Klug et al., 2019) it 

was investigated whether perceived breathy 
voice quality can predict signal acoustics from 
spontaneous speech samples – focusing on 
recordings in studio quality (henceforth stu
dio condition). The follow-up experiment 
presented here addresses the same re

search question under the mobile phone 
recording condition (henceforth mobile con
dition): Do signal acoustics differ between 
speakers rated to be dominantly breathy 
from dominantly non-breathy speakers af
ter recordings were transmitted through a 
mobile phone network? Thus, can we con
firm our perception of a breathy VQ with 
the help of signal acoustics – even under 
forensically realistic recording conditions? 
Particular attention is paid to the potentially 
limiting factors, the choice of the f0 esti
mator and the low-frequency spectral tilt 
parameters. 

2 Acoustics of breathy voice 

quality 

2.1 Studio condition 

Breathy VQ is characterised by the absence 
of a complete glottal closure, and thus by a 
high open quotient. In studio condition this 
is reflected acoustically by a prominent first 
harmonic (Bickley, 1982; Ladefoged, 1983), 
high frequency aspiration noise (Klatt & Klatt, 
1990) reflected in lower values of spectral 
noise parameters, e.g., Harmonic-to-noise 
ratio, and a lower degree of signal periodic
ity measured by Cepstral Peak Prominence 
(Hillenbrand et al., 1994) and spectral tilt 
(Hillenbrand & Houde, 1996). 

2.2 Mobile condition 

However, if a speech signal is transmitted 
through a mobile phone network, the speech 
signal will be heavily affected so that the 
features found under studio recording con
ditions may no longer be valid. To allow for 
wireless transmission, the information trans
fer rate is drastically reduced. To do so the 
networks apply speech codecs which com

press the speech signal. Guillemin & Watson 
(2008) describe the process to be “lossy” and 
“highly synthetic”. A well-established codec is 
the GSM-AMR codec, where GSM stands for 
Global System Mobile Communication network 
and AMR for Adaptive Multi-Rate speech codec. 
It operates in eight different modes which dif
fer in their source coding bit rates. All modes 
show extensive bandwidth limitations. They 
share the same low frequency limit, which 
ranges around 100Hz and differ in the upper 
frequency limit which varies between 2,8 
and 3,6kHz (Guillemin & Watson, 2008, p. 
201). Although these threshold frequencies 
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may be transmitted in the signal, the relative 
amplitude gradually increases, respectively 
decreases. While the upper frequency end 
seems to be characterised as a sharp roll- 
off, the lower frequency end appears to roll- 
off gradually. Within this roll-off frequency 
range, the harmonics’ relative amplitude is 
attenuated and thus invalid. Section 3 dis
cusses the mobile bandpass filter in more 
depth. 
Further limitations are expected which 

affect the signal acoustics. Byrne & Foulkes 
(2004) reported that the accuracy of F1 esti
mation is severely compromised. Guillemin & 
Watson (2008) found “white islands”, i.e., 
missing energy, in the spectrogram in certain 
frequency ranges as well as differences in 
spectral detail. These effects may further in
fluence the measurement of the spectral tilt 
and spectral noise parameters. In addition, 
the absence of high frequencies that are not 
transmitted through the mobile phone filter 
could hinder the detection of high-frequency 
noise. 

3 Corpus Data 

The same corpus as in Klug et al. (2019) was 
used. The corpus is composed of recordings 
of existing corpora containing high-quality 
spontaneous speech samples from British 
male speakers, digitised at a sampling fre
quency of 44.1kHz and a resolution of 16-bit 
(Gold et al., 2018; Haddican & Foulkes, 2017; 
Kirchhübel, 2013; Llamas et al., 2016–19; 
Nolan et al., 2009; Wormald, 2016). The orig
inal recordings are referred to as studio 
condition throughout the paper. 
The mobile condition was generated by 

transmitting the recordings through a real 
GSM mobile network in August 2018. To do 
so the original recordings were concatenated 

into one sound file using Praat (Boersma & 
Weenink, 2023) to transmit the entire corpus 
within a single mobile call. The concatenated 
studio recording was replayed from Marantz 
PMD670 connected via a cable to the input 
of a smartphone audio interface (Tascam 
iXZ) which was connected to a mobile phone 
(Samsung Galaxy S8). A call was in progress 
between the mobile phone and a landline 
telephone (Audioline AUB 1) which was con
nected to a telephone balance unit (Prospect 
TC − 30). The output of the balance unit was 
routed via a mixer (Behringer Ultralink Pro) to 
increase the signal level before going to the 
input of an audio interface (M-Audio Delta 
66) in a desktop computer. The mobile phone 
filtered speech was recorded on the com

puter using Sound Forge (version 9.0e). The 
detectable transmitted frequency range is 
approximately between the cut-off frequen
cies 100Hz and 3.6kHz. Spectral components 
in the vicinity of the cut-off frequencies are 
partly considerably attenuated, leaving a pre
sumably meaningful frequency range between 
400Hz and 3.2kHz. The evaluation of what is 
considered a meaningful frequency range is 
based on visual inspection of the long-term 
average spectra (henceforth LTAS) of all eight 
speakers by taking a rather conservative 
view. The estimated frequency values serve 
as a rough indication. No systematic, objec
tive analysis was carried out to define the 
meaningful frequency range. Figure 1 shows 
exemplary the LTAS of speaker 5 phonating 
the word /no/ under the studio condition 
(in black) and under the mobile condition (in 
red). The lower and upper cut-off frequencies, 
around 100Hz and 3.6kHz, are separated by 
grey dashed lines, the meaningful frequency 
range between 400Hz and 3.2kHz is marked 
by black dashed lines. 
The limited frequency range transmitted 

in the recordings suggests that the GSM- 
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Figure 1 Comparison between the LTAS of speaker 5 phonating /no/ under the studio condition (in black) vs. 
the mobile condition (in red). 

AMR narrowband codec was used. This was 
probably due to the conventional landline 
telephone which was used. Wideband audio 
algorithms transmit frequencies between 50 
and 7000Hz, while fullband covers the en
tire frequency range that humans perceive, 
i.e., 20–20.000Hz (Cox et al., 2009; Gibson, 
20016). 

4 Methodology 

4.1 Auditory-perceptual 

investigation 

The methodology of Klug et al. (2019) was 
replicated using the mobile phone record
ings. Using Qualtrics, a survey was con
ducted to obtain perceptual judgements on 
22 speakers in the mobile condition– eight 
months after the survey had been conducted 
with the recordings in studio quality. The 
same four forensic speech scientists as in 
Klug et al. (2019) rated the speakers by an
swering the following question: “Would you 
mark breathiness as a dominant feature of 
this speaker’s voice?”. Three answer choices 
were given: 
• Yes. 
• No, it is present but not dominant. 
• No, it is absent. 

In addition, a comment box was provided 
for each recording. This was frequently used 
by participants to justify ratings, specify in
termittent presence, or indicate the scalar 
degree of breathiness or other dominant 
phonatory settings. 
The same eight speakers as in the studio 

condition were rated at the two ends of the 
breathiness scale: five dominantly breathy 
speakers and three dominantly non-breathy 
speakers. Thus, these speakers qualified 
for the acoustic analysis. Perhaps due in 
part to confirmation bias (Kahneman, 2011, 
p. 81), only three speakers were rated to 
have a dominantly non-breathy VQ indepen
dent of recording condition. Confirmation 
bias describes the tendency of the system, 
here perception, to accept the suggestion 
made uncritically. By phrasing the research 
question “Would you mark breathiness as a 
dominant feature of this speaker’s voice?”, 
the analysts’ prior assumptions were fixed on 
breathiness. This might have prevented the 
unbiased perception of non-breathiness. The 
outcome of the perceptual evaluation was 
thus an unbalanced number of speakers at 
the two ends of the breathiness scale, i.e., 
five breathy vs. three non-breathy speakers. 
Using Gwet’s AC2 by running the {irrCAC} 

package (Gwet, 2019) in R (R Core Team, 
2021), the agreement coefficient for each 
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Table 1 Between-rater agreement based on assess
ment of the speakers to be analysed, in mobile condi
tion. (Gwet’s AC2 for rater-pairs; pa – percent agree
ment, pe – percent chance agreement, Coeff. val – 
agreement coefficient estimate-AC2, Agreement con
clusion is based on the scale of Landis & Koch, 1977) 
Rater
pair pa pe Coeff. 

val p − value Agreement 

1–2 0.88 0.48 0.76 0.002 substantial 
1–3 0.79 0.45 0.62 0.080 substantial 
1–4 0.88 0.43 0.78 0.012 substantial 
2–3 0.88 0.55 0.72 0.007 substantial 
2–4 0.92 0.51 0.83 0.0004 almost perfect 
3–4 0.88 0.51 0.75 0.008 substantial 

Table 2 Within-rater agreement comparing each 
rater’s assessment of the eight speakers to be anal
ysed in studio condition with the assessment in mo

bile condition. 

Rater pa pe Coeff. 
val p − value Agreement 

1 0.83 0.45 0.70 0.040 substantial 
2 0.92 0.51 0.83 0.0004 almost perfect 
3 1 0.47 1 0 perfect 
4 0.88 0.49 0.75 0.019 substantial 

rater pair was determined based on the rat
ings of the eight speakers to be analysed 
(Table 1). The level of between-rater agree
ment ranged from “substantial” to “almost 
perfect” according to the scale of Landis & 
Koch (1977). Table 2 lists the within-rater 
agreement coefficients when comparing 
the ratings under studio condition with the 
ratings under mobile condition. All raters 
showed a very high within-rater consistency 
when rating breathiness under mismatched 
recording condition. 

4.2 Acoustic investigation 

4.2.1 Measurement procedure 

VoiceSauce (Shue et al., 2011) was used to 
perform automatic measurements of the 

Table 3 Speaker-specific f0 range (based on the two- 
pass detection process from de Looze & Hirst, 2008). 

Speaker Frequency range (Hz) 
1 70–160 
2 70–160 
3 90–220 
4 100–240 
5 60–150 
6 80–190 
7 70–180 
8 80–180 

segmented sonorants (i.e., vowels, glides [j, 
w], liquids [l, r] and nasals [m, n, ŋ]) for the 
eight speakers to be analysed. In addition, 
the vowel-only subset was examined to ex
clude the potentially negative impact of non- 
vocalic segments. The f0 measurements were 
taken with a frame shift of 1ms, most other 
estimates were taken pitch synchronously 
(harmonics over a three-cycle window and es
timates for energy, CPP and HNR over a five- 
cycle window). To reduce the number of f0 
errors, the frequency range was specified per 
speaker according to the two-pass detection 
process described by de Looze & Hirst (2008) 
and Hirst & de Looze (2021). The first pass 
is used as a rough f0 estimation using the 
default pitch range of Praat for male speak
ers, i.e., 75–300Hz. From the first-pass-results 
the first and third quartiles (25 and 75%) 
were multiplied by a coefficient (0.75 and 1.5 
respectively), to determine the speaker-spe
cific frequency range. The second pass, i.e., 
the actual voice analysis, was subsequently 
carried out based on these speaker-specific 
frequency ranges which are summarised in 
Table 3. 
In a pre-test, VoiceSauce’s standard f0 es

timator STRAIGHT (strF0, Kawahara et al., 
2008, 2012) was used to estimate the f0. 
However, as VoiceSauce bases its harmonic 
estimation on the f0 estimates, valid f0 es
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timation is crucial. According to the results 
gained from Klug & Niermann (2024) the 
Snack f0 estimator (sF0) of the Snack library 
(Talkin, 1995) is hypothesised to perform 
most accurate under the mobile condition 
and breathy VQ. Thus, the main test relied on 
the f0 estimator Snack (Sjölander, 2004). Both 
studies used the default formant estimator 
Snack. 

4.2.2 Data analysis 

For analysis all data points per speaker were 
used, varying between 41.764 and 89.692. 
Statistical analysis was conducted using R (R 
Core Team, 2021). 
To investigate the relationship between the 

perceptual VQ ratings (breathy voice vs. non- 
breathy voice) and the acoustic parameters, 
linear mixed effect analysis was performed 
using the lme4 package (Bates et al., 2015). 
Each of the acoustic parameters functioned 
as dependent variable. For each potential 
acoustic parameter, a separate model was 
generated. VQ was entered as fixed effect into 
each model. Speaker was added as random 
effect, accounting for differences between 
speakers. 
Following the approach of Winter (2013), 

a likelihood ratio test was subsequently per
formed for each acoustic parameter tested 
in order to determine p − values. For this 
purpose, two models were generated for 
each acoustic parameter: (1) a full model 
including the fixed effect VQ, and (2) a null 
model omitting the fixed effect. Likelihood 
ratio tests were performed using the anova() 
function (Chambers & Hastie, 1992) to test 
whether the likelihood of the two models 
differed significantly. If the models proved 
to be significantly different, the result could 
be attributed to the fixed effect, i.e. VQ. The 
alpha level was set at 𝑝 < 0.05. 

4.2.3 Acoustic parameters 

Table 4 shows all acoustic parameters which 
were tested for correlations with the percept 
breathiness. As the validity of the formant 
measurements has not been tested, poten
tially incorrect formant measures would neg
atively affect many parameters. To minimise 
the negative impact, all harmonic amplitude 
parameters and thus all spectral tilt param

eters were modelled twice: (1) on the basis 
of the uncorrected harmonic amplitudes, 
and (2) on the basis of the formant-cor

rected harmonic amplitudes. If formants are 
measured correctly, the formant-corrected 
version, marked with an asterisk *, minimises 
the boosting effect of nearby formants (Iseli 
et al., 2007). 
As low frequency harmonics are highly 

attenuated and are thus not meaningfully 
assessing the speaker’s spectral tilt in low 
frequency ranges, only the frequency range 
from H4 onwards will be assessed for differ
ences in spectral tilt characteristics. 

4.2.4 Hypotheses 

It is hypothesised that an interaction between 
breathy voice and signal acoustics can also be 
found even under the mobile condition. This 
hypothesis is based on the results from the 
auditory-perceptual investigation (section 
4.1). The forensic speech scientists reliably 
distinguished between dominantly breathy 
and non-breathy speakers even under the 
mobile recording condition, evident in the 
high level of within-rater-agreement when 
comparing the performance under the two 
recording conditions, studio vs. mobile (see 
Table 2). 
Furthermore, the audio compression em

ployed in mobile phone transmission is 
reported to impact CPP and HNR (Cavalcanti 
et al., 2023). Thus, the spectral noise param
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Table 4 Acoustic parameters tested. Harmonic am

plitude and spectral tilt parameters were used in un
corrected and formant-corrected (*) version. 
Acoustic parameter Explanation 
Harmonic amplitude 
H4 Amplitude of the 4th harmonic 

H2K Amplitude of the harmonic 
closest to 2kHz 

A1/A2/A3 
Amplitude of the harmonic 
closest to the 1st/ 2nd/ 3rd 
formant 

Spectral tilt 
H4-A1/A2/A3/H2K 
H2K-A1/A2/A3 
A1-A3/A1-A2/A2-A3 

Difference in amplitude be
tween the minuend and the 
subtrahend 

Spectral noise 

SHR Subharmonic-to-Harmonic 
Ratio (Sun, 2002, 2000) 

HNR05/15/25/35 
Harmonics-to-Noise Ratio 
(de Krom, 1993) within the 
frequency ranges 0–500Hz/ 
0–1500Hz/ 0–2500Hz/ 0–3500Hz 

CPP 
Cepstral Peak Prominence 
across the entire frequency 
range (Hillenbrand et al., 1994) 

Energy 
Energy Root Mean Square energy 

eters are hypothesised to show a less clear 
correlation with the percept breathiness un
der the mobile recording condition compared 
to correlation found under the studio record
ing condition. would be less clear under the 
mobile condition. 
Formant estimation in nasals is error-prone 

due to the presence of “nasal formants” 
(Styler, 2017). Shue et al. (2011) point out 
that F1 estimation is less accurate in breathy 
vowels. Also, CPP is sensitive to articulatory 
variation, e.g. nasalance (Madill et al., 2019). 
Therefore, all measures that refer to formant 
frequencies, e.g., A1, as wel as formant- 
corrected measures, and CPP could be neg
atively affected when the analysis is based 
on all sonorants. It is therefore hypothesised 
that the vowel-only subset shows a clearer 
correlation. 

5 F0 estimation 

The lack of correlation between the per
cept of breathy voice and speech acoustics 
in recordings which have been transmitted 
through a mobile phone network, led to the 
study of Klug & Niermann (2024). They tested 
the performance of six f0 estimators under 
two recording conditions (studio vs. mobile) 
and under three voice qualities (modal voice, 
breathy voice, and creaky voice) based on 
sustained cardinal vowel production of one 
male and one female speaker. The following 
f0 estimators were examined: Praat Auto
correlation (Boersma, 1993), Praat Cross- 
Correlation (Boersma & Weenink, 2023), 
REAPER (Talkin, 2015), Snack (Talkin, 1995), 
Subharmonic-to-harmonic ratio (Sun, 2000, 
2002), and STRAIGHT (Kawahara et al., 2008, 
2012). To assess the performance of the f0 
estimators, the automatic measurements 
were compared with the manually obtained 
f0 ground truth data. For the breathy voiced 
cardinal vowels of the male speaker under 
the studio condition the Snack f0 estimator 
was found to be most accurate, deviating 
from the manually assessed f0 ground truth 
on average by only 1.5Hz (see Table 5). Un
der the mobile condition also the Snack f0 
estimator revealed the most accurate f0 
estimation, deviating by 1.4Hz from the f0 

Table 5 Performance of f0 estimators based on 
breathy cardinal vowels of a male speaker (data taken 
from Klug & Niermann 2024). 

Mean error absolute (Hz) 
f0 estimator 

Studio condition Mobile condition 
Snack 1.5 1.4 
Praat ac 1.8 2.8 
STRAIGHT 2.0 14.6 
Praat cc 2.0 4.1 
SHR 2.7 4.8 
REAPER 25.4 16.6 

84 



ground truth. The default f0 estimator within 
VoiceSauce, STRAIGHT, however, produced a 
considerably higher mean error absolute, i.e., 
14.6Hz. Therefore, f0 estimation in the main 
study is based on Snack. Snack is very critical 
in accepting frames as voiced, STRAIGHT in 
contrast, does not perform voicing decision 
at all and even output data for voiceless and 
aperiodic frames. Thus, for the main study 
considerably fewer datapoints were included 
in the analysis. 
It should be highlighted that accurate 

harmonic estimation not just depends on 
accurate f0 estimation, but also on accurate 
formant estimation. This may impact param

eters such as A1, A2, and A3 which search 
for the harmonic closest to the respective 
formant. Additionally, the formant correction 
algorithm from Iseli et al. (2007) is dependent 
on accurate formant estimation. The current 
study does not make any efforts to assess the 
accuracy of formant estimation. Thus, results 
are reported for both, the formant corrected 
and uncorrected harmonic amplitudes. 

6 Results 

6.1 Pre-test 

The pre-test is based on VoiceSauce’s default 
f0 estimator STRAIGHT (henceforth strF0). 
Linear models were constructed for each of 
the acoustic parameters as dependent vari
able. Only the model for CPP turned out to be 
significant (𝜒2(1) = 6.65, 𝑝 = 0.0099**), low
ered by 1.7Hz± 0.5 (standard errors). Figure 2 
displays the difference between breathy and 
non-breathy speakers using a boxplot. Sur
prisingly, none of the harmonic amplitudes 
and thus none of the spectral tilt parameters 
showed a significant difference between the 
breathy and the non-breathy speakers. 

10

15

20

25

30

35

1 2 3 4 5 6 7 8
Speaker

C
P

P

VQ

breathy

non−breathy

Figure 2 Boxplot comparing CPP as a function of 
breathy perception. Data relies on all sonorants. 

Basing the model construction on the 
vowel-only dataset, a slightly higher sig
nificance level was found (𝜒2(1) = 7.03, 
𝑝 = 0.008**), lowered by 1.9Hz± 0.6 (standard 
errors). 

6.2 Main study 

In contrast to the pre-test, the main study 
is based on the Snack f0 estimator. Results 
are visualised using boxplots in Figure 3. The 
mixed model estimate, the standard error, 
and the t − value for each dependent vari
able which significantly affected the percept 
breathiness can be obtained from Table 6. 
Table 7 comprises the results from the like
lihood ratio test, i.e. the Chi-Square value, 
degrees of freedom, and the p−value2, using 
the anova() function. 
Using the Snack f0 estimator, correlations 

between the percept breathiness and two 
spectral tilt parameters, as well as two spec
tral noise parameters are found under the 
mobile recording condition. The clearest ef
fect is found for CPP, which significantly pre
dicts the percept breathiness (𝜒2(1) = 12.27, 
𝑝 = 0.00046***) decreasing by about 3dB±0.6 
(standard errors) compared to speakers 
rated as dominantly non-breathy. HNR also 
turned out to be significant for two frequency 
ranges: HNR05 (𝜒2(1) = 7.35, 𝑝 = 0.0067**) 
and HNR15 (𝜒2(1) = 3.99, 𝑝 = 0.046*). As 
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Table 6 Predicted effects based on linear effect anal
ysis for spectral tilt and spectral noise parameters 
for the percept breathiness under mobile condition 
based on all sonorants. 

Model Estimate Std. Error t value 
CPP 
breathy 19.62 0.34 
non-breathy 2.99 0.56 5.39 
HNR05 
breathy 30.06 1.16 
non-breathy 6.60 1.90 3.47 
HNR15 
breathy 29.97 1.18 
non-breathy 4.38 1.93 2.27 
A1-A3 
breathy 20.57 1.09 
non-breathy -4.75 1.77 -2.38 
H4*-A2* 
breathy 7.15 0.97 
non-breathy -4.20 1.58 -2.66 
A1*-A2* 
breathy -0.96 1.27 
non-breathy -4.10 2.07 -1.98 
H2K-A1 
breathy -27.34 1.26 

S
o
n
o
ra
n
ts

 

non-breathy 3.88 2.06 1.89 
CPP 
breathy 20.30 0.34 
non-breathy 3.03 0.55 5.48 
HNR05 
breathy 30.03 1.21 
non-breathy 6.80 1.97 3.44 
HNR15 
breathy 28.22 1.20 
non-breathy 4.99 1.96 2.55 
A1-A3 
breathy 19.62 1.08 
non-breathy -3.92 1.76 -2.23 
H4*-A2* 
breathy 5.79 1.20 
non-breathy -4.29 1.96 -2.19 
A1*-A2* 
breathy -3.43 1.24 
non-breathy -2.92 2.02 -1.44 
H2K-A1 
breathy -26.22 1.31 

V
o
w
e
ls
-o
n
ly

 

non-breathy 3.03 2.15 1.41 

Table 7 Results from the likelihood ratio using the 
anova() function for spectral tilt and spectral noise 
parameters. The full model (xxx.md), including the 
fixed effect VQ, is compared with the null model 
(xxx.nl), without the fixed effect. 

Model Chisq Df Pr(>Chisq) 
CPP.nl 
CPP.md 12.27 1 0.00046 *** 

HNR05.nl 
HNR05.md 7.35 1 0.0067 ** 

HNR15.nl 
HNR15.md 3.99 1 0.046 * 

A1-A3.nl 
A1-A3.md 5.13 1 0.024 * 

H4*-A2*.nl 
H4*-A2*.md 5.07 1 0.024 * 

A1*-A2*.nl 
A1*-A2*.md 3.19 1 0.074 

S
o
n
o
ra
n
ts

 
H2K-A1.nl 
H2K-A1.md 2.95 1 0.086 

CPP.nl 
CPP.md 12.46 1 0.00042 *** 

HNR05.nl 
HNR05.md 7.27 1 0.007 ** 

HNR15.nl 
HNR15.md 4.75 1 0.029 * 

A1-A3.nl 
A1-A3.md 3.87 1 0.049 * 

H4*-A2*.nl 
H4*-A2*.md 3.77 1 0.052 

A1*-A2*.nl 
A1*-A2*.md 1.85 1 0.17 

V
o
w
e
ls
-o
n
ly

 

H2K-A1.nl 
H2K-A1.md 1.78 1 0.18 

the low frequency harmonics, H1 and H2, 
are attenuated in the mobile condition, the 
most common spectral tilt measures, H1-H2 
and H1-A1, will not produce any meaningful 
output. Instead, higher frequency spectral tilt 
measures were examined. The following oc
curred to be significant: A1-A3 (𝜒2(1) = 5.13, 
𝑝 = 0.024*), and H4*-A2* (𝜒2(1) = 5.07, 
𝑝 = 0.024*). Two further spectral tilt measures 
showed a tendency towards significance, i.e., 
A1*-A2* (𝜒2(1) = 3.19, 𝑝 = 0.074), and H2K-A1 
(𝜒2(1) = 2.95, 𝑝 = 0.086). 
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Figure 3 Boxplots for acoustic parameters revealing 
the clearest differences between dominantly breathy 
and non-breathy speakers in mobile filtered record
ings, i.e. CPP, HNR05, A1-A3, and H4*-A2* 

Surprisingly, when the models are con
structed based on the vowel-only subset, 
higher p−values are found for the spectral tilt 
parameters: A1-A3 (𝜒2(1) = 3.87, 𝑝 = 0.049*), 
H4*-A2* (𝜒2(1) = 3.77, 𝑝 = 0.052). The pa
rameters which showed a tendency towards 
significance now clearly lacked significance, 
i.e., A1*-A2* (𝜒2(1) = 1.85, 𝑝 = 0.17), and H2K- 
A1 (𝜒2(1) = 1.78, 𝑝 = 0.18). In contrast, the 
spectral noise parameters, CPP, HNR05, and 
HNR15, revealed similarly low or slightly lower 
p − values when analysis was based on vow
els only: CPP (𝜒2(1) = 12.46, 𝑝 = 0.00042***), 
HNR05 (𝜒2(1) = 7.27, 𝑝 = 0.007**), and HNR15 
(𝜒2(1) = 4.75, 𝑝 = 0.029*). 
Figure 3 illustrates the key dependent vari

ables predicted by breathy VQ based on all 
sonorants, namely CPP, HNR05, A1-A3, and 
H4*-A2*. 

7 Discussion 

Klug et al. (2019) found that the percept 
breathiness can predict the already estab
lished acoustic parameters H1*-H2*, H1*- 
A1*, and CPP also in spontaneous speech 
samples relying on not just vowels but all 
sonorants, when the data is available in stu
dio quality condition. However, when the 
data has been transmitted through a mobile 
phone filter, another set of acoustic param

eters need to be relied on as low frequency 
components are highly damped in the mo

bile condition. The current study revealed 
that the spectral noise parameters CPP and 
HNR05 are still the best acoustic indicators 
for breathy VQ. Additionally, spectral tilt pa
rameters in higher frequency ranges can be 
used as a further indicator of breathiness. 
In the current study A1-A3 and H4*-A2* dis
tinguished between speakers rated to be 
dominantly breathy and dominantly non- 
breathy. 
While the spectral noise parameter CPP is 

independent of an accurate f0 estimation, 
HNR as well as all spectral tilt parameters 
strongly depend on accurate f0 estimation. 
The pre-test in the current study proved the 
magnitude of the influence of inaccurate f0 
estimation. Using strF0, no relationship was 
found between the percept breathiness and 
HNR parameters and spectral tilt parameters 
under the mobile condition. Klug & Niermann 
(2024), however, found the Snack f0 estimator 
to perform best when the analysed speech 
(1) is characterised by breathiness and (2) was 
transmitted through a mobile network. Thus, 
when f0 estimation was based on the Snack f0 
estimator instead, dominantly breathy speak
ers were characterised by significantly lower 
HNR05 and HNR15, as well as significantly 
higher A1-A3 and H4*-A2*. Furthermore, 
A1*-A2* and H2K-A1 showed a trend towards 
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significance when analysis was based on 
all sonorants. Surprisingly, when the analy
sis was limited to vowel-only segments, no 
substantial advantage was found. 
It would be interesting to see if applying 

the current findings to Chan (2023) would 
lead to another outcome, namely that the 
laryngeal VQ parameters have a speaker- 
discriminatory value. As the study of Hughes 
et al. (2019) already found the evidential 
strength of laryngeal VQ parameters, an even 
clearer effect is hypothesised when relying on 
a more suitable F0 estimator and including 
spectral tilt parameters in higher frequency 
ranges, as opposed to parameters involving 
H1 and H2. 
The significance level for HNR05 was sub

stantially lower compared to HNR15. This may 
indicate that the breathy voice speakers are 
mainly characterised by weak low frequency 
harmonics. Aspiration noise, on the other 
hand, is expected in higher frequency ranges 
(Klatt & Klatt, 1990) and should therefore be 
reflected in HNR15, HNR25 and HNR35. 
Although CPP has been shown to be robust 

to mobile phone transmission, CPP alone 
should not be used to assess the relationship 
with a speaker’s VQ. As a measure of cycle 
periodicity, it does not appear to distinguish 
between different causes of aperiodicity (i.e. 
laryngeal frication or laryngeal irregularity). 
Therefore, it may not be particularly useful 
for assessing the relationship with specific as
pects of VQ (Fraile & Godino-Llorente, 2014), 
as it might yield similar results for a speaker 
characterised by e.g. aperiodic creak as for 
a speaker characterised by e.g. breathy VQ. 
Potentially the sub-band cepstral approach 
by Clermont et al. (2016) and Kinoshita et al. 
(2022) would allow for a more specific com

parison in the cepstral domain by comparing 
cepstral distances. This approach may enable 
the differentiation between specific devi

ations from modal VQ. So far, CPP should 
not be used as a single acoustic correlate of 
breathiness. 
A look at the comments provided by the 

four forensic speech scientists who took part 
in the survey to generate perceptual judge
ments, shed light on how the analysed voices 
were perceived. In general, participants pro
vided comments to specify the speaker’s VQ. 
Speakers 1 and 2 received very few com

ments, which could indicate that these are 
clear examples of dominantly breathy speak
ers. For speaker 1 only one participant con
firmed the dominantly breathy VQ. Speaker 2 
received one comment that also creaky voice 
is present, although breathy voice dominates. 
The further three speakers, which were rated 
to be dominantly breathy, received much 
more divers comments. Speaker 3 was de
scribed as a “different kind of breathiness 
[…], more persistent/consistent characteris
tic”, and as “tense larynx which overshadows 
for me”. Furthermore, he was described as 
“whispery and breathy”. The speakers 4 and 
5 seem to stand out. The comments for 
speaker 4 contain “unusual phonation”, “ag
ing effects”, i.e. “tremor”, “glottal leakage”, 
“marked phonatory irregularities”. “Whis

pery voice” is stated by three out of four 
participants. Speaker 5 received the follow
ing comments “seems like lowered voice 
– might expect increased breathiness”, “I 
think his speaking style makes it sound more 
breathy […] – impression of sotto voce voice”. 
Here, the speaker seems to produce breathy 
VQ as a stylistic element, by lowering his 
voice. It can be concluded that the group 
of speakers rated to be dominantly breathy 
seems to contain very different modes of 
breathy VQ. Two speakers were described 
to produce further non-modal VQ settings, 
such as creaky voice or tense larynx voice 
in addition to dominantly breathy VQ. Three 
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speakers were characterised by intermittent 
whispery VQ. Also, breathy VQ seem to be 
produced very differently, e.g., as a stylistic el
ement as in speaker 5 or due to ageing effect 
such as speaker 4. The group of dominantly 
non-breathy speakers, in contrast, received 
very consistent comments. Breathiness is 
described to be slightly and intermittently 
present, rather than a dominant VQ feature. 
All speakers are characterised by a domi

nantly creaky VQ – although special attention 
was paid to exclude marked and extreme 
examples of creaky voices when creating the 
corpus. 

8 Future work and conclusion 

There is considerably need for future work to 
gain a better understanding of the relation
ship between perception and acoustics, not 
only for breathy VQ, but for laryngeal VQs in 
general. Assessing the discriminatory poten
tial of VQ acoustics employing the semi-auto

matic speaker recognition method seems to 
be a convenient approach, especially in the 
context of forensic application, as the disci
pline is currently undergoing a paradigm shift 
(see Morrison, 2022). 
As mentioned in Section 5, future studies 

need to investigate which formant estimator 
is best suited for which VQ and recording con
dition. This will allow for an informed decision 
on which formant estimator to use. A valid 
assumption about the properties of the spec
tral tilt parameters highly depends on valid 
formant estimation, as harmonic amplitudes 
near formants (An) and amplitude corrections 
are only meaningful if formant analysis is 
meaningful. The study shows that the im

pact of technical aspects can be substantial, 
especially on spectral tilt measurements. 

The current study revealed that using sono
rants rather than vowel-only segments does 
not deteriorate the predictability of acoustic 
parameters. This is particularly beneficial for 
the analysis of forensic audio recordings, 
which may be short and therefore lack suf
ficient vocalic segments. Special care should 
be taken to use an f0 estimator that is suit
able for the speaker’s dominant VQ and 
the recording condition at hand. When the 
data has been transmitted through a mo

bile phone network it should be avoided to 
analyse low frequency harmonics as well as 
spectral tilt parameters which involve low 
frequency harmonics. So far, it is not recom

mended to rely on only one single acoustic 
parameter, especially not if it is CPP. 
The comments of the forensic speech 

scientists who assessed the speakers per
ceptually indicate that the speakers analysed 
form a diverse group of dominantly breathy 
speakers. Thus, the findings are particu
larly promising that acoustics can be used 
to distinguish dominantly breathy speakers 
from dominantly non-breathy speakers – 
even in degraded mobile recording condition 
using sonorants from spontaneous speech 
samples. 
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Conclusion 

Using the examples of two laryngeal voice qualities, i.e., creaky voice and breathy 
voice, the current thesis addresses the main research question how voice quality 
(VQ) analysis can be improved for forensic application. Specifically, the thesis ex
plores the following research questions: 
Paper 1 CV assessment: Is it possible to assess the nature of CV production based on 

the proposed CV classification scheme? How consistently do analysts per
form? 
CV production: Can speakers be distinguished by the nature of their CV pro
duction? 

Paper 2 Can the perception of a dominantly breathy voice be corroborated using 
signal acoustics when the analysis is based on sonorants from sponta
neous speech samples in studio recording condition? 

Paper 3 Which impact do recording quality and voice quality have on the perfor
mance of f0 estimators? 

Paper 4 Can the perception of a dominantly breathy voice be corroborated using 
signal acoustics when the analysis is based on sonorants from spon
taneous speech samples, even after the speech has been transmitted 
through a mobile filter? 

Which impact does the choice of the f0 estimator have? 
Paper 1 examines the multifaceted nature of creaky VQ. The research questions 

relate (1) to the assessment of creaky VQ, and (2) to the speaker-discriminatory po
tential of CV production. A perceptually orientated CV classification scheme is pro
posed, which distinguishes between four main CV modes, namely clean CV, harsh 
CV, breathy CV, and aperiodic Creak. The scheme is designed to meet the require
ments of forensic caseworkers by proposing a small number of perceptually rele
vant CV categories which are hypothesised to be still perceptually distinguishable in 
poor quality recordings, typical for forensic recordings. Using spontaneous speech 
samples of six male English speakers, four analysts applied the proposed CV classifi
cation scheme by rating pre-labelled syllables. Across all rated syllables the analysts 
agreed moderately when assessing the presence of distinct glottal pulses, which 
was defined as the main characteristic of CV perception. When assessing the sylla
ble’s specific CV mode, the analysts showed a high level of agreement for four of the 
six speakers, differing in average by only 0.5 perceptual distances. For the remain

ing two speakers, the analysts performed less consistently, differing almost twice 
as much, i.e., by an average of 0.9 perceptual distances. To compare: the distance 
between e.g. clean CV and harsh CV or breathy CV was defined to be 1. The be
tween-analyst variation for these two speakers seems rather high; however, during 
discussion sessions it became obvious that syllables which were rated differently 
usually stem from similar perceptions which were differently classified. This finding 
emphasises the importance of calibration procedures, which should be carried out 
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either by providing more detailed training material and/or by conducting calibration 
sessions. 
From the six speakers analysed, there is no complete overlap with respect to 

the speakers’ preferred CV space. Although some speakers overlap to some ex
tent in their CV space, most speakers generally produce more than one CV mode 
and thus differ in the combination of preferred CV modes. Large scale studies are 
needed to explore the typicality of CV modes. For example, the speakers of this 
small-scale study produced clean CV more frequently than breathy CV; however, 
the sample size is way too small to allow for conclusion. The study highlights that 
the multifaceted nature of CV may be useful to discriminate between speakers in 
a forensic voice comparison. A finer-grained CV classification approach enables to 
assess a speaker’s individual CV space. Furthermore, defining perceptually relevant 
CV modes is needed to explore acoustic correlates of each CV dimension. Thus, the 
study forms the prerequisite for assessing CV acoustically. 
Paper 2 and Paper 4 focus on breathy VQ. While Paper 2 focusses on sonorants 

from spontaneous speech samples in studio recording quality, Paper 4 analyses 
the same recordings after being mobile phone transmitted. Breathy voice seems to 
be less-dimensional compared to creaky voice. Following Gauffin (Lindblom, 2009, 
see) and Esling et al. (2019), breathy voice ranges on two dimensions, i.e., (1) the 
continuum of glottal openness to distinguish breathy voice from modal voice and 
phonation modes in between, and (2) the continuum of epilaryngeal constriction 
to distinguish breathy voice from whispery voice (Esling et al., 2019). It was there
fore assumed that there are clear correlations between acoustics and perception. 
The contribution of Paper 2 to VQ research is to investigate whether the expected 
correlation still holds when the analysis is based on sonorants from spontaneous 
speech samples, rather than relying on sustained vowel productions, minimal pair 
lists, or read speech. 
Expert listeners rated 22 voices with respect to absence/ presence of dominantly 

breathy VQ. The voices at the extremes were used for acoustic analysis. The results 
turned out to be very promising. Three of the acoustic parameters which were re
ported in the literature to indicate breathy VQ turned out to significantly distinguish 
the group of speakers rated to be dominantly breathy from the group of dominantly 
non-breathy speakers, namely H1*-H2*, H1*-A1*, and CPP. The results support the 
application of the combined auditory-acoustic analysis approach for the assessment 
of dominantly breathy VQ and thus harmonise the feature with most of the estab
lished parameters that are typically analysed in a forensic voice comparison, e.g. 
f0, formants. In this way, the purely perceptual VQ analysis approach could be con
firmed by the signal acoustics. However, the study only supports the approach for 
high-quality recordings in which there may not be enough vowel sounds due to the 
brevity of the recording. 
As high-quality recordings are rare in a forensic setting, Paper 4 investigated the 

same research question under the influence of the mobile phone filter. Using the 
same corpus mobile filtered recording quality, correlations were examined between 
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the precept breathiness and signal acoustics. A pre-test revealed no correlation with 
any glottal source parameter, i.e., spectral tilt parameters such as H1*-H2*, and H1*- 
A1*. Only CPP still served as an indicator of breathy VQ. This result was very surpris
ing given that the same group of expert listers as in Paper 2 rated the same voices as 
dominantly breathy and dominantly non-breathy. Therefore, it was assumed that at 
least some signal characteristics related to breathiness must still be present in the 
mobile filtered signal. The hypothesis was put forward that the applied f0 estimator 
performed inaccurately, which had a negative effect on the HNR parameters and 
the harmonic estimation and consequently on all spectral tilt parameters. 
Hence, Paper 3 assessed the influence of recording quality and voice quality on 

the accuracy of f0 estimators. Six f0 estimators were examined: Praat Autocorre
lation, Praat Cross-Correlation, REAPER, Snack, Subharmonic-to-harmonic ratio and 
STRAIGHT using the VoiceSauce (Shue et al., 2011) software. The recording conditions 
(studio recording condition and mobile filtered recording condition), the voice quali
ties (breathy voice, modal voice, and creaky voice) as well as speaker sex were tested 
as independent variables – the later only to a very limited extent, as the sample 
only contained one male and one female speaker. The ground truth f0 of the cardi
nal vowel samples were manually determined based on each period’s length. The 
output of the tested f0 estimators were compared to the ground truth f0 data. Each 
f0 estimator’s performance was evaluated based on the error measure, mean error 
absolute (MEA). Results showed that modal voice samples in studio condition did 
not cause problems for most tested f0 estimators. However, deviations from high 
quality recordings and modal VQ challenges f0 estimators to different degrees due 
to differences in operation mode. Aperiodic creak, for example, is most accurately 
captured by REAPER, while for breathy voice, irrespective of recording condition, 
Snack outperformed the remaining f0 estimators. STRAIGHT, the default f0 estima

tor in VoiceSauce, should be avoided when analysing mobile filtered recordings. I 
conclude that f0 estimators should be wisely chosen when the recording is not high- 
quality and when the voice to be analysed deviates from modal VQ as the impact 
of an inaccurate f0 estimation is considerable. The study provides all results to al
low researchers to make an informed decision which f0 estimator to use for which 
material. 
The findings from Paper 3 were incorporated into the main study of Paper 4. By 

reanalysing the data based on the most accurate f0 estimator for breathy voice un
der the mobile recording condition, the Snack f0 estimator, correlations between 
the percept breathiness and signal acoustics were found. The clearest correlation 
still held CPP, but also the lowest harmonic-to-noise parameter, HNR05, turned out 
to be significant. The mobile phone bandpass filter strongly attenuates the most 
important low-frequency harmonics up to about 400Hz, harmonic amplitudes for 
the first to the fourth harmonic were considered not meaningful. Thus, mid- to high- 
frequency spectral tilt parameters were inspected for correlation with breathy voice 
perception. The following turned out to be significant, A1-A3 and H4*-A2*. Relying 
on the vowel-only subset when analysing the signal acoustics did not result in a 
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clearer correlation. The correctness of the formant estimation was not checked in 
the study. Correct formant estimation is another major influencing factor that has 
a direct effect on the spectral tilt measurements. Further studies are needed to in
vestigate the impact of recording quality and voice quality on formant estimation 
in order to make informed decisions about which formant estimator is most appro
priate for which signal. 
Perception is still the “gold standard” in the assessment of voice quality (see Oates, 

2009), not only when assessing pathological voices. Even in forensic voice compar

isons, the perceptual approach is the leading method (San Segundo et al., 2018). 
The papers 1, 2, and 4 included some kind of perceptual VQ assessment of expert 
listeners. Overall, the groups of expert listeners performed consistently when rat
ing a speaker’s VQ with respect to breathiness and creakiness. For non-pathological 
voices – which are usually analysed in forensic voice comparison cases – Kreiman 
et al. (1993) found that the evaluation of specific VQ aspects is relatively similar be
tween listeners and relatively stable within listeners. The present thesis also found 
overall high between- and within-listener agreement. However, the groups of expert 
listeners represent a very homogeneous group, as all experts had received similar 
training in VQ analysis and were colleagues in casework and/or research projects. 
It can therefore be assumed that the expert listeners are better calibrated than a 
more heterogenous group with experts from different laboratories and/or universi
ties from different countries. There are many further factors that can influence the 
between-analyst agreement when assessing the VQ perceptually. The terminology 
used may not be universally applied, individual internal standards – although rel
atively similar and stable for non-pathological voices – may differ when assessing 
the degree of specificity. Experts may focus on different sections within a recording 
when rating a speaker’s long-term VQ. Differences exist in terms of the VQ proto
cols applied and VQ training received and thus the requirements for calibration may 
differ considerably. 
Thus, the ideal future for voice quality assessment should take an auditory-acous

tic approach. As Nolan (1997) stated almost thirty years ago, the auditory-acoustic 
approach combines the strengths of both approaches, which is particularly impor

tant in teh evaluation of degraded audio recordings. if the recording quality allows 
for it. Using acoustics to confirm the perception of a speaker’s dominant VQ can 
be either implemented into the traditional auditory-acoustic approach or applied 
within the forensic semi-automatic speaker recognition approach (FSASR, Drygajlo 
et al., 2015). Both approaches contribute to objectifying the to date less objective 
process of VQ analysis by enabling transparency and replicability of findings. Addi
tionally, when FSASR is applied, the conclusion framework will be logically correct. 
Using synthesised stimuli, Kreiman et al. (2021) found that four harmonic source 

parameters are needed to accurately model a speaker’s voice, i.e., H1-H2, H2-H4, 
H4-H2K, and H2K-H5K. In addition, previous studies already proofed the relevance 
of further parameters, namely f0, formant frequencies and bandwidths, intensity, 
as well as the inharmonic voice source. This proposed psychoacoustic model is sup
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posed to capture a voice as well as Laver’s Vocal Profile Analysis scheme (Laver et al., 
1981); however, by quantifying a speaker’s overall voice quality rather than individ
ual VQ setting as breathiness or creakiness. In contrast to individual VQ settings 
which provide meaningful acoustic parameters which correlate with perception, as 
the Paper 2 and Paper 4 applied, the psychoacoustic model outputs “complete in
tegral pattern” (Kreiman et al., 2021, p.464) which are not necessarily perceptually 
meaningful. Two main caveats prevent the psychoacoustic model from application 
in forensic voice comparisons. (1) Three parameters out of the “four-piece source 
spectral model” are not meaningfully available when a recording has been transmit

ted using the GSM-AMR narrowband codec which is used in mobile telephony. Thus, 
the harmonic source parameter H4-H2K becomes especially important for forensic 
application, although the low-frequency spectral tilt parameters, up to H4 are re
ported to be the most sensitive in characterising the overall pulse shape and thus 
the overall voice quality (Garellek et al., 2016). (2) The model is developed to de
scribe steady-state phonation rather than a speaker’s “long-term-average tenden
cies” (Mackenzie Beck, 2007, p.5) derived from spontaneous speech samples. We 
need to define the relevant parameters of the psychoacoustic model for distinguish
ing voices in degraded bandpass limited audio recordings. Further studies searched 
for parameters with the highest speaker-discriminatory potential. Lee et al. (2019) 
reported high harmonic amplitudes (H2 kHz*-H5kHz) and CPP to account for most 
variance between speakers using high quality recordings. Jessen (2023) only found 
the CPP parameter to have a speaker-discriminating potential analysing authentic 
forensic recordings. More studies are needed which assess large sample sizes of 
forensic realistic recordings. 
As already stated throughout the thesis, the impact of technical aspects on the as

sessment of voice quality is immense. Thus various technical conditions need to be 
analysed systematically in match and mismatch condition. Nash (2019) and Van der 
Vloed et al. (2020) investigated the impact of acoustic mismatch (e.g., net speech 
duration, signal-to-noise ratio, reverberation, frequency bandwidth and transcod
ing) and mismatch in recording device on the discrimination performance using 
FASR systems. Similar investigations on the effects of technical mismatch on VQ 
acoustics are needed to gain a better understanding of the magnitude of the influ
encing factors. However, as technology is developing rapidly it is hypothesised that 
the next generation of mobile communication, i.e., Enhanced Voice Services (Su
per Wideband and Fullband), will become standard within the next couple of years. 
These are designed to transmit speech efficiently in high quality covering the en
tire frequency range that humans perceive, i.e., 20–20.000Hz (Bruhn et al., 2015), 
enabling the analysis of all four parameters of the psychoacoustic model (Kreiman 
et al., 2021). Furthermore, the handling of frame losses is reported to be improved in 
challenging channel conditions. However, even if the unlimited frequency range will 
be transmitted, impact on the signal acoustics would still need to be investigated, 
such as handling of frame loss, background noise, and silence frames as well as 
potential impact of dynamically changing bit rates. 
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The research project sheds light on the necessity and possibilities of refining the 
assessment of VQ for forensic applications. VQ is known to be an extremely use
ful speaker discrimination feature. To keep pace with developments, the analysis 
needs to be underpinned by signal acoustics to prevent the feature from being con
sidered inadequate due to a purely perceptual analysis technique. This requires a 
better understanding of the relationship between perception and signal acoustics 
in degraded recordings. 
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Appendix 

Creaky Voice – Sample Acoustics 

• Acoustic signal characteristics can be used supportively to corroborate percep
tion 

• Extracts are spontaneous speech samples of male British English speakers 
• For each speaker, two syllables are presented side by side to assess the nature 

and relative prominence of spectral characteristics. 
– vowel phonated in (near) modal voice as reference basis 
– vowel phonated in CV 

• Following speech acoustics are provided: 
– WF – waveform 
– NBS – narrow-band spectrogram 
– BBS – broad-band spectrogram 
– S – averaged FFT spectrum (vowel portion used to create the spectrum is 
marked by the dashed line in waveform and spectrograms) 

– frequency range: 0–4 kHz 
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Clean CV 

Speaker N26 
Modal voice Clean CV 
‘Yay’ ‘ broken’ 
Sec. 0.1 Sec. 3.86 
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WF: damping between glottal pulses 
NBS: blurry vertical striations 
BBS: very distinct vertical lines over the whole frequency range 
S: distinct harmonics over the whole frequency range 
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Aperiodic C 

Speaker DA 
Modal voice Aperiodic C 
‘wear’ ‘machines’ 
Sec. 0.42 Sec. 0.88 
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BBS: randomly alternating vertical lines, not spanning the whole frequency range 
S: interharmonic noise, hardly detectable harmonics 
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Harsh CV 

Speaker N113 
Modal voice Harsh CV 
‘um’ ‘ bypass’ 
Sec. 1.37 Sec. 0.89 
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WF: three repeating patterns 
BBS: shallower vertical lines between main glottal pulses 
S: harmonics with varying magnitude occur alternately 
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Breathy CV 

Speaker KN 
Modal voice Breathy CV 
‘met’ 
Sec. 2.04 
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BBS: less distinct vertical lines, more distinct on formant frequencies 
S: high frequency noise, less distinct harmonics 
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