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Abstract

Environments are changing at an accelerated rate, as a consequence of hu-

man activity. Many questions remain unanswered regarding the drivers of this

change in the landscape, the mechanisms by which species are affected, and

patterns of consequential species vulnerabilities. Here I use remote sensing

and machine learning to investigate pathways of savannah degradation; use

Bayesian species distribution models with data integration to test predictors

of range shifts in savannah birds; and evaluate a common climate change vul-

nerability assessment framework based on simulated data and foundational

concepts. I find that the most degraded savannah sites are those that de-

cline in resistance over time and tend to exhibit lower rainfall and higher

human and livestock density. However, I show that the same sites do not

lose their recovery potential, giving hope for their eventual restoration under

correct management. I find that degradation has increased across the whole

landscape, and that this increase was lowest for national parks and wildlife

management areas, underlining the effectiveness of these management strate-

gies for mitigating current degradation trends. Next, I find little support for

broad trait-range shift relationships across taxa, for either local extinctions,

local colonisations, or total change. This calls into question the usefulness

of traits in vulnerability assessments of taxa, where they are applied to wider

taxonomic groups. However, I also identify strong species-specific relation-

ships among the results, suggesting that more research into those individual

species might reveal important trait relationships. Finally, I show that vulner-

ability frameworks based on separately assessed species sensitivity, exposure,

and adaptive capacity, such as many trait-based approaches, are fundamen-

tally unable to accurately predict true vulnerability of species. I showcase how

recent advances in species distribution modelling can be applied to develop

revised vulnerability metrics.
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Chapter 1: General Introduction

General introduction to the central topics of the

thesis

We live in a time of rapid environmental change (Theobald et al. 2020). After

decades of anthropogenic habitat alteration and climate change, we are now

inching closer to an official definition of this new epoch: the Anthropocene

(Waters et al. 2022). As ecologists, we aim to make sense of how living

things have responded to these past changes and try to anticipate how they

will change in the future. Who loses, who profits, and how does this link to

economic and societal needs? Decades of ecological research on ecosystem

interactions have brought us closer to answering these questions, but much

remains to be resolved. In this thesis, I aim to advance our understanding of

the effects of environmental change, by investigating three main topics: (1)

causes of habitat degradation in rangelands, (2) predictors of species range

shifts and (3) species vulnerabilities to future climate change. To test the

underlying questions empirically, I use data from East African grasslands, a

biome that has experienced both, recent accelerated habitat alteration and

changing climatic conditions.
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First, I start by summarising trends of climate change and habitat alter-

ation in the Anthropocene, globally as well as specifically in East Africa, where

this thesis is focused. I then give an overview of how these changes can im-

pact habitat quality, as well as species, with a focus on species range shifts

and vulnerabilities. Moving on from ecological concepts, I summarise recent

analytical advances that are crucial to answering the questions posed in this

thesis, namely advances in remote sensing and species distribution modelling.

Next, I introduce the study system: East African grasslands in Tanzania, fol-

lowed by a brief background on recent and projected environmental change

in the region and socioeconomic impacts. Finally, I present the aims of the

thesis and give the overall structure of the thesis.

1.1 Climate change and habitat alteration in the

Anthropocene

Anthropogenic climate change has been a defining feature of the last decades.

The most recent evidence suggests that global surface temperatures have now

warmed by 1.09◦C compared to pre-industrial levels, putting an estimated 3.3

to 3.6 billion people at severe risk due to climate change. In the latest IPCC

report, evidence gathered projects a higher than 50% chance that global

warming will meet or exceed 1.5◦C in the short-term, even if greenhouse gas

emissions are reduced to an extremely low level. This warming will lead to

more climate hazards and risks to ecosystems and human populations, and

although these risks can be diminished if warming is reduced, they cannot
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be completely eradicated (Pörtner et al. 2022). Alongside climatic shifts,

vegetation communities have undergone a restructuring globally, as a con-

sequence of human expansion, exacerbating the negative effects of climate

change. While anthropogenic land use change has been a reality for millen-

nia, as a consequence of hunting, farming and pastoralism (Ellis et al. 2021),

modern changes are accelerated (McNeill 2016; Theobald et al. 2020), e.g.

with a nearly 10% increase in cropland area observed over the last 16 years

(Potapov et al. 2022). This trend is predicted to continue (Powers et al.

2019), with changes in the near future including an additional 10.4% global

decrease of forests projected by the end of the century (Addae et al. 2023),

and a 1.4 times increase in global urban cover projected by 2050 (Zhou et al.

2019).

In East Africa, where this thesis is focused, temperatures have increased

in the last 50 years by approximately 0.7◦C–1◦C, with the most noticeable

temperature increases observed in the central and northern areas (Camberlin

2018). This trend of heating is projected to continue (Dosio 2017; Ayugi et

al. 2021). In addition, the number and intensity of dangerously hot days and

heat waves are set to increase considerably (Das et al. 2023). Historically,

rainfall patterns in the region distinguish two main seasons, the ”short rains”,

typically lasting from October to November, and the ”long rains”, typically

between March and May (Nicholson 2017). However, short-term precipitation

in equatorial East Africa has shown a consistent increase since the 1960s

(Manatsa et al. 2013; Nicholson 2015; Nicholson 2017), while long-season

rainfall in East Africa has declined continuously over the last decades (Lyon

et al. 2012; Liebmann et al. 2017; Nicholson 2017). At the same time,
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the frequency of droughts has been on the rise since 2005 (Gebremeskel

Haile et al. 2019). As for future rainfall patterns, with 1.5◦C and 2◦C global

warming, models predict increased mean annual rainfall in the eastern parts

of East Africa (Nikulin et al. 2018) and more frequent heavy rainfall events

(Finney et al. 2020; Ogega et al. 2020; Li et al. 2021). This climatic trend is

leading to a projected yield decline of major crops of up to 72% in the region,

threatening the livelihood of millions of people (Adhikari et al. 2015). All of

these trends highlight a growing need to understand the impact on ecosystems

and species. This understanding forms the foundation for predicting future

trends and guiding conservation and mitigation efforts.

1.2 Impacts on habitat quality

Impacts on vegetation communities can manifest in a variety of ways, from a

change in composition and consequential ecosystem functioning to a complete

loss of structure and biomass. While compositional changes in communities

through species turnover over time is a natural aspect of ecosystems (Dia-

mond et al. 1977; Lindholm et al. 2021), there is strong evidence to suggest

that this is happening more frequently as a consequence of human activity

(Daskalova et al. 2020; Dornelas et al. 2023), leading to economic impacts.

What is considered habitat degradation, or reduction in habitat quality, ulti-

mately depends on the observer: for example, the encroachment of woody

plants in savannahs may increase diversity in vegetation structure, leading to

higher species richness of savannah birds (Andersen et al. 2019). This might

be perceived as a positive by naturalists, but simultaneously reduces the graz-
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ing potential from a pastoralist’s point of view. However, a complete and

unintentional loss of biomass is rarely desired from any point of view, with

such changes being arguably the most drastic outcomes of habitat alteration.

While a complete loss of an ecosystem is usually followed by replacement with

another through succession (e.g. Rahmonov et al. 2010; Pang et al. 2018),

this can have unwanted consequences, such as local extinctions of species

(Sih et al. 2000), or loss of ecosystem services (Walz et al. 2021). Examples

include the loss of forests due to frequent fires (Tyukavina et al. 2022), the

desertification of forests (Nwilo et al. 2020), or the global loss of grasslands

due to fragmentation and overgrazing (Hoekstra et al. 2005). Grasslands

are now one of the most threatened biomes globally (Bardgett et al. 2021),

with large declines projected in Africa (Moncrieff et al. 2016; Kumar et al.

2021). Depending on the type of grassland, up to 46% of the total area has

been converted from the natural state to human-dominated land, threatening

biodiversity and ecological functioning (Hoekstra et al. 2005).

1.3 Savannahs as case studies of habitat impacts

Savannahs are ecosystems characterised by a mix of grasses and trees, cov-

ering some 20 percent of the earth’s terrestrial surface (Scholes et al. 1997;

Lehmann et al. 2011). Due to their dynamic nature (Skarpe 1992; Touboul

et al. 2018), they are an ideal case study of how anthropogenic changes can

impact habitat quality and composition.

On the one extreme, savannahs can be seen as primarily open grasslands

with few trees, while on the other, they are characterised by a high density of
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woody vegetation, interspersing the grassy surface (Scholes et al. 1997). For

millennia, human activities such as planned fires and pastoralist grazing have

directly shaped savannah structure (Scholes et al. 1997), alongside indirect

effects from activities such as hunting. As fires or grazing become more

frequent, savannahs transition to a more open state (Skarpe 1991; Dantas

et al. 2013; Beckett et al. 2022), while the hunting of large herbivores like

elephants may increase woody cover through a reduction of damage to trees

(Skarpe 1991; Owen-Smith et al. 2019).

The past decades have seen pressures on savannahs far exceeding historic

levels, due to a combination of a growing human population and consequential

demand for food (Midgley et al. 2015; Lind et al. 2020), and the effects of

climate change (Vågen et al. 2016; Stevens et al. 2017). A negative outcome

is a transition from wooded to open savannah, and finally from open savannah

to bare soil (Hill et al. 2020b). This transition is often accompanied by the

encroachment of thorny, unpalatable bushes or toxic plants, a consequence

of local land-use alterations like fire suppression and heavy grazing, further

exacerbated by changing rainfall patterns, elevated CO2, and changing soil

nutrients (Belayneh et al. 2017). The increase in woody bushes impacts

grazing potential (Smit et al. 2015), and reduces biodiversity (Pellegrini et al.

2016; Andersen et al. 2019). From a pastoralist’s point of view, the ultimate

outcome of these transitions is a severe degradation of the savannah, as a

vanishing of grazeable biomass.

In a review study, Gibson (2009) collated evidence for grassland degrada-

tion, including savannah, on a global scale, identifying conversion to agricul-

ture, fragmentation, and invasion of non-native species as the main causes
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of grassland loss. Recent advances in remote sensing have provided further

evidence. Hill et al. (2020a) found that global grasslands have experienced

positive trends of fractional bare soil cover between 2001 and 2018, and iden-

tified East Africa as one of the core areas for this development. In the Maasai

Mara, one of East Africa’s most iconic grasslands, Li et al. (2020) found that

more than half of unprotected grasslands have been converted to bare soil

since 1985.

1.4 Impacts on species

As climates are shifting and ecosystems are changing, the life history of species

might be affected, with potential impacts on the species’ persistence. Species

extinctions, whether directly or indirectly caused by human activities, are the

most worrying outcomes. Although the start of a Sixth Mass Extinction

brought about by humans is still being debated (Cowie et al. 2022), it is

generally accepted that biodiversity is changing as a consequence of recent

human actions, and extinction rates are likely outpacing speciation rates (Dor-

nelas et al. 2023). Future predictions are reason for more concern: Latest

climate projections see an additional >10% of species becoming endangered

in one-third of the land area in the near future, under the very likely 1.5◦C

warming of atmospheric temperatures, alongside a 9% increase in species at

very high risk of extinction, far exceeding natural background rates (IPCC

2023). Under a scenario where temperatures increase by 4.0◦C, the percent-

age of species at threat of extinction more than doubles (IPCC 2023). It is

therefore crucial and timely to increase our understanding of how species are
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impacted.

1.4.1 Range shifts of species

In studies on environmental impacts on species, a primary focus is how a

species’ range changes. The range can be defined as the species distribution

in geographical space and is determined by the species’ traits, which define

the type of conditions that promote survival and reproduction (Kirkpatrick et

al. 1997). Such traits might include behavioural strategies that help regulate

climatic conditions (e.g. Baldwin 1974), morphology that allows for successful

nutrient acquisition (e.g. Grant 2017), or phenology that allows successful

reproduction under changed seasons, resulting in optimal offspring fitness

(e.g. Forchhammer et al. 1998; Visser et al. 2006). When conditions change

enough to impact survival and reproduction, range changes usually follow.

There are two important dimensions of range change, namely range size

and geographical location. While the two are not independent (i.e. species

may shift geographically and simultaneously increase or decrease their range

size), implications for conservation and management differ.

In terms of range size, species might experience a decrease due to a

failure to move to more suitable habitat after conditions change. At its most

extreme, the ultimate outcome of this trend is the complete extinction of a

species. A recent example of this is the bramble cay, which has become known

as the first recent mammalian extinction due to anthropogenic climate change

(Gynther et al. 2016). Decreases in range size are of particular interest in

assessments of extinction risk such as the Red List of the International Union
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for Conservation of Nature (IUCN)(Vié et al. 2009), which attempt to predict

the likelihood of this ultimate outcome, and rank species according to their

extinction threat level. It is hypothesised that range size links to extinction

risk through resource availability, and there is evidence to suggest that this

link is preserved across multiple taxa (Chichorro et al. 2019). However, the

relationship between extinction risk and range size is not trivial, since actual

population size may be related to range size in a non-linear fashion (Zurell

et al. 2023).

Analogously, species may increase their range size: If conditions adjacent

to the historic range become more suitable, and species are able to success-

fully disperse into these new areas while maintaining their original range, the

outcome is a range expansion. Examples include the range expansion of deer

in Great Britain, following decades of reforestation efforts (Ward 2005). In

the literature, changes in range size are frequently assessed in relative terms,

e.g. as the area newly colonised, relative to the initial range size (Yalcin et al.

2017).

In terms of geographic range location, both range size decrease and in-

crease ultimately constitute a location change, and hence range shift. While

these examples often maintain populations in the historical core range, at its

most extreme, species may move fully to more suitable habitats after the loss

of the historic range.

Analysing past trends in range shifts has helped researchers to increase

the understanding of ecological processes shaping ecosystems, especially in

response to climate change. There is now a large body of evidence showing

poleward and altitudinal range shifts of species globally as a direct conse-
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quence of climate change, with species tracking their required climatic con-

ditions with varying degree and speed (Parmesan et al. 1999; Hickling et al.

2006; Chen et al. 2011; Mason et al. 2015; Parmesan et al. 2023), with some

species lagging behind (Devictor et al. 2008; Bertrand et al. 2011; La Sorte

et al. 2012), putting them at risk of extinction. Estimates of future range

shifts, under different scenarios of projected climatic change, can be used to

establish new protected areas, based on their projected capability to harbour

species in the future (Hannah et al. 2007).

There are still many questions unanswered when it comes to the pro-

cesses that drive species range shifts, or range size declines. While species

appear to track climatic conditions, on average, there is a great amount of

inter-specific variation, with species-specific trends diverging from the general

pattern (Chen et al. 2011; Howard et al. 2023). Theory suggests that traits

should explain this variation, with traits like dispersal ability determining if a

species can successfully shift its range. However, a growing body of research

is calling into question the existence of broad generalising patterns. Recent

review studies failed to find consistent links between species traits and range

shifts, preserved across taxa, with often opposing trends identified in different

studies, and poor explanatory power overall (MacLean et al. 2017; Beissinger

et al. 2021; Howard et al. 2023).

1.4.2 Vulnerability assessments of species

Species extinctions have been a consistent characteristic of life on Earth (Raup

et al. 1982; McKinney 1997). Rapid anthropogenic changes of environments
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in the Anthropocene, coupled with a greater understanding of the extent

of current biodiversity loss, have resulted in a sense of responsibility to pre-

vent any further such trends, where possible (Cowie et al. 2022). The sheer

number of species threatened now or in the future, combined with limited

allocated resources (Wiedenfeld et al. 2021), makes it impossible to prevent

the extinction of all vulnerable species. An important goal in conservation

is, therefore, the identification of species most in need of protection, allow-

ing the prioritisation of species or habitats for conservation action (Brooks

et al. 2006; Pullin et al. 2013). At the centre of such research lies the ques-

tion of a species’ vulnerability. As environments are changing, some species

might emerge as winners and thrive under new conditions, while others might

emerge as losers, with negative outcomes to their persistence. Vulnerability

aims to describe the risk of negative outcomes for species. When quantified,

it can be used to prioritise the species most in need of conservation efforts.

Perhaps the earliest example of such assessments are the ”red books”, first

commissioned in the 1960s by the IUCN, which eventually evolved into the

IUCN Red List, arguably the most comprehensive and impactful register of

threatened species (Rodrigues et al. 2006; Vié et al. 2009). Under IUCN

guidelines, the threat level of species is assigned to one of 8 categories, using

different criteria based on current range size and range and population trends

over time (Betts et al. 2020). Originally borrowed from the field of natu-

ral hazards research, climate vulnerability assessments have been developed

complementary to the Red List classification, and have been implemented in

IPCC reports since 2007 (Foden et al. 2019).

In these applications, vulnerability is defined as the combination of a
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species’ sensitivity to environmental changes, exposure to such changes, and

adaptive capacity (from hereon the ’SEAC framework’) (Foden et al. 2019).

Exposure is mainly expressed by the amount of historic or future change in

an environmental variable experienced across a species’ observed range and

is strictly extrinsic (Foden et al. 2019). Sensitivity is less uniformly defined

but is considered intrinsic to the species (Foden et al. 2019). It has been

quantified in a number of ways, including species’ physiological traits (Gardali

et al. 2012; Foden et al. 2013), climate niche size (Rinnan et al. 2019),

observed range (Dickinson et al. 2014), or future range loss (Wilsey et al.

2019; Kling et al. 2020; Valencia et al. 2020). Ultimately, since sensitivity

is inherent to the species, all definitions reduce to the species’ fundamental

niche. In the traditional SEAC framework, sensitivity and exposure are defined

independently of each other, meaning that exposure is quantified as an equal

pressure across species ranges (e.g. Wilsey et al. 2019; Bateman et al. 2020;

Kling et al. 2020; Thurman et al. 2020), and relationships with species-level

sensitivities are disregarded. In practice, however, the two are often defined

as dependent, for example when sensitivity is measured as the potential fu-

ture range change given exposure to projected climate change (e.g. Wilsey

et al. 2019). Adaptive capacity is generally defined as the ability of species to

avoid negative impacts of environmental change through adaptation (Bate-

man et al. 2020; Thurman et al. 2020). Such adaptation might be dispersal

ability, and a species exhibiting high adaptive capacity will disperse more ef-

fectively to suitable habitat when experiencing environmental pressures, that

is, it will populate a larger fraction of the suitable range than a species with

low adaptive capacity would.
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Range shifts are generally expected to occur where sensitivity and expo-

sure overlap, mediated by adaptive capacity (Purvis et al. 2005). A species

might persist in place where exposure to a pressure is high, but its specific

sensitivity to that pressure is low, or where exposure and sensitivity are high,

but adaptive capacity is also high, and similarly shift in space where high expo-

sure coincides with high sensitivity, as well as high dispersal ability. Different

vulnerability assessment frameworks exist that aim to quantify this overlap

of sensitivity, exposure, and adaptive capacity. Broadly, they can be grouped

into trait-based, mechanistic, and correlative/trend-based approaches (see

Foden et al. 2019 for a detailed overview). In short, trait-based vulnerability

assessments aim to measure the components of vulnerability through trait

frameworks, tallying the number and degree of species characteristics that

might correspond to each. In practice, authors quantify to what degree the

traits overlap by taking the product of weighted means (e.g. Hare et al.

2016; Albouy et al. 2020; Fremout et al. 2020; McClure et al. 2023), the

sum (e.g. Haji et al. 2023), or creating a more complex weighted score (e.g.

Cianfrani et al. 2018; Rinnan et al. 2019; Ramos et al. 2022). This ap-

proach allows relatively rapid assessments but requires detailed knowledge of

species traits that is not available for many species. Mechanistic approaches

aim to assess vulnerability as a function of environmental processes, based

on a deep understanding of the physiological characteristics of the ecosys-

tem and species (Foden et al. 2019). Correlative or trend-based approaches

utilise species distribution models (SDMs) at their core, quantifying vulner-

ability components based on observed and projected species distributions, or

environmental suitability (Foden et al. 2019). Instead of tallying sensitivity,
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exposure, and adaptive capacity individually, a single vulnerability score is cre-

ated that encompasses all three concepts. While their application is restricted

to species where observation data exist, there is evidence to suggest that they

outperform purely trait-based approaches in terms of their predictive power

(Wheatley et al. 2017).

Vulnerability assessments based on the SEAC framework have been used in

a number of different applications, such as habitat prioritisation for protection,

or identifying species most in need of conservation action (e.g. Albouy et al.

2020; Coldrey et al. 2022). With the increase of species vulnerability research

has come a better understanding of the shortcomings of the SEAC framework.

For example, while exposure and sensitivity are relatively straightforward to

quantify, adaptive capacity is more abstract, leading to some authors exclud-

ing it altogether (e.g. Gardali et al. 2012). Furthermore, climate suitability,

which often forms the basis of correlative assessments, has been shown to be

a poor predictor of range shifts (Howard et al. 2023), calling into question the

validity of vulnerability assessments based on climate suitability alone. Po-

tentially indicative of wider issues, studies have highlighted poor agreement

in vulnerability rankings of the same sets of species if different assessments

based on the SEA framework were utilised (Lankford et al. 2014; Still et al.

2015; Wheatley et al. 2017). As a consequence of the shortcomings of the

SEAC framework, some authors have suggested moving away from this quan-

tification of vulnerability entirely, instead adopting methodologies that focus

on directly measuring species responses, such as distribution changes (Fortini

et al. 2017a).
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1.5 Analytical advances

We live in an age of big data (Brown et al. 2010), and paired with increasing

computational power, this has led to analytical advances in ecology, such as

in the field of machine learning (Borowiec et al. 2022) and remote sensing

Guo et al. 2020. Researchers have benefited from this trend, with greater

availability of satellite data (Ma et al. 2015; Hemati et al. 2021) as well as

citizen science observations (Sullivan et al. 2014), together with advances in

species distribution modelling (Franklin 2023), providing exciting new avenues

to test species-environment relationships.

1.5.1 Remote sensing, with applications in machine learn-

ing

Starting in 1972 with the Landsat 1 program, satellites have gathered spec-

tral data on a global scale (Wulder et al. 2019). Remote sensing of the

environment is based on the utilization of a range of different wavelengths,

each transmitting different layers of information. Combining wavelengths pro-

vides additional functionality, for example, a combination of red, green, and

blue spectra results in naturally-coloured satellite images, while a combina-

tion of near-infrared and red spectra results in the NDVI index of vegetation

greenness (Wynne et al. 2011), an index used in countless studies in ecol-

ogy (Pettorelli et al. 2011). Recent decades have brought about a growing

number of satellite programs, such as the Sentinel program of the European

Space Agency (ESA)(Phiri et al. 2020), providing additional information at an

increasingly fine scale. Simultaneously, many more remote sensing products
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have become freely available (Hemati et al. 2021). Remote sensing data is

characterised by a high density of information, typically being collected in the

form of thousands of pixels, in multiple time layers, quickly leading to large

data files. Increasing computational power, and freely available platforms

such as Google Earth Engine (Gorelick et al. 2017) have made it feasible to

access these data without special hardware. All of this has led to a steadily

increasing uptake of remote sensing data within the broader research commu-

nity, and ecological studies more specifically. Common applications include

analysing the connectivity of landscapes (Bishop-Taylor et al. 2018), man-

agement strategies such as fire regimes (Szpakowski et al. 2019), or tracking

environmental change like deforestation or desertification (Chowdhury 2006;

Albalawi et al. 2013).

The high density of information in remote sensing products lends itself

to data-hungry methodologies such as machine learning (Lary et al. 2016;

Maxwell et al. 2018). Broadly, machine learning allows users to identify pat-

terns in vast amounts of data, and hence effective classification of satellite

imagery (Maxwell et al. 2018). Commonly used algorithms for remote sensing

include random forest, an ensemble method that generates multiple decision

trees from subsets of training data and variables (Belgiu et al. 2016), or sup-

port vector machines, a non-parametric statistical learning technique (Moun-

trakis et al. 2011). Many of these machine learning methods are now being

used to provide new global data products, such as downscaled climate data

(e.g. CHELSA: Karger et al. 2017), the human footprint index (Theobald

et al. 2020) or land classification products (Castelluccio et al. 2015).

Perhaps one of the most important applications of remote sensing prod-
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ucts for ecologists lies in the field of species distribution modelling, where

satellite products provide crucial context to species observations in the land-

scape (Leitão et al. 2019).

1.5.2 Species distribution modelling

Species distribution models have long been a key tool in ecology (Franklin

2023). At their core, they match geographical coordinates of species obser-

vations with environmental variables, to estimate the species-environment re-

lationship, or niche space (Elith et al. 2009). This relationship is then utilised

to project the estimated species occurrence onto the landscape. Knowing

where species occur at one point in time provides crucial information about

the habitat requirements of species. For example, the spatial occurrence can

help infer required climatic conditions at the local microclimate or regional

macroclimate scale (Lembrechts et al. 2019), habitat heterogeneity require-

ments such as vertical structure (Moudrý et al. 2023), or co-occurrence with

other species, such as pollinators (Giannini et al. 2013) or species of prey

(Trainor et al. 2014). If tracked across multiple time points, SDMs allow

us to identify population dynamics, such as range shifts (e.g. Bond et al.

2011), biodiversity trends (Rodŕıguez et al. 2007), or community turnover

(Wisz et al. 2013), with implications for species and community vulnerabili-

ties and conservation management. In fact, SDMs are one of the most widely

used tools in vulnerability assessments (Foden et al. 2019). Due to their spa-

tially explicit nature and flexibility, they have been central to conservation

planning (Angelieri et al. 2016; Villero et al. 2017). In the context of global
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anthropogenic change, SDMs are an increasingly used tool for projecting the

potential impacts of climate projections on species, especially in regards to

suitability (Araújo et al. 2019b).

Challenges remain in the field of distribution modelling of species. Key

among them is the question of exactly what type of niche SDMs are estimating

(Franklin 2023). The traditional Hutchinsonian niche concept distinguishes

between the fundamental niche of species, i.e. the environmental conditions

that would allow a species to persist indefinitely, as well as the realised niche,

i.e. the subset of environmental conditions in which the species actually ex-

ists, as a result of competitive exclusion (Hutchinson 1957). If SDMs were

to capture the fundamental niche characteristics of a species fully, this would

greatly benefit conservation planning, allowing us for example to predict the

possible impact of future climate change on distributions with great accuracy,

or forecast range shifts of invasive species (Tingley et al. 2014; Jiménez et al.

2022). However, this is complicated by the fact that the dispersal of species

is often limited by factors such as physical barriers (Goldberg et al. 2007;

Caplat et al. 2016). Additionally, behavioural adaptation can allow species

to persist in areas where pressures exceed physiological limits, such as utilis-

ing thermal refuges to avoid heat exposure (Milling et al. 2018), resulting in

realised niches potentially exceeding the fundamental niche (Pulliam 1988).

SDMs might therefore capture only a fraction of the potential distribution of

species, leading to inaccurate niche estimates (Anderson 2013). Due to the

high potential value of estimating the fundamental niche, efforts have been

made to expand SDMs beyond a single geographical region and time period,

ultimately increasing the range of environmental conditions included in the
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niche estimation. Methods include the addition of palaeontological records

(Jones et al. 2019) or individuals colonising habitats far outside the historical

range (Beaumont et al. 2009; Gallien et al. 2012). The availability of global

climate data products and observation data reaching back decades provides

an additional avenue: SDMs that include a temporal structure, i.e. model

species distributions within multiple time slices, can help move closer to char-

acterising the fundamental niche, relating species observations to changing

environments over time, and hence a wider range of environmental conditions

(Myers et al. 2015).

More generally, the basic methodology behind SDMs has been criticised.

Traditionally, SDMs depend on a large amount of observation data to pro-

duce reliable estimates, restricting them to well-studied species (Boitani et al.

2011). Furthermore, quantifying uncertainty in predictions is often omitted,

leading to potentially misleading distribution estimates (Beale et al. 2012).

Spatial autocorrelation can further bias SDM outputs, violating the statistical

assumption of independency in residuals (Dormann et al. 2007; Miller 2012)

- observations that are closer together spatially tend to be more similar by

nature (Tobler 1970; Koenig 1999). Due to the potential for biased results

if unaccounted for, this has remained an important consideration in SDMs

(Beale et al. 2010; Faisal et al. 2010; Naimi et al. 2011; Radosavljevic et al.

2014; Gaspard et al. 2019). A recent review found nearly half of the SDMs

applied in studies in the last 20 years deficient in terms of model adequacy,

leading to the development of standards for SDMs (Araújo et al. 2019a).

The immense value that SDMs provide has led to a constantly evolving

field, striving to overcome some of the traditional challenges posed by the
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SDM methodology (Franklin 2023). Starting in the 1990s with the develop-

ment of the Markov chain Monte Carlo (MCMC) method (Gilks et al. 1995),

Bayesian statistics have provided a compelling solution for quantifying uncer-

tainty in SDMs. In Bayesian models, prior information can be specified in

the modelling process, leading to flexibility in dealing with the complex is-

sues of spatial data, and consequentially more realistic results, i.e. estimates

closely matching known distributions (Blangiardo et al. 2015; Redding et al.

2017; Mart́ınez-Minaya et al. 2018). MCMC played a large role in making

these types of analyses possible, approximating probability distributions by

constructing a Markov chain (Andrieu et al. 2008). However, shortcomings

included long computation times and validity of results reliant on the conver-

gence of the Markov chain (Taylor et al. 2014). 2009 saw the publication

of the Integrated Nested Laplace Approximation (INLA) (Rue et al. 2009),

an alternative method for Bayesian spatial models, with similar accuracy to

MCMC, but much improved computational speed (Blangiardo et al. 2013).

This is achieved through the utilisation of approximation and integration tech-

niques as opposed to Markov chain construction (Taylor et al. 2014).

INLA is constantly being developed and new features added, with the

most significant addition for SDMs being the Stochastic Partial Differential

Equation (SPDE) (Lindgren et al. 2011). By utilising a triangulated mesh

for approximations, a key advantage of the SPDE is computational efficiency.

The user constructs this mesh through a range of parameters like triangle size

and angle, balancing computational cost and model performance (Righetto et

al. 2020). Providing a solution to the problem of autocorrelation, the SPDE

quantifies variation in the observations that cannot be explained by the fixed
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effects of the model and assigns it to a spatial random effect. Two hyperpa-

rameters, namely range and marginal variance (sigma), exert control over this

spatial random effect. The range determines the smoothness of the spatial

field, i.e., the distance between the high and low points, while the variance

dictates the amplitude of these peaks and troughs. This allowed modellers

to improve SDM estimates by accounting for unexplained effects and auto-

correlation issues in a flexible way (Lezama-Ochoa et al. 2020; Fichera et al.

2023), while also reducing overprediction issues outside species distribution

ranges (Engel et al. 2022). One of the latest additions to INLA is the method

of model-based data integration (Isaac et al. 2020). Observation data fre-

quently come in different formats, traditionally necessitating observations to

be pooled, subsequently leading to the loss of information. Model-based data

integration provides a solution to this problem, maximising the amount of in-

formation retained from each data set (Isaac et al. 2020; Morera-Pujol et al.

2023). Since INLA is a relatively new method, frameworks for processes like

model selection and evaluation are still being established. This includes, for

example, the selection of appropriate triangulated mesh parameters based on

conditional predictive ordinate (CPO) scores, a score derived from leave-one-

out-cross-validation, utilising posterior sampling without the need to re-fit the

model (Rivera et al. 2019; Righetto et al. 2020).

1.6 Tanzania as a case study

All of the data and analyses in this thesis are focused on Tanzania, East

Africa. Tanzania is a country roughly the size of France, situated just be-
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low the Equator. The biome with the largest national cover is the savannah,

a grassland biome known for its rich biodiversity and dynamic environmental

characteristics. However, grasslands (which include savannahs) are experienc-

ing a declining trend as a consequence of climate change globally (Parmesan

et al. 2023). Under the Representative Concentration Pathway 4.5 (RCP4.5)

climate forecast model, which considers moderate greenhouse gas emissions

and assumes CO2 concentrations will stabilize by the year 2100, the extent

of African savannahs is projected to decrease significantly, with an approxi-

mately 50% loss by the year 2070 (Moncrieff et al. 2016), transitioning into

closed canopy systems. Tanzania has become a key area of this trend of

savannah loss (Hill et al. 2020a; Nzunda 2022). At the same time, Tanzania

has experienced the effects of climate change, with increasing temperatures

(Ayugi et al. 2021) and more extreme rainfall over the past decades (Shongwe

et al. 2011; Dunning et al. 2018; Ongoma et al. 2018), alongside one of the

highest projected increases in extreme heat events in East Africa (Das et al.

2023). It is situated in one of the hotspot areas of high human vulnerability

to climate change (IPCC 2023), and is experiencing widespread land degrada-

tion (Kirui 2016). These trends combined are threatening the persistence of

the unique fauna inhabiting Tanzania’s grasslands, as well as the thousands of

people whose livelihoods depend on this biome. As a consequence, research in

this area is both timely and relevant, and current and projected future trends

render it an ideal case study site.
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1.7 Aims and structure of thesis

The overall aims of this thesis are to advance our understanding of ecosystem

processes revolving around habitat degradation and species distribution shifts,

as well as species vulnerability concepts. Here, I focus on Tanzania as the

geographical area, but the implications of my findings have wider geographical

reach.

Chapter 2: Pathways of degradation in rangelands in Northern Tan-

zania show their loss of resistance, but potential for recovery

Effective management of grasslands relies on an understanding of the pro-

cesses that lead to degradation. Using remote sensing data coupled with ma-

chine learning methods and field survey data, I investigate long-term trends

of grassland conditions in Tanzania, to identify if degradation stems from a

loss of resistance or loss of recovery. Correlating degradation rates with a

range of environmental variables, I identify factors associated with decreasing

grassland conditions.

Chapter 3: Spatio-temporal integrated Bayesian species distribution

models reveal lack of broad relationships between traits and range shifts.

Climate change is leading to increasing rates of global range shifts. While

traits have been proposed as important factors, recent research has called

this into question. By developing species distribution models that overcome

traditional analytical challenges in studies of range dynamics, I test the rela-

tionship between traits and range shifts empirically. I base this on 40 years

of grassland bird observation data from 57 species in Tanzania. I provide

evidence that will go towards resolving the trait-range shift relationship while
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showcasing methodological advances that can be utilised in future studies.

Chapter 4: Separately assessed sensitivity, exposure and adaptive ca-

pacity inadequately represent species vulnerability to climate change

Climate change vulnerability assessments are important for conservation pri-

oritisation, but studies have shown contradictory vulnerability rankings when

different approaches are applied to the same species. By reducing assess-

ments to foundational concepts using simulated examples, I critically evaluate

a commonly used framework. In addition, I showcase how recently developed

species distribution models can aid vulnerability assessments.



2
Chapter 2: Pathways of Degradation

Pathways of degradation in rangelands in Northern

Tanzania show their loss of resistance, but poten-

tial for recovery

2.1 Abstract

Semi-arid rangelands are identified as at high risk of degradation due to an-

thropogenic pressure and climate change. Through tracking timelines of

degradation we aimed to identify whether degradation results from a loss

of resistance to environmental shocks, or loss of recovery, both of which

are important prerequisites for restoration. Here we combined extensive field

surveys with remote sensing data to explore whether long-term changes in

grazing potential demonstrate loss of resistance (ability to maintain function

despite pressure) or loss of recovery (ability to recover following shocks). To

monitor degradation, we created a bare ground index: a measure of graze-

able vegetation cover visible in satellite imagery, allowing for machine learn-

ing based image classification. We found that locations that ended up the

most degraded tended to decline in condition more during years of widespread
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degradation but maintained their recovery potential. These results suggest

that resilience in rangelands is lost through declines in resistance, rather than

loss of recovery potential. We show that the long-term rate of degradation

correlates negatively with rainfall and positively with human population and

livestock density, and conclude that sensitive land and grazing management

could enable restoration of degraded landscapes, given their retained ability

to recover.

2.2 Introduction

Covering 47% of the terrestrial surface, rangelands are home to one third of

the global population, many of whom are pastoralists who depend on range-

lands to meet their daily need for shelter, water and food (Asner et al. 2004;

Millenium Ecosystem Assessment Board 2005; Lind et al. 2020). Rangelands

are also home to diverse ecosystems, including iconic wilderness areas such

as the Serengeti and Ngorongoro. Because rangelands develop in semi-arid

areas and are primarily used for grazing, they are often perceived as highly

vulnerable to changes in rainfall and anthropogenic pressures (Hoffman et al.

2008; Joyce et al. 2013). With evidence of growing loss and degradation

within rangelands and other semi-arid regions, the UN established the Con-

vention to Combat Desertification (UNCCD) in 1996 (Stringer et al. 2007).

Although a primary concern that led to the UNCCD were a series of Sahe-

lian droughts that have now ended, concern about loss of rangelands and

increasing degradation among the remaining rangeland areas has continued

(Vågen et al. 2016; Stevens et al. 2017). If we are to effectively combat



Chapter 2: Pathways of Degradation 27

degradation within rangelands, it is important that we understand the drivers

of mechanisms by which degradation occurs.

The UNCCD identifies Africa as particularly vulnerable, estimating that

land degradation is affecting more than half the continent’s population (Muñoz

et al. 2019). Here, rangelands are synonymous with savanna, a biome defined

by the presence of C4 grasses, generally occurring in regions with rainfall be-

tween 450 mm and 1500 mm per year and often maintained by fire (Bond

et al. 2005; Lehmann et al. 2011; Staver et al. 2011). The savanna biome

encompasses several habitats, from open grasslands to deciduous woodlands.

A key aspect of savanna ecosystems is their high temporal and spatial hetero-

geneity, a factor that necessitates mobility in human and wildlife populations

to exploit patchy resources (Fuhlendorf et al. 2017; Liao et al. 2020). So-

cietal and land use constraints limit the ability of populations to move when

conditions become temporarily unsuitable, and sustained grazing alters the

dynamics of savannas, reducing their ability to sustain grazing (Galvin 2009;

López-i-Gelats et al. 2016).

Heavy, year-round grazing in savannas reduces grazing potential (i.e. quan-

tity of vegetation palatable to grazers) through two pathways that result in

either land invaded by toxic and unpalatable plants, including bush encroach-

ment (Obiri 2011; Stevens et al. 2017), or in bare ground experiencing soil loss

(Kioko et al. 2012). Rangeland degradation has been defined as a long-term

decline in productivity resulting in rangelands unsuitable for grazing (Kotiaho

et al. 2018), rather than short-term declines driven by temporal variability

of environmental conditions (e.g. rainfall, grazing pressure). Such degrada-

tion has been linked to rainfall patterns (Western et al. 2015), and might
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be exacerbated by climate-change driven changes in annual rainfall variability,

already widely observed across African savannas (Dai 2011). At either end

of the savanna rainfall gradient, continued precipitation change may interact

with pressures like grazing in a way that leads to permanent loss of savannas.

Further research into the relationship of these interacting factors with long-

term trends of degradation is needed to better understand their importance

for sustainable rangeland management.

Degradation and loss of savannas is already a primary driver of poverty

and displacement of human populations in Africa. With a rapidly growing hu-

man population (averaging a growth rate of 2.2% per year in Africa, Holechek

et al. 2017), the anthropogenic demands on savannas are growing, while the

pressures from climate change are simultaneously mounting (Midgley et al.

2015; Lind et al. 2020). In a recent study, Hill et al. (2020b) identified East

Africa as a focal point for increases in bare ground cover, and recommended

investigating these trends at a finer spatial scale. In order to meet growing

demands from humans and their livestock in the face of potentially deteriorat-

ing environmental conditions we must identify how to increase sustainability

of savanna use.

Resistance and recovery are two processes that underpin sustainable use

of ecological resources (Lake 2013), particularly in environments that nor-

mally function within cycles of change. Together, these processes define the

’resilience’ of a system (Hodgson et al. 2015). Resistance describes the abil-

ity of an ecosystem to continue to maintain function (such as the provision

of grazing) despite external pressures, while recovery describes the internal

processes that pull a system back towards the pre-disturbed state (Hodgson
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et al. 2015). In this context, ‘shocks’ are referred to as any event in the en-

vironment that leads to reductions in rangeland condition beyond the typical,

interannual oscillation around the baseline state of rangeland health. Such

events might include extreme droughts, or heavy rain resulting in floods. It

is important to distinguish between resistance and recovery because manage-

ment aimed at increasing recovery might be different to that designed to

increase resistance. For example, in rangelands, resistance may be increased

by promoting a high diversity of grass species or a particularly beneficial grass

community composition (Tilman et al. 1994), while recovery may require, in

addition, temporal variation in grazing pressure, for example through tempo-

rary grazing exclusion (Fedrigo et al. 2018).

It is unclear whether the recent trend in savanna degradation is driven by

reduced recovery potential, a decline in resistance, or both (Ruppert et al.

2015). Observing the long-term trends of rangeland condition, quantified by

a degradation index, helps reveal the mechanisms behind eventual degradation

of habitats: If degradation is driven by a loss of recovery, areas that become

degraded will show the same short-term response (i.e. reduction in rangeland

condition) to external shocks as comparable sites, but would be expected

to recover more slowly, and potentially insufficiently, before the next shock

occurs. Alternatively, if degradation is driven by a loss of resistance, areas

that become degraded will show a greater initial response to shocks, and

will therefore be less likely to have recovered to pre-shock conditions before

another shock occurs, despite similar recovery rates to more resistant areas.

Recovery and resistance are not mutually exclusive, and may interact with

land management or rainfall conditions to generate different relative impacts
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in different areas. Quantifying the relative effects of resistance and recovery

is important to identify management priorities for savannas (Ruppert et al.

2015).

The rangelands of Northern Tanzania are typical of many African savan-

nas. They are home to significant populations of pastoralists (Homewood

2004; Lind et al. 2020) and hold globally important wildlife populations (Caro

et al. 2016), yet there is widespread concern about their loss and degradation

(Bollig et al. 1999). Wildlife numbers are falling and poverty is high: degra-

dation has been identified as a key contributor to this problem (Veldhuis et al.

2019) but is not ubiquitous. Across Northern Tanzanian rangelands there is

considerable variation in the degree of degradation and in anthropogenic and

environmental drivers of degradation. For example, in our study area, rainfall

varies from 400 to 900 mm (Nicholson 2017), human population from 5 to

35 people per km2 (2012 Population and Housing Census 2013) and live-

stock densities up to 250 head of cattle per km2 (Kiffner et al. 2016). These

landscape conditions are also moderated by a variety of conservation-related

land use restrictions. The combination of all of these interacting components

makes Northern Tanzania an ideal location to study the processes that shape

recovery and resistance in rangeland dynamics.

Here we combine field data on vegetation structure with high-resolution

satellite data gathered over the last two decades (a period spanning two severe

droughts) to identify the drivers of degradation within Northern Tanzanian

rangelands. Our aims were to (1) test whether long-term changes in grazing

potential demonstrate loss of resistance, loss of recovery, or both, and (2)

identify how spatial variation in land use designation, human and livestock
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density, and rainfall patterns impact degradation pathways at a fine spatial

scale. We hypothesize that drier areas experience higher rates of degradation,

and we expect both livestock and human population density to be positively

correlated with degradation. We predict that long-term rates of degradation

correspond to the degree to which grazing is managed by official land use

designation, with areas that have the most grazing restrictions (i.e. national

parks) exhibiting the lowest increases in degradation. Finally, we hypothesize

that loss of recovery and loss of resistance both contribute to long term

degradation patterns.

2.3 Methods

To test whether loss of resistance or recovery is the primary mechanism driv-

ing degradation in Northern Tanzanian rangelands, we (a) chose key parame-

ters that defined degradation within our study area, (b) quantified variation in

degradation across the landscape, and (c) evaluated how degradation changed

at specific locations over time. We evaluated bare ground cover and the num-

ber of invasive & toxic plants (ITP), measured as the abundance of three key

plant species, as candidates for degradation parameters. We used field survey

data gathered in 2016 and 2018, across sampling sites stratified throughout

the study region, to train a machine learning algorithm. Using this algorithm,

we estimated degradation parameters for the years 2000 to 2020, based on

Landsat satellite images and rainfall data, taking into account seasonal vari-

ation of vegetation productivity. Subsets of survey data were used to ground

truth and test model outputs. We then tested whether estimated degradation
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outcomes correlated with spatial maps of anthropogenic and environmental

variation. When considering long-term trends in degradation, we accounted

for the effects of temporal and spatial variation in annual rainfall.

2.3.1 Study area

The study area consisted of 30,300 km2 of the Tarangire-Manyara ecosys-

tem and Maasai Steppe of northern Tanzania (Fig. 2.1). This is a semi-arid

ecosystem, dominated by Acacia-Commiphora woodland (Msoffe et al. 2007).

Annual rainfall is bimodal (rains in November to January and March to May)

with large inter-annual variability (Foley et al. 2010). The 20 years consid-

ered in this study covered multiple positive and negative phases of Indian

Ocean Dipole (IOD) and the El Niño–Southern Oscillation (ENSO), which

represent large scale climate processes that impact rainfall in East Africa (Ke-

bacho 2021). Notable droughts in the study region were recorded in 2003-4

and 2016-17, when average rainfall was around 50% below average (Foley,

unpublished data). The period between October 2019 – January 2020 was

the wettest recorded in East Africa in over two decades (Wainwright et al.

2021). The stratified sampling locations fell into areas of four different land

use strategies. These included, in descending order according to the degree

of grazing restrictions:

• NP: Two national parks (Tarangire, established 1970, and Lake Man-

yara, established 1960, where grazing is outlawed, but some illegal graz-

ing persists, Abukari et al. 2018).

• WMA: Four wildlife management areas (WMAs) (Enduimet, Randilen,
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Burunge and Makame), established beginning in 2003 (Kaswamila 2012).

WMAs primarily give communities the rights to manage wildlife on their

lands, as well as grazing activities, but all activities are managed by a

WMA board.

• CCRO: Areas secured by the Certificate of Customary Right of Oc-

cupancy (CCRO) initiative (NTRI 2016), a relatively new intervention

implemented beginning in 2015, whereby communities retain land own-

ership and decide on land use practices.

• NONE: Land not covered under any official management/protection

scheme.

2.3.2 Choice of degradation parameters

Since this study focused on rangeland habitats, we chose degradation parame-

ters from a grazing potential perspective. We followed the Intergovernmental

Science-Policy Platform on Biodiversity and Ecosystem Services (IPBES) def-

inition of rangeland degradation, as “persistent loss of vegetation productivity

cover, especially of those plants which support herbivores.” (Kotiaho et al.

2018). Our proposed parameters consisted of an index of bare ground cover

(absence of grazeable vegetation cover) and the number of individual ITP,

which replace plants palatable to herbivores. The latter consisted of three key

plant species, all native to the area, but behaving like invasive plants: Ipomea

hildebrantii, an evergreen woody shrub that can significantly decrease grass

biomass production (Mworia et al. 2008; Manyanza et al. 2021); Solanum

campylacanthum, a thorny shrub which has been shown to be highly toxic to
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livestock (Thaiyah et al. 2011); and Dichrostachys cinerea, a fast growing

tree species that accounts for the majority of bush encroachment in African

savannas (Roques et al. 2001).

2.3.3 Baseline ground surveys

We used ground survey data to train and validate remote sensing estimates

of degradation. To select survey sites across the study area (Fig. 2.1), we

stratified the ecosystem to ensure data collection from a complete repre-

sentative selection of land cover, vegetation quality and rainfall levels. This

survey stratification also allowed manageable sampling and route planning

for accessing sites across the ecosystem. The strata were based on com-

binations of rainfall, mean annual NDVI (vegetation greenness) for the year

2015, and land cover type (grassland and woodland) (see section ’Survey site

stratification’ for details). We chose April and May as the sampling months

since this coincided with the end of the wet season and consequential peak

vegetation growth, enabling plant species identification (Riginos et al. 2010).

We randomly selected 250 cells evenly across all strata to sample using a

basic vegetation survey, with the centre of each 500 m cell selected as the

focal sampling point for the vegetation survey. Neighbouring cells were ex-

cluded. Some 43 target cells were unsuitable (e.g. recently cleared crops)

or inaccessible, resulting in 208 cells sampled between April and May 2016.

To increase the geographic spread of sampling locations, during April 2018

additional 48 vegetation surveys were carried out across the ecosystem, three

of which targeted areas containing D. cinerea. This allowed us to train the
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machine learning algorithm on a wider range of values, improving the perfor-

mance when applied over the full study region. The total number of survey

locations used in the analysis was 256.
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Figure 2.1: Location of the study area and sites for the baseline vegetation survey

in April–May 2016 (blue circles) and April 2018 (orange diamonds). Background

shading represents terrain elevation, derived from Shuttle Radar Topography Mission

data (Farr et al. 2007). Areas not falling into the National Park (NP), Wildlife

Management Area (WMA), or Certificate of Customary Right of Occupancy (CCRO)

designation were included in the study under the ‘NONE’ category. The map was

created using QGIS 3.14 (QGIS Development Team 2022).



Chapter 2: Pathways of Degradation 37

At each survey site (Fig. 2.1), we collected data based on the Monitoring

Rangeland Health guide (Riginos et al. 2010), which is designed for rapid veg-

etation and degradation assessments with minimal equipment. Measurements

were taken at sampling points every five meters along four 25 m transects

extending north, east, south and west, resulting in a 50 x 50 m cross, diag-

onally covering a plot of 35 x 35 m. At every sampling point, measurements

were recorded at 5 notches along a 1 m measuring stick, leading to a total

of 100 individual data points (25 for each of the four 25 m transects). The

following measurements were quantified: (1) The number of invasive and/or

toxic rangeland species (I. hildebrantii, S. campylacanthum and D. cinerea),

as a total count of stems at the survey site across all sampling points. (2)

The percentage of bare ground, as the percentage of notches falling onto

bare ground, across sampling points at the survey site. Measures of plant

density and bare ground were not mutually exclusive, e.g. a count of one

plant of D. cinerea could coincide with a high percentage of bare ground at

a given sampling point, in the absence of ground vegetation.

2.3.4 Survey site stratification

We used remote sensing data (MODIS), accessed and downloaded using the

Google Earth Engine (GEE) cloud computing platform (Gorelick et al. 2017),

to stratify vegetation survey locations. This stratification allowed us to col-

lect samples over a range of different environmental conditions. The MODIS

products included: MOD13A1 (Didan 2015), a 16-day Normalized Difference

Vegetation Index (NDVI) composite (a measure of vegetation productivity),
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at a 500 m resolution from which we calculated the mean NDVI value per grid

cell from all 2015 data; MCD12Q1 (Friedl et al. 2019), a land cover prod-

uct providing five annual classification layers for global land cover at a 500m

resolution. Land cover per grid cell was calculated at the most common an-

nual BIOME-Biogeochemical Cycles (BGC) classification between 2001 and

2013; MOD09A1 (Vermote 2015), an 8-day land surface reflectance prod-

uct, downloaded for May 2015–April 2016.We further retrieved rainfall data

at 0.05◦ resolution for the years 2000–2020 from CHIRPS version 2 (Funk

et al. 2015), a quasi-global dataset, ranging from 50◦S to 50◦N, that com-

bines satellite imagery with rainfall station data to create a gridded rainfall

time series. We calculated mean rainfall for the period 2000–2020, interpo-

lated to the same resolution as the MODIS data. For each 8-day MODIS

reflectance tile, we interpolated single missing values in all seven bands due

to cloud cover based on the average of the preceding and succeeding tiles.

Where there were cells with two or three successive missing values, these were

replaced by linear interpolation using the ’na.approx()’ function in the ‘zoo’

package (Zeileis et al. 2005) in R 3.2.2 (R Core Team 2016). The sample

stratification resulted in a design that spanned a wide rainfall gradient, from

360 mm to 1095 mm total annual rainfall.
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2.3.5 Estimating degradation parameters, using machine

learning

We obtained remotely sensed satellite data for the machine learning regres-

sion from Landsat through Google Earth Engine, at 30 m resolution, which

closely matched the 35 m vegetation survey plots. We combined Landsat

5, 7 and 8 products (courtesy of the U.S. Geological Survey) to maximise

data coverage for our study period and region. For Landsat 7 products, the

scan line correction device failed in May 2003, leading to a 22% loss in values

for each scene (Scaramuzza et al. 2005). A gap-filling function was applied

in GEE to mitigate this. For each Landsat product, we calculated per-pixel

cloud scores and only included pixels with less than 10% cloud cover.

Based on the Landsat images, we calculated yearly indices that had the

potential to indicate patterns of rangeland degradation at 30 m resolution. All

composites were created starting in November the previous year, and ending

in October of the given year used for predictions, to capture the seasonality

in the region. Vegetation indices are used as a quantitative measure of veg-

etation productivity; we therefore calculated the enhanced vegetation index

(EVI), an index that is optimised for areas with high productivity and varia-

tions in soil brightness (Huete et al. 2002). Next, we calculated a bare soil

index (BSI) based on a formula introduced by Rikimaru et al., which combines

the NDVI and normalised difference built-up index (Rikimaru et al. 2002), and

has been used in similar studies (Diek et al. 2017). We calculated the modi-

fied soil-adjusted vegetation index (MSAVI), a vegetation index with increased

dynamic range over NDVI, and reduced soil background bias (Qi et al. 1994).
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We used harmonic regression to calculate trend variables (magnitude, phase)

for EVI, BSI, and MSAVI. This allowed us to capture the seasonal change of

vegetation indices (i.e. variation in plant phenologies), a quantification that

can improve the predictive power of classifiers (Adams et al. 2020), and was

lacking from the yearly averages used for the remaining indices. Finally, we

included the total yearly rainfall at the pixel level, based on CHIRPS data,

to account for the potentially strong effect rainfall might have on the chosen

degradation parameters. Recognising that the amount of grass present at the

end of a rainy season is influenced both by the severity of the preceding dry

season and the total rainfall across the previous rainy season, we computed

annual rainfall from May in the previous calendar year, to the end of April in

the focal year. Supplementary Figure A.1 provides a conceptual overview of

the steps involved in creating the composite layers. Supplementary Table A.1

gives a summary of all predictor variables used to train the model algorithm.

To minimise unnecessary computations, a mask layer was created that ex-

cluded any data for non-savanna habitat. Supplementary Table A.2 gives an

overview of data products and parameters used to create the mask.

Supervised Machine learning regression algorithms were trained and eval-

uated in GEE. The surface survey data were joined with predictor variables

at the respective sampling locations and years (2016 or 2018), and randomly

split into a holdout testing partition (25%) and training partition (75%).

The training partition was used for repeated random cross-validation, using

ten repeats, and 75%-25% splits for training and validation subsets. Model

performance was evaluated using the average r-squared value and RMSE with

standard deviation for observed vs. predicted results, across all ten repeats.
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Model parameters were tuned in GEE, and the final, best performing model

was evaluated against the testing holdout partition, previously unseen by the

model. This workflow provided us with an unbiased approach to evaluate the

models ability to generalize, and avoid overfitting (Nwanganga et al. 2020).

The predictor variables had very different ranges, and were standardised to im-

prove model performance. The bare ground cover values were skewed towards

zero, and an improved model performance was achieved by log-transforming

the response: log(x+1). The final model for the classification was trained us-

ing all of the ground truth data available. Different classification algorithms

were evaluated. Random forest (RF) and support vector regression (SVR)

with radial kernel and nu parameter were chosen since they are known to

perform well in remote sensing applications (Adam et al. 2014). The accu-

racy performance of one over the other differs between studies (Adam et al.

2014; Mansour et al. 2016; Hunter et al. 2020), warranting a direct com-

parison. While less often used in remote sensing studies, gradient boosting

trees (GBT) have outperformed SVR and RBF algorithms on some occa-

sions (Yang et al. 2018; Pham et al. 2020), and it was therefore included in

the comparison. The resulting predictions were back-transformed from the

log scale to the original scale for bare ground scores and scaled using the

2016 mean and standard deviation. Final prediction maps were visualised in

GEE for every year, to check for abnormalities. Figure 2.2 gives a conceptual

overview of all steps involved in predicting degradation scores, based on the

annual composite maps.
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Figure 2.2: Conceptual overview of the steps involved in creating annual maps of

predicted degradation scores for the study area. The map was created using R 3.2.2

(R Core Team 2016), and the flowchart was created using Adobe Illustrator Version

23.0.3 (Adobe Systems Incorporated 2022).

2.3.6 Data analysis

Estimates were made at a 30 m resolution to match the 35 m vegetation plots,

but aggregated to 200 m resolution for further analyses using a median. This

aggregation reduces stochastic noise potentially arising from extreme values
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across the 200 m pixels (i.e. very high degradation pixels neighbouring very

low degradation pixels), at the cost of ignoring fine-scale patterns. We argue,

however, that degradation from a grazing perspective is most meaningful if

observed at a scale above 30 m resolution and across the larger scales at

which grazing decisions are made. To test hypotheses about resistance and

recovery, we normalized degradation scores between 0 and 1, and divided the

savanna landscape into three even-sized classes identifying the most, least,

and medium degraded areas, based on the median degradation scores of the

final three years of the time series (2018–2020). If loss of resistance underpins

degradation, we anticipated that sites that are most degraded by the end of

the time series would show bigger changes during years with large declines in

degradation. If lack of recovery underpins degradation we anticipated that

the first year of recovery following a large decline would see smaller recoveries

in the most degraded areas. As recovery could be measured in absolute

or relative terms (i.e. number of units recovered, or proportion of decline

recovered) we considered both quantifications. We used two-way ANOVAs

in R to statistically compare classes. We estimated the marginal means for

covariates based on the model using the ’emmeans’ package (Lenth 2021),

and conducted Tukey’s post hoc tests for pairwise comparisons. It should be

noted that, due to the large sample sizes in these comparisons, traditional

statistical significance becomes almost inevitable (Royall 1986).

To test hypotheses regarding the mechanisms leading to degradation, we

computed the pixel-wise linear rate of degradation parameters at a 200 m

resolution across the entire time series (long-term trend), taking into ac-

count the annual variation of rainfall when calculating the slope. We fit-
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ted a spatially-explicit hierarchical Bayesian regression model using Integrated

Nested Laplace Approximation (INLA) with the Stochastic Partial Differen-

tial Equation (SPDE) approach in the package ’R-INLA’ (Rue et al. 2009;

Lindgren et al. 2015; Bakka et al. 2018) in R. INLA offers a fast, flexible

alternative to Markov-Chain Monte-Carlo methods for fitting complex regres-

sion models and allows us to estimate the effects of spatial covariates while

accounting for the non-independence of spatial data (Lobora et al. 2017).

The model correlated the long-term rate of degradation to human population

density for 2017 (from the Landscan dataset, Bright et al. 2018), livestock

density for the year 2010 (measured in Tropical Livestock Units based on cat-

tle, goats, and sheep, data from the Gridded Livestock of the World database,

FAO, Gilbert et al. 2018), the land use designation (NP, WMA, CCRO, and

NONE) as a categorical variable, and total annual rainfall (from the CHIRPS

data). Including rainfall as a covariate explicitly accounted for the spatial

variation in rainfall, a variable that drives large amounts of variation in grass-

land productivity (Yang et al. 2008; Guo et al. 2012), and would likely mask

trends if unaccounted for. The statistical power of the regression analysis was

related to the number of pixels considered. Supplementary Table A.3 gives

an overview of the sample sizes used for the land use designation analysis.

Initial models revealed that the estimated range of the spatial autocorre-

lation was very small, requiring a very fine mesh resolution to fit a smooth

SPDE. We created a simple spatial mesh at the point locations using the

’inla.mesh.create’ function in ’INLA’, covering the study region and extend-

ing beyond the border (using the default settings), to avoid boundary effects

of the SPDE. We cross-validated the fit of the model by visually inspecting
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probability integral transform (PIT) values (Wang et al. 2018).

2.4 Results

2.4.1 Model performance

The random forest (RF) model slightly outperformed support vector regres-

sion (SVR) for predicting the bare ground scores during cross-validation but

performed considerably worse on the holdout partition (Table 2.1), and SVR

was chosen for the final classifier model for the bare ground index. Gra-

dient boosting trees performed best on the holdout partition for predicting

the number of invasive & toxic plants (ITP), but considerably worse than

SVR and RF during cross-validation. SVR performed better than RF during

cross-validation, but performed slightly worse than RF on the holdout par-

tition (Table 2.1), and RF was chosen for the final classifier model for the

number of ITP. See Supplementary Figure A.2 for validation plots of the final

models. When visualizing the prediction maps for the number of ITP, we

observed inter-annual variation far greater than plausible for relatively slow-

growing woody plants (see Supplementary Fig. A.3), suggesting that the

model did not sufficiently differentiate ITP from the remaining vegetation.

We therefore excluded this parameter from further analysis and focused on

bare ground cover only.
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Table 2.1: Model performance of the different classifiers evaluated for the prediction

of a bare ground (BG) and invasive & toxic plants (ITP) index. Values represent

averages across 10 random splits of the training partition, with standard deviation.

’Final performance’ represents the performance against the holdout partition.

Classifier Response RMSE R2 Final

performance

Random Forest BG 0.16 (± 0.02) 0.41 (± 0.10) RMSE: 0.17,

R2: 0.33

ITP 48 (± 8) 0.53 (± 0.70) RMSE: 46, R2:

0.57

Gradient

Boosting Tree

BG 0.21 (± 0.02) 0.38 (± 0.1) RMSE: 0.20,

R2: 0.31

ITP 57 (± 12) 0.42 (± 0.11) RMSE: 51, R2:

0.60

Nu SVR BG 0.17(± 0.02) 0.38 (± 0.11) RMSE: 0.15,

R2: 0.43

ITP 48 (± 9) 0.59 (± 0.11) RMSE: 65, R2:

0.54

2.4.2 Spatial patterns

Maps of bare ground index scores showed expected spatial patterns. We

found lower bare ground cover in Tarangire and Lake Manyara national parks,

as well as in the forests surrounding the peaks in the north of the study area

(Fig. 2.3).



Chapter 2: Pathways of Degradation 47

Figure 2.3: Map of normalized bare ground index scores in the study area, averaged

for the years 2018–2020. Areas of high bare ground cover receive higher scores (max

index = 1) and are coloured yellow, areas of low bare ground cover have lower scores

(max index = -1) and are coloured purple. Gaps in the data (coloured white) are

areas removed by the masking layer. The map was created using QGIS 3.14 (QGIS

Development Team 2022).
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2.4.3 Time series analysis

Annual rainfall in the study area was variable and corresponded to recorded

rainfall extremes. During the drought years of 2003–2004, rainfall in the

study area remained at a lower level, and rainfall dipped during the drought

of 2016–2017 (Fig. 2.4). The extreme rainfall of 2020 had a strong im-

pact in the study area, with the year exhibiting highest recorded rainfall dur-

ing the timeline (Fig. 2.4). We found clear year-to-year variation in bare

ground scores (Fig. 2.4). Consistent land use designation effects were visi-

ble throughout the timeline (Fig.2.4A). In most years, national parks showed

lower bare ground scores than any other land use designation, with notable

exceptions in years of high rainfall (e.g. 2001, 2020). Land that would even-

tually become CCROs or WMAs often had similarly high bare ground scores

to land in the ‘NONE’ category (Fig. 2.4A). Areas that were classified as

having most, least and medium bare ground scores at the end of the timeline

maintained the same classification throughout the study period (Fig. 2.4B).

Recovery years were frequently associated with high annual rainfall (eg. 2001,

2018, 2020) (Fig. 2.4).
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Figure 2.4: Normalized bare ground index scores over time – areas of high bare ground

cover receive higher scores. A) Split by land use designation (black: No official

management/protection scheme (NONE), orange: Certificate of Customary Right

of Occupancy (CCRO), blue: Wildlife Management Area (WMA), cyan: National

Park (NP)) and B) Split by bare ground percentile, based on the median degradation

scores of the final three years of the time series (2018-2020). Whiskers represent

95% confidence intervals around the median. Outliers are not shown. The dashed

gray line in the background indicates annual median rainfall (November to October),

based on CHIRPS version 2 data retrieved for the study area (Funk et al. 2015).
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To assess resistance, we focused on the four years with the largest increase

in bare ground scores (2002, 2009, 2011 and 2019). We found that cells in the

high bare ground percentile increased in bare ground cover more, on average,

than other cells in three of the four years assessed (Fig. 2.5). Similarly,

lowest bare ground percentiles in 2018–2020 also showed the lowest average

increase in bare ground in three of the four years (Fig. 2.5).
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Figure 2.5: Changes in normalized bare ground index scores during the four years of

greatest increase in bare ground cover, Split by bare ground percentile, based on the

median degradation scores of the final three years of the time series (2018-2020).

Positive numbers along the y axis signify an increase in bare ground cover, while

negative numbers signify a decrease. Whiskers represent 95% confidence intervals

around the median. Outliers are not shown. All contrasts were statistically different

in the ANOVA tests, unless otherwise indicated. n.s.: not significant.

Looking at the recovery year following large declines, we found that cells

ending in the highest bare ground percentile exhibited lower absolute and
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relative recovery than other cells in the driest recovery year (2003) (Fig. 2.6).

In the remaining years, cells in the ultimately highest bare ground percentile

showed higher absolute recovery than other cells, and the difference increased

with higher annual rainfall (Fig. 2.6A). In terms of relative recovery, cells in

the ultimately highest bare ground percentile showed the same trend of higher

recovery in wetter years, and were the only cells with median net improvement

in the wettest year (2020) (Fig. 2.6B).
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Figure 2.6: Recovery in bare ground scores following the four years of largest degra-

dation. Split by bare ground percentile, based on the median degradation scores of

the final three years of the time series (2018-2020). A) Absolute recovery, positive

numbers along the y axis signify an increase in bare ground, while negative numbers

signify a decrease in bare ground. Blue diamonds indicate annual rainfall (November

to October) based on CHIRPS version 2 (Funk et al. 2015) data. B) Relative recov-

ery, the proportion of decline that returns in the recovery year. A value of 1 = total

recovery, 0 = no recovery, <0 = continued decline, >1 net improvement. Whiskers

represent 95% confidence intervals around the median. Outliers are not shown. All

contrasts were statistically different in the ANOVA tests.
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Formal statistical analysis of the cell-specific change of bare ground scores

between 2000 and 2020 showed significant effects of all covariates (Fig. 2.7,

Table 2.2). We found evidence that mean annual rainfall had the strongest

effect on the long-term trend of bare ground scores compared to the other

covariates in the model, with drier areas showing steeper increases in bare

ground scores than wetter areas (Fig. 2.7B). We found increases of bare

ground scores over the last 20 years in all areas, independent of land use

designation (Fig. 2.7, Table 2.2). The bare ground cover change in land

that had been designated as CCROs by the end of the time period was no

different from land in the NONE category, while national parks and WMAs

had a lower rate of increase in bare ground than NONE (Fig. 2.7D). Both

human population density and livestock density had small correlations with

the change of bare ground scores, such that areas with higher human density,

as well as more livestock, experienced increasing bare ground cover rates (Fig.

2.7A, C).
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Figure 2.7: Effect plots showing the correlations between covariates and the rate of

change in bare ground cover across the time period. A) Human population density,

B) Mean annual rainfall, C) Livestock density and D) Land use designation.
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Table 2.2: Parameter estimates and their 95% credible intervals for INLA model

results predicting the rate of bare ground scores over time. Positive estimates corre-

spond with positive rates of bare ground scores, and negative estimates with negative

rates of bare ground scores. Parameters with credible intervals that do not overlap

zero (bold) may be considered well supported by these Bayesian models.

Parameter Estimate Credible intervals

Intercept 0.621 (0.611, 0.631)

Human population density 0.015 (0.011, 0.015)

Rainfall -0.052 (-0.059, -0.045)

Livestock density 0.015 (0.008, 0.023)

Designation: CCRO -0.004 (-0.017, 0.008)

Designation: NP -0.04 (-0.056, -0.025)

Designation: WMA -0.018 (-0.028, -0.009)

2.5 Discussion

We found evidence that, in our study area, degradation seems to result pri-

marily from a loss of resistance to change, not a lack of recovery. Land

identified in the highest bare ground percentile by the end of the time period

experienced slightly larger declines in condition in most years of widespread

annual decline, but maintained recovery potential throughout. Absolute re-

covery in ultimately more degraded sites (i.e. sites in the highest bare ground

percentile during the last three years of the time period) was actually slightly

greater in all but the driest recovery year. Our results show that, as one shock
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rapidly follows another, sites that are ultimately degraded do not have time

to fully recover between shocks. Sites with ultimately highest bare ground

scores would have had to repeatedly exhibit net improvement to balance out

the increased decline, but this degree of recovery only occurred during years of

high rainfall. As we explicitly included annual rainfall in our models, we do not

consider that large-scale climatic processes on the decadal scale can explain

our overall findings. It should be noted that our estimated degradation scores

exhibited significant variation, leading to small median effects. Nonetheless,

we observed consistent patterns across years, suggesting that these trends

go beyond statistical noise.

Although there is much in the ecological literature that defines separate

concepts for resistance and recovery (Côté et al. 2010; Lake 2013; Hodg-

son et al. 2015), our results provide evidence that, in this area, repeated

environmental shocks are a driver of bare ground cover. However, defining

recovery will require more than measuring improvements in our bare ground

index. The conceptualization of degradation as delivered through a repeated

process of shock followed by partial recovery is important because it gives

hope for eventual restoration of these rangelands. Although it seems unlikely

that ecological shocks are to decline in frequency given global perturbations

of the climate system (O’Loughlin et al. 2012; Ongoma et al. 2018), the fact

that recovery potential remains suggests that reducing factors that decrease

resistance to change could allow rapid recovery. Indeed, the ability to recover

quickly from year to year has long been at the core of traditional management

of these rangelands: heavy use over a few years could lead to severe local

degradation, but nomadic people moved away for a few years allowing natural
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recovery (Homewood et al. 1987; Scoones 1995). Today, such movements

are increasingly restricted by fragmentation of rangelands, mainly through in-

creasing agriculture (Goldman et al. 2013; Selemani et al. 2014), rendering

it necessary for pastoralists to remain in what may otherwise have been only

temporarily degraded sites (Sallu et al. 2010; Middleton 2018), resulting in

declining grassland productivity and increased degradation (Oba et al. 1987;

Western et al. 2015; Russell et al. 2018).

Under the current prediction of overall increased rainfall in East Africa

(Ongoma et al. 2018; Girvetz et al. 2019), the increased recovery potential

with higher rainfall could give hope for the eventual restoration of these range-

lands. However, rainfall predictions for the region are complex. Historically,

long season rainfall in East Africa has declined (Lyon et al. 2012; Liebmann et

al. 2017). Future climate change is predicted to lead to more intense rainfall

on individual days during the long rain season (Shongwe et al. 2011; Dunning

et al. 2018; Ongoma et al. 2018) and increasing rainfall during the short rain

season (Rowell et al. 2015; Dunning et al. 2018), but also an increase in dry

days (Vizy et al. 2012) and frequency and duration of droughts (Nicholson

2017; Gebremeskel Haile et al. 2019). Overall, studies predict an increased

frequency of high rainfall events associated with storms over Africa, linked to

climate change (Kendon et al. 2019; Finney et al. 2020). It is currently unclear

how these changing patterns will affect rangeland recovery potential. Due to

the temporal resolution of our study, considering total annual rainfall only, we

are lacking this insight into the finer scale rainfall patterns driving bare ground

cover change. The clear association of rangeland recovery with total rainfall

during our study period suggests that temporal variation in rainfall does not
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yet override the spatial effect of total annual rainfall, but the relationship with

rainfall patterns should be explored to evaluate the future risk to rangeland

recovery posed by climate change in East Africa. Furthermore, the spatial

pattern of rainfall in relation to recovery should be considered. Rainfall in

savanna grasslands is characterized by a high spatial patchiness (Prins et al.

1988). Our study related recovery to rainfall averaged over the whole study

area, disregarding local trends, and thus the finer scale responses to rain.

Our results are applicable at the wider scale, but more research is needed to

confirm the relationship between rainfall and recovery at the regional scale of

management areas.

The general association of rangeland recovery with rainfall highlights a

potential caveat of studies including bare ground as a parameter: while bare

ground is the most visible expression of resistance and recovery on a wider

landscape scale (enabling coarse satellite analyses), it is also potentially mis-

leading, because of the high sensitivity to rainfall. Even rangeland well on

its path to degradation (resulting from loss of resistance and/or recovery

potential) may show a flush of growth following high rainfall events, leading

to short-term variability of bare ground estimates. It is therefore crucial to

account for rainfall, as it was done here: i) use rainfall to inform estimates

of bare ground cover, ii) consider the long-term trends of bare ground, after

factoring out temporal variation in rainfall, and iii) account for spatial vari-

ation in rainfall when analysing spatial patterns of bare ground cover. But

even where rainfall is accounted for, the use of bare ground alone may present

problems. In the context of recovery, for example, we registered a rangeland

as ‘recovered’ if vegetation cover had sufficiently increased, even though this
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might be through fast-growing invasive or toxic species, rather than palatable

grasses. For this bias to lead to false conclusions, however, such invasive

and toxic plants would have to be more dominant than grazeable vegetation,

during times of regrowth, across the hundreds of pixels considered for this

study. Surveys suggest that the majority of these invasives are still low in

numbers in the region (Ngondya et al. 2017), although this might become a

greater risk in the future.

We succeeded in generating classified maps of bare ground scores from

Landsat images since 2000. Formal validation confirmed pixel-level corre-

lations between observed and predicted test regions for both parameters of

interest, bare ground and ITP, but further evaluation based on expected year-

to-year variation only validated predictions of bare ground. Using satellite im-

agery to identify specific vegetation types, particularly at a taxonomic level,

has long been a challenge in the field of remote sensing, requiring data at

higher resolution than used in this study (Mansour et al. 2016; Hunter et

al. 2020). With the establishment of the Sentinel-2 program, providing im-

agery with high spatial (10 m) and temporal (5-day) resolution (Drusch et

al. 2012), researchers have increasingly overcome this challenge, particularly

through the use of time series analyses, utilizing images at peak vegetation

intensity (Rapinel et al. 2019; Hunter et al. 2020). However, data are not

available before 2015, making these data unsuitable for the analysis of longer

term trends, as are expected in savanna habitats. The final generated land-

scape level patterns of bare ground cover in our study were consistent with

known land use patterns. Our bare ground scores showed considerable vari-

ation year to year, which is consistent with known patterns of inter-annual
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variation in grass productivity in semi-arid savannas (Wonkka et al. 2016; Li

et al. 2020). We found evidence for increases in bare ground scores across

the study area, particularly in the driest areas, exactly as reported elsewhere

(Vierich et al. 1990; Fynn et al. 2000; Wang et al. 2020), and in line with

the large scale increases in bare ground observed in East African grasslands

over the last two decades (Hill et al. 2020b).

We found the expected positive relationship between human density and

degradation (Vierich et al. 1990; Holechek et al. 2017). Furthermore, we

found that increases in bare ground cover were positively correlated with live-

stock density. While this result corroborates the negative relationship between

high grazing intensity and grass biomass observed in African savannas (West-

ern et al. 2015), the relatively low spatial resolution of the FAO product used

to estimate livestock density (Gilbert et al. 2018) lends only limited inter-

pretability to this finding. Under the current predictions of continued growth

in human population and demand for livestock products, however, this poten-

tial pressure on rangelands is unlikely to decrease. The signs of lower increases

of bare ground cover in WMAs and national parks point to their effectiveness

in mitigating large scale declines. Finally, we found no evidence for reduced

bare ground increases in land that became CCROs. CCROs are a relatively

new tool being promoted to enable the effective management of rangelands

by local communities (Huggins 2016; Stein et al. 2016; Alananga et al. 2019),

so it may seem surprising that these areas do not show improvements during

the final years, especially as our analysis accounts for differences in rainfall

and human population density that may differ between sites. In practice,

however, CCROs are not in themselves a solution to the problem of degra-
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dation: although they establish areas dedicated for grazing, they do not yet

provide sufficient management guidance around that grazing (Alananga et al.

2019). Consequently, once established they may generate grazing honeypots

that increase degradation locally, rather than resolve the problems associated

with poor land use. However, several CCROs are now engaged in sustainable

grazing and management schemes, which might lead to a future reduction of

degradation in these areas. Our results show that the ability of these sites to

recover if effectively managed is undiminished, which speaks to the potential

effectiveness of sustainable management schemes in CCROs. Establishing

responsible community management may well be the first step that is needed

if degradation is to be reduced. Continued monitoring of rangeland conditions

in these areas is needed to establish the effectiveness of these new manage-

ment strategies. It should be added that the list of CCROs included for the

study area is not exhaustive: Due to the time-consuming process involved

in establishing these areas, not all boundaries were available at the time of

analysis.

Future research should include measurements of finer-scale qualities of

rangeland health, to overcome some of the caveats highlighted in this study.

Such measurements could include species composition of the vegetation cover,

plant traits related to palatability, individual resistance and recovery capacity

of plants, or soil properties (e.g. composition, compaction). The latter could

provide important insights into the mechanisms of grassland degradation and

recovery at a finer spatial scale, given its influence on water retention (Hall et

al. 1977), soil erosion (Moore et al. 1990; Cotler et al. 2006), and soil micro-

bial activity (Bach et al. 2010). Additional management techniques could be
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considered, such as the frequency of fires, an important historic and contem-

porary management strategy in the region (Butz 2009). These variables may

reveal a more complete picture of the pathways to degradation, and enable

more effective rangeland management strategies. If the qualities underlying

rangelands resistant to degradation are identified, they could be targeted in

order to further promote rangeland resistance in the face of greater shocks

and stress.

2.6 Code availability

The code used in Google Earth Engine can be accessed online using the

following link: https://doi.org/10.6084/m9.figshare.24581922.v2.

R code for the data analysis can be accessed online using the following link:

https://doi.org/10.6084/m9.figshare.24581967.v3.
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Chapter 3: Traits and Range Shifts

Spatio-temporal integrated Bayesian species dis-

tribution models reveal lack of broad relationships

between traits and range shifts

3.1 Abstract

Aim: Climate change and habitat loss or degradation are some of the great-

est threats that species face today, often resulting in range shifts. Species

traits have been discussed as important predictors of range shifts, with the

identification of general trends being of great interest to conservation efforts.

However, studies reviewing relationships between traits and range shifts have

questioned the existence of such generalized trends, due to mixed results and

weak correlations, as well as analytical shortcomings. The aim of this study

was to test this relationship empirically, using analytical approaches that ac-

count for common sources of bias when assessing range trends.

Location: Tanzania, East Africa.

Time period: 1980-1999 and 2000-2020.

Major taxa studied: 57 savannah specialist birds found in Tanzania, belong-
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ing to 26 families and 11 orders.

Methods: We applied recently developed integrated spatio-temporal species

distribution models in R-INLA, combining citizen science and bird Atlas data

to estimate ranges of species, quantify range shifts, and test the predictive

power of traditional trait groups, as well as exposure-related and sensitivity

traits. We based our study on 40 years of bird observations in East African

savannahs, a biome that has experienced increasing climatic and non-climatic

pressures over recent decades. We correlated patterns of change with species

traits using linear regression models.

Results: We find indications of relationships identified by previous research,

but low average explanatory power of traits from an ecological perspective,

confirming the lack of meaningful general associations. However, our analysis

finds compelling species-specific results.

Main conclusions: We highlight the importance of individual assessments

while demonstrating the usefulness of our analytical approach for analyses of

range shifts.

Keywords

Climate change, data integration models, eBird, range shifts, savannahs,

species distribution models, species traits
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3.2 Introduction

Climate change is posing an increasing threat to the survival of many species

and is expected to result in the loss of species at the local or global level

(Urban 2015; Wiens 2016; Panetta et al. 2018). Non-climatic factors, such

as anthropogenic land use change, are further threatening species through

degradation of habitat, changes in land cover, and fragmentation (Haddad

et al. 2015; Horváth et al. 2019; Strien et al. 2019). Populations of species

can persist despite these changes if they show plastic or evolutionary change

(Hoffmann et al. 2011), or simply move to other locations. While micro-

evolutionary adaptation to climate change can occur over relatively short pe-

riods of time, recent examples are mainly of species with short life cycles, such

as fruit flies (Balanyá et al. 2006) or field mustard (Franks et al. 2007). There

is increasing evidence for micro-evolutionary adaptation in taxa with longer

life cycles, such as birds (Karell et al. 2011), but the effectiveness of this

mitigation is unclear. One of the best-documented responses is range shifts

where species distributions change to track suitable environments. There is

mounting evidence for range shifts across taxa, at a global scale, acceler-

ated by anthropogenic climate change (Davis et al. 2001; Parmesan et al.

2003; Colwell et al. 2008; Chen et al. 2011; Pörtner et al. 2022). Under

future climate change scenarios, these range shifts are projected to continue

(Thuiller 2004; Williams et al. 2018). Where species are unable to emigrate

the outcome can be drastic, with the first climate-driven mammalian extinc-

tion recently documented (Gynther et al. 2016). Conversely, some species

that redistribute effectively may benefit from environmental changes (Tayleur
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et al. 2016), establishing populations in new areas. Considerable unexplained

variation in species range shifts as a consequence of climate change has been

recorded, with authors proposing non-climatic variables such as species in-

teractions or traits as possible explanations (Williams et al. 2018; McCain

et al. 2021). Accurately quantifying range shifts and identifying the under-

lying drivers are crucial steps towards gaining a better understanding of the

causes of such variation, ultimately enabling us to identify the most vulnerable

species and inform conservation efforts (Foden et al. 2019).

The vulnerability of species to external pressures affects their ability to

adapt to environmental change. Such vulnerability is characterised by the in-

tersection of exposure and sensitivity to change, and adaptive capacity (Daw-

son et al. 2011; Foden et al. 2019). Exposure is typically defined as the

amount of historic or future change in an environmental variable experienced

across a species’ observed range (Foden et al. 2019). At the species level, it

can be quantified relative to a species trait (e.g. habitat suitability: Gardali et

al. 2012; Alabia et al. 2018, drought threshold and climate suitability: Aubin

et al. 2018). Sensitivity describes the degree to which species might be im-

pacted by environmental change and is considered intrinsic to the species

(Foden et al. 2019). It is commonly estimated through a species’ physio-

logical traits (Gardali et al. 2012; Foden et al. 2013). Adaptive capacity is

generally defined as the ability of a species to cope with the negative impacts

of environmental change (Bateman et al. 2020; Thurman et al. 2020). Such

adaptation includes dispersal ability, and a species exhibiting high adaptive

capacity may colonise newly suitable habitat more effectively when experienc-

ing environmental pressures than a species with low adaptive capacity. Range
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shifts are generally expected to occur where sensitivity and exposure overlap

(Purvis et al. 2005). One species may be able to persist in areas where it is

heavily exposed to a certain change because it is not particularly sensitive to

it, while another species may be highly sensitive to the pressure, but lacks the

ability to disperse to a different location, leading to a negative range shift, or

range contraction. In cases where exposure and sensitivity are both high and

dispersal ability is also high, the species may shift its range into new areas,

where they are suitable. Species vulnerabilities and resulting range shifts are

therefore closely tied to species traits, i.e. the physiology, behaviour, and life

history (Foden et al. 2013; Triviño et al. 2013; Pearson et al. 2014). As

traits are, by definition, the only way by which species interact with the en-

vironment it is ultimately necessary that they explain vulnerability to climate

change, and many vulnerability assessments are generated partially or wholly

from species trait information (Foden et al. 2019).

There has long been an interest in identifying coherent groupings of traits

associated with species range shifts across a wider taxonomic range (Lavergne

et al. 2004; Van Der Veken et al. 2007). Such a generalisation would be a

powerful tool for predicting the effects of future environmental change across

many species, while also helping to identify the most vulnerable species based

on their known traits (Garcia et al. 2014; Pearson et al. 2014; Aubin et al.

2018). In an effort to establish standardised and comparable trait group-

ings, Estrada et al. (2016) developed a traits framework, identifying broad

categories of traits that might explain observed range shifts. Among these

categories, they highlighted ecological generalisation and movement ability as

being the most important predictors. Ecological generalisation refers to the
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ability of a species to use a variety of resources in the environment (Estrada et

al. 2016), which can be expressed by a broad behavioural lifestyle (e.g. loco-

motory niche while foraging), wide trophic niche, or ability to tolerate a wide

range of climatic variables or habitat structures. Species that are strongly

represented in this trait group would be expected to show lower sensitivity to

environmental change, as well as a higher adaptive capacity, leading to coloni-

sation of new habitats and therefore larger range shifts (Angert et al. 2011;

Buckley et al. 2012; Estrada et al. 2016). Movement ability refers to the abil-

ity to travel beyond the natal region (Estrada et al. 2016). In birds, higher

movement ability may be associated with larger body size and longer wings, or

high migratory ability, providing physiological prerequisites for covering longer

distances, and thereby enabling larger range shifts (Angert et al. 2011; Buck-

ley et al. 2012). Conversely, high migratory ability may lead to higher fidelity

to established migration sites and therefore fewer range expansions (Bensch

1999), while a larger body size can be associated with reduced reproductive

potential (Saether 1988), potentially hindering establishment in new areas and

therefore range expansions (MacLean et al. 2017). The increasing availability

of trait databases spanning whole taxonomic groups, such as AVONET for

birds (Tobias et al. 2022), has facilitated testing the relationships between

such trait categories and range shifts empirically. Meta-analyses of stud-

ies linking traditional traits with range shifts found considerable conflicting

evidence for trait effects between taxonomic groups, for most traits cate-

gories considered, and weak predictive power overall (MacLean et al. 2017;

Beissinger et al. 2021). Moreover, validation of climate risk assessment meth-

ods shows trait-based methods to have poor predictive ability (Wheatley et
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al. 2017). This led to the conclusion that traits might be surprisingly poor

predictors of range shifts and not suitable contributions to climate change

vulnerability assessments, unless analytical shortcomings were tested and ad-

dressed (Beissinger et al. 2021).

To further investigate the predictive power of traits, Beissinger and Rid-

dell (2021) called for better inclusion of exposure-related traits in analyses

of range shifts. Traditional trait groups considered as predictors of range

shifts, such as ecological generalisation and movement ability, tend to corre-

spond to the adaptive capacity or sensitivity of species, and might therefore

not be sufficiently explaining trends. Exposure-related traits should in theory

capture the positive relationship between species exposure and range shifts

(Beissinger et al. 2021). Proposed exposure-related traits include morpholo-

gies that influence heat transfer, such as the plumage colouration of birds

(Beissinger et al. 2021). In addition, a more direct measure of sensitivity to

different environmental pressures may be an informative trait group. Species

sensitivity definitions have been criticised as being ambiguous (Fortini et al.

2017b). Correlative species distribution models (SDMs) may present a solu-

tion to this problem. Since they quantify the probability of presence under

different environmental conditions, they reflect a species’ relationship with

the environment more directly, and sensitivity may simply be quantified as the

degree of influence of environmental variables on a species’ occurrence.

Studies have discussed issues in quantifying species ranges as a potential

weakness of analyses of range shifts (Şekercioğlu et al. 2008; Yalcin et al.

2017; Beissinger et al. 2021). Indeed, empirical studies are difficult due to

the nature of observation data used to quantify range shifts. Common issues
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include lack of available data, non-standard survey protocols and observer

bias, auto-correlation issues due to the spatial nature of the data, and im-

perfect detection (Beale et al. 2010; Faisal et al. 2010; Araújo et al. 2019a;

Beissinger et al. 2021). The increasing availability of citizen science obser-

vations has helped fill data gaps (Feldman et al. 2021), but these data are

often collected in different formats and come with a variety of sampling bi-

ases to account for (Isaac et al. 2015; Zhang 2020), making it challenging

to include them in analyses. In recent years, SDMs have gained popular-

ity, due to their ability to overcome many of the issues in estimating species

ranges (Kéry et al. 2013; Franklin 2023). The extension to spatio-temporal

SDMs has shown promising results for estimating range shifts, representing

the probability of transitions between time periods, taking into account spatial

and temporal changes in sampling effort (Beale et al. 2013; Bled et al. 2013;

Grattarola et al. 2023). The recent development of the Integrated Nested

Laplace Approximation (INLA) method and its associated R-INLA package

(Lindgren et al. 2015; Bakka et al. 2018) has made it possible to develop and

run complex Bayesian SDMs with drastically reduced computation times, but

similar accuracy, compared to other methods (Blangiardo et al. 2013), while

accounting for common issues like spatial clumping and sparse data (Redding

et al. 2017). R-INLA is continuously being developed, with the addition of

the Stochastic Partial Differential Equation (SPDE) allowing efficient mod-

elling of spatial autocorrelation (Lindgren et al. 2011), further enabling robust

assessment of range shifts. The recent development of an INLA framework

for data integration allows combining different data sources of species occur-

rence, potentially improving predictions for species with poor data availability
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(Sadykova et al. 2017; Isaac et al. 2020; Grattarola et al. 2023; Morera-Pujol

et al. 2023).

At the core of these SDMs is the estimation of the species’ niche shape.

These models correlate observed occurrences of species with environmental

factors, determining conditions favouring or inhibiting their presence. How-

ever, species distributions may be influenced more by dispersal constraints,

like geographical barriers, than physiological limits. This leads SDMs to of-

ten reflect the realized niche rather than the fundamental niche (Franklin

2023). For more accurate predictions under future climate scenarios, SDMs

strive to approximate the fundamental niche (Peterson 2001; Booth 2017).

To enhance this estimation, efforts include expanding SDMs beyond single re-

gions or time frames, incorporating broader environmental conditions through

methods like adding paleontological data (Jones et al. 2019) or observations

of species in new habitats (Beaumont et al. 2009; Gallien et al. 2012). The

availability of global climate data products and observation data reaching

back decades provides an additional avenue: SDMs that include a tempo-

ral structure, i.e. model species distributions within multiple time slices, can

help move closer to characterising the fundamental niche, relating species

observations to changing environments over time, and hence a wider range

of environmental conditions (Myers et al. 2015).

The aim of this study was to apply recently developed integrated spatio-

temporal SDMs in R-INLA to estimate ranges of species, quantify range shifts,

and test the predictive power of traditional trait groups, as well as sensitivity

traits and an exposure-related trait. In terms of range shifts, we focused on

changes in range size, a key dimension of distribution change (Yalcin et al.
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2017). We based our study on 40 years of bird observations in East African

savannahs. Increasing anthropogenic pressure in the form of inappropriate

grazing regimes has led to accelerated conversion to bare ground in the re-

gion (Hill et al. 2020a), resulting in a drastic change in habitat structure.

Additionally, rainfall has become more intense on individual days (Shongwe

et al. 2011; Dunning et al. 2018; Ongoma et al. 2018), while the number of

dry days and frequency and duration of droughts has increased (Vizy et al.

2012; Nicholson 2017; Gebrechorkos et al. 2019b; Gebremeskel Haile et al.

2019). Under current climate change scenarios, these trends are predicted to

become more extreme (Finney et al. 2020; Ogega et al. 2020; Li et al. 2021).

Savannah birds are known to be sensitive to these changes (e.g. Dean et al.

2001; Beale et al. 2013). Previous studies have identified bare ground as one

of the key predictors of savannah bird ranges since reproductive behaviour as

well as foraging strategies are commonly tied to the grass structure (Fisher

et al. 2010; Schaub et al. 2010). Rainfall has been shown to directly influence

savannah bird populations, due to its ties to food availability and grassland

productivity (Dean 1997; Lloyd 1999; Dean et al. 2001). Due to a long-

running bird observation program, the Tanzania Bird Atlas, observations are

available for four decades, providing enough time to observe meaningful range

shifts, as well as pronounced environmental changes. Based on Tanzania Bird

Atlas data, Beale et al. (2013) provided empirical evidence that Tanzanian

savannah birds have shifted their ranges over the last four decades, due to

a combination of climate and habitat change, making them an ideal study

group. Here, we tested the following hypotheses: (1) Range shifts are posi-

tively associated with ecological generalisation; (2) range shifts are positively
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correlated with movement ability; (3) range shifts are positively correlated

with exposure-related traits; and (4) range shifts are positively correlated

with sensitivity traits.

3.3 Methods

We estimated range shifts using spatio-temporal models in the R-INLA pack-

age that integrated citizen science and bird Atlas data, and accounted for

sampling effort and autocorrelation. We derived species-specific occurrence-

environment relationships, informed by the observed temporal change of dis-

tributions. We correlated traits, derived from trait databases and model out-

puts, with observed range shifts, using robust regression models. Figure 3.1

provides an overview of the main analytical steps included in the data analysis.

A full description of the spatio-temporal integrated model is provided in the

supplementary information file of this document.
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Figure 3.1: Overview of the main analytical steps conducted in the analysis. R-

INLA: R package for implementing the integrated nested Laplace approximation. TZ

Atlas: Tanzania Bird Atlas. Colour schemes correspond to methodological groups.

Blue: Species distribution model components and inputs. Yellow: Species distribution

model and outputs. Orange: Traits derived from literature. Green: Trait-range shift

analysis and output.
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3.3.1 Bird data

We obtained bird observation data from the Tanzania Bird Atlas, as well as

citizen science data from the Cornell Laboratory of Ornithology citizen science

database eBird (Sullivan et al. 2009). The Atlas dataset contains over 1 mil-

lion bird observations, collected by volunteer and professional ornithologists

since the 1960s. It consists of systematically gathered records, summarized

into quarter-degree squares (approx 50 x 50 km at the equator). Due to the

systematic nature of sampling, the Atlas dataset provides broad geographic

coverage of Tanzania (Beale et al. 2013). Observer effort and spatial and

temporal coverage are variable but contained in the metadata. eBird is a

steadily growing resource for citizen science bird observations, increasingly

used in scientific studies. Data were retrieved on May 2021 for Tanzania,

and filtered following best practices (Strimas-Mackey et al. 2023). This in-

cluded filtering the eBird records to retain only complete checklists, defined

as containing all species seen on a given outing, as well as only those records

that were reviewed and approved by a volunteer reviewer. We included only

those records that had associated effort, and only included observations that

spanned less than 15 km, lasted between 5 and 360 minutes, and involved 30

observers or fewer, due to declining detection rates in larger groups (Strimas-

Mackey et al. 2023). Because of the unstructured nature of eBird records,

spatial coverage of Tanzania is considerably reduced compared to the Atlas

data, and observations are biased spatially, e.g. towards roads (Zhang 2020).

To account for spatial variation, we only included records that contained as-

sociated GPS locations. Both Atlas and eBird records were filtered to those
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records that fall inside the Tanzania country boundary, using the ’gIntersec-

tion’ function in the R package ’rgeos’ (Bivand et al. 2017). We chose to

focus on savannah specialists, since they are, in this region, the most likely

group to show detectable responses to climate change (for a discussion see

Beale et al. 2013), while also being well represented in both Atlas and eBird

data. We based our choice of species on a published list of Tanzanian sa-

vannah specialist birds (Beale et al. 2013). After initial filtering steps, we

retained 91 species that were considered candidates for the SDMs.

3.3.2 Environmental covariates

Several environmental covariates were included in the models, accessed and

processed through Google Earth Engine (Gorelick et al. 2017). To reflect

climatic variables, we chose factors that are known to affect grassland bird

demographics. These included variables related to rainfall (annual rainfall

(Sicacha-Parada et al. 2021), median annual dry spell duration as the num-

ber of continuous days with less than 1 mm of rainfall (Brawn et al. 2016)),

and annual maximum temperature. We derived rainfall data from the CHIRPS

version 2 dataset (Funk et al. 2015) and calculated the dryspell duration using

the Google Earth Engine cloud computing platform (Gorelick et al. 2017). We

accessed temperature data from the ’Climatologies at high resolution for the

earth’s land surface areas’ (CHELSA) version 2.1 data product (Karger et al.

2017). To reflect habitat alteration, we included a measure of bare ground

cover, derived from Landsat images using a machine learning algorithm (Wi-

ethase et al. 2023). As a measure of anthropogenic pressure, we included a
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human footprint layer, which quantifies the amount of anthropogenic alter-

ation of habitats (Venter et al. 2016). These environmental variables also

reflected the recent environmental change experienced in the region, which

include changes to dry spell duration and rainfall (Lyon et al. 2012; Lieb-

mann et al. 2017), increasing bare ground (Wiethase et al. 2023), increasing

maximum temperatures (Daron 2018), and growing populations leading to

increasing agriculture conversion and urbanisation (Bullock et al. 2021). All

covariates were re-projected to the lowest resolution layer available, resulting

in a pixel resolution of approximately 5 km. For a detailed overview of the

covariates and data sources see suppl. table B.1.

3.3.3 Estimating species ranges

We estimated ranges at approx. 28 km resolution using separate integrated

distribution models for each species. This coarser resolution allowed us to

run the distribution models at greater computational efficiency while closely

matching the resolution used in similar studies (Adde et al. 2021; Morera-

Pujol et al. 2023). We followed the integrated SDM approach outlined in

Isaac et al. (2020), which allowed us to integrate the eBird and Atlas data

in a single model, despite their differences in sampling structure (Isaac et al.

2020). In short, model-based data integration retains the structure of each

data set, while also accounting for weaknesses, such as sampling bias. This is

achieved by specifying separate observation models for each data set. As part

of the data integration process, environmental covariate layers corresponding

to observation data were sampled at their 5 km resolution at point locations
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for the eBird data, and at the centroids of the squares for the Atlas data.

The model was implemented in a Bayesian framework in the ”INLA” pack-

age version 23.04.24 (Lindgren et al. 2015; Bakka et al. 2018) using R version

4.2.3 (R Core Team 2021). INLA is an alternative to Markov chain Monte

Carlo methods (MCMC) for approximate Bayesian inference, with similar ac-

curacy but higher computational speed (De Smedt et al. 2015), at the cost

of limited flexibility, as it is restricted to latent Gaussian models. We mod-

elled the true species distribution as a Log-Gaussian Cox Process (Møller et

al. 1998) with an intensity function that defined the expected intensity at

a given location, given the environmental covariates and a Gaussian random

field. The Gaussian random field aimed to account for spatial autocorrelation

and unexplained effects, and was estimated using the SPDE for computational

efficiency (Lindgren et al. 2011). For each species, we included a shared ran-

dom field for both data sources, as well as a random field for eBird data

alone, which accounted for unexplained variation in sampling effort unique to

the eBird data (e.g. increased sampling along road networks). We modelled

the intensity using a binomial model with a complementary log-log (cloglog)

link function (see Adde et al. 2021). We included separate effort variables for

each bird data set. For eBird data, this was the checklist duration, automat-

ically recorded by the eBird application in minutes. For Atlas data, this was

the number of unique days any birds had been reported from a cell within the

survey periods. During the model call, we specified the ”Laplace” strategy

for approximations, and default integration strategy.

We modelled the relationship between environmental covariates and bird

occurrence in a non-linear fashion using penalized regression splines (Beale
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et al. 2014), in accordance with the expectation of species existing in niche

spaces. We avoided smoothing approaches that fit regression curves closely

to the data (e.g. random walk models in INLA), following the sentiment that

such smoothing can quickly lead to biologically implausible effects in SDMs

(Hofner et al. 2011). This approach reflected our prior expectation that the

probability of presence relates to environmental variables in an approximately

monomodal way, representing a single continuous niche space. We fitted

the relationship with restricted flexibility by using a small set of regression

splines, based on thin-plate regression spline basis functions (adapted from

steps provided in Crainiceanu et al. 2005). We selected control points for

the regression splines based on the density distribution of covariate values

covering the whole study area. In addition to the environmental fixed effects,

we included the scaled coordinates as linear fixed effects in the model. This

ensured that the spatial random effect fitted well in the case of species with

very peripheral distributions (Beale et al. 2014).

Bird observation data and covariates were grouped into two time periods

(time period 1: 1980-1999, time period 2: 2000-2020), and a temporal first-

order autoregressive process (AR1) was integrated into the model structure.

In AR1 models, the probability of presence in one time period is influenced by

the probability of presence in the previous period. This overall model struc-

ture allowed us to estimate ranges at the two time periods while keeping the

species-covariate relationships fixed, thereby reflecting the assumption that

fundamental environmental limits of birds did not evolve during the time pe-

riod (Radchuk et al. 2019). Simultaneously, this allowed us to better estimate

the species occurrence-environment relationship, as this was influenced by the
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species ranges in two separate time periods, taking into account movement

over time.

To derive pixel-level estimates closely related to the probability of presence

produced by occupancy models, we projected posterior intensity estimates

onto the study area under the assumption of constant high sampling effort

(95 percentile value of overall sampling effort in the study), and we back-

transformed these estimates to the probability scale. Our approach diverges

from traditional occupancy models in a critical aspect. Under our framework,

assuming an infinitely high sampling effort theoretically leads to a probability

of presence of one (i.e., absolute certainty of presence) across all areas. In

contrast, traditional occupancy models distinguish between the likelihood of

presence and sampling effort, allowing for the possibility of absence regardless

of sampling intensity. For the sake of readability and simplicity, we use the

term ”probability of presence” to describe our estimates from hereon out.

We removed the estimates of the separate eBird random field from our final

score. Fixing high sampling effort and removing the eBird specific random

field allowed the underlying ecological process to be visualised without varia-

tions in observation intensity due to effort. Due to the nature of the model,

projected ranges are sensitive to the choice of the sampling effort constant.

We conducted a sensitivity analysis, to test our assumption that this relation-

ship with constant sampling effort should be linear and with no bearing on

the ranking of species. For this, we refitted models using 55, 65, 75 and 95

percentile values for effort, checked linearity of the resulting range sizes using

R-squared values, and calculated the change in the relative ranking of species

by range size across the different effort quantile values.
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3.3.4 Mesh specification, prior choice & model evaluation

In INLA, the SPDE method for approximating the spatial random field achieves

computational efficiency by utilising a computational mesh, i.e. a surface of

triangles covering the study area (Lindgren et al. 2011; Lindgren et al. 2015).

The specification of the spatial resolution of the mesh, i.e. the triangle size,

has to be considered carefully, as growing research highlights the potential

effect of this parameter on model results (Righetto et al. 2020; Dambly et al.

2023). In the absence of well established guidelines on choosing the optimal

mesh size, we initially followed rules-of-thumb, i.e. basing first values for the

mesh size on the estimated spatial range of model predictions (Bakka 2017).

Following this, we opted to model bird distributions using a range of different

mesh size specifications close to these initial values, for each of the study

species, with triangle sizes of 0.55, 0.75, 1, 1.45 and 1.65 degrees (approxi-

mately 61, 84, 111, 161 and 183 km). Two hyperparameters, namely range

and marginal variance (sigma), exert control over the spatial fields. The range

determines the smoothness of the spatial field, i.e., the distance between the

high and low points, while the variance dictates the amplitude of these peaks

and troughs. In the Bayesian framework, prior values must be assigned to

these hyperparameters. We adopted the Penalised Complexity (PC) priors

framework, which is a technique that provides easy-to-interpret and modifi-

able priors (Simpson et al. 2017). PC priors are weakly informative, which

allows the data to mainly dictate the posterior for each hyperparameter. For

each combination of a species and mesh resolution, we chose a separate set

of priors for either the shared or eBird random field. We chose the range and
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sigma priors relative to the spatial extent of the presence records of each indi-

vidual species, as 0.5, 0.7 or 0.9 times the spatial extent, to test the effect of

prior choice on model results. We set the probability that the range is below

the chosen value, and the sigma is above the chosen value, to 50 percent.

This combination of PC priors and mesh resolutions resulted in a sensitivity

analysis containing 15 different model configurations per species, for a total

of 1365 models. To evaluate the performance of each model, we calculated

the logged negative sum of the conditional predictive ordinate scores (log-

CPO), a recommended procedure for choosing the optimal mesh resolution

(Righetto et al. 2020), where a lower score corresponds to the better fitting

model. Additionally, we checked model outputs for visible convergence issues

(e.g. regions with probability scores of 1 only and no spatial smoothness,

or effect plots with abrupt drops to zero or 1 on the y axis), and derived

the spatial range of the random field estimated by the model (where a range

much larger than the total study area indicates poor estimation of the spatial

effect). For each species, candidate models were those that passed visual

convergence checks and showed successful estimation of the spatial effect,

and the final model was chosen based on the lowest log-CPO score. For a final

measure of model fit, we extracted model predictions at the bird observation

points (eBird and Atlas) using the ”extract” function in the package ”terra”

(Hijmans et al. 2023). We then compared model predictions with observed

presence and absence data separately for each time period, and calculated the

area under the receiver operating characteristic (ROC) curve (AUC), as well

as sensitivity (proportion of correctly predicted presences) and specificity (pro-

portion of correctly predicted absences) using the package ”pROC” (Robin
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et al. 2011) in R. While AUC can be problematic when generating pseudo-

absences with presence-only data (Lobo et al. 2008; Shabani et al. 2016),

issues are reduced for detection/non-detection data as used in this study.

In addition to the PC priors, we specified Gaussian fixed effect priors,

equally for all species. These parameters describe the slope of the relationship

between the covariate and occurrence on the link function of the response,

and are applied to the fixed effects of the model. We chose Gaussian priors

on the fixed effects with 0 mean and precision of 1, suitable as a vague prior

given the complementary log-log link function used here.

3.3.5 Species traits

We included traits broadly falling under the categories set out in Estrada

et al. (2016), as well as an exposure-related trait and sensitivity (Estrada

et al. 2016). Table 3.1 gives an overview of the traits and associated data

sources. The sensitivity traits were quantified from the SDM estimates based

on variance partitioning, broadly following Beale et al. (2014). This was the

percentage of variation in presence probability explained by any of the environ-

mental covariates alone. Sensitivity was therefore quantified in line with the

IPCC definition, as the degree to which a species is affected by or susceptible

to environmental change (IPCC 2007). Due to the fact that both sensitivity

and range shift scores were derived from the same distribution models, an

important consideration is the potential for the two variables to be inherently

correlated with each other, i.e. with larger range shifts coinciding with higher

sensitivities. If this were the case, we would expect to find consistent and
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statistically clear positive correlations between range shifts and sensitivity,

an outcome that our analysis tested implicitly. Model-derived environmen-

tal niche breadth was quantified based on the estimated niche shape, as the

range of values associated with a probability of presence above 50 percent.

This quantification relied on the assumption of a single environmental niche.

Where effect plots showed a probability of presence above 50 percent at low

as well as high environmental values, this therefore indicated issues in esti-

mating the niche shape. Since in those cases, the SDM still identified high

presence associations with low and high environmental values regardless of

the niche shape, we set the niche breadth to the maximum. Acknowledging

that this is an imperfect solution, we quantified the extent of the issue and its

effect on the final regression analysis. We expected the relationship between

body mass and range shifts to be non-linear, meaning that a hypothetical dif-

ference of 5 grams body mass should play a larger role for small species than

for large species (up to 8 kg body mass in this study). Hence, we transformed

mass measurements using a natural log. All continuous traits were centred

and scaled to a mean of zero and standard deviation of one.

3.3.6 Quantifying range shifts

We analysed the effect of traits on three measures of range shifts for each

species: Total range change, and two transition scores (expansion, contrac-

tion). Due to the nature of the model (projections under an assumption of

high constant sampling effort), these transition scores represented the change

in estimated intensity. We calculated the measures of range shifts based on
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Table 3.1: Overview of the traits included in the analysis of range shifts. Sensitivity

and niche breadth were derived from the integrated species distribution model, and

corresponded to the environmental covariates included in the model formula (highest

temperature, annual rainfall, longest dry spell duration, bare ground cover, human

footprint). Niche breadth was calculated as the range of covariate values where

P(presence) 0.5, while sensitivity was calculated as the percentage of model variation

explained by the covariate. Mean dorsal reflectance was adapted from data published

in Cooney et al. 2022 (Cooney et al. 2022). All other traits were derived from the

AVONET database (Tobias et al. 2022). ’Kipp’s distance’ describes the distance

between the tip of the first secondary feather and the tip of the longest primary

feather.

Mechanism Trait Description Source

Ecological

generalisation

Locomotory

niche while

foraging

Aerial, Terrestrial,

Insessorial, Generalist

AVONET

Trophic group Omnivore, Herbivore,

Carnivore

AVONET

Niche

specialisation

Niche breadth∗ Model-derived

Movement

ability/Site

fidelity

Migratory ability Low, Medium, High AVONET

Hand-wing index (100*Kipp’s

distance)/Wing length

AVONET

Body mass Species average (gram) AVONET

Exposure-related Mean dorsal

reflectance

300-700 nm Cooney et al.

2022

Sensitivity Sensitivity to

environment∗
Variation of presence

probability explained

Model-derived

∗ Hottest temperature, annual rainfall, longest dry spell, bare ground cover, human footprint.
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the pixel-level probability of presence in time period 1 (P (presence)1980−1999)

or time period 2 (P (presence)2000−2020), using the sum of probabilities (pres-

ence or transitions) over all pixels i to derive a single measure that related

to geographical area (total range size or range expanded/contracted). We

calculated the total range change as the range size in time period 2 divided

by the range size in time period 1 (3.1).

Total range change = log

(∑
i P (presence)2000-2020, i∑
i P (presence)1980-1999, i

)
(3.1)

We calculated the pixel-level probability of range contraction as the prob-

ability of presence in time period 2 multiplied by the probability of absence in

time period 1, and calculated the sum over all pixels i to derive the expected

total range lost (3.2).

Range lost =
∑
i

((1− P (presence)2000-2020, i)× P (presence)1980-1999, i)

(3.2)

We calculated the pixel-level probability of range expansion as the proba-

bility of absence in time period 1 multiplied by the probability of presence in

time period 2, and calculated the sum over all pixels i to derive the expected

total range gained (3.3).

Range gained =
∑
i

((1− P (presence)1980-1999, i)× P (presence)2000-2020, i)

(3.3)

Importantly, we normalised the transition metrics by a stochastic uncer-
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tainty score. It necessarily follows from the transition calculations above that

in places where little to no change occurred, pixel-level contraction and ex-

pansion probabilities were highest if the probability of presence was 0.5 in both

time periods (e.g. (1− 0.5)× 0.5 > (1− 0.1)× 0.1 = (1− 0.9)× 0.9). Ini-

tial testing revealed that such areas of high sustained stochasticity can inflate

transition scores if not accounted for, producing misleading transition metrics.

We therefore defined a stochastic uncertainty score, as the binomial variance

in time period 1 (1980-1999) (3.4). Where the probability of presence was

closest to 0.5 in both time periods (i.e. contraction or expansion scores were

inflated due to high stochasticity), this uncertainty score was equal to the

transition metrics, allowing effective normalisation by division. The sum of

the uncertainty score over all pixels i represents the area of high stochastic

uncertainty (3.4).

Stochastic uncertainty score =∑
i

((1− P (presence)1980-1999, i)× P (presence)1980-1999, i) (3.4)

The final, normalised transition scores (from hereon called ’Meaningful

contraction’ (3.5) and ’Meaningful expansion’ (3.6)) represented the ecolog-

ically meaningful area gained or lost, beyond stochastic noise. All three final

scores (total range change, meaningful contraction, meaningful expansion)

were log-transformed, to scale proportional increases the same as propor-

tional decreases. On the linear scale, a score of 1 indicated that changes

were exactly as expected by chance (area gained or lost equal to the area of
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high uncertainty), and a value of 2 indicated that there were twice as many

expansions or contractions as expected by chance. A score of 0.5 indicated

50 percent fewer transitions occurred than expected by chance.

Meaningful contraction = log

(
Range lost

Stochastic uncertainty score

)
(3.5)

Meaningful expansion = log

(
Range colonised

Stochastic uncertainty score

)
(3.6)

3.3.7 Trait-range shift relationship

For a statistical test of the trait-range shift relationship, we built additive lin-

ear Bayesian regression models with default priors in the R-INLA package (R

version 4.3.1, R-INLA version 23.09.09). We chose robust regression mod-

els over more traditional methods since they effectively reduce the weight

of outliers through a t distributed error structure (Wang et al. 2018). In

essence, this was chosen to help capture broad underlying trends, decreas-

ing the potential influence of outlier species. We fitted separate regression

models with each of the three measures of range shifts as a response, and

the species traits as explanatory variables. In the regression data set, each

row represented range shift metrics and associated traits for an individual

species in the study. Since higher sensitivity generally coincides with smaller

niches (Rinnan et al. 2019), likely leading to a correlation between the two,

we fitted separate models containing either sensitivity and all other traits as
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independent variables, or niche breadth and all other traits. This specification

of model formulas led to a total of six separate linear models. We conducted

cross-validation model checking to evaluate the goodness of fit of the models.

For each model, this was based on the probability integral transform (PIT) val-

ues, a recommended method of Bayesian model criticism (Ferkingstad et al.

2017). For a well-fitting model, we expected uniformity in the distribution of

PIT values, translating into a good match between observations and model

predictions (Gneiting et al. 2007; Wang et al. 2018). We fitted posterior

model estimates to the observation data using posterior marginals of linear

combinations. This allowed us to conduct a final visual inspection for outliers

that might be driving results despite the robust regression approach. Where

such outliers were identified, we compared model results with and without the

outlier included. We evaluated the statistical importance of traits based on

the distance of posterior estimates from zero, taking into account 95% cred-

ible intervals. Where credible intervals did not overlap zero and were narrow,

trait effects were considered especially well supported by the model. Due to

the potential influence of phylogenetic relatedness on results (Angert et al.

2011), we first retrieved taxonomic information for our study species from

the National Center for Biotechnology Information (NCBI) database using

the ’taxize’ package in R (Chamberlain et al. 2013). We then re-fitted the

linear models specifying a random intercept term of family nested in order as

an ’iid’ model with default priors (Faraway 2016), and checked the influence

on model results.
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3.4 Results

Of the initial list of 91 savannah birds that we built SDMs for, 79 species were

well supported based on model evaluation steps, while we failed to produce

reliable estimates for 12 species, consequently discarded. Expert review of the

model output confirmed plausible predicted ranges for all 79 species, reflecting

expert knowledge of distributions and geographical boundaries. The average

model AUC was 82.3 percent, suggesting the model output reflected the

observation data well. Average dorsal reflectance values were not available for

a set of 22 species, and we excluded these species from the regression analysis.

The trait category of ”Trophic level: Scavenger” contained only one species

(White-backed vulture, Gyps africanus) and was therefore removed from the

analysis. The final dataset contained a total of 57 species belonging to 26

families and 11 orders (suppl. table B.2). Supplementary table B.2 provides

an overview of the number of detections for each species and observation data

set, and supplementary table B.3 provides an overview of the sample sizes for

each trait category. As expected, we found that range size estimates were

sensitive to the choice of the effort constant. Testing revealed that range

size estimates increased with effort in a highly linear way, with little change to

the relative species ranks for most species (suppl. figure B.1). We found no

discernible effect of including a random effect of phylogeny in the linear models

(suppl. figure B.2), and the results presented here are based on the simpler

models without random intercepts. We found cases of improperly estimated

niche shapes in 11 of the 57 species. However, this was predominantly found

for human footprint niche breadth (8 cases), followed by niche breadth of dry
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spell duration (3 cases) and rainfall (1 case). Re-running the models with

the 11 species excluded revealed that the relevant model estimates were not

affected (suppl. figure B.3).

Kori bustard (Ardeotis kori) showed one of the largest range contrac-

tions, disappearing from its Western range (Fig. 3.2A, 30 percent greater

contraction than expected by chance). Among the species with the highest

meaningful expansion scores was the Von der Decken’s hornbill (Tockus deck-

eni), showing a westward range extension into miombo woodland areas (Fig.

3.2A, range gained 220 percent greater than expected by chance).

Total range changes varied between species and were predominantly posi-

tive (Fig. 3.2B), meaning that most species increased their range relative to

the initial range size. In the case of the bare-eyed thrush (Turdus tephrono-

tus), this expansion was as high as 3.9 times larger than what would be

expected by chance. Overall, meaningful contractions rarely exceeded what

was expected by chance, and were often lower than expected chance transi-

tions. For a number of species, including Kori bustard, both contractions and

expansions were considerably higher than total range changes (Fig. 3.2B).

In those cases, large range losses in one region coincided with large gains in

another (Kori bustard expanding its Southern range, Fig. 3.2A), highlighting

the importance of considering more than total range change alone.
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Figure 3.2: Overview of range shifts observed in the study. A) Raw presence and

absence data and posterior median probability of presence estimates for example

species in the study. Red points/squares on the raw observations plots show raw

species detections, while black points/squares show nondetections. Points represent

eBird data records, and squares represent Bird Atlas records. The colour gradient

in the model estimates plots shows the probability of presence as estimated by the

model, with more yellow colours signifying a higher probability of presence. Dark blue

and dark purple colour outlines highlight the amount of range shifts corresponding

to the example species. Dark blue: Kori bustard (Ardeotis kori); dark purple: Von

der Decken’s hornbill (Tockus deckeni).(continued on following page)
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(continued caption) B) Relative change factor for range shifts of individual species

between the time periods of 1980-1999 and 2000-2020, separated into total range

change, meaningful contraction scores, and meaningful expansion scores. Values on

the y-axis are presented on the linear scale. A relative change factor of 1 corresponds

to no meaningful change for contractions or expansions (area lost or gained equal to

area of chance transitions), and no change for total range change (range in 1980-

1999 equal to range in 2000-2020). A relative change factor of 2 corresponds to a

doubling of area, and a factor of 0.5 to a halving of area.

3.4.1 Ecological generalisation

We found a statistically significant increase in total range change in generalist

foraging species (Fig.3.4A), driven by fewer contractions and more expansions

(Fig.3.3). However, the statistical significance was barely conserved between

models including niche breadth or sensitivity covariates (the group ’generalist’

contained only three species), indicating a poor statistical signal, and limited

interpretability (Fig.3.3). There was no clear association between any range

shift metric and trophic level, as well as most measures of niche breadth

(Fig.3.3). Hottest temperature niche breadth showed a statistically signif-

icant positive correlation with contractions, and a negative correlation with

expansions (Fig.3.3 B, C). However, this effect was small, with e.g. an 11.9%

increase in contractions for a 10°Celsius increase in niche breadth (Fig.3.4B).

3.4.2 Movement ability

We found no clear associations between migratory ability, body mass or hand-

wing index and any range shift metric (Fig.3.3).



Chapter 3: Traits and Range Shifts 95

3.4.3 Exposure-related trait

Dorsal reflectance tended to be negatively associated with total range change,

driven by fewer meaningful expansions, and more meaningful contractions(Fig.3.3).

However, effect sizes were small, with e.g. a 1.8 % decrease in expansions for

a 0.01 increase in plumage reflectance (Fig.3.4C). The correlation with total

range change and contractions was statistically significant only for models

including niche breadth covariates, indicating limited interpretability.

3.4.4 Sensitivity

We found no statistically significant relationships between any species sensi-

tivities and range shift metrics (Fig.3.3D-F).

3.4.5 Individual species associations

Individual species showed strong associations, as remarkable range change

values coupled with remarkable trait values. Some individual species showed

a strong association between range shifts and sensitivity, with e.g. bare-eyed

thrush (T. tephronotus) exhibiting a dry spell duration sensitivity of 0.25 (25

percent of model variation explained by dry spell duration) that coincided

with a large expansion score of 3.9 times larger than expected by chance.

Sensitivity to bare ground cover explained roughly 11 percent of variation in

the distribution model of the horus swift (Apus horus). This was associated

with an expansion roughly 21 percent larger than what would be expected by

chance alone. Narrow niche breadth coincided with large declines in individual

species. Chestnut-bellied sandgrouse (Pterocles exustus) showed one of the
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largest declines in the study, losing about 25 percent more of its range than

expected by chance, while also exhibiting one of the narrowest niche breadths

for human footprint. We observed similar declines in Kori bustard (A. kori),

also associated with a relatively narrow human footprint niche.
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Figure 3.3: Parameter estimates and their 95% credible intervals for INLA model

results predicting three measures of range shifts: Total range change, meaningful

contraction scores, and meaningful expansion scores. Figures A-C are derived from

models including human footprint, longest dry spell duration, hottest temperature,

annual rainfall, and bare ground cover as niche breadth scores (highlighted in orange).

Figures D-F are derived from models including that same set of variables as sensitivity

scores (highlighted in blue). Parameters with credible intervals that do not overlap

zero, or credible intervals of other factor levels for categorical variables, may be

considered as strong effects in the Bayesian models, and are highlighted in green. For

categorical parameters, this signifies that a trait level within a category is statistically

different from the reference level. The reference levels are: ”Migratory ability: Low”,

”Locomotory niche: Insessorial” and ”Trophic level: Carnivore”.
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Figure 3.4: Selected effect plots showing the correlations between covariates and

different measures of range shifts. All effect plots can be accessed in the supple-

mentary material (suppl. figures B.4-B.9). Boxplots represent categorical covariates,

while scatter plots represent continuous variables. Numbers on x-axis labels represent

sample sizes for levels of categorical variables. Values on the y-axis are presented

on the linear scale. A score of 1 indicates that changes are exactly as expected by

chance (area gained or lost equal to the area of high uncertainty transitions), and a

value of 2 indicates that there are twice as many meaningful expansions or contrac-

tions as expected by chance. A score of 0.5 indicates 50% fewer transitions occurred

than expected by chance. Black points are drawn on the raw data provided to the

models, red dashed lines, as well as red points with red error bars are posterior model

estimates derived from linear combinations. The rug plots visualise the density of

the data points. ∆X is the change along units on the x-axis that corresponds with a

∆Y change of units on the y-axis.

3.5 Discussion

We succeeded in creating plausible species-specific range shift estimates of

high agreement with observation data, taking into account sampling bias

and unobserved effects, and reflecting known trends (e.g. range contraction
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of the kori bustard in East Africa, Senyatso et al. 2013). Our sensitivity

analysis of effort used in model predictions supported the validity of our ap-

proximation of the probability of presence as derived in occupancy models.

Furthermore, the lack of strong positive correlations between sensitivity traits

and range shifts asserted that results were not driven by circularity between

model-derived traits and range estimates. Our model of trait-range shift re-

lationships indicated some trends similar to previous studies (e.g. Yang et al.

2020; Beissinger et al. 2021). However, despite considering a wide range of

species traits, effects were small overall, even where statistically significant.

This questions the ecological significance of these effects, adding to growing

research identifying a lack of broad, generalising trends between most traits

and range shifts across multiple taxa (Angert et al. 2011; Buckley et al. 2012;

Reif et al. 2012; MacLean et al. 2017; Beissinger et al. 2021; Howard et al.

2023).

We found that savannah birds primarily showed positive total range changes,

meaning that most species had larger ranges in the later time period, com-

pared to the initial range. This change was generally a function of higher

expansion rates. Tanzania has had a higher-than-average deforestation rate

compared to the rest of Sub-Saharan Africa, with an estimated 0.9% annual

decline in forest cover since 1995 (Nzunda et al. 2019). If some of these

forests were converted into habitat suitable for colonisation by savannah bird

species, this might help explain the high rates of expansions. However, pat-

terns of change are complex, often resulting in increased cultivated land, and

the rate of grassland loss being nine times higher than that of deforestation

(Nzunda et al. 2019). Additionally, Tanzania has experienced increasing bush
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encroachment, further modifying habitat structure (Selemani 2018). Overall,

the core species ranges appeared to be surprisingly stable, with most birds

showing fewer contractions than what would be expected by chance. This

might be especially surprising given the aforementioned rapid changes in Tan-

zanian grasslands over the past decades. More research is needed to link these

patterns of land cover change to individual trends and habitat preferences of

species, which are frequently unknown.

Contrary to our first hypothesis, we did not find broad, statistically clear

positive associations between range shifts and most traits reflecting ecological

generalisation in this study (i.e. trophic level, most niche breadth metrics),

and effect sizes tended to be small. The finding of significantly higher total

range changes in generalist feeding species is in line with previous research. As

generalist species can exploit a wider range of food sources, they are thought

to be more successful at colonising new habitats, and although ambiguous,

evidence of this relationship exists in the literature (MacLean et al. 2017).

The lack of an effect of niche breadth regarding rainfall suggests that studies

of range shifts might not necessarily be more informed by the addition of hygric

niches, as suggested in the literature (Beissinger et al. 2021). However, due

to the taxonomic and geographical restrictions of this study, there is a need

for additional work to confirm this.

The finding of more contractions and fewer expansions with wider hot

temperature niches is surprising: as species with a wider niche breadth have

the potential to tolerate more extreme hot temperatures, and the frequency

of extreme heat days has increased in East Africa (Das et al. 2023), one might

expect an opposite trend. However, maximum temperatures may simply not
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have increased enough yet in the area (although they are projected to increase

in the future, Das et al. 2023) to impact species ranges in a way that leads

to detectable associations with niche breadth, and given the small effect size,

interpretability is limited. Alternatively, since species range responses can

lag behind climatic change, not enough time might have passed for species

to shift their ranges in response to temperature (Howard et al. 2023). The

range shifts observed in this study might have been caused by factors affecting

species survival faster than climate, such as land cover change (Sirami et al.

2008; Faurby et al. 2018).

The results of this study tended to disprove our second hypothesis regard-

ing movement ability. Although previous studies found stronger migratory

behaviour to be commonly associated with fewer range shifts in birds, at-

tributed to their higher level of site fidelity to their home range (MacLean

et al. 2017), no such pattern emerged in our results. Although a small ef-

fect, HWI tended to be negatively associated with range expansions. Previous

work has identified HWI as being strongly positively correlated with disper-

sal ability across many bird taxa (Arango et al. 2022), meaning we would

have expected to see more expansions as HWI increases. However, this effect

may be confounded by the reproductive strategies of smaller birds with lower

HWI. As they tend to exhibit higher reproductive rates and shorter generation

times (Saether 1988), smaller birds might colonise new areas more success-

fully, resulting in more range expansions (MacLean et al. 2017). In fact, if

we consider HWI as approximately proportional to body size, the negative

correlation with range shifts found here is in agreement with multiple studies

using birds (Brommer 2008; Yang et al. 2020; Beissinger et al. 2021).
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Contrary to our third hypothesis, our results indicated that species with

higher dorsal reflectance (i.e. lighter-coloured birds) tended to show lower to-

tal range changes, driven by fewer expansions, and more range contractions.

Theory suggests that lighter-coloured birds should be better able to cope

with higher heat loads, due to increased reflectivity (Medina et al. 2018). In

a recent study on the Iberian Peninsula, including 96 bird species, researchers

found that lighter birds were less geographically restricted from occupying

hotter areas, having a wider thermal niche (Galván et al. 2018). Virtually

all of East Africa has seen an increase in maximum temperatures of nearly

2 degrees Celsius (Gebrechorkos et al. 2019a), so it is surprising to see an

indication of lower total range changes in lighter-coloured birds. However,

as with the other trait effects, the degree of the correlation was small, lim-

iting interpretability. If we assume a mechanistic relationship between dorsal

reflectance and range change, our results suggest that the recent increase

in temperatures is not yet high enough in Tanzanian savannahs to lead to a

strong positive signal, limiting new expansions of thermally restricted species.

However, it has been hypothesized that thermoregulatory behaviour is more

important than plumage reflectance alone (Stuart-Fox et al. 2017), further

calling into question the assumed positive relationship between reflectance

and range shifts.

Our results indicated that relationships between range shifts and sensitivity

traits were surprisingly weak, contrary to our fourth hypothesis. The human

footprint is increasing globally at an accelerated pace, particularly in areas of

high biodiversity, and East Africa is no exception (Venter et al. 2016). Re-

flective of human-made structures like urban areas, roads, agricultural land,
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and other forms of developed land, this metric represents the most significant

habitat alteration, virtually erasing natural features where human activities are

most intense. While in Tanzania’s savannahs, such areas may not have ex-

panded sufficiently to cause widespread contractions in sensitive bird species,

the human footprint layer includes factors known to lead to habitat fragmen-

tation on a landscape scale, such as road networks and increasing agriculture.

This kind of fragmentation has been shown to adversely affect the local sur-

vival of savannah bird species (Herkert 1994). A recent study found that the

amount of anthropogenic infrastructure more generally negatively impacted

bird functional diversity in an African savannah in and around the Kruger Na-

tional Park, South Africa (Lerm et al. 2023). Continued monitoring of those

species most sensitive to human footprint is therefore recommended, as sim-

ply not enough time may have passed since the landscape changed to cause a

reduction in range. It is perhaps surprising that, on average, no strong asso-

ciations with sensitivity to bare ground emerged. However, previous research

found that, while land degradation such as an increase in bare ground was

an important predictor of savannah bird ranges in Tanzania, this relationship

likely occurred at fine spatial scales (Beale et al. 2013). By integrating eBird

point data of higher spatial resolution, our study went towards analysing these

finer scale patterns, although we allowed eBird resolutions of up to 15 km, a

necessary condition to include a reasonable number of records. Overall, we

summarized range changes over a fairly large spatial and temporal scale, and

while this allowed us to investigate broad relationships, it is unlikely to reflect

fine-scale relationships between land degradation and species ranges.

Although we were unable to identify meaningful general relationships across
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species between traits and range changes, it is important to note that some

individual species showed strong associations between range shifts and traits,

potentially indicative of ecological trends. Horus swift, for example, showed

large range expansions coupled with high sensitivity to bare ground. As this

is a species that relies on sandy riverbanks for nesting (Piot et al. 2021), it

might have benefited from the trend of increasing bare ground in the region

(Hill et al. 2020a), providing the conditions for additional breeding grounds.

In the Von der Decken’s hornbill, the large range increase was associated with

relatively low sensitivity to temperature and length of dry days, potentially in-

dicating mitigating traits underlying the expansion. The large decline coupled

with a narrow human footprint niche in the chestnut-bellied sandgrouse, on

the other hand, might highlight the species’ challenge to persist under recent

anthropogenic changes in Tanzania. As the species is both reliant on grass-

land and is being hunted, the decline might be indicative of the increased

fragmentation and hunting pressure associated with increasing human pres-

sure (Thiollay 2006). Similarly, the large decline in kori bustard coincided

with a relatively narrow human footprint niche, with the species known to

be threatened by hunting and habitat change (Mmassy 2017). Despite the

absence of broad trends, these individual associations provide meaningful in-

sights into species-environment relationships, and could inform vulnerability

assessments and conservation efforts. Under the projection of increasing en-

vironmental change in East Africa (Moore et al. 2012; Dunning et al. 2018),

these individual assessments will become more important in the region.

Our study demonstrates the potential of a spatio-temporally structured,

integrated model in R-INLA to estimate range changes of species. The spatial
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random effects definition allowed us to capture dataset-specific observation

bias, reducing the impact of common issues associated with citizen science

records (Isaac et al. 2015). Additionally, it accounted for unexplained effects

that weren’t included in the model, hence reducing spatial autocorrelation

issues commonly associated with species distribution models (Beale et al.

2010; Faisal et al. 2010; Beale et al. 2012; Beale et al. 2014). While this is

a powerful method for accounting for bias, model results are, to an extent,

sensitive to sample size (Simmonds et al. 2020). Our citizen-science data

source, eBird, has experienced a rapid increase in popularity, leading to an

increase in data availability (Sullivan et al. 2014). While users are able to

submit observations retrospectively, such observations are outweighed by the

constant inflow of new checklist submissions, leading to uneven sample sizes

and effort between the two time periods in our study. This might potentially

lead to false colonisation estimates if absences in the earlier time period are

due to the species having been missed. However, the coverage of the Atlas

grid surveys is extensive, leaving very few gaps across the study area, and the

additional temporal autoregressive process included in the model structure

helps alleviate any unevenness: where species were reported through eBird

or Atlas records in the later time period, 2000-2020, the model assigned a

probability of presence in the same places in 1980-1999, as a function of

environmental conditions. A different case of inflated colonisation estimates

may be presented through increased taxonomic awareness of species, and

more reliable species identification through the availability of improved field

guides. It is unlikely, however, that this source of bias would affect overall

multi-taxa results. Finally, it should be noted that the lack of strong statistical
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associations might, to some degree, be a result of low statistical power in the

analysis. While the relationship with continuous traits was supported by the

full set of species, some levels of the categorical traits were represented by

a small number of species, leading to low statistical precision. This warrants

more investigation of these categorical traits, supported by higher statistical

power. The hypotheses in our study, however, were driven by sets of traits

containing both categorical and continuous variables (e.g. movement ability

as migratory ability, but also HWI and body mass), reducing the effect of

statistical power on the validity of inferences made in this study.

The set of traits included in this study was extensive, building on a trait

framework designed to encompass the most important predictors of range

shifts, and adding additional traits related to sensitivity and exposure, both

important traits determining a species range (Foden et al. 2019). Species

sensitivity has traditionally been challenging to assess, with definitions be-

ing criticized for being arbitrary and ambiguous (Fortini et al. 2017b). Our

sensitivity measures directly quantified the degree to which a species’ prob-

ability of presence is determined by different conditions in the environment.

It is a potentially less ambiguous measure of sensitivity, arising from the re-

alised species distribution. Such range-specific metrics have previously been

proposed in the context of vulnerability assessments of species, for example

in the form of ”Range exposure” (Rose et al. 2023). Our quantification of

sensitivity may be a valuable contribution to future studies. However, the

aforementioned potential for circularity issues has to be considered, and since

this sensitivity metric is only based on the realised niche, it likely paints an

incomplete picture. Past studies included additional traits not considered
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in our analysis, for example, related to reproductive behaviour or additional

physiological features (Estrada et al. 2016). However, many of these will

strongly covary with the traits included in our study. Body mass, for example,

correlates with clutch size and annual fecundity (Böhning-Gaese et al. 2000).

Similarly, our model-derived sensitivity might reflect adaptive behaviour such

as hiding in shade during the hottest hours of the day: a higher degree of

successful adaptive behaviour would likely be correlated with lower sensitivity.

Hence, our set of traits likely reflected other species’ characteristics not ex-

plicitly included. Due to the lack of meaningful average associations between

range shifts and any trait considered in our study, additional traits not explic-

itly included likely would not diverge markedly from this pattern. However,

more research is needed to confirm this, and to test how transferable these

results are to other taxonomic groups, such as plants where the synthesized

associations between traits and range shifts appear less contradictory (Stahl

et al. 2014; Beissinger et al. 2021).

Individual studies exist that found some traits to be predictive of range

shifts across multiple bird species, such as an example for birds in China

(Yang et al. 2020) and Europe (Estrada et al. 2018). Importantly though,

the methodologies applied in these examples to assess range shifts diverged

markedly from our study. In the case of Yang et al. (2020), range shifts were

quantified on a simple binomial scale (1 or 0), significantly reducing nuance

in the analysis. In the case of Estrada et al. (2018), range shifts were based

on climate suitability models rather than observation data, which suffer from

many of the methodological challenges we aimed to overcome in this study,

such as unaccounted spatial autocorrelation or non-climatic effects (Beale
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et al. 2014; Gaspard et al. 2019). Notably, a recent publication on range

shifts in European birds found directly contradictory results, with most traits

having poor predictive power (Howard et al. 2023). This is indicative of the

wider trend of inconsistent and weak results concerning the trait-range shift

relationship identified in comprehensive reviews and meta-analyses, leading

some authors to discourage the use of traits in conservation planning unless

analytical shortcomings were addressed (Buckley et al. 2012; MacLean et

al. 2017; Beissinger et al. 2021). Multiple possible reasons for this weak

predictive ability of traits have been proposed (see Beissinger et al. (2021)

for an overview). We believe that this study provides empirical evidence that

analytical issues are an insufficient explanation of this trend.

3.6 Conclusion

The lack of trends across species between traits and range shifts identified

in this study calls into question the usefulness of traits when analysing range

shifts over higher taxonomic levels. The novel analytical techniques we used

accounted for shortcomings identified in previous assessments of range shifts

and further corroborated this result. While acknowledging the taxonomic

and geographical restrictions of our study, we suggest that research into the

effect of environmental change on range shifts of taxonomic groups may not

necessarily benefit from the inclusion of traits. However, where individual

species are considered, traits can provide important insights into the drivers

of observed distribution changes.
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Chapter 4: Climate Change Vulnerability

Separately assessed sensitivity, exposure and adap-

tive capacity inadequately represent species vul-

nerability to climate change

4.1 Highlights

• Vulnerability assessments based on separately estimated sensitivity, ex-

posure and adaptive capacity are fundamentally unable to predict the

true climate vulnerability of species

• Trait-based vulnerability assessments rely inherently on subjective defi-

nitions of sensitivity and disagree with correlative assessments

• Recent advancements in species distribution modelling can overcome

analytical challenges in vulnerability assessments
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4.2 Abstract

Climate change vulnerability assessments play a vital role in directing conser-

vation resources to the species most in need of protection, ultimately prevent-

ing future extinctions. A popular assessment framework derives vulnerability

from sensitivity, exposure and adaptive capacity (SEAC). Where these com-

ponents are assessed separately, as in trait-based approaches, studies have

highlighted poor predictive power and disagreement compared to methods

based on species distribution modelling, which forego separate assessments.

To identify possible sources for this, we critically evaluate this approach by

reducing it to foundational concepts, using simulated examples. We find that

the method of separately assessed SEAC is fundamentally unable to predict

the true vulnerability of species and demonstrate how subjectivity is ingrained

in trait-based approaches, leading to high uncertainty in vulnerability rank-

ings. We therefore discourage the use of such assessments, but highlight the

analytical challenges of alternative approaches based on distribution models.

Using empirical data, we demonstrate how recent advances in distribution

modelling can overcome these challenges, providing new avenues for climate

vulnerability assessments of species.

Keywords

vulnerability assessments, climate change, species distribution modelling, species

traits, trait-based vulnerability, species niches
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4.3 Introduction

Species extinction is accelerating due to growing anthropogenic environmen-

tal change (Ceballos et al. 2015; Urban 2015). Mounting evidence suggests

that these extinctions are outpacing speciation events (Dornelas et al. 2023),

causing a global biodiversity crisis (Singh 2002), and leading some to con-

clude that we are at the beginning of a sixth mass extinction (Cowie et al.

2022; Ceballos et al. 2023). The latest report of the Intergovernmental Panel

on Climate Change estimates an additional >10 percent of species becom-

ing endangered in the near future, under the now almost inevitable scenario

of a 1.5◦C warming, alongside a 9 percent increase in species at very high

risk of extinction, far exceeding background rates of extinction (Parmesan

et al. 2023). The sheer number of species threatened now or in the future,

combined with limited resources allocated to conservation (Wiedenfeld et al.

2021), means that effective prioritisation of species or habitats for conserva-

tion action is imperative (Brooks et al. 2006; Pullin et al. 2013).

Initially developed for natural hazards research in the context of risks to

people and infrastructure, climate change vulnerability assessments (CCVAs)

have been adopted by ecologists to assess species and habitat vulnerability

from climate change (Foden et al. 2019). In this context, vulnerability is gen-

erally defined as ”the degree to which a system is susceptible to, and unable to

cope with, the adverse effects of climate change” (Intergovernmental Panel

on Climate Change, 2007). Perhaps most prominently, CCVAs have been im-

plemented by the International Union for Conservation of Nature (IUCN) for

their Red List, classing species into different degrees of threat of extinction
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(Collar 1996; Rodrigues et al. 2006). The accuracy of these classifications

is important to effectively prioritise conservation efforts. Yet, considerable

uncertainty exists regarding the reliability of existing methods of conducting

CCVAs (Wheatley et al. 2017).

The framework underlying the majority of CCVAs is based on the concept

that species vulnerability is a function of sensitivity, exposure, and adaptive

capacity (SEAC) (Foden et al. 2013; Foden et al. 2019) (Fig. 4.1). Exposure

is mainly expressed as the amount of past or future change in an environmen-

tal variable experienced across a species’ observed range and is defined as

extrinsic to the species (Foden et al. 2019). Examples include the rate of

multidecadal change in past climate across a wider region (Kling et al. 2020),

or the mean change of climate values between present and future in cells

occupied by the species (Dickinson et al. 2014). Sensitivity is less uniformly

defined but is traditionally considered intrinsic to the species in the SEAC

framework, and describes the degree to which a species might be affected if

it is exposed to climate change (Foden et al. 2019). Such intrinsic sensitivity

might be defined by biological or life history traits, such as differences in the

spawning cycle and adult mobility of fish species (McClure et al. 2023), or

clutch size of birds (Reside et al. 2016), due to the relationship between clutch

size and survival (Martin 2004). Adaptive capacity is generally defined as the

ability of species to avoid negative impacts of environmental change through

adaptation (Bateman et al. 2020; Thurman et al. 2020; Beever et al. 2023).

This need not be limited to evolutionary adaptation but includes dispersal abil-

ity: a species exhibiting high adaptive capacity may disperse more effectively

to suitable habitat when experiencing environmental pressures. In the SEAC
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framework, vulnerability results from the overlap of exposure, sensitivity and

low adaptive capacity (Foden et al. 2013, Fig. 4.1A). Two species in a shared

environment may experience the same climatic change (exposure), but differ

in their sensitivity and hence would exhibit markedly different extinction risks,

further mediated by their adaptive capacity.

Commonly used SEAC assessment types include trait-based and correlative/trend-

based approaches (from hereon ’correlative’) (Fig. 4.1B, see Foden et al.

2019 for a detailed overview). Mechanistic approaches are also used, although

less frequently as they require a deep understanding of the physiological char-

acteristics of the ecosystem and species (Foden et al. 2019).

In short, trait-based vulnerability assessments typically aim to separately

assess the SEAC components of vulnerability through trait frameworks (from

hereon ’separate SEAC’), tallying the number of species characteristics, as

well as strength of association, that might correspond to each. To derive vul-

nerability, authors combine those components by multiplying weighted means

of each (e.g. Morrison et al. 2015; Hare et al. 2016; Albouy et al. 2020;

Fremout et al. 2020; McClure et al. 2023), taking the sum (e.g. Haji et

al. 2023), or creating a more complex weighted score (e.g. Cianfrani et al.

2018; Rinnan et al. 2019; Ramos et al. 2022). Hence, this assumes a nega-

tive outcome where the SEAC components overlap unfavourably, rather than

explicitly measuring the response. This approach allows relatively rapid as-

sessments but requires expert knowledge of species traits and their role in

mediating environmental impacts.

Correlative approaches can be based on abundance changes (e.g. Thomas

et al. 2011), but more commonly, they use species distribution models (SDMs)
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at their core, in combination with global climate circulation models. Such

studies typically quantify vulnerability as the projected change in climatically

suitable areas (e.g. Still et al. 2015; Leão et al. 2021), hence estimating

potential species responses directly. The SEAC components are not sepa-

rately quantified but rather indirectly implicated in the process: sensitivity is

represented by the modelled niche shape in the SDM, while adaptive capac-

ity might be considered as indirectly accounted for by the species sensitivity

(Williams et al. 2008; Dawson et al. 2011; Morrison et al. 2015; Fortini et

al. 2017a). While the application of correlative assessments is restricted to

species where observation data exist, there is evidence to suggest that they

outperform purely trait-based approaches in terms of their predictive power

(Wheatley et al. 2017).

Some overlap exists between the two approaches outlined here. For exam-

ple, traits used in trait-based assessments can be derived from SDMs, such

as the breadth of climate tolerances as the range of climatic variables covered

by the estimated species range (Foden et al. 2013), or projected range loss

(Wilsey et al. 2019). Conversely, traits have been integrated into correla-

tive assessments to improve the predictive power, e.g. by including them as

exacerbating factors (Thomas et al. 2011).
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Figure 4.1: A) Overview of the vulnerability framework based on sensitivity, exposure,

and adaptive capacity (SEAC), based on Foden et al. (2019). a) Sensitivity is defined

as intrinsic to the species. While many definitions exist, they ultimately relate to

the niche shape of a species. b) Exposure is defined as the extrinsic change in

the environment, current or projected. c) Adaptive capacity is defined as species

characteristics that mediate the impact of sensitivity and exposure on the persistence

of a species, such as dispersal ability. Vulnerability is defined as the overlap of

sensitivity, exposure and adaptive capacity. B) Overview of two commonly used

strategies for deriving vulnerability from SEAC components, with frameworks used

in practical applications.

The approaches employed under the SEAC framework have attracted crit-

icism over the years. For trait-based assessments, this is often based on the

many nuanced and challenging decisions that go into the analysis. These

include the choice of thresholds that determine the risk associated with par-

ticular traits (Foden et al. 2019), decisions of what traits constitute sensitivity
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vs. adaptive capacity (Fortini et al. 2017a), and the choice of method for

combining the vulnerability components to derive the final score (Willis et

al. 2015). Where trait-based and correlative assessments are combined, the

weightings applied to combine the two components are difficult to determine

objectively (Wheatley et al. 2017). Additionally, there are major sources of

uncertainty in trait-based approaches, specifically when trying to link traits

with climate change impacts (Foden et al. 2019). Trait-based approaches

are grounded in an assumption that meaningful and causal links exist between

the trait measures and the sensitivity of the species, but empirical evidence is

lacking for many species, and observed links vary widely between taxonomic

groups, leading to poor predictive ability (Wheatley et al. 2017).

Correlative approaches, on the other hand, are often criticised for not fully

accounting for adaptive capacity, such as dispersal ability (Foden et al. 2019),

or ignoring it altogether. Furthermore, exactly what type of niche SDMs are

estimating is a topic of debate (Franklin 2023), with relevance to correla-

tive vulnerability assessments. The traditional Hutchinsonian niche concept

distinguishes between the fundamental niche of species (the environmental

conditions that would allow a species to persist indefinitely) and the realised

niche (the subset of environmental conditions in which the species exists,

as a result of competitive exclusion) (Hutchinson 1957). If we believe that

the SDM used for a given correlative assessment captures only the realised

niche, estimates of vulnerability based on this might be biased towards higher

sensitivity, and hence vulnerability. Where correlative assessments ignore non-

climatic stresses related to climate change such as species interactions, they

can confound the realised niche with the fundamental niche (Willis et al.
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2015), and projections may fail to account for the dynamic nature of differ-

ent species associations with the environment.

Since SDMs often play an important part in correlative assessments, vul-

nerability estimates rely on accurate SDM approaches. However, there are

doubts about many methods widely applied today, such as climate suitability

models based on SDMs. Since dispersal limitations can restrict species from

colonising theoretically suitable habitats, suitability models paint an oversim-

plified picture of where species might occur, presenting suitability outside a

species’ actual range. The resulting overprediction could have negative con-

sequences for conservation efforts, producing misleading prioritisation of areas

that should be preserved, or erroneous estimates of climate change effects on

species (Mendes et al. 2020; Velazco et al. 2020). An additional challenge

is one of spatial autocorrelation, wherein the physical proximity of spatial

observations violates the independence assumption of statistical tests - ob-

servations that are closer together spatially tend to be more similar by nature

(Tobler 1970; Koenig 1999). Due to the potential for consistent overesti-

mates of the importance of spatial covariates when spatial autocorrelation is

unaccounted for, this remains an important consideration in SDMs (Beale et

al. 2010; Faisal et al. 2010; Naimi et al. 2011; Beale et al. 2012; Radosavlje-

vic et al. 2014; Gaspard et al. 2019), and therefore vulnerability assessments

using them.

The net result of these forms of uncertainty in correlative and trait-based

assessments is a poor agreement between different SEAC frameworks when

applied to the same species (Lankford et al. 2014; Still et al. 2015; Wheatley

et al. 2017). This suggests that a critical evaluation of SEAC-based vulner-
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ability assessments is timely. In addition, promising new SDM methods in

the shape of spatial Bayesian models are becoming available, which should be

explored to a greater extent in the context of CCVAs. These methods avoid

spatial overprediction and efficiently account for autocorrelation, thereby pro-

ducing more realistic estimates (Blangiardo et al. 2015; Redding et al. 2017;

Mart́ınez-Minaya et al. 2018; Engel et al. 2022; Fichera et al. 2023). While

still rarely used in the field of vulnerability assessments, recent research is

showcasing their applicability for CCVAs (Wheatley et al. 2023).

In this study, we critically evaluate the SEAC vulnerability assessment

framework. To do so, we first investigate the validity of vulnerability as a

function of separate SEAC by reducing the SEAC framework to its founda-

tional concepts (objective 1). We do this by simulating a one-dimensional

example in the form of fundamental niche curves of species. We then expand

this example to two-dimensional landscapes using a simulated spatial climate

gradient, to quantify true species vulnerability from the perspective of correl-

ative assessments (objective 2). Finally, we apply the correlative assessment

to real-world data, showcasing recent advancements in species distribution

modelling that can improve current vulnerability assessments (objective 3).

4.4 Methods

All analyses were conducted in R version 4.3.2 (R Core Team 2023). All plots

were created using the ’ggplot2’ package (Wickham 2011), supported by the

’tidyterra’ package (Hernangómez 2023) for visualising spatial data, and the

package ’viridis’ (Garnier et al. 2023) for colour scales.
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4.4.1 Objective 1: Reduce the SEAC framework to foun-

dational concepts

To critically evaluate the SEAC framework, we simplify the breadth of defi-

nitions and assessment types applied by practitioners into foundational con-

cepts. To do this, we first simulate the relationship between species and the

environment in the simplest way, as a symmetrical unimodal one-dimensional

curve (a combination of a logistic growth function and a logistic decay func-

tion) reflecting the fundamental niche, with species occurrence limited entirely

by a single environmental gradient, temperature (Fig. 4.2A, equation 4.1).

Niche curve = min
(

1

1+e−κ(t−(temp0−
breadth
2 ))
, 1

1+eκ(t−(temp0+
breadth
2 ))

)
(4.1)

Where:

• t: The value of the climatic gradient (e.g. temperature).

• temp0: The mean value of the curve, determining the position of the

curve along the x-axis.

• κ: The slope of the curve. A higher κ value results in a steeper transi-

tion, while a lower value leads to a more gradual slope.

• breadth: The breadth of the curve, as the range of x values where

y >= 0.5.

The gradient is representative of all temperatures a species encounters

in geographical space. In our simplest example, we therefore have a perfect
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understanding of the fundamental niche shape. We vary the shapes of the

curves by changing the slope (steep or shallow), the location of the centre

point of the curve, or mean (centre of temperature gradient at the x-axis, or

marginal position), and the width of the curve (wide or narrow). We define

the niche breadth as the range of temperature values along the x-axis at which

the probability of presence is above 50 percent. Varying all three parameters

(slope, position, breadth) allows us to capture key components of species

niche shapes (Thuiller 2004).

4.4.2 Objective 2: Quantify true vulnerability

A key response in climate vulnerability assessments of species is the decrease

in suitable area, and ultimately range size, following climatic change (e.g.

Wilsey et al. 2019; Bateman et al. 2020; Leão et al. 2021). While recent

research cautions that the link between range size and extinction risk should

not be assumed (Zurell et al. 2023), there is mounting evidence that this link

is preserved across multiple taxa (Rejmánek 2018; Chichorro et al. 2019; Van

der Colff et al. 2023). Much work is focused on anticipating potential future

range decreases of species as a metric of vulnerability (e.g. Lourenço-de-

Moraes et al. 2019; Ruaro et al. 2019; Menéndez-Guerrero et al. 2020). We

therefore choose the change in range size as the key metric for quantifying

true climate vulnerability.

Since we have perfect knowledge of the fundamental niche shapes in our

simulated example, we can calculate the true climate vulnerability based on

the change in range size. To do so, we apply our simulated niche shapes from
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objective 1 to a simulated two-dimensional geographical extent of tempera-

ture values. We first create a two-dimensional matrix of spatial coordinates

and introduce spatial autocorrelation using a Matérn covariance function in

the ’fields’ package (Nychka et al. 2021) to reflect different temperature zones

in the environment. We then populate the matrix with random temperature

values using the ’mvtnorm’ package (Genz et al. 2009), and adjust the range

of temperature values to match our one-dimensional example. We derive the

species ranges by applying equation 4.1 to the populated temperature matrix.

In this simple spatial example, distributions are physically restricted to the

bounding box, as they would be by geographical features such as coasts or

mountain chains. Since we assume perfect dispersal ability and occurrence

entirely limited by temperature, our suitability maps are equivalent to species

ranges.

To quantify the true vulnerability of our example species, we calculate the

change in range size, as the log-proportional difference in range size before

and after exposure (equation 4.2). Through the log-transformation, we nor-

malise expansions and contractions. By calculating the proportional change

relative to the initial range, we account for the importance of range size in cal-

culations of extinction risk. We apply the calculation to 100 different random

simulations of the spatially autocorrelated temperature field.

Climate vulnerability = log

(∑
i Range sizebefore exposure, i∑
i Range sizeafter exposure, i

)
(4.2)
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4.4.3 Objective 3: Empirical example showcasing potential

improvements to vulnerability assessments

Species and environmental data

For an overview of species observation data and environmental data layers

used to create the full distribution models, see Chapter 3. We accessed projec-

tions of future climate using the CMIP6 NASA Earth Exchange Global Daily

Downscaled Projections product (Thrasher et al. 2022) at https://nex-gddp-

cmip6.s3.us-west-2.amazonaws.com/index.html. The downloaded product

had a spatial horizontal resolution of 0.25 degrees (approx. 28km). We

selected this product rather than the 1km resolution Bioclim data (Karger et

al. 2017), as this analysis required daily temporal resolution to calculate dry

spell duration. We chose the GFDL-CM4 (USA) general circulation model,

as it was identified as being less biased for the East African region than other

models (Akinsanola et al. 2021). In terms of climate scenarios, we chose two

different future pathways of societal development, or shared socioeconomic

pathways (SSPs): SSP2-4.5 and SSP5-8.5 (O’Neill et al. 2017). Respec-

tively, these represent a ”middle-of-the-road” and ”fossil-fueled development”

scenario (O’Neill et al. 2017), and approximately correspond to Representa-

tive Concentration Pathway (RCP) 4.5 and 8.5 emission scenarios (Gidden

et al. 2019).

Modelling species distributions

We built species distribution models in a Bayesian framework, using the

”INLA” package version 23.04.24 (Lindgren et al. 2015; Bakka et al. 2018)
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in R version 4.2.3 (R Core Team 2021). Modelling steps followed those out-

lined in Wiethase et al. 2024. Broadly, this included data integration steps

to combine observation data from two different sources (eBird and Tanzania

Bird Atlas) in a single model, despite their differences in sampling structure

(Isaac et al. 2020), and inclusion of a temporal component. The latter al-

lowed us to estimate species’ niche requirements based on two time periods

(1980-1999 and 2000-2020), potentially providing more realistic estimates

of the species’ niches. The inclusion of a Gaussian random field allowed us

to account for spatial autocorrelation and unexplained effects, as well as re-

duce overprediction issues, and was estimated using the Stochastic Partial

Differential Equation (SPDE) for computational efficiency (Lindgren et al.

2011).

Estimating climate vulnerability

As in our simulated example of true vulnerability, we calculated the climate

vulnerability score as the log-proportional change in climatically suitable area

between the current and future time period (2000-2020 vs. 2055-2060). To

do so, we first isolated model estimates of all climatic variables used in the

model formula (average annual highest temperature of hottest month, av-

erage annual rainfall, average annual longest dryspell duration) using linear

combinations, provided to the model structure during model fitting. These

linear combinations let us quantify the contribution of sets of variables to

the total model estimates, relative to other factors, without altering the fit

of the model. We did this for each time period and temporally matched cli-

mate layers (2000-2020, 2055-2060: SSP2-4.5, 2055-2060: SSP5-8.5), and
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combined it with present-day spatial components (geographical coordinates,

spatial random field). This combination was done on the linear scale, and

values subsequently back-transformed to the probability scale. This allowed

us to produce estimates controlled for spatial autocorrelation while simultane-

ously avoiding overprediction into areas far from current observations, using

our best current knowledge of the underlying spatial processes shaping the

distributions.

Suitability estimates for each pixel i were summed to derive the suitable

area. The final vulnerability scores were derived as the climatically suitable

area in the future proportional to the current one, log-transformed to scale

proportional increases the same as proportional decreases (equation 4.3).

Since the spatial component was equal for all estimates, this calculation re-

moved the spatial effect from the final score, leaving us only with the change

in the climate component.

Climate vulnerability = log

(∑
i Climate suitability2055-2060, i∑
i Climate suitability2000-2020, i

)
(4.3)

4.5 Results & Discussion

4.5.1 Quantifying vulnerability following the SEAC approach

To fulfil objective 1 and investigate the validity of vulnerability as a function of

separate SEAC, we provide four contrasting hypothetical examples, species

A, B, C and D (Fig. 4.2A). Species B, C and D exhibit the same slopes,

which are steeper than that of species A. Species A, B and C exhibit the
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same centre point, which is less marginally positioned along the temperature

gradient than the one in species D. Species A and B exhibit the same niche

width, which is wider than species C and D.

Figure 4.2: Overview of the SEAC vulnerability approaches reduced to the simplest

case (A), and vulnerability derived following principles of trait-based assessments (B).

A) Niche shapes for four exemplar species based on simulated data, with varying slope,

breadth and position of the mean (centre of curve plateau) in the spatial temperature

gradient. Niche breadth represents the range of values along the x-axis for which the

probability of presence is 0.5 or higher. B) Quantification of the components of the

SEAC framework for each of the exemplar species, with vulnerability measurements

akin to trait-based approaches. Background colours for exposure, sensitivity and

adaptive capacity measurements correspond to colour panels in Figure 1.

In the SEAC framework, exposure is typically considered extrinsic to the

species, independent of species’ sensitivities (Foden et al. 2019), and is of-

ten quantified as the amount of climatic change experienced by a species.
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Exposure is the least ambiguous component in the SEAC framework, with

definitions being fairly consistent between studies (Foden et al. 2019). In

practice, exposure is typically quantified over the existing range of species un-

der consideration, e.g. calculated as climatic change in cells where the species

have been observed (Dickinson et al. 2014), and is expected to be similar for

species inhabiting the same sites (Loarie et al. 2009; Trisos et al. 2020).

While this is an overly simplistic view of exposure in the environment (Riddell

et al. 2021), it is one frequently used in the SEAC framework. In our simplest

example of the niche curves, we assume the same climatic change across all

values of the temperature gradient, representative of a fixed change across

the geographical space. Following assumptions used in the SEAC framework,

the exposure level is therefore equal for all four species (Fig. 4.2).

Adaptive capacity is defined as mitigating the effect of sensitivity and

exposure, and in the geographical space in our example, it can result in con-

tradictory effects. Where sensitivity and exposure are high, high capacity may

lead to no change in probability of presence if species adapt to new conditions

e.g. behaviourally, or it may lead to a large change if species disperse well. For

simplicity, we assume that all four species exhibit the same adaptive capacity

in the sense that they can disperse perfectly, i.e. that they fully shift their

distributions following exposure (Fig. 4.2B).

Since sensitivity is defined as intrinsic to the species in the SEAC frame-

work, we argue that this necessarily reduces to the shape of the fundamental

niche curve in our simplest example (Fig. 4.1a). In practical vulnerability as-

sessments, the niche shape is sometimes used directly to quantify sensitivity,

for example as the niche breadth (Cianfrani et al. 2018; Rinnan et al. 2019),
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i.e. the range of environmental conditions at which the species thrives. Al-

though niche position has also been used to define sensitivity (i.e. how much

the required environmental conditions for a species deviate from the common

conditions in a region, e.g. Cianfrani et al. 2018), we believe that this is

not an intrinsic property of the species, but rather reflective of the specific

environment surrounding the species’ range.

Where sensitivity is not directly quantified from the niche curve, such as

in trait-based assessments, we argue that frequently used traits such as those

first outlined in Foden et al. (2013), ultimately also relate to properties of

the curves demonstrated in Figure 4.2A. For example, habitat/microhabitat

specialisation traits such as water-dependence of amphibian larvae (Foden et

al. 2013) will relate to the breadth of favourable conditions encountered, with

e.g. species C and D in the example being more specialised than species A and

B, and therefore more sensitive (Fig. 4.2A). Traits related to environmental

thresholds like temperatures, or dependence on environmental triggers such

as conditions that start migration or hibernation, correspond to the slope

of the simple curve, with highly dependent species exhibiting steep slopes.

It follows that species B, C and D have narrower thresholds and higher de-

pendency on triggers, and therefore higher sensitivity, than species A (Fig.

4.2A). For species dependent on interspecific interactions, such as the abun-

dance of a specific prey source, the simple curve will reflect the environmental

conditions favourable to prey occurrence. Finally, rarity traits can translate

to geographically small range sizes, and are therefore assumed to tolerate a

narrower range of environmental conditions, with species C and D considered

rarer and therefore more sensitive than species A or B (Fig. 4.2A). Although
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rarity is considered a trait in the SEAC framework (Foden et al. 2013), we

argue that rarity is an exacerbating factor in vulnerability rather than a true

intrinsic species trait. In practice, sensitivity is often characterised by a suit

of traits (e.g. Fremout et al. 2020; McClure et al. 2023). In our example,

we might assess sensitivity based on a combined measure of niche slope and

breadth. By assigning a value of 1 for the least sensitive species, and a value

of 2 for the most sensitive species of each, species A would emerge as the

least sensitive species with a value of 2, followed by species B at a sensitivity

of 3, and species C and D at a sensitivity of 4.

We have demonstrated how frequently used assessments of sensitivity can

be interpreted in relation to how they alter the slope and breadth of the niche

curve. To quantify vulnerability using the SEAC methodology, we tally up the

individually assessed measures of exposure, adaptive capacity and sensitivity.

In our simple example, we set the first two to be equal for all species and thus

the final vulnerability ranking depends entirely upon differences in assessed

sensitivity.

If we define the sensitivity of species as a function of the slope of the

niche curve, i.e. if we assume that species that experience steep thresholds

in occupancy as a function of climate variables are most sensitive, species

A would emerge as the least vulnerable, with the remaining species having

equal vulnerability (Fig. 4.2B). It should be noted, however, that sensitivity

may also be defined by shallow gradients rather than steep thresholds. This

is because species with shallower relationships are likely to be affected over a

broader range of the climatic gradient, unlike those with steeper relationships.

If the climatic impacts are negative, we would expect declines in occupancy
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to occur across a much larger proportion of the range of species A, and

extending into its core area. If we define sensitivity as a function of niche

breadth, assuming that climatic specialisation drives sensitivity, species A and

B emerge as equally vulnerable, and less vulnerable than species C and D (Fig.

4.2B). Finally, if we define sensitivity as a combined measure of niche slope

and breadth and assume the two to be equally important, species A emerges

as the least vulnerable, followed by species B, and finally species C and D as

the most vulnerable, with equal scores (Fig. 4.2B).

This illustrates the value of considering vulnerability assessments in this

abstract example: we are forced to be explicit about what sensitivity means

in terms of the fundamental niche shape of species.

4.5.2 Quantifying true vulnerability

To fulfil objective 2 and quantify true species vulnerability, we evaluate our

simulated spatial example. We see the slopes, niche breadths and centre

points of the simulated fundamental curves reflected in the spatial pattern

(Fig. 4.3). Species A exhibits smooth edges around areas of high probability

of presence (i.e. gradual decrease from presence to absence) owing to its

lower slope, while species B, C and D exhibit equally steep edges, changing

abruptly from present to absent, due to their steep slopes (Fig. 4.3A). Species

A and B have roughly equal range sizes in the region, larger than the range of

species C, due to differences in niche breadth. Species D has a smaller range

still, due to the additional marginal niche position in the region’s climate space

(Fig. 4.3A).
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Figure 4.3: The simple example, applied to geography. (continued on following page)
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(continued caption) A) Species range maps were derived by applying the niche curves

from Figure 2A to a simulated temperature field that included spatial autocorrela-

tion. The colour gradient represents the probability of presence, ranging from 0 (not

present) to 1 (present). The range sizes are calculated as the sum of all pixel-level

suitability scores. B) Range maps after exposure of +4. C) Range change after ex-

posure of +4, highlighting areas of transitions (red: colonisation, green: extinction),

as well as areas of continued presence (blue), where no change in range occurred.

Areas of continued absence are used as an opacity mask, with those areas fully trans-

parent. D) Vulnerability scores calculated as log-proportional change in range size

after exposure of +4. For easier interpretation, scores are labelled as relative change,

where 0 represents no overall change in range size, 0.5 represents a halving, and 2

represents a doubling of size. Species D experienced large losses under some simu-

lations, leading to several very small scores; scores were limited to those between -3

and 1 on the log scale for visualisation purposes. The line colours correspond to the

colours used in Figure 2A. Box plots and density curves are based on 100 different

simulations of the spatial temperature field.

As before, we assume equal exposure for all species. We introduce a con-

stant exposure of +4 across all pixels in the spatial field and project species

ranges again (Fig. 4.3B). In Figure 4.3C, we visualise the different transitions

that occur, showing probabilities of local colonisations, extinctions or contin-

ued presence. As expected, the shallower slope of species A is reflected in the

overall transition pattern, with probabilities of extinction reaching further into

the core area of the species range (Fig. 4.3B). Species C and D, with their

narrow niches, mainly show transitions, with only small areas of continued

presence (Fig. 4.3B). Species D, with its marginal initial range, is further

pushed towards the edge, leading to a complete loss of the North-Western

distribution (Fig. 4.3B).

We find that species A-C exhibit equal vulnerability, with no average loss

in range size. Species D, on the other hand, shows the highest vulnerability,

losing nearly 40 percent of its range, on average (Fig. 4.3C). Testing the
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effect of the scale of spatial autocorrelation on this result, we visualise the

contrasts for four different magnitudes of correlation and find the vulnerability

ranking preserved across all variations (Suppl. Fig. 1).

4.5.3 Emergent shortcomings of separately assessed sensi-

tivity, exposure and adaptive capacity

In applying the SEAC approach to our simple examples, sensitivity is an in-

trinsic property of the species and relates to the shape of the fundamental

niche curve. Comparing our vulnerability scores derived using separate SEAC

with the true vulnerability scores (as range change following climatic change),

we find disagreement: the former distinguishes either species A and B, B and

C, or A, B and C in terms of their vulnerability, while the latter does not

distinguish either species, but assigns higher vulnerability to species D. This

shows that, even with a perfect understanding of the niche shape, it is impos-

sible to adequately capture true vulnerability using separate SEAC - the true

population impacts as a consequence of species sensitivities and exposure are

missed. We can therefore deem any niche-based vulnerability assessments

that use separate SEAC to be fundamentally flawed.

As a consequence of this finding, the frequently used trait-based vulner-

ability assessment appears to be an inadequate method, not least because

it is based on separate SEAC: our example shows how the final vulnerability

ranking depends entirely on a subjective judgement of what sensitivity repre-

sents. We reduced sensitivity traits to two foundational components (niche

breadth and slope) and using either alone or in combination results in con-
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tradictory vulnerability rankings. One might argue that this is only the case

where adaptive capacity and exposure are equal for all species assessed (as

in our scenario), and hence not a frequent occurrence. However, adaptive

capacity is often not assessed in empirical studies as it is deemed to be im-

plied in the chosen sensitivity traits. In those cases, exposure between species

is equal where ranges overlap which still results in a final vulnerability rank-

ing driven entirely by the chosen definition of sensitivity. Thus, the flaws we

identify appear fundamentally ingrained in trait-based approaches.

4.5.4 The case for correlative assessments

We have demonstrated that vulnerability rankings based on separate SEAC,

as commonly used in trait-based assessments, lead to incorrect results. In

essence, our quantification of true vulnerability was analogous to methods

used in correlative vulnerability assessments, with the crucial difference being

perfect knowledge of the fundamental niche shape and adaptive capacity in

our theoretical example. Several studies have identified contradictory results

when applying both trait-based and correlative assessments simultaneously

to the same species (Lankford et al. 2014; Still et al. 2015; Wheatley et

al. 2017). We believe this is due to the inadequacy of separate SEAC, as

well as the subjectivity that goes into quantifying sensitivity, with correlative

assessments attempting to quantify true vulnerability more directly.

While there are many sources of bias and practical hurdles with species

distribution models to consider in correlative assessments, they forego sub-

jective decisions that are integral to separate SEAC and are instead driven
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by observation data. The challenge becomes one of analytical nature, not a

fundamental misalignment of method with goal. As more observation records

become available or methodological strides are made, existing SDMs can be

improved. We live in an age of big data in macroecology (Wüest et al. 2020),

steadily growing the amount of information available to SDMs.

4.5.5 Improved correlative assessments using advances in

SDM methods

Recent developments in SDMs have shown promising results in overcoming

analytical challenges in correlative assessments. Since the development of the

Markov chain Monte Carlo (MCMC) methods (Gilks et al. 1995), Bayesian

statistics have been applied in spatial ecology due to their flexibility in deal-

ing with the complex issues of spatial data, leading to more realistic results

(Blangiardo et al. 2015; Redding et al. 2017; Mart́ınez-Minaya et al. 2018).

In 2009, a new method for Bayesian modelling, the Integrated Nested Laplace

Approximation (INLA), was publicised (Rue et al. 2009). Implemented in the

programming language R, INLA showed similar accuracy to MCMC but lower

computation times (Blangiardo et al. 2013) for the subset of problems that

can be fitted using latent Gaussian models. INLA is an increasingly popu-

lar tool in ecology (e.g. Gutowsky et al. 2019; Niekerk et al. 2019; Rivera

et al. 2019), with recent research showcasing its applicability to vulnerability

assessments (Wheatley et al. 2023). The addition of the Stochastic Par-

tial Differential Equations (SPDE) approach (Lindgren et al. 2011) enabled

a computationally efficient characterisation of the spatial effect, allowing for
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the specification of a spatial random field. In essence, this allowed modellers

to improve SDM estimates by accounting for unexplained spatial effects and

auto-correlation issues (Fichera et al. 2023). In the context of climate vul-

nerability assessments, such unexplained effects might include non-climatic

factors, such as species interactions. Additionally, random fields reduce over-

prediction issues outside species distribution ranges by restricting estimates

spatially (Engel et al. 2022). One of the latest additions to INLA is the

method of model-based data integration (Isaac et al. 2020). Observation data

frequently come in different formats, traditionally necessitating observations

to be pooled, subsequently leading to the loss of information. Model-based

data integration provides a solution to this problem, maximising the amount

of information retained from each data set (Isaac et al. 2020). In combina-

tion, these developments have led to improved accounting for sampling bias,

while also maximising the information gained from different observation data

sources.

4.5.6 Empirical example: Savannah birds in Tanzania

To fulfil objective 3 and demonstrate the applicability of methodological ad-

vances in species distribution modelling to climate vulnerability assessments,

we showcase a vulnerability assessment using 40 years of bird observations in

Tanzania (Fig. 4.4). We focus our example on savannah specialist birds, a

group that has experienced significant levels of climatic and habitat change

over the past decades (Ongoma et al. 2018; Ayugi et al. 2021; Nzunda 2022),

alongside considerable range shifts (Beale et al. 2013, Chapter 3). We use
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data integration models to maximise the information derived from two ob-

servation data sets (Tanzania Bird Atlas, eBird), and use a spatiotemporal

structure to estimate niche curves based on two distinct time periods (1980-

1999, 2000-2020). For each of a list of 76 species, we estimate the current

range, as a product of the spatial random field, as well as climatic and non-

climatic variables and sampling effort (Fig. 4.4A). We then isolate the effect

of the multivariate climate alone, to calculate pixel-level suitability change

for two climate scenarios considered (SSP2-4.5, SSP5-8.5) (Fig. 4.4A). By

accounting for the spatial random field when calculating climate suitability,

we account for spatial autocorrelation issues while simultaneously avoiding

overprediction outside the species ranges.

We rank species by their average climate vulnerability and find that the

region is projected to become more climatically suitable for most species

(Fig. 4.4A). This change constitutes up to a 21 percent increase in suitable

area, in the case of the bare-eyed thrush (Turdus tephronotus) (Fig. 4.4B).

However, a small subset of species are projected to experience a decrease in

climatically suitable area (Fig. 4.4B), including the rosy-patched bush shrike

(Rhodophoneus cruentus), with a decrease of approx. 3 percent under the

SSP5-8.5 climate scenario (Fig. 4.4B). This projected decrease is larger under

the more extreme SSP5-8.5 scenario for all but one of the negatively affected

species.
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Figure 4.4: Empirical example for the application of recent advances in distribution

modelling to climate change vulnerability assessments. (continued on following page)
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(continued caption) A) Example species, showing the current range estimates as well

as change in climatically suitable area for Tanzania, under future climate scenarios

SSP2-4.5 and SSP5-8.5. Suitability change maps contain a transparency layer based

on quantile values emphasizing pixels where larger changes occurred. B) Species

ranked by final vulnerability scores, averaged across the two climate scenarios. Scores

are labelled as relative change, where 0 represents no overall change in suitable area,

0.5 represents a halving, and 2 represents a doubling. Highlighted in the photos are

the species with a breeding range in Tanzania showing the largest increase (Turdus

tephronotus) as well as the largest decrease (Rhodophoneus cruentus) in climatically

suitable area. Photo credits: ”Bare-eyed Thrush (5529613751)” by Eleanor Bric-

cetti, CC BY-SA 2.0, via Flickr. ”Rosy Patched Bush Shrike, Samburu NR, Kenya”

by ChrisHodgesUK, CC BY-SA 3.0, own work. No changes made to original photos.

This approach improves on traditional SDM-based vulnerability assess-

ments in two ways. Firstly, it potentially creates a more reliable estimate

of the species’ niche curves, by considering two distinct time periods during

model fitting. This can help move closer to characterising the fundamental

niche, relating species observations to changing environments over time, and

hence a wider range of environmental conditions (Myers et al. 2015). Sec-

ondly, the spatial random effect structure accounts for unexplained covariates

not included in the model, such as biotic interactions that may restrict species

distributions beyond any climatic impact. In addition, it avoids overprediction

of suitability outside the known species range. However, there are potential

caveats. When producing future suitability maps, we use present-day spa-

tial processes. This ignores the fact that landscapes continue changing in

the future, and habitat degradation has been shown to significantly com-

pound negative climate change impacts (Travis 2003; Bonebrake et al. 2016;

Virkkala 2016). However, accurately forecasting landscape changes beyond

just a few years is notoriously difficult (Chaudhuri et al. 2014; Cao et al.
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2019), and including present-day spatial processes is no doubt more useful

than ignoring this component altogether. In addition, there are theoretical

challenges that our modelling approach did not overcome. When estimating

future suitability, the niche shape is estimated based on both past and current

data, assuming the ecological relationship between presence and climate has

not changed over the time period used. Micro-evolutionary adaptation to

climate change can occur over relatively short periods of time (Balanyá et al.

2006; Franks et al. 2007), potentially changing the niche shape in the near

future. However, these examples stem from species with short life cycles.

While evidence for micro-evolutionary adaptation exists in birds (Karell et al.

2011), the effectiveness of this mitigation, and hence bearing on the niche

shape, is unclear. Still, suitability forecasts should be viewed critically consid-

ering this caveat. Traits might provide complementary information in these

cases, for example where they are used to quantify the adaptive capacity of

species (Beever et al. 2023), and thereby perhaps the potential for future

niche evolution.

4.6 Conclusion

We have demonstrated the fundamental inability of separately assessed SEAC

to accurately estimate the true climate change vulnerability of species, along-

side uncertainty stemming from subjective decisions in trait-based approaches.

Previous vulnerability rankings based on these methods were highly dependent

on perceptions of species sensitivity, and failed to reflect true climate vulner-

ability.
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Given the increasing importance of reliable vulnerability rankings under

the current climate trajectory, we hope that this study can help practitioners

decide on the most appropriate vulnerability framework for their needs. Our

findings discourage relying solely on trait-based approaches based on sepa-

rately assessed SEAC. However this does not exclude the use of traits in

vulnerability assessments. Indeed, we believe that traits can play a valuable

role in complementing alternative assessments, such as those based on SDMs.

The improved correlative assessment presented here through our empirical

example aims to demonstrate how newly developed SDM methods may be

used for applied conservation. The flexible nature of the approach means that

it is applicable to any species where sufficient geolocated observation data are

available, and the models created can be improved as additional observation

data are collected. Given the increasing number of observations available for

many species, we believe that our approach has broad applicability.

Despite the methodological advances demonstrated here, SDMs are by

no means a perfect solution, and theoretical issues not related to analytical

challenges remain. Specifically, our empirical example highlights limitations

in accounting for the dynamic and complex interactions between species and

changing environments. Our models’ reliance on static spatial processes and

assumptions of constant niche shapes overlooks future landscape changes and

potential micro-evolutionary adaptations. This could significantly affect the

accuracy of our vulnerability predictions.

The compounded effects of climatic and non-climatic pressures on species

vulnerability, not fully addressed here, underscore the necessity for models that

can capture these complex interactions. Such improvements are vital for refin-
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ing vulnerability assessments and guiding conservation strategies amid climate

change and habitat degradation. Future research should prioritize the valida-

tion of vulnerability rankings and incorporate diverse data sources, including

traits and long-term observations, to enhance assessment reliability. This will

provide a robust basis for judging the predictive power of SEAC approaches

and the applied methodologies in our empirical example. Ultimately, this will

contribute to more informed and effective conservation decision-making, en-

suring the resilience of biodiversity in an era of unprecedented environmental

change.

4.7 Data availability

R code for the theoretical examples can be accessed using the following link:

https://doi.org/10.6084/m9.figshare.24764136.v1.
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5
Chapter 5: General Discussion

5.1 Summary of thesis findings

In this thesis, I set out to advance our understanding of processes driving

habitat degradation and species distribution shifts in Tanzania, drawing more

general lessons about species vulnerability assessments where possible. This

included analysing long-term trends in degradation in Tanzanian savannas,

investigating the explanatory power of traits in relation to range shifts, and

critically evaluating a common framework for vulnerability assessments.

In this final chapter, I summarise the methods and findings of each data

chapter, followed by an overview of the unique contributions of this thesis

to ecological knowledge. I end with suggestions for future studies emerging

from the research and limitations of this thesis, as well as concluding remarks.

Chapter 2: Pathways of degradation in rangelands in Northern Tan-

zania show their loss of resistance, but potential for recovery

In this chapter, I examined mechanisms and correlates of long-term trends in

degradation in East-African grasslands, in terms of grazing potential. To do

so, I trained machine learning models with remote sensing and field data, al-
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lowing me to derive long-term degradation maps for the study area from satel-

lite products. Initially aiming to characterise degradation using bare ground

cover and the number of toxic and invasive plants, I discovered the latter to

be unreliably estimated and focused instead on bare ground cover alone. I

found that degradation emerged due to a decline in resistance to environmen-

tal shocks, and that this degradation was associated with lower rainfall and

higher human and livestock density. However, I found that even the most de-

graded sites did not lose their recovery potential, giving hope for restoration

provided suitable rainfall continues. Furthermore, I found that, alarmingly,

degradation increased across the whole landscape. This increase was lowest

for national parks and wildlife management areas, underlining the effectiveness

of these management strategies for mitigating current degradation trends.

Chapter 3: Spatio-temporal integrated Bayesian species distribution

models reveal lack of broad relationships between traits and range shifts

Here, I investigated the explanatory power of traits in explaining variation

in range shifts of species, using 40 years of observation data from Tanzania,

and 91 individual study species. Among other remote sensing products, I used

bare ground layers produced in Chapter 2 of this thesis. The analysis involved

the development of a species distribution modelling approach, using Bayesian

models with a spatio-temporal structure, as well as model-based data integra-

tion, utilising Atlas as well as citizen science observations. Despite including

a wide range of traits and species in the analysis, I found little support for

broad trait-range shift relationships across taxa, for either local extinctions,

local colonisations, or total change. This result calls into question the useful-

ness of traits in vulnerability assessments of taxa: where traits are assumed
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to be a proxy of how species might shift their ranges in the future, our re-

sults suggest that this assumption is poorly supported. However, I also found

strong species-specific relationships among the results, suggesting that more

research into those individual species might help explain why some species

respond more than others.

Chapter 4: Separately assessed sensitivity, exposure and adaptive ca-

pacity inadequately represent species vulnerability to climate change

In Chapter 4, I critically evaluated a commonly used climate change vulnera-

bility assessment framework, one that is based on separately assessed species

sensitivity, exposure, and adaptive capacity. Using theoretical examples and

foundational concepts, I show that this framework is fundamentally unable

to accurately predict true species vulnerability. This leads me to discourage

the use of vulnerability assessments purely based on this framework, such as

many trait-based approaches. Using data and methods developed in Chapter

3 of this thesis, I showcase how advances in species distribution modelling

can be used to overcome analytical challenges in vulnerability assessments

and provide an alternative index.

5.2 Degradation and recovery in East African sa-

vannahs

Land degradation is on the rise in Africa. The extent of this trend is made

abundantly clear by growing research using remote sensing products (Syme-

onakis et al. 2004; Bai et al. 2007; Landmann et al. 2014; Kirsten et al.
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2023, Chapter 2), including a study in close vicinity to the rangelands in-

vestigated in Chapter 2 (Li et al. 2020). Unfortunately, my findings provide

further confirmation of this trend: degradation has been steadily increasing

in most of the study region over the last 20 years. Since viable pastures are

not in limitless supply, a slowdown and reversal of this trend is becoming a

necessity if pastoralism is to continue as a viable lifestyle for the people of

this region (Bardgett et al. 2021). The need for grassland conservation has

been noted for decades (Johnson 1980), but recent anthropogenic trends in

East Africa such as agriculture expansion are increasing the urgency of im-

proving the condition of remaining grasslands (Rukundo et al. 2018; Bullock

et al. 2021). Identifying the root cause of degradation is the first step in

mitigating it, and numerous studies have proposed possible drivers, such as

climatic variation (Wang et al. 2017), over-grazing and high fire frequency

(Hilker et al. 2014) and nutrient enrichment (Stevens et al. 2004). Based on

the identified drivers, management actions can be directed at reducing and

reverting degradation, including altering grazing regimes and modifying the

vegetation composition (Earl et al. 1996; Heady 2019). However, in practice,

the evidence that underpins such management is often rather poor (Rowan

et al. 1994; Savari 2022). For example, a key management strategy adopted

by thousands of land managers globally is that of ’Holistic Management’, de-

veloped by Allan Savory, which proposes short but intense grazing to restore

rangelands and improve productivity (Savory et al. 1999; Gosnell et al. 2020).

Considerable debate exists regarding the effectiveness of this approach (Sher-

ren et al. 2019; Gosnell et al. 2020), but empirical studies showcase potential

benefits in some sites (Peel et al. 2018; Hillenbrand et al. 2019). In Chapter
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2, I provide a more mechanistic perspective on the causes of degradation,

instead of focusing on individual drivers. I demonstrate that degradation is a

consequence of repeated environmental shocks over time, and although even

the most degraded sites have the potential to recover well, there is insufficient

time between shocks to do so. This has important implications for restoration

management: my results suggest that the prevention of shocks, coupled with

an increase in resistance, can both prevent degradation and support quick

recovery, even in the most degraded sites. This contrasts with the view of

researchers like Allan Savoury proposing that recovery is not possible without

human intervention (Savory et al. 1999). Under the right climatic condi-

tions, rangelands in my study area appear to recover regardless of specific

management interventions.

Identifying the factors that increase the resistance of rangelands is an

active field of research (Vogel et al. 2012; Hoover et al. 2014; Gillaspy et

al. 2023), and my findings underline the importance of these efforts. Us-

ing long-term trends, akin to the analysis in Chapter 2, might help identify

the effectiveness of interventions aimed at increasing the resistance of range-

lands. The prevention of shocks is becoming increasingly challenging. For

example, droughts are on the rise due to climate change (Gebremeskel Haile

et al. 2019). Indicative of this issue, I show in Chapter 2 that even the

most protected land, i.e. national parks, exhibit a gradual long-term increase

in degradation, albeit slower than in other areas. It is important to critically

evaluate and identify the limits of current management and protection strate-

gies, especially taking into account the complex trajectories of climate fore-

casts in East Africa (Vizy et al. 2012; Nicholson 2017; Dunning et al. 2018).
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Given the ties between recovery and rainfall demonstrated in this thesis, there

is a clear need for more research investigating the potential effectiveness of

grassland management under a variety of future rainfall scenarios. Linking

long-term degradation trends to rainfall at higher spatial and temporal reso-

lution than used in Chapter 2 should provide important insights. Regrowth of

grass can occur in as little as 17 days after heavy rainfall events (Post et al.

2020) and greening in as little as two days (Whitecross et al. 2017), and

significant spatial heterogeneity occurs in African savannas at scales of 5-25

meters (Augustine 2003). This means that such fine-scale analysis can bene-

fit from daily resolutions at a scale of less than 30 meters. While observations

of vegetation greenness at this temporal and spatial scale can feasibly be de-

rived from Sentinel satellite products (Dusseux et al. 2022), higher-resolution

rainfall layers might require the use of down-scaled climatic layers, such as

those used in microclimate studies (Kearney et al. 2020).

5.3 Predictors of species responses to Anthro-

pocene change

Anthropogenic alteration of vegetation communities and climates is accel-

erating (Theobald et al. 2020), making it a defining feature of the Anthro-

pocene (Lewis et al. 2015). While my study focused on Tanzania as the study

area, my results showing increasing habitat degradation identified in Chapter

2 match a wider global pattern of changing landscapes (Hill et al. 2020a).

Studies are showing that these changes compound with climate alteration to
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create unprecedented pressures on species communities (Travis 2003; Bone-

brake et al. 2016; Virkkala 2016), leading to urgency in investigating their

responses from a conservation perspective. In this thesis, I provided answers

to two key questions in this context: what information might be useful for

predicting species responses, and how do we accurately identify the species

that might respond more than others?

Due to the enormous diversity of life on earth, conservation plans focused

on every individual species are doomed to fail (Cowie et al. 2022). Instead,

we often rely on the use of methodologies that are broadly applicable to

wider taxonomic groups: researchers frequently assess patterns of responses

for phylogenetically diverse groups, sometimes at a global extent (Parmesan

et al. 2003; Chen et al. 2011; Lenoir et al. 2015). An appealing alternative

to evaluating ecological risks for every species individually is the concept that

species with similar functional traits could face similar risks (e.g. Brown et al.

2016). Since traits are not always known at the species level, the identifi-

cation of relationships between traits and species responses that generalise

across taxa would be beneficial. However, in Chapter 3 I provide empirical

evidence that assuming such general trends is an oversimplification of the

complex processes that drive species responses. In line with recent reviews

and meta-analyses (Buckley et al. 2012; MacLean et al. 2017; Beissinger

et al. 2021), I found no broad relationships across 57 species and 8 trait

categories considered. It emerged that individual, species-specific variation

in these relationships was too great for clear trends to surface. I arrived at

this finding even after accounting for traditional analytical shortcomings in

estimating species ranges, indicating the ecological robustness of this result.



Chapter 5: General Discussion 150

Whereas the lack of broad relationships between traits and distribution

changes is the recent conclusion of review studies in this area, the research in

Chapter 3 adds to the body of work that tests these relationships empirically

(e.g. Reif et al. 2012; Sunday et al. 2015). Importantly though, it sets itself

apart by applying improved analytical methods not used in other comparable

studies. The analytical steps developed in Chapter 3 are highly flexible and

applicable to any species, sessile or mobile, presuming that georeferenced

species observations and environmental data, such as climate and land cover,

exist. While I provide an important insight into the predictors of savannah

bird range shifts, the geographical and taxonomic limitations of Chapter 3

mean that my findings might not necessarily be transferable to other groups

with very different life histories, such as fish or plants. However, patterns of

contradictory results were found in meta-analyses for both groups (MacLean

et al. 2017). A repeat of my study with a different spatial and taxonomic focus

is both feasible and valuable as a confirmation of the existence of a wider trend

of poor predictive ability of traits, once traditional analytical shortcomings are

accounted for. If indeed confirmed, this would help practitioners to make a

more informed decision on the most appropriate and economical approach to

predicting range shifts, perhaps precluding the use of broad trait categories.
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5.4 Prioritising species for conservation in the

Anthropocene

A central challenge of our time is the prioritisation of species for conservation

action (Pullin et al. 2013; Le Berre et al. 2019). While a staggering number

of species are going extinct unnoticed (Régnier et al. 2009; Tedesco et al.

2014), climate change vulnerability assessments (CCVAs) allow us to focus

on groups of species that may feasibly be protected, and comparatively assess

those most in need of conservation intervention (Foden et al. 2019). Although

challenging in practice, examples showcase that declining population trends

can indeed be reversed (Kierulff et al. 2012; Brown et al. 2019; Nelson et

al. 2019). Since conducting CCVAs as well as consequential conservation

management is resource-intensive, and resources made available are limited

(Miller et al. 2013; Wiedenfeld et al. 2021), the correct vulnerability ranking of

species is crucial. Growing uncertainty about the reliability of different CCVAs

in the literature (Lankford et al. 2014; Still et al. 2015; Wheatley et al. 2017),

in combination with my finding that traits provide a poor prediction of range

change, meant that a critical evaluation is timely. In Chapter 4, I demonstrate

theoretically that not all assessments are equal: when assessments are based

on separately quantified vulnerability components, they are unable to quantify

true species vulnerability reliably.

This finding has important implications for existing vulnerability rankings

of species: those that were based on these inadequate assessments should be

identified and revised using alternative methods, where possible. Given that

such assessments might be part of established methodologies, such as the
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trait-based approaches used for assessing fish and shellfish by the National

Oceanic and Atmospheric Administration (NOAA) (Morrison et al. 2015),

this might be challenging. However, the potential for misdirection, and con-

sequential waste of limited conservation resources (Pressey et al. 2017) should

justify a critical evaluation backed by my findings in Chapter 4. My results

also have a bearing on future assessments. The choice of CCVA methods

can be difficult given the number of options (Foden et al. 2019). I provide a

theoretical argument that some methods should not be used, narrowing down

the list of CCVA frameworks. In addition, the species distribution models I

developed in Chapter 3 and applied to vulnerability assessments in Chapter 4

should contribute to making the existing methods a more robust choice.

5.5 Limitations and future directions

5.5.1 Prospects for analytical improvements

Many of the analyses conducted in this thesis are part of rapidly evolving

quantitative fields. As such, future studies building on the analytical work-

flows presented here can benefit from recent methodological advances. For

example, in the context of machine-learning-based classification of degrada-

tion from satellite images, convolutional neural networks (CNNs) might be

particularly well suited to improve model accuracy. Developed for image anal-

ysis, CNNs take into account the immediate surroundings of individual pixels

(Li et al. 2022), which in a geographical context enables e.g. the recognition

of individual plants or patches of agriculture (Maggiori et al. 2017; Katten-
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born et al. 2021). They are increasingly adopted in remote sensing analyses,

showing promising results for example for land use classification (Castelluccio

et al. 2015) as well as grassland degradation more specifically (Pi et al. 2021).

Paired with high-resolution imagery provided by increasingly available drones

(Simic Milas et al. 2018), CNNs might be well suited to identify encroaching

unpalatable and toxic plants, which was not reliably achieved in Chapter 2

of this thesis. A highly accurate classification of such plants would allow for

a more nuanced degradation index if paired with a measure of bare ground,

while enabling additional analyses, such as quantifying the amount of new

biomass that is palatable, as pasture lands recover.

The species distribution models (SDMs) I developed in Chapter 3 pro-

vide considerable advances to quantitative ecological practices. By combin-

ing data integration methods with spatio-temporally structured hierarchical

Bayesian models in R-INLA, I showed how spatial autocorrelation issues can

be overcome, while simultaneously using multiple data sources effectively. In

practice, however, the use of these models may be limited for data-sparse

species, a consequence of taxonomic or geographical bias in the collection of

observation data (Beck et al. 2014; Troudet et al. 2017). Joint distribution

models may provide a solution in those cases, improving estimates for under-

sampled species. In short, joint SDMs specifically model the interdependency

of species occurrences, allowing probability estimates of one species being

influenced by observations of another (Ovaskainen et al. 2016a; Ovaskainen

et al. 2017). This makes them especially useful for species with small sample

sizes (Ovaskainen et al. 2011; Ovaskainen et al. 2016b), which might enable

the analyses developed in R-INLA in Chapters 3 and 4 to be applied to a wider
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taxonomic range. In addition, joint SDMs can provide additional ecological

information by explicitly quantifying the interdependence of species (Warton

et al. 2015; Ovaskainen et al. 2017). Although still rarely used, examples

in the literature show the feasibility of fitting joint distribution models in the

R-INLA framework (Warton et al. 2015; Sadykova et al. 2017; Niekerk et al.

2021).

5.5.2 Evaluation by comparison

No matter the analytical advances, validation of results should remain a cen-

tral objective. We live in a time of big data in macroecology, with a key char-

acteristic being the increase in publicly available observation records (Wüest et

al. 2020), as well as remote sensing data (Hemati et al. 2021). This presents

growing opportunities for evaluation by comparison. While the species dis-

tribution models developed in Chapter 3 included validation steps, the most

robust test of their predictive abilities will be a comparison to newly collected

species observations, a gold standard criterion for distribution models (Araújo

et al. 2019a). Continuing development of the methods established in Chap-

ter 4, a comparison of the assessment results I found to be inadequate with

fully evaluated iterations of my proposed vulnerability index, will ultimately

present the strongest case against these CCVAs. In line with this, Foden

et al. (2019) highlighted CCVA validation as a key recommendation for fu-

ture research. Such validation will become especially important where the

methods developed in this thesis are applied to new geographic areas. The

machine learning algorithm developed in Chapter 2 was trained for a sub-
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section of Tanzanian savannahs, and hence limited geographic reach. If the

analyses were to be repeated for other savannah biomes, in Africa or other

continents, evaluation of model performance and potential supplementation

with new training data would be crucial.

5.6 Concluding remarks

We are now long past the point of debate regarding the existence of anthro-

pogenic climate and biodiversity alteration. Combating the negative effects

of changes through the Anthropocene on habitats and species requires a deep

understanding of underlying ecosystem processes. Understanding why land-

scapes degrade, what predicts species range shifts, and how we can best

prioritise species for conservation are important cornerstones of conservation

success. In this thesis, I contributed original research to each, moving us a

step closer to mediating the inevitable global impacts of anthropogenic en-

vironmental change. Embracing technological advances of our time, such as

remote sensing, machine learning and species distribution modelling will no

doubt play an instrumental role.

The findings from this thesis highlight the urgent need for targeted con-

servation efforts to address the interconnected challenges of habitat degrada-

tion, species distribution shifts, and overexploitation, particularly in savannas.

While the focus is on Tanzanian savannas, the implications extend to other

ecosystems, like tropical forests, where biodiversity is under threat. These

insights call for strategies that not only restore degraded habitats but also

incorporate sustainable management and community involvement to coun-
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teract the drivers of biodiversity loss. Understanding the complex ecological

responses and the ineffectiveness of broad trait-based vulnerability assess-

ments emphasizes the necessity for nuanced, ecosystem-specific conservation

approaches that can adapt to the global challenge of preserving biodiversity

in the face of anthropogenic changes.
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A.1 Supplementary Tables

Table A.1: Predictor variables used as input for the svr classifier. L7 Landsat 7

product, L8 Landsat 8 product, B1-7 band number in Landsat 7 or 8 products.

GEE: Google Earth Engine.

Predictor Notes

blue 0.45 - 0.52 µm (L7, B1), 0.45 - 0.51 µm (L8, B2)

green 0.52 - 0.60 µm (L7, B2), 0.53 - 0.59 µm (L8, B3)

red 0.63 - 0.69 µm (L7, B3), 0.64 - 0.67 µm (L8, B4)

nir 0.77 - 0.90 µm (L7, B4), 0.85 - 0.88 µm (L8, B5)

swir1 1.55 - 1.75 µm (L7, B5), 1.57 - 1.65 µm (L8, B6)

swir2 2.09 - 2.35 µm (L7, B7), 2.11 - 2.29 µm (L8, B7)

EVI 2.5×NIR−Red
NIR+6×Red−7.5×Blue+1

BSI (SWIR1−Red)−(NIR−Blue)
(SWIR1+Red)+(NIR+Blue)

MSAVI
(2×NIR+1−

√
(2×NIR+1)2−8×(NIR−Red))

2

EVI, BSI, MSAVI

magnitude

cos.hypot(sin).multiply(5) (GEE code)

EVI, BSI, MSAVI

phase

sin.atan2(cos).unitScale(-Math.PI, Math.PI) (GEE code)

EVI, BSI, MSAVI

val

harmonic withVar.select(variable).reduce(’mean’) (GEE

code)

CHIRPS total rain-

fall

May previous year to April of prediction year
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Table A.2: Data layers used in creating the rangeland-only mask.

Variable Threshold Resolution

(Ref. year)

Source (ref.)

Surface wa-

ter

Occurrence

> 0

30 m (1984-

2019)

GEE: ”JRC/GSW1 2/GlobalSurfaceWater”

(Pekel et al. 2016)

Rivers Permanent

water label

90 m (NA) GEE: ”MERIT/Hydro/v1 0 1” (Yamazaki et

al. 2019)

Steep areas Slope > 45◦ 30 m (2000) GEE: ”USGS/SRTMGL1 003” (Farr et al.

2007)

Urban areas Urban >=

50%

100 m

(2019)

GEE:

”COPERNICUS/Landcover/100m/

Proba-V/Global”

(Buchhorn et al. 2020)

Known

crops

Cropland la-

bel

30 m (2015) https://lpdaac.usgs.gov/products/

gfsad30afcev001/ (Xiong et al. 2017)

Forests Tree cover

> 50%

30 m (2000-

19)

GEE:

”UMD/hansen/global forest change 2019 v1 7”

(Hansen et al. 2013)

High eleva-

tion

Elevation >

2500 m

30 m (NA) GEE: ”USGS/SRTMGL1 003” (Farr et al.

2007)

https://lpdaac.usgs.gov/products/gfsad30afcev001/
https://lpdaac.usgs.gov/products/gfsad30afcev001/
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Table A.3: Total area covered (including non-rangeland), and number of pixels used in

the land use analysis in the different land use designation sites considered in the study.

NP: National Park (NP), WMA: Wildlife Management Area, CCRO: Certificate of

Customary Right of Occupancy, NONE: No official management/protection scheme.

Land use designation Total area (km2) Number of pixels

NP 2944.57 62274

WMA 6715.98 156306

CCRO 1252.27 29979

NONE 20295.9 427246
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A.2 Supplementary Figures

Figure A.1: Conceptual overview of the steps involved in creating annual composite

maps for the study area.
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Figure A.2: Validation of degradation scores, observed vs. predicted on 25% of sites

not included in modelling for bare ground and number of invasive & toxic plants.

Based on the final model, fine-tuned during cross-validation. Dashed lines are trend

lines from a linear model on the data.
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Figure A.3: Yearly maps of invasive & toxic plant (ITP) cover, based on predictions

from the machine learning model. Darker colors correspond to lower ITP cover. The

maps were created using R 3.2.2R Core Team 2016.
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Figure A.4: Yearly maps of bare ground index, based on predictions from the machine

learning model, not normalized. Darker colors correspond to a lower bare ground

index. The maps were created using R 3.2.2R Core Team 2016.
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B.1 Supplementary Tables

Table B.1: Environmental covariates included in the species distribution models used

to estimate species ranges. Covariates were summarised for the given time frames

using a median.

Covariate [units] Spatial resolu-

tion

Time frames covered Source data Reference

Annual median rain-

fall

[mm]

5.4 km 1981-1999,

2000-2020

CHIRPS Daily: Climate

Hazards Group InfraRed

Precipitation With Station

Data (Version 2.0 Final)

Funk et al. 2015

Annual median max-

imum temperature,

based on daily maxi-

mum near-surface air

temperature

[◦C]

1 km 1981-1999,

2000-2020

’Climatologies at high res-

olution for the earth’s land

surface areas’ (CHELSA)

version 2.1

Karger et al. 2017

Median annual

dryspell length

[number of contin-

uous days with less

than 1 mm of rainfall]

5.4 km 1981-1999,

2000-2020

CHIRPS Daily: Climate

Hazards Group InfraRed

Precipitation With Station

Data (Version 2.0 Final)

Funk et al. 2015

Bare ground cover

[bare ground score]

1 km 1990-1999,

2010-2019

Wiethase et al. 2023 Wiethase et al. 2023

Human footprint layer

[Combined score]

1 km 1993,

2009

Built environments, crop

lands, pasture lands, pop-

ulation density, nightlights,

railways, major roadways,

navigable waterways

Venter et al. 2016
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Table B.2: Taxonomy of the species included in the trait-range shift regression anal-

ysis. Numbers in column names represent the total number of unique values in each

taxonomic group. Also included are total numbers of detections in the raw obser-

vation data, for each species, and each observation data source(eBird and Tanzania

Bird Atlas). Taxonomy derived from the National Center for Biotechnology Informa-

tion (NCBI) database using the ’taxize’ package in R (Chamberlain et al. 2013).

Scientific (57) Common (57) Family (26) Order (11)
eBird

detections

Atlas

detections

Agapornis fischeri Fischer’s Lovebird Psittacidae Psittaciformes 376 93

Amadina fasciata Cut-throat Estrildidae Passeriformes 87 91

Anthreptes orientalis Eastern Violet-backed Sunbird Nectariniidae Passeriformes 311 120

Apus horus Horus Swift Apodidae Apodiformes 364 45

Aquila nipalensis Steppe Eagle Accipitridae Accipitriformes 285 78

Ardeotis kori Kori Bustard Otididae Otidiformes 182 55

Bubalornis niger Red-billed Buffalo-Weaver Ploceidae Passeriformes 354 149

Charadrius asiaticus Caspian Plover Charadriidae Charadriiformes 7 46

Cichladusa guttata Spotted Morning-Thrush Muscicapidae Passeriformes 989 171

Cisticola robustus Stout Cisticola Cisticolidae Passeriformes 18 27

Corvus capensis Cape Crow Corvidae Passeriformes 38 23

Corythaixoides leucogaster White-bellied Go-away-bird Musophagidae Musophagiformes 344 103

Creatophora cinerea Wattled Starling Sturnidae Passeriformes 391 150

Dinemellia dinemelli White-headed Buffalo-Weaver Ploceidae Passeriformes 516 138

Eremopterix leucopareia Fischer’s Sparrow-Lark Alaudidae Passeriformes 469 181

Eupodotis gindiana Buff-crested Bustard Otididae Otidiformes 42 75

Irania gutturalis White-throated Robin Muscicapidae Passeriformes 37 48

Lamprotornis hildebrandti Hildebrandt’s Starling Sturnidae Passeriformes 521 84

Lamprotornis superbus Superb Starling Sturnidae Passeriformes 1770 181

Lanius cabanisi Long-tailed Fiscal Laniidae Passeriformes 524 97

Lanius dorsalis Taita Fiscal Laniidae Passeriformes 115 56

Luscinia luscinia Thrush Nightingale Muscicapidae Passeriformes 259 74

Macronyx aurantiigula Pangani Longclaw Motacillidae Passeriformes 158 39

Melierax poliopterus Eastern Chanting-Goshawk Accipitridae Accipitriformes 209 147

Mirafra cantillans Singing Bushlark Alaudidae Passeriformes 25 37

Monticola saxatilis Rufous-tailed Rock-Thrush Muscicapidae Passeriformes 53 94

Myrmecocichla aethiops Northern Anteater-Chat Muscicapidae Passeriformes 72 29

Oenanthe isabellina Isabelline Wheatear Muscicapidae Passeriformes 60 59

Oenanthe pileata Capped Wheatear Muscicapidae Passeriformes 217 110

Ortygospiza atricollis Quailfinch Estrildidae Passeriformes 29 58

Passer eminibey Chestnut Sparrow Passeridae Passeriformes 182 93

Passer rufocinctus Kenya Rufous Sparrow Passeridae Passeriformes 274 56

Phyllolais pulchella Buff-bellied Warbler Cisticolidae Passeriformes 158 54

Plocepasser mahali White-browed Sparrow-Weaver Passeridae Passeriformes 163 60

Ploceus jacksoni Golden-backed Weaver Ploceidae Passeriformes 850 112

Ploceus nigricollis Black-necked Weaver Ploceidae Passeriformes 117 100

Ploceus rubiginosus Chestnut Weaver Ploceidae Passeriformes 391 92

Ploceus spekei Speke’s Weaver Ploceidae Passeriformes 199 32

Poicephalus rufiventris Red-bellied Parrot Psittacidae Psittaciformes 112 38

Polihierax semitorquatus Pygmy Falcon Falconidae Falconiformes 167 90

Pseudonigrita arnaudi Gray-headed Social-Weaver Passeridae Passeriformes 224 133

Pterocles decoratus Black-faced Sandgrouse Pteroclididae Pteroclidiformes 208 92

Pterocles exustus Chestnut-bellied Sandgrouse Pteroclididae Pteroclidiformes 135 52

Pterocles gutturalis Yellow-throated Sandgrouse Pteroclididae Pteroclidiformes 105 66

Quelea cardinalis Cardinal Quelea Ploceidae Passeriformes 108 101

Rhinopomastus minor Abyssinian Scimitarbill Phoeniculidae Bucerotiformes 257 132

Rhinoptilus cinctus Three-banded Courser Glareolidae Charadriiformes 62 46

Rhodophoneus cruentus Rosy-patched Bushshrike Malaconotidae Passeriformes 76 38

Sporopipes frontalis Speckle-fronted Weaver Ploceidae Passeriformes 389 128

Tockus deckeni Von der Decken’s Hornbill Bucerotidae Bucerotiformes 434 174

Trachyphonus darnaudii D’Arnaud’s Barbet Lybiidae Piciformes 552 138

Tricholaema diademata Red-fronted Barbet Lybiidae Piciformes 130 98

Tricholaema melanocephala Black-throated Barbet Lybiidae Piciformes 105 56

Turdus tephronotus African Bare-eyed Thrush Turdidae Passeriformes 149 51

Uraeginthus cyanocephalus Blue-capped Cordonbleu Estrildidae Passeriformes 378 160

Vidua fischeri Straw-tailed Whydah Viduidae Passeriformes 76 99

Vidua hypocherina Steel-blue Whydah Viduidae Passeriformes 40 69



Appendix 2: Supplementary material for Chapter 3 169

Table B.3: Samples sizes, as the number of individual species, corresponding to the

different levels of categorical traits included in the analyses. Based on a total of 57

study species.

Category Trait Description Sample size

Ecological general-

isation

Locomotory niche

while foraging

Aerial 2

Generalist 3

Insessorial 21

Terrestrial 31

Trophic level Omnivore 11

Herbivore 21

Carnivore 25

Movement ability Migratory ability Low 42

Moderate 9

High 6
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B.2 Supplementary Figures
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Figure B.1: Plots visualising the effect of the choice of constant sampling effort

on the predicted range sizes of species. A) Range size estimates for the 57 species

included in the study for the two time periods (1980-1999, 2000-2020), under differ-

ent sampling effort constants, derived as different quantile values of overall sampling

effort. Points are coloured based on the relative rank of each species by range size.

Dashed lines connect the range size values within each species. B) Box plots based

on r-square values for each species, derived from the four separate range size values

of each species in panel A. Average r-square values suggest highly linear relationships

for both time periods. (continued on following page)
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(continued caption) C) Box plots based on the average change in relative range size

rank for each species, as sampling effort is varied. Average range change values

suggest little to no relative rank change driven by variation in the sampling effort

constant.

Figure B.2: Parameter estimates and their 95% credible intervals for INLA model

results predicting three measures of range shifts: Total range change, meaningful

contraction scores, and meaningful expansion scores. Results derived from models

containing a phylogenetic random intercept term of family nested in order. Figures

A-C are derived from models including human footprint, longest dry spell duration,

hottest temperature, annual rainfall, and bare ground cover as niche breadth scores

(highlighted in orange). Figures D-F are derived from models including that same set

of variables as sensitivity scores (highlighted in blue). (continued on following page)
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(continued caption) Parameters with credible intervals that do not overlap zero, or

credible intervals of other factor levels for categorical variables, may be considered as

strong effects in the Bayesian models, and are highlighted in green. For categorical

parameters, this signifies that a trait level within a category is statistically differ-

ent from the reference level. The reference levels are: ”Migratory ability: Low”,

”Locomotory niche: Insessorial” and ”Trophic level: Carnivore”.

Figure B.3: Parameter estimates and their 95% credible intervals for INLA model

results predicting three measures of range shifts: Total range change, meaningful

contraction scores, and meaningful expansion scores. Alternative outputs after re-

moving 11 species containing improperly estimated niche shapes (human footprint

niche breadth: 8 cases, dry spell duration niche breadth: 3 cases, rainfall niche

breadth: 1 case). Parameters with credible intervals that do not overlap zero, or

credible intervals of other factor levels for categorical variables, may be considered as

strong effects in the Bayesian models, and are highlighted in green. For categorical

parameters, this signifies that a trait level within a category is statistically different

from the reference level. The reference levels are: ”Migratory ability: Low”, ”Loco-

motory niche: Insessorial” and ”Trophic level: Carnivore”.
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Figure B.4: Effect plots showing the correlations between covariates and total range

change, for models containing sensitivity to environmental covariates. Boxplots repre-

sent categorical covariates, while scatter plots represent continuous variables. Num-

bers on x-axis labels represent sample sizes for levels of categorical variables. A score

of 1 indicated that no range changes occurred, and a value of 2 indicated that the

range size doubled, compared to the initial range. Black points are drawn on the raw

data provided to the models, red dashed lines, as well as red points with red error

bars are posterior model estimates derived from linear combinations. The rug plots

visualise the density of the data points.
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Figure B.5: Effect plots showing the correlations between covariates and meaning-

ful extinction scores, for models containing sensitivity to environmental covariates.

Boxplots represent categorical covariates, while scatter plots represent continuous

variables. Numbers on x-axis labels represent sample sizes for levels of categorical

variables. A score of 1 indicated that changes were exactly as expected from chance

(area lost equal to the area of high uncertainty transitions), and a value of 2 indicated

that there were twice as many extinctions as expected by chance. A score of 0.5

indicated 50% fewer transitions occurred than expected by chance. Black points are

drawn on the raw data provided to the models, red dashed lines, as well as red points

with red error bars are posterior model estimates derived from linear combinations.

The rug plots visualise the density of the data points.
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Figure B.6: Effect plots showing the correlations between covariates and meaningful

colonisation scores, for models containing sensitivity to environmental covariates.

Boxplots represent categorical covariates, while scatter plots represent continuous

variables. Numbers on x-axis labels represent sample sizes for levels of categorical

variables. A score of 1 indicated that changes were exactly as expected by chance

(area colonised equal to the area of high uncertainty transitions), and a value of

2 indicated that there were twice as many colonisations as expected by chance. A

score of 0.5 indicated 50% fewer transitions occurred than expected by chance. Black

points are drawn on the raw data provided to the models, red dashed lines, as well

as red points with red error bars are posterior model estimates derived from linear

combinations. The rug plots visualise the density of the data points.
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Figure B.7: Effect plots showing the correlations between covariates and total range

change, for models containing niche breadth for environmental covariates. Boxplots

represent categorical covariates, while scatter plots represent continuous variables.

Numbers on x-axis labels represent sample sizes for levels of categorical variables. A

score of 1 indicated that no range changes occurred, and a value of 2 indicated that

the range size doubled, compared to the initial range. Black points are drawn on

the raw data provided to the models, red dashed lines, as well as red points with red

error bars are posterior model estimates derived from linear combinations. The rug

plots visualise the density of the data points.
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Figure B.8: Effect plots showing the correlations between covariates and meaningful

extinction scores, for models containing niche breadth for environmental covariates.

Boxplots represent categorical covariates, while scatter plots represent continuous

variables. Numbers on x-axis labels represent sample sizes for levels of categorical

variables. A score of 1 indicated that changes were exactly as expected from chance

(area lost equal to the area of high uncertainty transitions), and a value of 2 indicated

that there were twice as many extinctions as expected by chance. A score of 0.5

indicated 50% fewer transitions occurred than expected by chance. Black points are

drawn on the raw data provided to the models, red dashed lines, as well as red points

with red error bars are posterior model estimates derived from linear combinations.

The rug plots visualise the density of the data points.
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Figure B.9: Effect plots showing the correlations between covariates and meaningful

colonisation scores, for models containing niche breadth for environmental covariates.

Boxplots represent categorical covariates, while scatter plots represent continuous

variables. Numbers on x-axis labels represent sample sizes for levels of categorical

variables. A score of 1 indicated that changes were exactly as expected by chance

(area colonised equal to the area of high uncertainty transitions), and a value of

2 indicated that there were twice as many colonisations as expected by chance. A

score of 0.5 indicated 50% fewer transitions occurred than expected by chance. Black

points are drawn on the raw data provided to the models, red dashed lines, as well

as red points with red error bars are posterior model estimates derived from linear

combinations. The rug plots visualise the density of the data points.
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B.3 Methods expanded

B.3.1 Integrated model formulation

We constructed an independent integrated species distribution model (ISDM)

for each of the 92 avian species considered for this paper by combining two

disparate datasets, by specifying a model-based state-space point process

model (as described by Isaac et al. 2020). These integrated models were fit

in a Bayesian framework using the integrated nested Laplace approximation

methodology (INLA) (Rue et al. 2009) – a computationally efficient method

used to approximate a class of latent Gaussian models, through the well-

established R-INLA package (Martins et al. 2013). The integrated model

formulation is based on a hierarchical modelling structure, with an underly-

ing process model that describes how the species observations are distributed

across space and time (denoted by the subscript s and t respectively). This

process model is characterized by its intensity function, λ (s, t), a function

of environmental covariates, X, and parameters, θ, such that the larger the

intensity at a point in space and time, the more abundant the species is.

We furthermore assumed that each of the datasets (Yi , i = 1, 2, ...n) has

its own observation model (with likelihood denoted by: L (Yi | X, θ, φi) –

where φi denotes dataset specific parameters), which connects the observed

species location data to the underlying process model. As a result, this frame-

work differs from conventional data pooling methods, where data are com-

bined into a single observation model; rather we construct individual sub-

models for each dataset, allowing us to retain the strengths and personalities
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available in each (Isaac et al. 2020).

By combining these two types of models together, the full likelihood of

the integrated model becomes:

L (Y | X, θ, φ) ∝ p (λ (s) ,X, φ) ·
n∏
i=1

L (Yi | λ (s, t) , θi) , (B.1)

analogous to saying the model component of the latent state, multiplied

by the product of the likelihoods for the observation models.

B.3.2 Underlying process model

The points are assumed to be distributed across both space and time through

a log Gaussian Cox process (LGCP), described by the intensity function,

λ (s, t) = exp{η (s, t)}, where: η (s, t) is a linear predictor for the statis-

tical model. The LCGP is a special type of point process that has an intensity

function described by not only covariates Xs,t , but also by a Gaussian field

(GF), ω (s, t), used to capture any unmeasured covariates and potential spa-

tial autocorrelation included in the model.

η (s, t) = θ0 +

p∑
i=1

θiXi (s, t) + ζ (s, t) , (B.2)

where: θ0 is an intercept term, X1, X2, ..., Xp are a collection of covari-

ates, with associated parameters θ1, θ2, ..., θp and ζ (s, t) is a latent process



Appendix 2: Supplementary material for Chapter 3 181

dependent on both space and time. We assume that this latent process

evolves across years through first-order auto-correlated effects with parame-

ter α (|α| < 1) and spatially-correlated innovations:

ζ (s, t) = αζ (s, t − 1) + ω (s, t) (B.3)

where: t = 2, 3, ...T are the time periods and ω (s, t) is a temporally

independent zero-mean GF with: ζ (s, t = 1) ∼ Gaussian (0, σ2c/ (1− α2)),

where σ2c denotes the variance component (following Blangiardo et al. 2013,

who constructed a spatio-temporal model using the R-INLA package (Mar-

tins et al. 2013)). This Gaussian field is described by its spatio-temporal

covariance function given by:

Cov (ω (si , t) , ω (sj , t
′)) =


0 t ̸= t ′

σ2cC (h; ν, κ) t = t
′

(B.4)

where: i ̸= j and C (h; ν, κ) is the spatial Matérn covariance function:

C (h; ν, κ) =
1

Γ (ν) 2ν−1
(κh)ν Kv (kh) (B.5)

where: Γ is the Gamma function, Kv is the modified bessel function of the

second kind, κ > 0 is a scaling parameter, ν > 0 is a measure of smoothness

(typically a fixed value) and h = ∥si − sj∥ represents the euclidean distance

separating the two points (Cressie 2015). The parameter κ is related to the
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range, ρ (the distance where the spatial correlation is small – chosen as 0.1),

where for each ν: ρ =
√
8ν/κ (Lindgren et al. 2011).

A GF with a Màtern covariance function may be represented by a Gaus-

sian Markov random field (GMRF), and it is therefore computationally ef-

ficient to model the spatial structure via the stochastic partial differential

equation (SPDE) approach (Lindgren et al. 2011). The SPDE approach is

implemented in an easy-to-use method through the R-INLA package, which

evaluates the continuous GF as a discretely indexed random process, through

discretizing the study area Ω into non-intersecting triangles meeting at the

edges, called a spatial mesh (further details of the method are provided in

Cameletti et al. 2013 and Krainski et al. 2019).

Given the linear predictor in equation (B.2), the expected number of points

within some area (Ω) for a given time period is given by:

µ (Ω) =

∫
Ω

λ (s) ds. (B.6)

The integral provided in equation (B.6) is often intractable, however may

be approximated numerically using the finite element method of Simpson et

al. 2016: who use integration points after discretizing Ω into triangles, given

by:

µ (Ω) ≈
M∑
s

Φ(s) exp{η (Ω (s))} (B.7)

where: M is the total number of integration points within Ω and Φ (s) is
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the area of the triangle around s. That is, the intensity function is calculated

at the integration points; and the rest of the area is interpolated between the

three points that form the corners of the surrounding triangles.

B.3.3 Observation models

We considered two disparate datasets for this project: a dataset obtained

Tanzanian bird atlas as well as a dataset obtained through the citizen science

platform, eBird. Both the Tanzania bird atlas and the eBird data had ob-

servations documented in cells across Tanzania. We therefore treated both

datasets as detection/non-detection data and subsequently modelled them

as Bernoulli random variables in the ISDM. To integrate these data into our

inhomogenous-Poisson point process framework, we used a cloglog link func-

tion, which models the probability that the count of the data at a given space

and time point N (s, t) is greater than 0.

P (N (s, t)) > 0) = 1− exp{λ (s, t)}

= 1− exp{exp{η (s, t)}},
(B.8)

which would result in the inverse of the cloglog function:

log (λ (s, t)) = log (−log (1− P (N (s, t) > 0))) , (B.9)

where: the link function is chosen to link the Bernoulli distribution to a

Poisson process (see Kéry et al. 2017).
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The linear predictor given in equation (B.2) included a selection of envi-

ronmental covariates shared between the two datasets (annual rain, hottest

temperature, max dryspell, bare ground cover and human footprint) as well as

a shared spatial field. However, we also chose dataset-specific covariates for

effort: for the eBird dataset, we used checklist duration, and for the Tanzania

bird atlas dataset, we chose the number of unique days any birds had been

reported from a cell within the survey periods. In addition, we also included a

second spatial field for the eBird dataset, used to reflect spatial variation in

sampling effort explained by neither the fixed covariates nor the shared spatial

field (Simmonds et al. 2020).
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C.1 Supplementary Figures

Figure C.1: Effect of range of autocorrelation in the simulated spatial temperature

field on true vulnerability rankings of the example species A, B, C and D. (continued

on following page)
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(continued caption) Box plots and density plots are based on vulnerability scores cal-

culated as log-proportional change in range size after exposure of +4 (derived from

100 different simulations of the spatial temperature field). For easier interpretation,

scores are labelled as relative change, where 0 represents no overall change in range

size, 0.5 represents a halving, and 2 represents a doubling of size. Species D experi-

enced large losses under some simulations, leading to several very small scores; scores

were limited to those between -3 and 1 on the log scale for visualisation purposes.

Box plots and density curves are based on 100 different simulations of the spatial

temperature field. Heat maps show the simulated spatial temperature field under

different specifications of the range of the autocorrelation (0.5, 1, 2.5, 5).
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Sky Islands in the Northern Andes”. In: Front. Ecol. Evol. 8, p. 309.

Van der Colff, D., Kumschick, S., Foden, W., Raimondo, D., Botella, C.,

Staden, L. von, and Wilson, J. R. U. (2023). “Drivers, predictors, and

probabilities of plant extinctions in South Africa”. en. In: Biodivers. Con-

serv. 32 (13), pp. 4313–4336.

Van Der Veken, S., Bellemare, J., Verheyen, K., and Hermy, M. (2007).

“Life-history Traits Are Correlated with Geographical Distribution Pat-

terns of Western European Forest Herb Species”. In: J. Biogeogr. 34

(10), pp. 1723–1735.

Velazco, S. J. E., Ribeiro, B. R., Laureto, L. M. O., and De Marco Júnior,

P. (2020). “Overprediction of species distribution models in conservation

planning: A still neglected issue with strong effects”. en. In: Biol. Conserv.

252 (108822), p. 108822.

Veldhuis, M. P., Ritchie, M. E., Ogutu, J. O., Morrison, T. A., Beale, C. M.,

Estes, A. B., Mwakilema, W., Ojwang, G. O., Parr, C. L., Probert, J.,

Wargute, P. W., Hopcraft, J. G. C., and Olff, H. (2019). “Cross-boundary



REFERENCES 227

human impacts compromise the Serengeti-Mara ecosystem”. en. In: Sci-

ence 363 (6434), pp. 1424–1428.

Venter, O., Sanderson, E. W., Magrach, A., Allan, J. R., Beher, J., Jones,

K. R., Possingham, H. P., Laurance, W. F., Wood, P., Fekete, B. M.,

Levy, M. A., and Watson, J. E. M. (2016). “Global terrestrial Human

Footprint maps for 1993 and 2009”. en. In: Sci Data 3, p. 160067.

Vermote, E. (2015). “MOD09A1 MODIS/terra surface reflectance 8-day L3

global 500m SIN grid V006”. In: NASA EOSDIS Land Processes DAAC

10.
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